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Abstract

Physical unclonable functions (PUFs) are a quite new approach to secure number generation and
storage. PUFs use fabrication variability to generate device specific numbers. Such a PUF gener-
ated number can be seen as the fingerprint of a device. The PUF output can be used in different
ways. Today, PUFs are used for identification, authentication, and cryptographic key generation
purposes. PUFs are mainly built out of microelectronic components. Those PUFs are also called
silicon PUFs. Even if already extensive research has been done on PUFs, still a number of prob-
lems remain. The most dominate problem is the high error rate of the PUFs’ output when it comes
to environmental changes like temperature shifts.

After a general introduction, this thesis covers the different steps that can be undertaken to
reduce the high error rates. The first part is on design and simulation issues related to PUFs.
It covers the different mismatch sources that are available in microelectronic circuits and their
usability in PUF circuits. Another focus is put on the adaptation of transistor mismatch modeling
to be able to estimate future PUF error rates already during Montecarlo mismatch simulation.
Furthermore, different pre-processing steps are suggested that help to avoid the usage of error-
prone PUF cells and thus provide a powerful way to reduce the error rates during PUF usage. The
second part introduces three PUF test chips including implementation details and measurement
results that focus on different design issues: reduction of noise induced errors, area reduction,
pre-selection of stable PUF cells. Additionally, a SRAM PUF microcontroller implementation is
presented that includes error correction capabilities and provides very small error rates. The small
complexity of the implementation and the good performance make the microcontroller PUF a very
attractive implementation.
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Kurzfassung

Physical Unclonable Functions (PUFs) sind ein eher neuer Ansatz zur Generierung und Speiche-
rung von sicherheitsrelevanten Daten. Diese Funktionen nutzen Schwankungen des Herstellungs-
prozesses aus, um elementspezifische Daten zu generieren. Der PUF-Ausgang kann auf verschie-
dene Art und Weise genutzt werden: Identifizierung, Authentifizierung und Schlüsselgenerierung
für kryptographische Anwendungen. Die meisten PUFs werden aus mikroelektronischen Kompo-
nenten hergestellt. Auch wenn in den letzten Jahren bereits viel im Bereich der Physical Unclona-
ble Functions geforscht und publiziert wurde, gibt es bis heute offene Probleme. Eines davon ist
die hohe Fehlerrate, die vornämlich bei Temperaturänderungen auftritt.

Nach einer allgemeinen Einführung, beschäftigt sich die vorliegende Arbeit hauptsächlich mit
den verschiedenen Schritten, die dazu nötig sind, die Fehlerrate so stark wie möglich zu redu-
zieren. Der erste Teil beschäftigt sich mit den verschiedenen Design- und Simulationsproblemen,
die beim Entwickeln von PUFs auftreten können. Ein Fokus liegt auf der Anpassung der Tran-
sistor Mismatchmodelle, die für die Montecarlosimulation verwendet werden. Die Adaptierung
macht es möglich, schon während der Schaltungssimulation Aussagen über künftige Fehlerraten
zu treffen. Des Weiteren werden verschiedene Ansätze vorgestellt, die helfen sollen, die Verwen-
dung von fehleranfälligen PUF-Zellen zu vermeiden. Der zweite Teil ist den Testchips gewidmet.
Es werden drei Implementierung vorgestellt, deren Designfokus auf verschiedenen Gebieten liegt:
Reduzierung der durch Rauschen verursachten Fehler, Flächenreduzierung und Aussortierung von
fehleranfälligen Zellen. Darüber hinaus wird ein so genannter SRAM PUF präsentiert, der auf
einen herkömmlichen Mikrocontroller implementiert wurde. Die einfache Implementierung und
die gute Performance machen diesen Ansatz besonders attraktiv.
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1. Introduction
by Christoph Boehm

1.1. Preface

During the last 10 years physical unclonable functions (PUFs) have became a fixed part of security
hardware. They are meant to provide a cheap and secure alternative to random number storage
on devices. Especially in microelectronic circuits different approaches to PUFs were developed
which performance with respect to size, error rate, and power dissipation now reach acceptable
levels. Nevertheless, there is still a need for further development in the different fields related to
PUFs. The following disquisition concentrates on chip-level PUF cell design including the issues
a designer has to cope with during the development. This work provides theoretical and practical
analysis of the design and testing of different types of silicon PUFs. Besides, an overview on
physical unclonable functions and their applications will be given.

This work is divided into three major parts. The first part deals with the theoretical background.
The second part covers issues related to the development and design of PUFs in integrated circuits
(i.e. silicon PUFs). Part three is on four different realizations implying the measurement results
of silicon PUFs. The work comprises 16 chapters. Chapter 1 provides the state-of-the-art in
PUF design. It includes the motivation, an overview over different PUF approaches, a detailed
analysis of an exemplary PUF circuit (SRAM PUF), a list of PUF-related patents, and finally an
introduction into three PUF related topics: RFID, cryptography, and biometrics. Chapter 2 shows
use cases of PUFs to give a deeper understanding of the commercial ideas behind them. Chapter 3
concentrates on the basic applications of PUFs: Identification, key generation, and authentication.
Since no common procedures have been established in literature so far, Chapter 4 provides PUF
cell testing and specification. Due to the high bit error rates that occur in PUF circuits, error
correction is an important topic. Since common error correction codes get very demanding for
such high error rates, extra effort has to be spend in order to find accurate solutions. Chapter 5 is
dedicated to error correction. Chapter 6 gives the fundamentals of PUF design by analyzing the
mismatch properties of microelectronic components. To be able to estimate the future error rate
of PUF circuits it is very important to have valid Montecarlo mismatch models. Unfortunately,
the temperature behavior of MOS transistors is not modeled sufficiently. Chapter 7 describes
ways to adapt the Montecarlo mismatch model of MOS transistors to fulfill the needs of PUF
design. Chapters 8 to 11 introduce different ways to decrease the bit error rates of PUFs from the
circuit perspective. These techniques are important since they help to reduce the complexity of
post-processing. The last part deals with the different practical realizations of PUFs: Chapter 12
describes the measurement results of a two-stage PUF, Chapter 13 of a shared amplifier PUF, and
Chapter 14 of a PUF with pre-selection. Chapter 15 is a SRAM PUF which was implemented in a
microcontroller. Chapter 16 concludes this work.

1.2. Motivation

Globalization and the rise of information technology simplify the interchange of goods and infor-
mation on a daily base. Nevertheless, the underlying processes become more and more complex.
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1. INTRODUCTION BY CHRISTOPH BOEHM

In consequence of the outsourcing of production to foreign countries and the shipping of goods
around the world it is getting more and more difficult to control all single steps related to a product.
Thus, potential adversaries have many alternative points of attacks. Furthermore, to handle the
vast number of goods, these have to be identified. This is usually done by assigning identification
numbers (IDs) to the single products which can be pricey.

As a side effect, the increasing usage of information technologies increases the amount of sen-
sitive data which should be kept invisible for any third party. There are many ways to attack the
communication channel to receive actual secret data. For these reasons, the demand for security
applications has increased in an inflationary way during the last years. Critical data are stored in
different databases constantly: Governmental data, health care data, information about consumer
behavior, emails, calendar data, chat records, data at banking institution, and access control infor-
mation are only few examples. Attackers of all sorts try to get access to such data for different
reasons. Many cases are known where confidential data were hacked and published. Even if se-
curity systems are steadily improved, attackers find ways to break them. One popular historical
example of such a case is the cryptographic machine called Enigma. This machine was developed
by the Germans in 1920 and was used during the World War II for encrypting military messages.
Over the years, the functionality of Enigma was improved to raise the security standard of the
machine [132]. Nevertheless, UK scientists in cooperation with Polish colleagues developed the
so-called bombe which was a machine that helped to break an enigma encrypted cypher text. Both
machines are shown in Figure 1.1.

(a) (b)

Figure 1.1.: Cryptography in the World War II. (a) Enigma; (b) Bombe.

The Enigma, as an example, shows the ongoing conflict between people who try to create secure
systems and the attackers that try to break them. Since the struggle has not ended up to now, the
demand for further improvements of information security exists.

On account of the globalization of trade and the usage of information technologies it is neces-
sary to develop technologies that help to reduce or solve the identification and security issues. One
approach to that problem are the so-called physical unclonable functions (PUFs). These functions
use production variability to generate fingerprint-like data of physical devices. By means of PUFs,
chips can be identified, authenticated, and also used as key generators for cryptographic purposes.
All three applications can be used to reduce the above mentioned issues. Therefore, using PUFs,
the intrinsic properties of devices can be utilized in communication channels to authenticate the
counterpart and also to encrypt the transmitted messages. Furthermore, goods can be identified
due to their individual properties and even be authenticated. Thus, not only producers can mon-
itor the production chain but also the customers may verify the origin of sensitive articles like
pharmaceutical products, security-relevant spare parts, or luxury goods. For that reasons, physical
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unclonable functions have become increasingly popular during the last years. Nevertheless, PUF
circuits still exhibit high bit error rates. To assure error-free functionality complex post-processing
has to be used. For that reason, the main focus of this work lies on finding ways to reduce the error
rate of PUF chips.

1.3. Physical Unclonable Functions

1.3.1. What is a Physical Unclonable Function?

Different definitions of a Physical Unclonable Function (sometimes physically unclonable func-
tions) are given in the literature ( [13, 19, 149]). In general, a physical unclonable function is an
entity that uses production variability to generate a device specific output which usually is a binary
number. This output can be seen as the fingerprint of a device (Figure 1.2). A PUF is made of
several components defined by local parameter variations. The differences between the compo-
nents are called local mismatches. Depending on the PUF approach these local parameters are
combined, compared or directly read out to generate the binary output. Since the variation of the
components cannot be controlled from the outside, a PUF cannot be replicated. This fact makes it
unclonable. Depending on the application the PUF output depends on an input signal. Hence, a
PUF is a function. To what extend the input signal influences the output differs between the vari-
ous PUF approaches. The input (challenge) may alter the internal combination of the mismatching
components which changes the output (response). The input may also define which of the com-
ponents should be used to generate the output. There are also alternatives like the use of HASH
functions to combine the input and a PUF output to generate an input specific number. From a
theoretical perspective, the single words in PUF have the following meaning:
Physical means a physical entity, in contrast to an algorithm or a similar function. If physically
is used, the meaning changes since now it becomes an adverb to unclonable which means that the
function is clonable in general but not in a physical way.
Unclonable means that a thing cannot be replicated. For PUFs this is true in practice. Theoreti-
cally, PUFs are clonable.
Function means in terms of mathematics that an input value is associated to one specific output
value. Since the output of a PUF is usually noisy it happens that an input produces different out-
puts. And often PUFs are used without any input in literature, for example, if it is used for key
generation. Thus, in general a PUF is not a function in the mathematical meaning.

Therefore, we define a PUF as follows:

A PUF is a physical entity which produces an output value at least in dependence
of physical structures which are hard to clone.

1.3.2. The Missing Component

As mentioned above, the growing degree of interaction between different people but also between
things and all combinations increases the demand for secure and reliable solutions. These in-
clude solutions for identification, authentication, and cryptographic purposes [8, 20]. All these
applications need unique or unpredictable numbers as a basis. In most cases these numbers are
generated outside the purpose device and then saved in a non-volatile memory (NVM). Further-
more, if cryptographic keys are transfered to the device this has to be done in a secure environment
which produces extra costs. Example devices are radio frequency identification (RFID) devices,
smartcard, near field communication (NFC) devices, and all kind of security hardware.
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Figure 1.2.: PUFs: The fingerprint of devices.

Due to the fact that PUFs generate a number from the intrinsic properties of a device, number
generation and storage has not to be done outside the chips which can reduce the costs significantly.
In some cases, this makes a technology competitive after all.

RFID
Crypto-

graphy
Wireless

Security

Smart

Card

ID CRP

NFCPUF

Figure 1.3.: PUF the missing element.

RFID tags are a popular example: RFID is considered to be an alternative to the simple bar code
but with extended features like SCM (Supply-Chain-Management), supermarket checkout systems
and good management (see section 2.1). Unfortunately, the RFID tag has to be produced including
an NVM on which the EPC (Electronic Product Code) is stored. NVMs are expensive to produce
which makes RFID uncompetitive. Using a PUF instead would reduce the costs remarkably, and
would shift the price into regions which makes an investment interesting. A schematic overview
over relevant applications is given in Figure 1.3.

1.3.3. The Advantages: Security and Costs

There are two main advantages of PUFs over common techniques (Figure 1.4): cost reduction and
an increase of security. Depending on the application one of the advantages can be a good reason
to include a PUF into the product.

Reducing Costs: If a microchip is used for identification purposes, a unique ID must be
available. Common systems are storing IDs in NVMs. A chip without NVM is usually cheaper to
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Figure 1.4.: Basic advantages of PUFs.

produce, because additional processing steps are not required. Moreover, the unique ID has to be
generated outside the chip and later transfered to it. This causes additional costs. If a PUF is used
instead, the ID is inherently available on the chip. If the number of output bits is large compared
to the number of required IDs, the PUF output can be assumed to be unique.

Raising Security: Firstly, PUFs are very hard to attack by reverse engineering methods. Thus,
the probability of reading out the PUF output can be assumed to be very low. Secondly, a PUF
makes it unnecessary to generate confidential data (e.g. cryptographic key) outside the chip and
transfer it inside a secure environment. High security levels make these steps very costly. By
means of PUFs the confidential data is generated directly on the chip. Furthermore, it does not
have to be stored inside NVMs. Using public-key cryptography, the private-key does never have
to leave the chip. With such systems unprecedented security standards can be reached.

1.3.4. The Problem: Bit Errors

It is needless to say that PUFs are not perfect. PUFs do not provide exactly the same output each
time. PUFs show bit errors. These errors appear randomly and deterministically. The random
errors are generated by circuit noise. The deterministic errors are generated by mismatch between
parameters of the involved components, e.g. mismatches of temperature coefficients or aging
effects. Thus, if no errors are allowed by the application (e.g. key generation), error correction
data has to be generated and stored inside NVMs on the chip or outside the chip in data-bases.
Both is costly and reduces the advantages of PUFs. For identification purposes, errors may be
no problem as long as the distance between the IDs is large enough. Accordingly, even if errors
occur, the devices can be identified correctly.

Since the error rate is the crucial disadvantage of PUFs, a big part of this work is dedicated to
this problem.

1.4. Different Approaches

During the last decade, many different approaches to PUFs have been published. In the following
section an overview of different approaches to PUFs is given. This should not be understand as a
complete list, but it should give an idea of the different ways a PUF can be realized. Figure 1.5
shows a rough time-line of the history of PUFs.

For further reading the following texts are recommended: [22] provides a short introduction.
In [94] a detailed survey is given. An overview over different transistor-based PUFs was also
published by Hirase et al. already in 2005 [61], by Tuyls in 2005 [151] and 2006 [150].
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Figure 1.5.: History of PUFs.
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1.4. DIFFERENT APPROACHES

1.4.1. First Identification Schemes

In the year 2000 Lofstrom [87–89] presented a way to extract chip-specific data from manufac-
turing variations by comparing the drain currents of two nominally identical transistors. He used
an autozeroing comparator to measure the potential difference between different transistors con-
nected to a resistor. The circuit is depicted in Figure 1.6.

OUT

VSS

VDD

VBIAS

N1 N2 N3 N4 Nn

R

Figure 1.6.: Approach from Lofstrom (see [89]).

To compare two transistors the switch of the first transistor is closed and the amplifier consisting
of the two inverters is aligned. Afterwards the switch is opened and another one is closed. Due to
the different drain current caused by the mismatch between the transistors the voltage drop at the
resistor changes. Depending on the mismatch, the output of the amplifier will either move towards
VDD or towards VSS.

1.4.2. Optical PUF by Pappu

The first explicit PUF was introduced by Pappu in 2002 [113]. In this approach a unique output
is produced by evaluating the interference pattern of a transparent optical medium. Its high com-
plexity makes this approach difficult to implement. An illustration of the approach can be seen in
the Figure 1.7.

HeNe α

C
B

A

Figure 1.7.: Optical PUF by Pappu (see [113]).

At point A© a HeNe laser beam is generated which hits an optical medium B© under a pre-defined
angel. Here, the angel of the laser beam is the challenge to that optical PUF. The beam on the other
side of the optical medium creates a speckle pattern at an indicator C©. From this speckle pattern
a Garbor-hash is generated. This can be seen as the response of the PUF. Through the various
possibilities of different angels a huge number of challenge response pairs can be derived.

1.4.3. Ring-Oscillator PUF

The ring-oscillator PUF was presented by Gassend et al. in 2002 [45,46]. He suggested measuring
the differences in frequency of ring-oscillators that are caused by manufacturing variations. In
Figure 1.8 the approach is depicted schematically [139].
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Counter

>?

Counter

OUT

Figure 1.8.: Ring oszillator PUF (see [46]).

In this approach only standard logic gates are used and thus the approach can be implemented
on an FPGA. Since no extra processing steps are needed for this kind of PUF these PUFs are called
silicon PUFs or intrinsic PUFs. Today, in literature the vast majority of PUFs are silicon PUFs.

An improvement using configurable ROs is suggested in [96]. A characterization is given in
[95, 97].

1.4.4. Arbiter PUF

An approach that compares the delay between two digital paths was proposed by Lee et al. in 2004
[81]. The approach is called arbiter PUF since an arbiter circuit decides which of the two delay
lines provides the smaller delay [84]. Additionally, the path can be controlled by an input which
allows generating several outputs from one PUF circuit. The approach is depicted in Figure 1.9.

Arbiter
OUT

s0 s1 s2 sn-1

Figure 1.9.: Arbiter PUF (see [81]).

The design of a switch box can be seen in the Figure 1.10.

IN

IN OUT

OUT

s

Figure 1.10.: Circuit of a switch box.
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1.4. DIFFERENT APPROACHES

Like the ring-oscillator PUF, the arbiter-based PUF can be implemented on a FPGA.

1.4.5. Coating PUF

The idea to use chip-specific data was already proposed by Posch in 1998 [116]. He suggested
adding a coating to the chip which is made of a mixture of isolating and conducting material. This
coating provides the basis for a chip-specific code. Since physical modification of the coating
is followed by a difference in the code, attacks can be detected easily. Later in 2005, Tuyls et al.
suggested the so-called coating PUF which uses the device specific data extracted from the coating
for authentication and identification purposes [124, 133]. The principle is shown in Figure 1.11.

Figure 1.11.: Coating PUF (see [133]).

1.4.6. SRAM PUF

SRAM PUFs use existing SRAM blocks to generate chip specific data. After powering-up the
circuit the cells stabilize at a state which is defined by the mismatches between the involved tran-
sistors. Thus, each SRAM cell provides one bit of output data. The SRAM PUF was first proposed
by Guajardo and Holcomb in 2007 [52, 65, 66] . The SRAM approach can also be implemented
by using FPGAs or Microcontroller [18]. The problem with this approach is that not every SRAM
implementation is suitable for PUF purposes.

So, SRAM PUF-like circuits were developed. One approach including reset circuitry was pro-
posed by Su in 2008 [138] (see Figure 1.12).

VDD

OUTOUT

P1 P2

N4

N1 N2

VSS

S
E
L

S
E
L

RES RES

P3 P4

N4N3

RES RES

A B

Figure 1.12.: Resetable SRAM PUF (see [138]).

The transistors N1, N2, P1 and P2 are building a common SRAM cell. The transistors N3, N4,
P3 and P4 are used to reset the cell. If the RES signal is ON, P3 and P4 cut the SRAM cell from
the power supply, N3 and N4 are forcing the nodes A© and B© to VSS.

Since the SRAM PUF is a simple approach the underlying circuit is well-known and the circuit
is used as a basis for the PUFs that are designed and analysed in this work, the SRAM PUF will
be introduced more detailed in Section 1.6.
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The SRAM PUF can also be used in sub-threshold region [74]. The advantage of this approach
is the high relative mismatch in sub-threshold region. Nevertheless, the absolute mismatch and the
signal itself is very small so that noise can become a severe problem.

1.4.7. The Inverter-Based Approach

A further approach is an inverter-based one which was introduced by Puntin et al. in 2008 [117].
An extended version was published by Stanzione et al. in 2011 [137]. In the circuit several NMOS
transistors share one PMOS transistor (see Figure 1.13). The circuit is similar to the approach in
section 1.4.1.

out

��..

sel1 sel2 sel3 sel4 seln

selCell

selCell

selCell
P

N1 N2 N3 N4 Nn

VDD/2

VDD/2

Figure 1.13.: Inverter based PUF (see [117]).

During usage one of the NMOS transistors is connected to the PMOS. In this approach the
NMOS transistors are designed for high mismatch (i.e. small size). The PMOS transistor should
have little influence on the decision. To minimize mismatches, the PMOS transistors have to
be chosen sufficiently big. The input of the inverter is set to VDD/2. The inverter works in the
maximum gain region. The output voltage of the inverter is compared to the output voltage of
another NMOS/PMOS pair which is different due to the parameter variation. An auto-zeroing
comparator is used in this step. If the first pair shows a higher voltage than the second pair a ’1’
appears at the output. Otherwise a ’0’ shows up. To compensate for variations in environmental
conditions a process regulation circuit regulates the voltage VDD/2 at the input of the inverters.
This reduces the bit error rate. Additionally, a decision margin is introduced which is used to
select those pairs which show voltage differences that exceed a certain value. This is important in
order to reduce the BER due to noise and operation point shifts. The cell selector is depicted in
1.14.
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Figure 1.14.: Stable cell detector (see [137]).

The pre-selection of stable PUF cells is a basic step to reduce the error rate significantly. More
about the theory of pre-selection schemes is shown in Section 10.
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The inverter-based PUF approach achieves good results in terms of BER, area, and energy
consumption.

1.4.8. Other Approaches

In addition to the above mentioned PUFs different other approaches were published in the last
few years. The butterfly PUF was proposed by Kumar et al. in 2008 [79]. Choi et al. suggested
a PUF using differential amplifiers [27]. In 2011 Majzoobi et al. published a ultra-low power
current-based approach [98]. Ganta et al. published a leakage-based approach [44] in 2011, too.
An approach that utilizes system equivalent resistance variations was published by Helinski et
al. in 2009 [59]. A current starved inverter chain PUF is suggested by Kumar et al. in [78].
Reconfigurable PUFs are described in [80]. PUFs based on D flip-flops were published in [152]
and [93]. A PUF that is based on device aging was introduced in [100]. A tristate buffer PUF was
published by Ozturk et al. in [112] in 2008. Sensor-based PUFs were introduced in 2010 [123].
Selimis et al. work on SRAM PUF-based key generation in wireless sensor nodes [127]. PUFs
that use lithographic variations are described in [135]. A delay PUF based on glitch shapes was
published by Suzuki et al. in 2010 [141]. A RO-PUF that uses not only process parameters but also
takes variations like temperature dependence or dependence on VDD into account was suggested
by Wang et al. in 2010 [156]. A RO PUF implemented on an FPGA was published by Yu at al. in
2009 [161].

1.4.9. Summarizing of Different Approaches

Table 1.1 shows the performance of some of the published PUF approaches. The intra-chip
(HDintra) and the inter-chip (HDinter) Hamming distances are used as performance parameters.
A detailed description of the performance parameters can be found in Chapter 4. Unfortunately,
information on the area and power consumption is not given for all of the presented approaches,
therefore these parameters are not taken into account in this work. Furthermore, the temperature
range for which the intra-chip Hamming distances were determined vary between the various pub-
lications. To compare the approaches in terms of that parameter the presented results have to be
inter- or extrapolated. Additionally, in most cases VDDwas varied during the analyses which also
leads to an increase of HDintra. Since temperature shifts were the dominant source of error, the
results from the VDDvariations are not presented here.

1.5. Theoretical Analysis

In addition to the different approaches many theoretical papers were published concerning math-
ematical models of PUFs, modeling attacks of PUFs from their challenge response pairs and on
further security issues. Since this is not in the scope of this work, the reader is referred to the
literature.

1.6. Exemplary PUF Circuit: The SRAM PUF

One of the simplest circuits in silicon which can be used for PUF purposes is the SRAM cell.
The SRAM consists only of a few transistors and is easy to understand. Since in an SRAM cell
minimum size transistors are used, the local mismatch between the involved transistors is large.
This can be a problem in common SRAM design [3] but it turns into an advantage as soon as it is
used for PUF purposes. Different PUF circuits are based on the SRAM circuit. Furthermore, the
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Table 1.1.: Performance of different approaches.

Approach Ref. Temp. (°C) HDintra(%) HDinter(%)

ID Cell [89] -25..125 5 50
Ring-Oscillator PUF1 a [139] 20..120 0.48 46.15
Ring-Oscillator PUF2 a [96] 25..65 <2 47.31
Arbiter PUF [139] 20..120 9 23
SRAM PUF1 [52] -20..80 12 50
SRAM PUF2 [65] room 5 bias to 1
Latch PUF [138] 0..80 5.5 50
Inverter-Based PUF a [117] 20..125 0.4 50
Butterfly PUF [79] -20..80 6 50
D-Flip-Flop PUF1 b [93] room <5 50
D-Flip-Flop PUF2 [152] -40..80 10 35
Glitch-Based PUF [141] 0..80 <8 40
a With kind of pre-selection (see Chapter 10).
b After bias compensation.

SRAM PUF is used in the following chapters to describe fundamental properties of PUFs. To get
an idea of the functionality, the SRAM PUF is analyzed in more detail in the next section.

1.6.1. Fundamentals

An regular SRAM cell usually contains 6 transistors. In Figure 1.17a such a cell is shown. A
SRAM cell is a bistable circuit. To explain the basic functionality of a bistable system the physical
model of Figure 1.15 is used.

0 1 0 10 1

(a)

0 1 0 10 1

(b)

0 1 0 10 1

(c)

Figure 1.15.: Bistable system: (a) Bias towards ’0’; (b) 50:50 chance; (c) Bias towards ’1’.

In Figure 1.15b a totally balanced system is shown. The probability that the ball moves to the
left side is the same as the probability that the ball moves into the right direction. The systems
in Figure 1.15a and Figure 1.15c are not balanced. In the case of Figure 1.15a, the system is
biased towards ’0’. In the case of Figure 1.15c the ball will probably fall to the right side. The
same behavior can be observed when looking at the power-up voltage curves of SRAM cells
(Figure 1.16).

The bias of a SRAM cell is defined mainly by the mismatch of the PMOS transistors. This
bias defines the state of the SRAM cell after powering up the circuit. Since the bias cannot be
controlled during production, a symmetrical designed SRAM cell can be utilized as a PUF circuit.

A 6T-SRAM (6 transistor SRAM) circuit and the equivalent circuit consisting of two inverters
can be seen in Figure 1.17a.

During powering-up the circuit VDD increases towards its final value (e.g. 1.35 V). As soon as
the first PMOS transistor (either P1 or P2) starts to provide much current (i.e. VTH of the tran-
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VDD VDD VDD
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Figure 1.16.: Bistable electronic circuit (e.g. SRAM): (a) Bias towards ’0’; (b) 50/50 chance; (c)
Bias towards ’1’.
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Figure 1.17.: (a) Regular 6T-SRAM cell; (b) Equivalent circuit.

sistor is reached) the corresponding node Q/Qn starts to increase voltage which at the same time
decreases VGS of the second PMOS transistor and increases VGS of the corresponding NMOS.
Thus a latching effect occurs and the cell either outputs VSS or VDD. If the difference between
the two transistors P1 and P2 is very small, both start providing current nearly at the same time.
Thus, Q and Qn increase in voltage until the VTH of one of the transistors N1 and N2 is reached.
Now, the latching effect is defined by the NMOS transistors. It can be seen that in most cases the
output of an SRAM PUF cell is defined by the threshold voltage difference ∆VTHP of the PMOS
transistors. Only in cases of very small ∆VTHP NMOS transistors’ threshold voltage difference
∆VTHN dominates the decision. The voltage characteristics at Q and Qn of three different Monte-
carlo simulation runs are shown in Figure 1.18. It can be seen that one branch always dominates
the decision by faster increase in voltage. As soon as VGS reaches VTH of the dominant transistor
the cell starts to latch.

In Table 1.2 the threshold voltage values (BSIM: VTH0) of the transistors of the three Montecarlo
runs are shown. The decision is always defined by the VTH values of the PMOS transistors. The
dominant transistor is printed bold. At the second run the VTH values of the PMOS transistors are
very close which affects the power-up procedure: for the second run, the latching happens late
(see Figure 1.18).

1.6.2. Discrete Implementation

To get a feeling for the behavior of SRAM PUFs a discrete version was built from a dual N-
channel and a dual P-channel matched MOSFET pair (ALD1103PB from Analog Devices). The
threshold voltage of these transistors are typical around 0.7 V. The power-up behavior of that
bistable circuit was analyzed. The results are depicted in Figure 1.19. The blue curve shows the
power supply, the red and the yellow curve show the nodes Q and Qn. The horizontal resolution is
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Qn1 _ _ _ _ _  Qn2 _______  

Qn3 . . . . . . . 

Qn1 _ _ _ _ _  Qn2 _______  

Qn3 . . . . . . . 

Figure 1.18.: Three different (Montecarlo simulation) SRAM cells are powered-up (slow in-
crease of VDD). The latching takes place as soon as the dominant transistor reaches
VTH.

Table 1.2.: VTH0 values of mismatching SRAM transistors.

Transistor VTH0/V, run 1 VTH0/V, run 2 VTH0/V, run 3

N1 0.467 0.494 0.508

N2 0.483 0.494 0.525

P1 -0.648 -0.695 -0.740

P2 -0.696 -0.704 -0.670
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set to 10 ms. As the simulation shows the decision process of the SRAM PUF can be seen nicely.
The process is depicted for different power supply voltages. Since the decision time significantly
depends on the power supply voltage, it varies between 100 ms (Figure 1.19a, VDD=0.95 V) and
1 ms (Figure 1.19h, VDD=1.3 V).

The SRAM PUF behavior can also be explained using a simple equivalent circuit where the gate
capacitances are depicted (Figure 1.20).

The capacitances C1 and C3 and the capacitances C2 and C4 build capacitive voltage dividers
respectively. As soon as the power is switched on the capacitances are charged. As shown in the
Figure 1.19 the voltage in between the capacitances settles around 0.2 VDD. This is an indicator
that the capacitances of the NMOSTs (C3, C4) are larger than the capacitances of the PMOSTs
(C1, C2). Subsequently, the voltage at the two nodes sinks a little bit. This behavior indicates that
the current in the NMOST is higher than the current in the PMOS transistor. The two voltages
between the nodes increase slowly and finally the circuit settles at one of its stable points.

1.6.3. Analysis of SRAM Chips When Used as PUFs

In addition to the analysis of a SRAM PUF from discrete components (see Section 1.6.2) five
SRAM chips where tested towards their usability as PUFs. In this section the experimental results
and an analysis of the occurring problems is given. Table 1.3 shows the analyzed memory chips.

Table 1.3.: SRAM Chips.

Model Manufacturer Size

CDP1822R Intersil 256 x 4 bit
HM6116 HMI 2k x 8bit
MB8416 Fujitsu 2k x 8bit
SRM20256 S-MOS Systems 32k x 8bit
PCF8570P/F5,112 NXP 256 x 8bit

The following paragraphs presents the test results:

CDP1822R

The initial value of this SRAM depends on the speed of the powering-up process. A sharp edge
causes an initial output value of ’0’ a flat ramp causes an initial value of ’1’. Due to the dependence
on the power supply this chip is not suitable for PUF purposes. It turns out that the asymmetrical
layout of this SRAM cell causes the problem (see Figure 1.21).

HM6116, SRM20256

The output bits of this SRAM changes for the same chip at different runs. Thus, it is not useful for
SRAM PUFs. It seems that the decision is strongly effected by noise. This property is useful for
random number generators but counterproductive for PUFs.

MB8416

The initial states of this SRAM always exhibit the same pattern for each byte. The pattern is
10011001. The internal design of the chip is not known but it is assumed that the pattern is
generated due to asymmetries in design or layout. This chip is not useful for SRAM PUF purposes
as well.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 1.19.: The figure shows the decision process of a discrete implemented SRAM cell ap-
plying different supply voltages: (a) VDD=0.95 V; (b) VDD=1 V; (c) VDD=1.05 V;
(d) VDD=1.1 V; (e) VDD=1.15 V; (f) VDD=1.2 V; (g) VDD=1.25 V; (h) VDD=1.3 V.
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Figure 1.20.: SRAM cell including the gate capacitances.
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Figure 1.21.: Asymmetrical layout (see P3 and N3) of the CDP1822R SRAM cell.

PCF8570P/F5,112

The best results were achieved with this chip. The PCF8570P/F5,112 is a 2k SRAM with I2C
interface. The initial states are not predictable but stable. Unfortunately, the two stable states are
not uniformly distributed. The probability p1 of occurrence of ’1’ is around 0.13, the probability
p0 of occurrence of ’0’ is about 0.87. Therefore, even this chip cannot be recommended without
limitations.

As a conclusion to this analysis it is important to state that by far not all SRAM circuits fulfill
all the requirements of PUFs (see Section 4.3). It is important to check SRAMs carefully before
using them for PUF purposes. Of course, this statement is also true for SRAMs of FPGAs or
Microcontroller (see Chapter 15).

1.7. Patents

The following section is on patents concerning PUFs that were filed in the last years. It is by
far not a complete listing of available patents. It should rather give an overview of the variety of
companies that are involved into the topic. The listed patents are all US patents and applications.

1.7.1. Identification Using Parameter Variability

Using parameter variability to gain fingerprint-like data from manufacturing variability is the basic
idea behind PUFs. Even though PUFs may exploit such data for further applications and also make
the output depend on an input signal, all PUFs base on manufacturing variability. The first patents

19



1. INTRODUCTION BY CHRISTOPH BOEHM

that take advantage of mismatches between components suggest to generate unique numbers to
identify devices. Some of them are presented below.

ICID 1999

The first patent that utilizes random parameter variability was filed in 1999 by Lofstrom and his
company named ICID [86]. The idea is to use the random parameter variations of different cells
that are compared to each other to generate a unique ID from the intrinsic properties of a micro-
electronic device. This block can be included into any chip to provide a ID without spending extra
effort for ID generation and storage on the chip. An example circuits can be seen in Figure 1.22
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Figure 1.22.: Example of identification cell from [86].

Microvision 2000

In the year 2000 Microvision filed a patent that was finally issued in 2009. In this patent an
identification scheme is proposed that uses an intrinsic ID. To do so the ID is read out several
times to identify instable bits. Only stable bits are being used for identification later.

Hitachi 2001

Also Hitachi filed a patent concerning identification by means of parameter variations [99]. This
was done in 2001. The patent was issued in 2005. As an example circuit inverters are used where
the output is connected to the input. Each inverter settles at its specific voltage. These voltages are
compared by a measurement circuit. An example can be seen in 1.23.
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Figure 1.23.: Example of identification cell from [99].
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STM 2003

In 2003 ST Microelectronics filed a patent on a resistor-based identification device. Based on
process variability of two resistors a binary value is generated. The patent was issued in 2004
[159]. An example circuit can be seen in Figure 1.24.
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Figure 1.24.: Example of identification cell from [159].

PIXIM 2004

In 2004 PIXIM filed a patent that also uses manufacturing variability of all kind of circuit elements.
This includes bipolar and MOS transistors, resistors, capacitors and inductors or light detecting
pixel elements. But also memory cells and amplifiers are included. The elements’ properties are
evaluated by comparing the cells with a reference voltage or by digitizing the output signal. The
SRAM PUF is covered by this patent. The patent was issued in 2007 [15].

Infineon 2007

In 2007 [76] Heiko Koerner from Infineon Technologies filed mainly the same idea as Lofstrom
including more circuit details. Via random variations, a circuit can be identified using a certain
evaluation unit. The patent was issued in 2011.

National Semiconductor 2008

In 2008 Elroy Lucero, employee of National Semiconductor, filed a patent that somehow expanded
his patent described in 1.7.4. This patent describes an SRAM PUF that is used to generate a unique
number without going into application details. The patent was issued in 2009 [91].

National University Corporation Tohoku University, Advantest Corporation 2008

Another chip identification procedure, based on process variability, was filed by Okayasu et. al
in 2008. The received data are used to detect degradation of the device. As an example, the
threshold voltage variation over time can be detected by adequate circuits. The patent was issued
in 2010 [111].

1.7.2. Key Generation From Parameter Variability

On-chip key generation is another important PUF application. There exist several patents on key
generation utilizing process variability.
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STM 2002

In 2002 ST Microelectronics filed a patent that utilizes process variations to generate a secret
quantity. This quantity can then be used by an application. Furthermore, methods using shift
registers and non-volatile memories are suggested to be used in addition to the secret generator.
The patent was issued in 2010 [160].

LSI 2005

In 2005 David Barr employed at LSI Corporation filed a patent that uses a PUF output to generate
a key that will never leave the system and therefore is never visible to the outside. In this patent he
also suggests error correction that ensures bit error free keys. This patent was issued in 2009 [10].

Xilinx 2005

In 2005 Stephen Trimberger employed Xilinx filed a patent that includes the usage of PUF output
data. The data is used as a key for en- and de-cryption of configuration data that is stored outside
the device. As a result, the data is protected against undesired copying. The patent was issued in
2011 [143].

MIT 2006

In 2006 the Massachusetts Institute of Technology filed a patent that describes the use of PUFs for
accessing data stored in an integrated circuit or using the data for key generation for cryptographic
purposes. The generated data depends on a digital input. The patent was issued in 2010 [33].

Irdeto 2009

In 2009 Irdeto Access B.V. filed a patent that utilizes PUFs to prevent the cloning of pay-TV
receivers for example. To do so, challenge-response pairs of a PUF that is part of the receiver are
stored in a data-base at the transmitter side. The responses of the PUF are used as keys to encrypt
a message. At the receiver the message is decrypted. The patent was not issued yet [30].

1.7.3. PUF Authentication Schemes

PUF-based device authentication is also covered in several patents. Some of them are listed below.

ICID 2002

In 2002 Chi-Song Horng employed at ICID filed a patent about a authentication procedure for
random binary ID codes like the ones proposed by Lofstrom. Since errors are produced due to
noise, some of the bits do not always return the same value. The position of the unstable bits itself
are unique for different ICs. The patent proposes to use this unique positions of unstable bits for
the authentication process. The patent was issued in 2004 [67].

MIT, Intrinsic ID 2003

In 2003 the MIT and Intrinsic ID filed a patent about a PUF authentication scheme. In this patent
a multi bit input to a PUF is used to get a device specific output. Since this kind of authentication
is a main application of PUFs, it is a major patent which was finally issued in 2010 [28].
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Philips 2004

In 2004 Pim Tuyls et al. filed a patent for authentication of physical objects utilizing their physical
properties. This is exactly what PUFs do, if used for authentication. The patent was issued in
2011 [147].

1.7.4. Others

The following patents did not match the preceding sections:

Verayo 2005

In 2005 Verayo Inc. filed a patent on a PUF that is implemented on a field configurable device
(i.e. FPGA). It utilizes the process variabilities to generate a device specific output depending on
a configuration input. An example is a arbiter-based PUF which is implemented on an FPGA. The
patent was issued in 2010 [35].

National Semiconductor 2003

In 2003 Elroy Lucero of National Semiconductor filed a patent that explains the layout steps that
have to be undertaken to build a highly symmetrical SRAM cell. This is done to maximize the
randomness in the power-up state. The only meaningful application for such a circuit is to create
fingerprint-like data. The patent was issued in 2009 [90].

LSI 2006

In 2006 the LSI Corporation filed a patent that uses multiple read-outs of the same cells to detect
unstable cells. The unstable cells are not used to generate the output anymore. The patent was
issued in 2010 [154].

LSI 2006

In 2006 the LSI Corporation filed a patent that uses fuses to mark unstable (soft) cells. The patent
was issued in 2009 [54].

Tuyls, Schrijen 2009

In 2009 Tuyls and Schrijen filed a patent that describes how to lower the error rate by using biasing
the circuit in dependence of the first output. By using this technique the output of a PUF can be
stabilized. The biasing leads to an increase of the mismatch and thus to a reduced error rate. The
patent was not issued yet [148].

1.8. Related Topics

In this section three PUF-related topics are covered more detailed. This should help the reader
to get a deeper insight into the fundamentals of PUF applications. The three topics are RFID,
cryptography and biometrics.
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1.8.1. RFID

A wide field of PUF applications are RFID (radio-frequency identification) related. In many cases
the PUF is an integral part of the RFID tag. Due to this fact this section takes a closer look at
RFID systems.

During the last years RFID (radio-frequency identification) became more and more popular
[119]. As the name suggests RFID tags were originally meant for identification purposes. There-
fore, many identification applications are already around. Example are book identification in
libraries, the electronic road pricing (ERP) in Singapore as well as electronic door keys. In Fig-
ure 1.25 my-d tags from Infineon Technologies are depicted.

Figure 1.25.: My-d tags from Infineon Technologies (carrier frequency = 13.56 Mhz).

RFID tags often include NVMs with capacities between a few bits and several kilobytes. In
addition to identification tags there are also tags which include security modules for authentication
and other purposes [69].

The different RFID systems can be classified by their frequency. A listing of the frequencies is
shown in in Table 1.4 [158].

Table 1.4.: Frequency range RFID.

Frequency range Frequencies Distance

Low frequency (LF) 120-140 KHz 10-20 cm
High frequency (HF) 13.56 MHz 10-20 cm
Ultra-high frequency (UHF) 868-928 MHz 3 meters
Microwave 2.45 & 5.8 GHz 3 meters
Ultra-wideband (UWB) 3.1-10.6 GHz 10 meters

A further classification can be done by the power supply. On the one hand, there exist passive
tags which receive the required energy over the electromagnetic field coming from the reader
(Figure 1.26a). Simple passive tags can be very cheap. The price can be as small as a few cents
per item and the size can be as small as 0.05 mm x 0.05 mm (chip by Hitachi [24]). On the other
hand, active tags are available (Figure 1.26b). Those tags are more expensive because they use
on-board batteries for providing the energy. Also combinations of active and passive tags are
receivable. For example, wireless car keys can start the car even if their internal battery is empty.
For this purpose 3D transponders are developed that can fulfill the requirements [75].

More information on RFID can be found in various literature, for example in [42].

24



1.8. RELATED TOPICS

Reader

Data

Energy

RF
ID
-Ta
g

(a)

RFID-Tag

Reader

Data

(b)

Figure 1.26.: (a) Passive RFID Tag; (b) Active RFID Tag.

1.8.2. Cryptography

As mentioned above PUFs are used for cryptographic key generation and storage purposes [51].
For this reason, some cryptographic basics are covered in the following section.

In general, there are two different systems of encryption: the first one is based on symmetric-key
algorithms and the second one on public-key cryptography. Both are introduced bellow.

Symmetric-Key Algorithm

Symmetric-key algorithms use the same key for encryption and decryption of messages. There-
fore, the key has to be kept secret on both sides of the communication channel: the sender and the
receiver. The basic idea of symmetric-key cryptography is shown in Figure 1.27.
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Figure 1.27.: Symmetric-key cryptography: (a) Key generation; (b) Encryption.

The key generation is very simple. No special preconditions for the key exist. Any secret
random number can be used (see Figure 1.27a). The key can be used to encrypt a plain text
and decrypt the cipher 1.27b. Popular algorithms of symmetric-key cryptography are the data
encryption standard (DES) [101] and the advanced encryption standard (AES) [73]. During the
last years the AES has become more and more popular for its higher security level. The DES
which has a key length of only 56 bits can be attack by brute force attacks [136]. In contrast, AES
can be used with variable key length of 128, 192 and 256 bits. Up to now and presumably in the
near future even the 128 bit version cannot be cracked using brute force attacks.

Public-Key Cryptography

The first public-key algorithm was published by Rivest, Shamir and Adleman in the year 1978
[121]. Public-key, or asymmetric-key cryptography uses two different keys for encryption and
decryption. As the name suggests one of the keys is typically public: anyone may access the key
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without lowering security. The second key is private, which means that only the owner may have
access to it.

In Figure 1.28b the private key is used to encrypt the plain text and the public key is used to
decrypt the cipher text. Such systems can be used for signing a text. Only the owner of the private
key is able to encrypt the plain text in such a way that the owner of the corresponding public key
can decrypt the message. Therefore, the sender of the message can be verified by the receiver
using the public key. Such cryptographic systems are also used for authentication.

Alternatively the public key can be used for message encryption. Here everyone who knows the
public key can send encrypted messages over a public channel like the Internet to the private key
owner. Only the owner of the private key is able to decrypted this message.
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Figure 1.28.: Public-key cryptography: (a) Key generation; (b) Encryption.

In contrast to the symmetric-key algorithms not every key can be used for public-key cryptog-
raphy. A private and a public key have to be generated using special algorithms.

Popular public-key algorithms are the RSA algorithm and elliptic curve cryptography (ECC)
[53]. A disadvantage compared to symmetric-key algorithms is the higher complexity of the en-
and decryption processes and thus the higher energy demand [155]. This might be a problem in
RFID applications when passive tags are used. ECC has to be preferred for low-power applications
[108].

1.8.3. Biometrics

Biometrics is the authentication of human beings using physiological and behavioral characteristic
data [72]. Some examples are shown in Figure 1.29. Physiological data for example are finger-
prints (Figure 1.29a), DNA, iris recognition(Figure 1.29b), face recognition (Figure 1.29c) and
hand geometry (Figure 1.29d). Behavioral characteristics for example are voice and gait. [136]

There is a wide range of applications for biometrics. As an example, it is used for authentication
of persons when access control to a safety area is needed. Another example is forensic science
where DNA profiling is being used [2].

Certain parallels can be drawn between biometrics and PUFs: a PUF can be seen as the finger-
print of an microchip. Thus, the example fingerprint is used for comparison purposes.

First of all, a reference fingerprint is necessary which is also called exemplar print. During
an enrollment phase the fingerprint is collected (Figure 1.30a). At the identification phase the
received fingerprint (e.g. from an access control system) is compared with the exemplar prints
(Figure 1.30b). If the correlation is high enough, the fingerprint will be assigned to a certain ID.

The identification using PUFs is very similar. During an enrollment phase a reference vector
will be collected (Figure 1.30c). Later, during the identification phase, the PUF vector is collected
again and will then be compared to the entries of a ID database (Figure 1.30d). If the correlation
to the reference vectors is high enough, the PUF will be identified correctly.

To provide a high number of correct identifications, it is very important to get a good reference
object for the database. In the case of a fingerprint identification the contours of the considered
area of the clean finger should be sharp. In the case of a PUF identification the reference ID should
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Figure 1.29.: Biometric methods: (a) Fingerprint; (b) Iris recognition; (c) Face recognition; (d)
Hand recognition.
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Figure 1.30.: Comparison of Biometric and PUF identification: (a) Enrollment fingerprint;(b)
Identification fingerprint; (c) Enrollment PUF; (d) Identification PUF.
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be measured several times or even at different environmental conditions to receive reliable data.
Another approach to increase reliability, in the case of the fingerprint only significant character-
istics are used for identification. There are also concepts where only characteristic PUF cells are
used. These approaches will be discussed in Chapter 8 and the following chapters. The following
similarities between PUFs and biometrics exist:

• Both can be used for identification and authentication purposes.

• Measurements of both are noisy.

• Both are hard to clone.
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2. Use Cases
by Maximilian Hofer

In this chapter some use cases of PUFs are shown. As already mentioned in Chapter 1 PUFs are
introduced to reduce costs, to increase the security level or sometimes both. A wide range of appli-
cations exist. Technical realizations are covered in the following chapters. This chapter highlights
some prominent problems and in what way they could be solved using physical unclonable func-
tions. In section 2.1 commerce related examples are discussed. Section 2.2 is on encryption of
pay television. In section 2.3 the night-shift problem and possible solutions are discussed. Section
2.4 covers different anti-counterfeiting approaches. In the last section a technical approach to the
FPGA code protection using PUFs is shown.

2.1. Commerce (Supply-Chain-Management)

A typical example of identification using a PUF is shown in [7]. Here, a PUF is an integrated
part of an RFID tag. One RFID tag is attached to every product package. Thus, every good is
inseparably bounded to an RFID tag and therefore also to the unique PUF number of the tag. Such
RFID tags can be seen as upgrade of common bar codes. Common bar codes are not used to
identify products but to assign the product to a group of products.
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Figure 2.1.: Practice and commerce.
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However, the advantages of RFID tags compared to bar codes have to exceed the additional
costs. Especially in commerce cost pressure is extremely high. Bar codes are printed on the
packaging together with the residual printing. Therefore, the bar code comes nearly for free. RFID
tags have to be produced and later assigned to the package which is an additional production step.
Hence, RFID tags have to be produced as cheap as possible to get competitive. There are two
crucial reasons why PUFs can reduce the costs of such RFID tags:

• No RAM/ROM is required on the tag to store the ID.

• The ID is inherently available on the tag. So, no enrollment phase is necessary to write the
ID on the tag.

In Figure 2.1 the principle handling of an PUF-RFID tag used for product identification is
shown: at some point at the beginning of the producer-costumer chain the goods have to be
registered. The data is stored in a database. The PUF-ID of every good has to be assigned to
an article-ID. The article-ID helps to receive informations about the properties of the respective
good. Additionally, good specific properties can be stored into the database. The best before
date, the product manufacture or charge numbers can be stored, as an example. In the example
of Figure 2.1 the registration and the transfer of the data into the database is done at point A©. At
this location all delivered goods are registered. A whole pallet of goods - in this case 2000 pieces
of potato chips - is scanned at once. On the pallet itself a bar code gives the general information
about the incoming goods. This bar code is read and assigned to the 2000 IDs from the RFID-tags.
The data is stored into the database. From the warehouse the goods will be delivered to the stores.
There the goods can be easily registered by reading out the RFID-tags. This is depicted at B© of
Figure 2.1. In the store the consumer puts the goods into the shopping cart. At the check-out ( C©),
the tags are read out again and the bill is generated automatically.

As an addition, the fridge at the consumer’s home is also featured with an RFID-reader (see
Figure 2.2). Such a feature would allow for many different services: recipe proposals, best before
date warnings, shopping list proposals, nutritionist functions, and many others. This feature alone
could result in completely new business models.
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Figure 2.2.: Fridge with RFID reader.

The list below shows the advantages (+) and the disadvantages (-) of RFID-based good identi-
fication:

+ Staff savings.

+ Exact traceability of transport chain from manufacturer to consumer, e.g. the cooling chain
must be unbroken for special goods.
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2.2. PAY TELEVISION

+ Easy and exact inventory.

+ The number of human errors can be reduced, e.g. at the check-out.

+ Additional features like automatic shopping list generation, etc.

+ Less queuing at the check-out.

- RFID tags are more expensive than bar codes.

- Fast, long distance RFID readers are required.

- Used materials must be RFID conform (package, cans, carts, palettes, etc.).

- Consumer acceptance can be a problem. Privacy and health concerns could occur.

- Technical issues concerning readers and tags have to be solved.

Summing up, for sure a market for such approaches exists. However, the initial costs are high
which might discourage investors.

2.2. Pay Television

In pay-TV, also referred to as premium televisions or premium channels, the video stream is en-
crypted to allow only authorized users to watch the program. In Digital Video Broadcasting (DVB)
receivers a common interface (CI) module is used for this purpose. In practice, CAMs (Condi-
tional Access Modules) are used which are able to carry a smartcard that contains the key for the
used system [39–41]. One of these systems, as an example, is the Irdeto’s content management
solution which is used from British Sky Broadcasting [70].
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Figure 2.3.: Transmission system and conditional access system.

31



2. USE CASES BY MAXIMILIAN HOFER

In Figure 2.3 the principle of the transmission system is shown. In point A© a DVB signal
is generated from a video source. The MPEG (moving picture experts group) video signal is
encrypted by the CSA (common-scrambling-algorithm) using a 64 bit key. Usually the key is
changed every few seconds. A ECM (Entitlement Control Message) stream is also transmitted
within the DVB signal. The signal is transmitted to the consumer. In Figure 2.3, a satellite is used
to transmit the signal B©. Usually QPSK is used for DVB-S (EN 300 421 [39]) and QPSK, 8PSK,
16APSK or 32APSK are used for DVB-S2 (HDTV) (EN 302 307 [41]). Of course, there are also
other transmission paths available like transmission over the Internet or over terrestrial channels.
The receiver ( C©) in the consumer set-top-box must be capable to interpret the signal correctly,
though. In the case of pay-TV the output of the receiver consists at least of a CSA encoded MPEG
stream and an ECM (entitlement control message). By means of the ECM, a CAM (conditional
access module), and a smartcard the key for the decryption of the video system is generated. In
the figure, this process can be seen in D©. Finally, a chip in the set-top-box which handles the
common-scrambling-algorithm is decrypting the video-stream. The data are transmitted to the
screen.

Since people are not always willing to pay for the services pirate decryption is a well known
issue for pay-TV provider. There are various methods to get illegal access to encrypted TV signals.
In Figure 2.4 a procedure of a potential attack is shown. The architecture and a valid key are
necessary to hack the system.
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Figure 2.4.: Pirate decryption by reverse engineering of the pay-TV smartcard.

As a requirement one or more legal smartcards have to be available. As the first and most dif-
ficult step the card has to be reversed engineered ( A©). Alternatively, the design of the smartcard
may get into public due to security problems in the companies which are assigned for the devel-
opment or the production of the smartcard. A valid key may be gained during its transmission
process. Manufacturers have to introduce high security levels to prevent illegal access to these
keys. This goes with high efforts and costs. If the architecture of the smartcard is available the
rebuild can be done either by hardware or by software. In B© a new hardware is produced and
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2.3. NIGHT-SHIFT PROBLEM

included into the smartcard. A valid key is stored with a smart card reader on the card. Now the
card can be used more or less as the original pay-TV card. A second way to get illegal access to
pay-TV program is via software. An example is shown shown in C©. The whole hardware (CAM
and smartcard) is emulated in software. The new software can be installed on the set top box.
Valid keys can be provided over the Internet.

How is it possible to prevent the hacking of smartcards? As stated above and shown in Fig-
ure 2.4, there are two requirements to hack a system: the architecture of the smartcard and the key
have to be known. The architecture has to be kept secret by security through obscurity. Since it
has to be assumed that the statement of Claude Shannon The enemy knows the system [129] is true,
the algorithm in combination with the key has to be secure by design. Therefore, the key has to
be stored on a device in a secure way within a hostile environment. Flash memories, e-fuses and
other memories are the normal approach to store the key on the chip. There are two security issues
related to that approach: Firstly, the data in the memory may be read-out by an adversary even if
the chip is not powered up. Secondly, the key has to be transferred from the outside to the chip.
Here PUFs can be a step towards more security. In this case PUFs are used, the PUF provides the
private key for the card directly from the intrinsic properties of the cards itself. If an asymmetric
cryptographic approach is used, the public key is also generated on the chip and then transfered
to the key server of the conditional access system. Furthermore, the PUF output is only available
during the read-out of the PUF-block which also complicates a possible attack.

2.3. Night-Shift Problem

The night-shift problem is shown in Figure 2.5. These days the production of chips is often
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Figure 2.5.: Night-shift problem.

outsourced to foreign countries. That is why the design of the product is often done by different
companies than the production of the chips itself. Companies that cooperate with contract manu-
facturers are often afraid that the producing companies fabricate more than the ordered number of
items. Such overproduction is then illegally sold to third parties. This illegal business is called the
night-shift problem.

A very simple approach to solve this problem is to include a PUF on the chip. This PUF can
be read out by everyone. During the chip test/verification/enrollment phase the ID of the PUF is
stored in a database. Of course, this step has to be controlled by the design company. If a chip
is assumed to be sold illegally later, its ID can be read out and checked against the items in the
database. If the ID does not appear in the database the assumption is approved. This information
makes it possible to check, if a chip was produced on a legal or an illegal way.

Another approach is to activate the chip before selling. An authorized party is able to generate a
code depending on the PUF ID to activate the chip. Due to the fact that the ID is a unique property
of the chip, the activation code differs from chip to chip and thus cannot be generated easily by
criminals.
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Figure 2.6.: Activation of chips with a PUF.

A schematic illustration is shown in the Figure 2.6. During testing the chips the PUF ID is read
out and sent to the ordering party. The party has the algorithm and the secret key to calculate the
activation code. The activations can be stored in a database. This would be a convenient way to
control the activation of the produced chips.

2.4. Anti-Counterfeiting

The following is a well known procedure: on a Turkish beach you can buy a branded wrist watch
for $ 10 instead of $ 3990 at the jeweler. No one assumes that the watch bought on the beach is an
original product. But the costumer, who buys a watch for $ 4000 at the jeweler wants to be sure to
get an original product featuring the expected quality and exclusiveness.

This is only one example. Counterfeit consumer goods become an increasing problem in various
business areas [109,110]. A ranking of the different areas is depicted in Table 2.7a , [58]. The table
shows an estimation of economical damages to the US market caused by product counterfeiting.

Rank Field Valuea

1 Counterfeit drugs $ 200 Billion
2 Counterfeit electronics $ 100 Billion
3 Software piracy $ 58.8 Billion
4 Counterfeit foods $ 49 Billion
5 Counterfeit auto parts $ 45 Billion
6 Counterfeit toys $ 34 Billion
7 Movie piracy $ 25 Billion
8 Music piracy $ 12.5 Billion
9 Counterfeit clothing $ 12 Billion

10 Counterfeit shoes $ 12 Billion
a In US Dollars.

(a)
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Figure 2.7.: Ranking of counterfeiting-caused damages in the US market.

Different approaches are depicted to avoid counterfeiting [126]. PUFs can be used to fight
counterfeiting as well [49,50]. PUFs can provide authenticity of goods. Thus, products can be au-
thenticated at any point in the supply chain [34,82]. In the following paragraph drug counterfeiting
is used as an example to illustrate the approach in detail.

Example: Counterfeit Drugs

Table 2.7a shows that in terms of pure volume drug counterfeiting is the most prominent type of
product counterfeiting. Since the Internet becomes a major channel of drug distribution, control-
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2.4. ANTI-COUNTERFEITING

Figure 2.8.: Startsite of the web page www.viagra.com (14.2.2012).

ling becomes much more difficult. One famous example is the potency product Viagra also known
as Sildenafil [21]. The blue pills help to treat erectile dysfunction and are produced by the phar-
maceutical company Pfizer. Since for many costumers the most convenient way is to buy it over
the Internet, Viagra can be seen as a paradigm. The dimension of the problem can be seen when
opening Viagra’s website (http://www.viagra.com). The website is shown in the Figure 2.8.

Furthermore, drug counterfeiting is not solely an economical problem. It also comprises health
risks for the consumer. This makes drug counterfeiting especially dangerous. Therefore, solutions
have to be found that allow all involved parties to check the product authenticity at any time.
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Figure 2.9.: Drug anti-counterfeiting.

In Figure 2.9 a possible authentication procedure is shown. Every protected good is equipped
with a near field communication (NFC) tag (NFC is a special form of RFID [157]) including a
PUF and an authentication algorithm. The tag can be read out using an NFC-compatible device.
NFC is an upcoming feature in mobile phones. The NFC-device is communicating with a database
over the Internet. In the database all certificates are being stored. The certificates are provided by
the pharmaceutical company. Such a certificate can be made in different ways. It may comprise
numbers composed of an ID and a public key from a asymmetric encryption algorithm. Only
authorized parties are able to insert a new dataset into the database. Once the goods are registered
any party is allowed to check for authenticity. In case A© of Figure 2.9 the consumer bought an
original product with valid certificate. Therefore, the drug is authenticated. In case B© a counterfeit
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product is checked. Therefore, the consumer gets the information that the product has no certificate
which means that the consumer is in possession of an illegal product.

Such a system is not only suitable for drugs but also for other goods. For example, clothing can
be protected by integrating a label into the product. A further application can be the protection of
spare parts. Brake pads in a car are parts where counterfeited products could be a security risk for
instance. Such pads could also be labeled and checked at the garage before mounting. The system
could be extended to a system that does not start the engine unless all spare parts are certified by
the car producer. Different possible technical solutions for authentication procedures are described
in Section 3.3.

The main equipment and infrastructure used for the above authentication schemes are listed
bellow:

• Producer of the tag: the RFID tag has to pass highest security standards.

• Enrollment station: the authentication data of the tags have to be inserted into a database;
this could be done by the producer of this tag. If this is done by the producer of the good,
the security level must be high to prevent the nigh-shift problem (see Section 2.3).

• Authentication server: the authentication server has to be controlled by a trusted party.
One server can be used for example for all drugs of one company. It makes sense to operate
different server for different business areas. Thereby the level of security can be adapted
depending on the requirements.

• Consumer: the consumers need a device NFC-ready device. NCF-ready devices are avail-
able as mobile phones or as NFC-USB-reader.

• App: on the NCF-device an application software has to be installed that manages the com-
munication between tags and server. This application has also to fulfill certain security
standards.

Altogether, the infrastructure is easy to implement. The costs are small compared to the achieved
security level. Mass produced tags are cheap compared to the gained benefit. Public-key cryptog-
raphy is usually costly in terms of energy. These could cause a problem in passive RFID tags
where only a limited amount of energy is available [11].

As in the case of Section 2.1 further services can be implemented once such an authentication
system is available: it is possible to include dosage information on the drug. Another application
could be to check the compatibleness to other drugs or to give information about the expiration
date. Since the information is available electronically it could be made accessible to visual handi-
capped people for instance.

2.5. FPGA-Code Protection

In this section software code protection in FPGA is described as a final example. Here, FPGAs
are one example of reconfigurable and programmable digital circuits. Others would be PLDs,
DSPs or microcontrollers. In hardware development such electronic devices have a wide field of
application. Even standard devices can be programmed in a way to include complex functionality.
There are different aspects that make the use of such devices very attractive compared to ASICS or
standard electronic components. These include time-to-market, well tested hardware, costs limited
production and reconfigurability.

Typically, during power on the device, the software is loaded into the FPGA. This makes it
easy for adversaries to clone the system. An FPGA is a standard product and the software can be
read out from the NVM or can be recorded during the startup phase. To make software cloning
more difficult two procedures have been introduced [130]: the NVM can be directly included

36



2.5. FPGA-CODE PROTECTION
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Figure 2.10.: Configuration of an FPGA.

into the package. Nevertheless, the problem still exists as long as updates have to be loaded by
the costumer since an attack can also be carried out during transferring the data to the FPGA.
Therefore, this still is not a satisfying solution. In [104] and [105], the concept of encrypting the
configuration software is proposed. The encrypted software is stored outside the FPGA. During the
startup phase the encrypted configuration files are loaded into the volatile memory of the FPGA.
Using a key that is stored inside an internal NVM the data can be decrypted inside the FPGA. The
decrypted data can now be used to configure the structure in the FPGA. The whole approach is
shown in Figure 2.11 [5].
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NVM-Key Storage

Crypto-Engine

R
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M

Encrypted 

Configuration
Key

Figure 2.11.: FPGA with encrypted configuration system.

As shown in Figure 2.11 still at least a small NVM is needed inside the FPGA to store the key.
That means that the plain key has to be saved somewhere inside the NVM. Here too, the usage of a
PUF can improve the security level. A dedicated PUF module can be included or standard SRAM
cells can be utilized for this purpose. The error correction data can be stored outside the FPGA
as long as they do not include any information on the keys. To do so, no extra NVM is needed
but the same memory chip can be used as for the encrypted configuration data. In Figure 2.12, the
principle of the PUF FPGA code protection is depicted. During the enrollment phase the system is
prepared to decrypt the configuration file. This has to be done in a secure environment. After that
the key is sent to the FPGA. Inside the FPGA, the PUF cells are read out. The output is used to
mask the key. The error correction code generates the helper data (HD). From now on the key can
be reestablished each time it is used. Some examples of error correction procedures are discussed
in Chapter 5.

Figure 2.12b shows the upload of the configuration data into the external NVM. The vendor
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Figure 2.12.: FPGA with PUF Code protection: (a) Enrollment Phase: Generating the Helper
Data; (b) Storing the encrypted configuration data; (c) FPGA configuration.

encrypts the configuration data before providing it to the customer.
In Figure 2.12c, the FPGA configuration process is depicted. Firstly, the key is reconstructed

using the helper data and the PUF output. The key is then provided to the cryptographic engine.
Now, the configuration data is read in and decrypted. Afterwards the FPGA can be configured. If
new configuration data is available, the update can be easily distributed to the systems over any
public channel without security risks. As already mentioned, a cryptographic engine and PUF cells
have to be available on the FPGA for this approach. Some FPGAs already include a cryptographic
engine [6]. Since an SRAM PUF can be implemented using the internal SRAM cells, such an
FPGA provides all blocks needed.

Different implementation suggestions exist in the literature [52,79,107]. A further approach for
IP protection using public-key cryptography is described in [48].
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3. The Basic Applications
by Maximilian Hofer

As mentioned in the introduction, there exist three basic applications of physical unclonable func-
tions: identification, authentication, and key generation [29]. Since electronic authentication is
done with the help of cryptographic tools, the basic applications can be grouped into application
with

• cryptographic purposes.

• non cryptographic purposes.

In Section 3.1 an introduction to the identification with PUFs is given. Section 3.2 gives an
overview over key generation. Finally, in Section 3.3 the authentication process using challenge-
response pairs (CRPs) generated by PUFs is explained.

3.1. Identification

In identification a known ID is assigned to a unknown entity. In the context of microelectronics and
PUFs, such an ID is assigned to a chip [47]. The basic requirement for identification is that for each
entity a unique ID is assigned. This is important to prevent false identifications [122]. Thus, the
identification process has to be an injective function. In Figure 3.1 a typical identification process
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Figure 3.1.: Identification of identity cards.

is depicted. Here, identity cards are assigned to datasets in a database. In the database, additional
properties of the objects are attached. That is why the ID can be used to get further informations
about the claimed identity. But still, identification does not mean that the claimed ID gets verified.
In general, identification does not include identity verification. It is not assured that the claimed
ID is the correct one. If the identity is verified, it is called authentication. Authentication is treated
in Section 3.3.

When PUFs are used in identification systems they should replace the process of generating the
ID externally and replace the internal NVM on which the ID would be stored. If the implemen-
tation of the NVM can be saved by PUF usage, the costs per device can be reduced remarkably.
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Therefore, PUFs can reduce costs by reducing fabrication complexity and by providing the ID
from the intrinsic properties of the chip. This can be a huge advantage in cases where cheap chips
are required. One example for that is to use RFID tags as an alternative to bar codes. The idea of
identification with the help of PUFs is shown in Figure 3.2 [64].

Database
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HD{ID(n),ID} < x

Reader

IDID{1:N}
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             :
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Figure 3.2.: Identification process with PUFs.

Since the output of PUFs is noisy, typically the identification system has to be error tolerant.
Depending on the tolerance of the system, error correction codes can even be omitted. The measure
of the tolerance for binary output data is called Hamming distance. If the error correction code
(ECC) is omitted, the assignment of the data to an entry in the database is done as follows: during
the enrollment phase, the output of the PUF is stored in a database. During an regular identification
process the PUF is read out again. The received number is compared to the entries in the database.
Due to errors in the PUF output, exact matching of the identification number and an database entry
is unlikely. There are two options how to handle tolerance in the system:

• This dataset entry is chosen which shows the smallest distance to the received ID. The
disadvantage of this method is that defect chips or chips which are not registered in the
database are also mapped to a dataset entry.

• Only a pre-defined number of bit errors is accepted and declared as valid ID.

To increase the probability of correct ID assignment the number of output bits can be raised. In
Figure 3.3 this relation is shown. In both figures, the mean bit error rate HDintra (definition of

HD HD

pp

HDintra HDintraHDinter HDinter

(a)

HD HD

pp

HDintra HDintraHDinter HDinter

(b)

Figure 3.3.: (a) Small number of PUF cells; (b) Large number of PUF cells.

the Hamming Distance HD see Section 4.2.1) and the mean inter-chip Hamming distance HDinter
are identical. Due to the larger number of PUF cells, the number of output bits in Figure 3.3b is
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higher than in Figure 3.3a. Thus the variance σ2 is smaller than in Figure 3.3a. The green-doted
line shows the maximal allowed Hamming distance between the entry in the database and the
actual measured PUF value. If HDintra exceeds this values, an erroneous assignment occurs. It can
be easily seen that in the case of Figure 3.3a the probability p of an error is much higher than in
the case of Figure 3.3b.

A more mathematical explanation of PUF-based identification is given in Section 4.4.7 where
the False Acceptance Rate (FAR) and the False Rejection Rate (FRR) are used to specify the
quality of a PUF with respect to identification purposes. After specification the number n of output
bits can be determined to fulfill pre-defined requirements. For example, the maximal allowed error
HDMAXis defined to be at the point where FAR=FRR. Furthermore, it is assumed that HDintra= 5%

and HDinter= 50%. The variances σinter and σintra are calculated by using σ =

√
p(1−p
n ). The

relation between n, FAR, and FRR is shown in Figure 3.4.
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Figure 3.4.: Relation between n, FAR, and FRR.

3.2. Key Generation

A PUF can be used to generate a key for cryptographic purposes [64, 134]. For cryptographic
purposes it is essential that the generated key is always exactly the same for the same PUF. Since
PUFs always produce bit errors at their output, error correction has to be established. Thus, er-
ror correction is one of the major topics concerning PUFs. ECCs and approaches to reduce the
error rate during design are discussed in more detail in the Chapters 5 - 11. One example of an
application is shown in Figure 3.5.

Helper data are necessary for error correction coding. Helper data may be stored on the PUF
chip itself. To do so, an NVM is required. This may be no option since NVMs are costly. The
data can be stored externally as an alternative, for example on a server. During an enrollment
phase these data are generated within the chip and sent to the database. If the PUF is read out
the next time, the helper data are sent to the chip. To be able to find the right entry inside the
database, identification/authentication procedures are necessary. Identification and authentication
are discussed in greater detail in 3.1 and 3.3. The difference between external and internal data
storing is depicted in Figure 3.6. Figure 3.6a shows the case when ID generation is done by
encrypting a 0-vector. In the approach of Figure 3.6b, an additional block is required to identify
the chip. This is realized by a second PUF block.
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Figure 3.5.: Basic concept of encryption with PUFs.
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Figure 3.6.: (a) Helper data stored on the chip; (b) Helper data stored on a external database.

3.3. Authentication

Authentication is the procedure to verify a claimed ID of an entity. One prominent authentication
concept is based on challenge response pairs. In information theory an authentication protocol,
which uses this kind of technology, is the challenge-handshake authentication protocol (CHAP).
In RFC 1994 "PPP Challenge Handshake Authentication Protocol (CHAP)" [131] this protocol is
described in detail.

3.3.1. Authentication With Challenge-Response Pairs and PUFs

The idea behind authentication using challenge-response pairs is to send some kind of question to
the entity that is to be authenticated [56]. The entity returns the answer to this question, i.e. the
response. The sender verifies this answer by comparing it to the expected one in a database. If the
answers match, the entity is authenticated. The procedure is shown in Figure 3.7.

If PUFs are used to generate the response, errors may occur even if the claimed identity is
correct. Two response-generation scenarios exist: either the response is generated by hardware
or by software. In the case of hardware-based generation the PUF cells must be able to generate
different outputs depending on the actual input. Beside error correction, error tolerant systems as
shown in Section 3.1 can be used. If the responses are produced by using software, an error-free
ID is necessary. In this case error correction has to be done. An overview over the classification is
depicted in Figure 3.8.
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General Security Considerations

One important pre-condition to secure CRP-based authentication is the availability of a sufficient
number of CRPs. This means that the number of bits per challenge must be high enough so that
an adversary cannot read out all possible combination of CRPs. In such a case, an adversary
could clone the chip. Typically, today 128 challenge bits or even more are believed to provide
protection against brute-force attacks. Furthermore, the challenges have to be random numbers.
If an adversary can guess a future challenges, he or she can read out only the expected challenges
and clone a chip partly.

Life Cycle of the CRP Approach

In the Figure 3.9 a life cycle of the authentication process with CRPs is shown. During the first
phase, which is called enrollment phase, the chip has to be registered in a database. In cases
where no NVM is available on the chip and error correction is needed, helper data has to be
generated on the chip and transmitted to the database. Furthermore, an ID of the chip has to be
stored in the database. Later on, this ID is going to be proved during the authentication process.
Afterwards, the CRP generation phase starts. During that phase, a certain number of CRPs will
be generated and stored in the database. The number of stored pairs depends on the estimated
number of authentication processes of the chip. The last phase is the phase of the authentication
itself. During this phase a claimed ID is verified by the system. A new CRP is necessary for
each authentication procedure. This is important in order to make the reuse of recorded challenge-
response pairs impossible. Even though, this approach makes the system very hard to attack, the
limited number of available CRPs are the limiting factor in the whole authentication process. If
all CRPs are used and the database is ’empty’, either new CRPs have to be generated or the entity
cannot be authenticated in the future again. In such a case the CRP generation phase has to be
repeated to allow further authentications. The generation of additional CRPs has to be done in a
trusted and secure environment.

43



3. THE BASIC APPLICATIONS BY MAXIMILIAN HOFER

HD generation

ID generation

START

CRP

generation

DB

full
No

Yes

Authentication

DB

empty

Yes

NoA
u
th
e
n
ti
c
a
ti
o
n

P
h
a
s
e

C
R
P
 g
e
n
e
ra
ti
o
n

P
h
a
s
e

H
D
 g
e
n
e
ra
ti
o
n

P
h
a
s
e

Figure 3.9.: Lifecycle of the authentication process with CRPs.

3.3.2. Authentication With Hardware-Based CRPs

A hardware-based CRP bases on PUF cells which output depends on an input to the PUF: out =
f(in). Such PUFs somehow work like hash functions. So, the same properties are important:

• Determinism: apart from possible noise at the output, a hash must always deliver the same
output for the same input.

• Uniformity: each possible output value should be generated with the same probability.

• Predictability: the output of the PUF should not be predictable if the input or other input-
output combinations are known.

If these conditions are fulfilled, a PUF can be assumed to be qualified for authentication purposes.
The concept behind the hardware-based CRP generation is depicted in Figure 3.10. First of all,
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Figure 3.10.: Authentication with hardware-based CRP generation.

the server has to know the ID of the chip. For example, this can be done by reading out a pre-
defined challenge-response pair: the zero-vector can be used as the input to the PUF. The generated
response is defined as the ID of the chip. Usually, the returned ID is noisy. Therefore, the server
has to compare the received ID with the IDs in the databases. If the Hamming distance to one of
the IDs in the database is smaller than a certain pre-defined value, the chip is identified. After that,
the server sends one challenge of the stored CRPs to the chip. The response is generated by the
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PUF cell and returned to the server. If the response matches, the response of the stored CRP at
least within a certain tolerance, the chip is authenticated.

Advantages (+) and Disadvantages (-):

+ No NVM is required.

+ Error correction is not required.

+ Simple approach.

- Hardware PUF with CRPs is hard to realize.

- PUFs are comparable big in size.

- A number of CRPs has to be stored on the server.

- CRPs have to be regenerated in trusted environment.

Different concepts of fitting PUF approaches are shown in Section 1.4.

3.3.3. Authentication With Software-Based CRPs

The basic idea behind this approach is that the challenge is mapped to a response by means of
an encryption algorithm. In Figure 3.11, the basic concept is depicted. Different cryptographic

Krypto Algorithm

Challenge

Helper Data

Correction

Procedure
PUF PUF

Response ID

Helper Data

Figure 3.11.: Authentication with the software-based CRPs.

algorithms are suitable in general. An error free key is required to produce an identical output for
all of this algorithms. Concerning PUFs this requirement implicates that error correction has to be
done in any case. In the following text it is assumed that a stable key is returned from the PUF.
The different procedures for stabilizing the output of a PUF are described in the later chapters.

First of all, the ID of the entity which has to be authenticated must be produced. This can be
done in different ways:

• the ID is stored outside the chip and has to be entered in an extra step.

• the ID is stored on the chip.

• the ID is generated using a second PUF on the chip.

Public-key and symmetric-key cryptography can be used to generate the response. Both proce-
dures are explained in the following sections.
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Public-Key Cryptography

When using public-key cryptography to generate CRPs the incoming challenge is encrypted with
the help of a private key on the chip. The result is returned as the response. Afterwards, the
response can be decrypted at the server by means of a public key. If the decrypted response
matches the challenge, the chip is authenticated.

To allow the authentication of an entity, during an initial enrollment phase the chip is registered
in the system. Later on, during the authentication phase, the ID of the chip can be verified. The
whole procedure is shown in Figure 3.12 and described in the following paragraphs.
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Figure 3.12.: Software-based CRPs with public-key cryptography.

Enrollment Phase:

• An ID of the chip has to be generated and stored on the server. The ID is used to find the
right dataset in the database and also to identify the chip later.

• The PUF generates output data and helper data for later error correction. The helper data
(HD) can be stored either externally on a server or on an internal NVM, if available. In
Figure 3.12 the HD is transferred to the server and entered into the database.

• The public and the private keys are generated from the PUF’s output. The generated public
key is sent to the server where it is stored in the database. The generation of the public key
has to be done on the chip for security reasons. The output of the PUF should never leave
the chip.

Authentication Phase:

• As a first step, the ID is sent to the server.

• Afterwards, the server sends the HD to the chip, if necessary. Additionally, a random num-
ber is generated on the server. This number is provided as a challenge to the chip.
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• The PUF generates an error free output using the helper data.

• The chip generates the private key from the PUF output.

• The response is generated by the chip. This is done by encrypting the received challenge by
means of the private key.

• The response is sent back to the server.

• The response is decrypted by using the public key.

• If the data match, the chip is authenticated.

A block diagram of the chip is depicted in Figure 3.13.
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Figure 3.13.: Block diagram of a chip with public key based CRP generation.

Advantages (+) and Disadvantages (-)

+ PUF can be realized simply and small.

+ CRPs do not have to be stored on a server. CRPs do not have to be generated during enroll-
ment phase.

+ Security requirements are not very restrictive.

+ Easy distribution of the database (to different authentication stations).

- Public key cryptography is complex in terms of the computational effort. Especially on
chips, where resources (time, hardware, energy) are limited, this can be a serious problem.

- Lots of PUF bits are necessary to reach an acceptable security level.

Symmetric-Key Algorithm

There are different ways to use symmetric-key algorithms for chip authentication. Approaches
exist where the secret of the PUF leaves the chip. This is not recommended since the intrinsic
generation of the secret is one of the key features of PUFs and should be used to increase the
security level. Due to that reason such approaches are not taken into account here.

There are different advantages of symmetric-key cryptography compared to asymmetric ap-
proaches. One of these is their smaller computational effort. Furthermore, the used key length is
smaller. The typical key length of the asymmetric RSA algorithm is 1024 bit, for example. The
key length of the AES (symmetric) is between 128 bit and 256 bit. Thus the chip design is less
complex compared to the public-key approaches.
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In this chapter two different concepts are presented. In the first concept a list of CRPs is saved
on a server. The idea behind the second approach is to update the CRPs dynamically.

List of CRPs in a Database

The whole procedure can be seen in the Figure 3.14. It can be divided into three phases: during
the enrollment phase the chip is registered in the database. During the CRP generation phase the
CRP database is (re)filled. During the authentication phase, the chips are authenticated using the
data from the database. The three phases are described more detailed below.
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Figure 3.14.: Devices in a CRP approach.

Enrollment Phase: This phase is shown by the blue lines in the Figure 3.14.

• The PUF is generating an output and the necessary helper data. This helper data can be
stored externally on a server or on an internal NVM.

• An ID of the chip has also to be stored on the server. The generation of the ID can be done
using a second PUF or a pre-defined challenge (zero-vector).

CRP Generation Phase: This phase is shown by the green lines in Figure 3.14.

• Challenge-response pairs are generated in a secure environment. Usually the server gener-
ates a challenge which is then sent to the chip. The chip returns the corresponding response.

• These CRPs are all stored in a database. For each authentication one CRP is used. Ac-
cordingly, the number of stored CRPs depends on the application and the frequency of the
authentication.

• If all CRPs are used, the database can be refilled with new CRPs in the same way, again in
a secure environment.
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Authentication Phase: This phase is shown by the red lines in Figure 3.14.

• In the first step the server receives an ID from the chip.

• The server sends one of the unused challenges of the claimed ID to the chip.

• The chip generates a response by means of the internal key which was generated by the
PUF. The response is sent to the server.

• If the stored response and the received response match, the chip is authenticated.

Popular algorithms for this approach are the AES (symmetric block cipher), MD5, and SHA-1
(both cryptographic hash functions) algorithm.

Advantages (+) and Disadvantages (-):

+ Algorithm is computationally less complex than the public-key approaches.

+ Simple implementation.

- An error correction algorithm is required.

- A number of CRPs has to be stored on the server.

- CRPs have to be regenerated when used up.

Dynamic CRPs Updating

The advantage of dynamic CRP updating is that only one CRP is stored in the database at once.
A new CRP is generated during every read out. Thus, there is no limitation with respect to the
number of authentications. The approach is depicted in Figure 3.15.
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Figure 3.15.: Dynamic CRP updating: Authentication phase.

No special CRP generation phase is required. The enrollment phase is almost the same as in the
preceding approach. Additionally, one CRP is stored in the database.
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Enrollment Phase:

• The PUF is generating an output and the necessary helper data. This helper data can be
stored on a server externally or on an internal NVM.

• An ID of the chip has also to be stored on the server. The generation of the ID can be done
using a second PUF or a pre-defined challenge (zero-vector).

• In a secure environment one challenge response pair is generated. Since Bn must be avail-
able on both sides to encrypt/decrypt the responded data. The zero-vector can be used during
the enrollment phase. The CRP will be stored in the database.

During the authentication phase some additional steps are required. A whole overview is given
in Figure 3.15.

Authentication Phase:

• In the first step the server receives the ID from the chip.

• The server sends the helper data, actual challenge An and a new challenge An+1 coming
from a RNG to the chip.

• The chip generates a response by means of the internal key which was generated by the
PUF. Both challenges are decrypted separately. After that, the two responses Bn,chip and
Bn+1,chip are merged and encrypted with the first response Bn,chip. The encrypted data is
sent to the server.

• At the server, the encryption key is known, since it is the response Bn to the first challenge
An. So, the received data is decrypted using this response. If the data from the chip is
correct, the decrypted data consists of the response to the first challenge Bn,chip and the
response two the second challenge Bn+1,chip. Hence, the chip is authenticated by the re-
sponse to the first challenge. The response to the second challenge is stored on the server as
the first challenge for the next authentication process.

A fitting algorithm for this approach is the symmetric block cipher AES.

Advantages (+) and Disadvantages (-):

+ Algorithm is computationally less complex than the public-key approaches.

+ No long list of CRPs has to be stored on the server.

- A correction algorithm is required.

- The whole approach is quite complex.
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4. Testing and Specification of PUFs
by Christoph Boehm

When comparing different approaches of PUFs it is important to establish a set of parameters that
measure the performance [14,23,60]. In this chapter an overview of important parameters and the
ways to determine these parameters will be given.

4.1. Fundamentals

To analyze and compare PUF concepts, the type of PUF must be determined in the beginning.
This is important in order not to compare apples with oranges. Some examples are listed below:

• common PUF

• PUF including pre-processing

• PUF including some kind of error correction

Furthermore, it is important to pre-define the environmental conditions in which the PUFs are
tested. Especially, the temperature range influences the overall error rate a lot. Therefore, the
temperature range has to be defined already during the specification of a PUF. In many cases, the
enrollment phase of the PUF will be done at room temperature (25°C). If the PUFs are used in
an industrial environment later on, the temperature may range from -40°C to +85°C. With respect
to the enrollment condition, the temperature differences may reach +/-60°C. If the enrollment is
done in industrial environment, the difference may be more than 120°C. The consequences of such
differences are shown in Figure 4.1. In Figure 4.1a the enrollment is done at 25°C. In Figure 4.1b
the enrollment is done at -45°C. It is obvious that due to parameter fluctuations the expected error
rate in Figure 4.1b is higher over the whole temperature range than in Figure 4.1a. This behavior
makes a good specification of the chips and also of the test conditions very important.
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Figure 4.1.: Enrollment at different temperatures; (a) Enrollment at 25°C; (b) Enrollment at -
45°C.

There are two alternatives how to test a PUF: the PUF can either be tested on the wafer or after
packaging. The advantage of wafer testing is the huge amount of data that can be collected. Thus,
precise statistics can be evaluated. Then again, if measured inside the package, the PUF shows
exactly the behavior than later in the field. Furthermore, analysis can be performed in any lab
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which makes things easier. At least fundamental functionality and corner parameters can be tested
(e.g. power consumption).

4.2. Theory Basics

4.2.1. Hamming Distance

The Hamming distance (HD) is named after the mathematician Richard W. Hamming (1915 -
1998). The HD is a parameter of information theory which stands for the number of different
elements of two strings of the same length. An example in matters of binary data is shown in
Table 4.1.

Table 4.1.: Example of the Hamming distance.

String 1: 0 0 0 1 0 1 1 0
String 2: 1 1 0 1 1 0 1 0

XOR: 1 1 0 0 1 1 0 0 →
∑

=4

The differing bits are printed in bold type. By XORing the two stings summing up the result the
Hamming distance of binary strings can be determined. Hence, in the example below, the HD is
4. This can be expressed as follows:

HD(String1, String2) = 4

The HD can also be expressed either as a ratio or in percent. In that case the result is divided by
the string length (in this example the length is 8) and if necessary multiplied by 100 %:

HD(String1, String2) = 0.5 or 50 %

In the case of uniformly distributed bits the mean Hamming distance of two binary strings is
50 %. The Hamming distance of such strings is distributed binomially. The distribution of HD is
often shown in a graph where the x-axis shows the probability of occurence and where the y-axis
shows the frequnecy. An example is given in Figure 4.2b which shows a distribution of the HD of
different strings. The mean HD is set to 8 % in this example.

4.2.2. Binomial Distribution

If the elements of bit strings are random variables, the HDs between different strings result in a
binomial distribution. The binomial distribution is defined as(

n

k

)
pk(1− p)n−k, (4.1)

where n is the number of bits in the bit string, k the number of occurring ’1’, and p the probability
of occurrence of ’1’.

If the number of bits is large, the normal distribution is a good approximation of the binomial
distribution. The equations in 4.3 show the conversion1 of a binomial distribution to a Gaussian
distribution:

1Binom(n, p, q)→ Norm(µ, σ)

52



4.3. SPECIFICATION PARAMETERS

µ = np (4.2)

σ2 = npq

In some cases this conversion is quite useful. In Figure 4.2 two examples of binomial distributions
for n=100 (µ = 50, σ = 5; µ = 8, σ = 2.713) are shown. The red curves show the appropriate
Gaussian distributions.
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Figure 4.2.: (a) Binomial distribution: n=100, p=0.5, q=0.5 (blue bars); Gaussian distribution:
µ=50, σ =5 (red curve); (b) Binomial distribution: n=100, p=0.08, q=0.92 (blue
bars); Gaussian distribution: µ=8, σ =2.713 (red curve).

It is easy to determine the values p and q for a certain numberN of binomial distributed datasets
DS. n is the number of bits in each dataset. The mean of all bits µall in all datasets is determined
in a first step:

µall ≈
# of 1s in all DS

n ·N
(4.3)

p can be calculated from equation 4.3:

p =
µall
n

(4.4)

q = 1− p

4.3. Specification Parameters

To characterize the hardware properties of a PUF the following parameters are suggested: Mean
value, error rate, correlation between bits, correlation between chips, and energy consumption.
These parameters are explained detailed in the following sections.

Example

In order to help to explain the different parameters in detail a exemplary PUF test chip is used. 10
of the test chips were available, each of them containing 4096 PUF cells. Therefore, the number
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Table 4.2.: Measurement settings.

Parameter Min Nom Max

Temperature -40°C 25°C 120°C
VDD 1.25 V 1.35 V 1.45 V
IBIAS 2 µA 16 µA 30 µA

of output bits is 4096. Each chip was read out 100 times to receive accurate results. To be able to
determine all parameters, the chip was measured under the conditions shown in Table 4.2.

The nominal settings were used to determine the reference output. This is normally done during
the enrollment phase. The other measurement results are compared later to the reference vector to
estimate the error rate.

The Ideal PUF

To get a feeling for the properties a PUF should have an ideal PUF is described in the following
section. The properties are shown in Table 4.3. It shows the ideal values for the mean value, the

Table 4.3.: Ideal PUF.

Property Identifier Value

Mean value µ 0.5, σ =
√
N
2

Error rate HDintra(120C) 0 %
Corr. between bits Rxx 0, σ = 1

2
√
N

Corr. between chips HDinter 50, % σ = 100%
√
N
2

Power consumption E/bit 0pJ/bit

correlation between bits and the correlation between chips. Nevertheless, it is impossible to reach
a bit error rate of 0 %2 and an energy consumption of 0 pJ/bit.

4.3.1. Mean Value

As mentioned above, the outcome of a PUF must not be predictable. Thus, the output values ’1’
and ’0’ should be distributed equally. Looking at the output of the chip, the arithmetical mean
value x̄ of the 4096 cells should be around 0.5, and x̄ is defined as

x̄ =
1

n

n∑
i=1

xi, (4.5)

where n is the number of cells and xi the actual output. Since the results of the 10 test chips are
distributed binomially, the different x̄ are placed on top of the probability density function (pdf )
of a binomial distribution (blue curve). The result can be seen in Figure 4.3. All x̄ are situated
around 0.5. This is the expected result. However, a small bias towards ’1’ can be observed. This
bias lies within a statistical accurate range. Thus, the bias does not effect the predictability much.
The amount of bias that can be accepted depends strongly on the application what the data are
used for.

2without any further processing like pre-processing and post processing approaches explained in later chapters.
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Figure 4.3.: Measured mean values on top of a binomial distribution.

The confidential interval (CI) can be used to determine whether the available data lie within
an expected range. For example, if a confidence interval of 95 % is considered and the normal
approximation interval is used, CI can be determined as follows:

CI = p± z
√
p(1− p)

n
(4.6)

Where p is the probability of occurrence, n is the number of output bits and z is the 1 − α/2
percentile. α is the error percentile. In this case α = 5 %, therefore 1 − α/2 = 0.975, and
z(0.975) = 1.96. According to p = 0.5, the Equation 4.6 becomes

CI = 0.5± 1.96

√
0.25

4096
= 0.4846 and 0.5154. (4.7)

Therefore, all x̄ of the test chips lie within that confidential interval.

4.3.2. Error Rate

The output of a PUF should stay constant within a pre-defined region of operation. Errors occur,
if bits change their output values between different runs. The error rate or bit error rate (BER) can
be measured using the Hamming distance (HD) which is explained in Section 4.2.1. To determine
the error rate of a PUF the HD of a reference vector and the actual output is determined. In this
case the Hamming distance is called intra-chip HD (HDintra). At an ideal PUF this value is 0. Due
to the influence of noise, temperature effects, power supply variation, and variation of the bias
current this value exceeds 0.

Concerning the test chip, the mean value of HDintra of 100 runs at room temperature is 1.13 %.
Figure 4.4a shows the HDintra of the 100 runs with respect to the reference vector. In this case the
reference vector is defined as the first output vactor of the 100 runs. As soon as the temperature
changes, HDintra increases. In the range from -40°C to 120°C the error rate reaches up to 5 % if
the reference vector is defined at 25°C. This is a rather high value compared to HDintra of around
1 % at room temperature. The error rate at different temperatures is shown in Figure 4.4b. There is
nearly a linear dependence between error rate and temperature change. At -40°C there is a maximal
error rate of HDintra(−40◦C)=4.1748. At 120°C, the maximal error rate HDintra(120◦C)=4.8828. This
value increases further if the reference vector is not defined at room temperature. For example,
if the reference vector is defined at -40°C, HDintra(120◦C)=8,2 %. Due to this fact, the reference
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Figure 4.4.: Error rate of PUFs: (a) Intra-chip Hamming distance HDintraat room temperature;
(b) HDintraat different temperatures.

vector has to be measured in a well defined environment at nominal conditions. This should
already be done during the functional tests of the chip after production. The reason for the high
temperature dependence is the mismatch between the temperature coefficients of the involved
transistors. Due to this mismatch it can happen that transistors behave different with respect to
each other at different temperatures. The effect can be seen in Figure 4.5. It shows the temperature
behavior of the two defining elements. At crossings the behavior of the PUF changes and error
occur. It turned out that temperature changes are the dominant source of errors in PUF cells
[118, 137, 138].
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Figure 4.5.: Influence of temperature on the threshold voltage of transistors.

The test chip was also measured at supply voltages of 1.25 V and 1.45 V as well as at bias
currents (IBIAS) between 2 µA and 30 µA. No significant increase of errors could be observed.

The error rate is a significant measure for PUFs. It is a crucial parameter in the selection of
suitable error correction codes (see Chapter 5).

4.3.3. Correlation Between Bits

Neighboring cells must not influence each other to avoid security issues. Correlation between
cells would reduce the number of possible combinations and thus would increase the risk of
successful brute-force attacks. In order to check whether correlation exists in the test chip, the
auto-correlation function Rxx is used:

Rxx (j) =
∑
n

xnxn−j , (4.8)
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whereRxx is evaluated at lag j. ForRxx (j) = 1 andRxx (j) = −1 the data at lag j is completely
correlated. For Rxx (j) = 0, the data is completely uncorrelated. The measurement result of the
test chip is shown in Figure 4.6. The data is correlated only at lag j = 0. The correlation is
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Figure 4.6.: Auto-correlation of the PUF.

negligible for lags other than 0 and thus, the test chip fulfills the requirements.

4.3.4. Correlation Between Chips

If the layout is not done carefully, it may happen that the output of the cells depends on the
position in the layout. If this is the case, specific cells tend to a certain value. This effect also
leads to security issues since knowing the output of one chip makes it easier to guess the output
of other chips. As in the case of the error rate, the correlation between different chips can be
determined using the Hamming distance. Under these circumstances the HD is called inter-chip
HD (HDinter) and should be around 50 %. If the mean HDinter of all combinations of chips is 50 %,
no correlation between the chips exist. The undelying distribution is the binomial distribution.

The measured HDinter of the 10 test chips is shown in Figure 4.7. Again, the results are placed
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Figure 4.7.: Inter-chip Hamming distance of the 10 test chips on binomial distribution.

on a binomial distribution. The mean value of all HDinter is 50.0271 % which is near to the optimal
value of 50 %.

57



4. TESTING AND SPECIFICATION OF PUFS BY CHRISTOPH BOEHM

HDinter can also be used to determine whether correlation between bits within one chip occurs.
If some of the cells tend to a certain value inside the same chip, the distribution of HDinter looks
as in Figure 4.8a. If some of cells correlate within one chip, the distribution of HDinter looks as in
Figure 4.8b.
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Figure 4.8.: HDinter: (a) 20 % of the cells of a chip tend to ’1’; (b) 20 % of the cells of a chip
correlate.

4.3.5. Power and Energy Consumption

If the PUF is used in devices like RFID tags, power consumption plays an important role. But also
energy consumption is often of interest. In the case of the exemplary test chip the average current
consumption is around 290 µA. For VDD= 1.35 V the power gets

P = 290µA ∗ 1.35V = 391.5µW (4.9)

Using a clock frequency of 1 Mhz and one bit output per cycle, the energy consumption per cell
Ebit gets

Ebit = 391.5µW ∗ 1
µs

bit
= 391.5

pJ

bit
. (4.10)

Compared to other approaches this is a rather high value. A minimum value of 1.6 pJ
bit was pub-

lished in [138]. Since energy consumption was no design criterion, there is still room for improve-
ment. One simple example would be to increase the clock frequency.

If the power consumption is a concern, a way to distribute the energy over time is shown in Fig-
ure 4.9. The difference of the power consumption between parallel and serial read-out is depicted.
The integrated energy3 is almost the same. In Figure 4.9a the cells are read-out in parallel at the
same time. In this case, the cells can be read out very fast. The drawback of this approach is the
peak in the current consumption. The whole energy for the evaluation has to be available during a
short time. In Figure 4.9b the read-out is done serially (the read-out of three cells is depicted). In
this case the peak energy consumption is much smaller but occurs several times. The total energy
consumption is stretched to a longer time span. The drawback of this approach is the increase in
evaluation time. The serial read-out is useful for applications of limited maximal power.

3Energy is the area under the I/t curve multiplied by the voltage E =
∫
uidt
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Figure 4.9.: Power consumption: (a) Parallel read-out; (b) Serial read-out.

4.4. Alternatively Exploitable Properties

The following section deals with alternative methods and additional properties to characterize a
PUF chip.

4.4.1. Size

The size the PUF can be characterized by area per bit
(

m2

bit

)
. Since the size depends on the

technology strongly, a universal area specification is beneficial. In this case the area is expressed
in F 2

bit , where F 2 is the minimum features size. It is the square of the minimal channel length.
F 2=8100 nm2 in a 90 nm process. As an example, a common 6T-SRAM cell has a F 2 of 140 [25].

4.4.2. Correlation Between Chips: Alternative Method

The method introduced in Section 4.3.4 (HDinter) is the preferred approach to detect the correlation
between chips. However, by using HDintersingle bits that provide the same output on each of the
chips cannot be detected. If there is the possibility that certain cells always produce the same
output (e.g. due to layout issues) another approach has to be chosen. One feasible approach is to
calculate each cell’s mean over all available chips:

µ(j) =
1

N

N∑
i=1

xji, (4.11)

whereN is the total number of chips, and j is the cell identifier. To get adequate results, a sufficient
number of chips has to be measured.

4.4.3. Speed

Another criterion for evaluating PUFs is speed. Speed may be a concern in some circuits. If power
consumption plays a role in it, some circuits may exceed some timing constraints before providing
the output. The measurement unit for speed is bits

s . How to determine the read-out speed depends
on the cells that are read out in parallel or serially. In the case of the exemplary test chip the
read-out frequency is 1 MHz. Since the cells are read out serially, the the read-out of the 4096
cells takes t = 4096

1MHz =4.096 µs. Thus, the speed is 10E6 bits
s .
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4.4.4. Error Rate from Temperature Shifts

Looking at Figure 4.4b an almost linear relationship between temperature and the error rate can be
observed. If a linear relationship is assumed, the error rate (etemp), caused by temperature shifts,
can be expressed as follows:

etemp =
ET − EN

∆T
, (4.12)

where ET is the error rate at temperature T , EN is the error rate at the nominal temperature, and
∆T = T −N . The measurement unit is [ %

◦C ].
In the case of the exemplary test chip, EN = 1.13 %, ET = 4.64 %, the nominal temperature

N is 25°C and the actual temperature T is 120°C. Thus ∆T = 95°C:

etemp =
4.64 %− 1.13 %

95◦C
= 0.04

%
◦C

(4.13)

etemp helps to estimate the error rates at certain temperatures from error measurements at two
different temperatures.

4.4.5. Error Rate: Variations in Current and Voltage

Additionally to the temperature dependence of the PUFs’ output, it may also depend on variations
of the supply voltage or of bias currents. The influence of these parameters, if they do exist at all,
depends strongly on the PUF circuit. In the case of the exemplary PUF, changes in both parameters
effect the output of the PUF. The result can be seen in Figure 4.10: the current is varied between
12 µA and 20 µA, the voltage was set to 1.1 V and 1.5 V. The reference was defined in IBIAS=16 µA
and 1.35 V.
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Figure 4.10.: Influence of different currents and voltages.

Figure 4.10 shows that changes in the supply voltage and the bias currents have considerable
effects on the output. The error rate increases to around 2 %. Concerning PUF circuits it is
especially important that changes in the operation point are kept as small as possible. To stabilize
the output, PUFs should work under the same conditions as during the reference vector read-out.

4.4.6. Correlation Between Bits: Block Analysis

In some PUF concepts special structures in the layout of cells or shared parts make further corre-
lation analysis necessary. As an example, a PUF including a shared sense amplifier is depicted in
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Figure 4.11. It shows N PUF cells that share one sensing circuit. In such a case a mismatch in

1 2 N-1 N

��.

out

evaluation circuit

Figure 4.11.: Cells with shared sense amplifier circuitry.

the shared unit influences the output of all the cells. This effect can be seen in Figure 4.12. The
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Figure 4.12.: Impact of a bias on the mean output value. The CDF is placed on top of the PDF.

influence of a negative mismatch (MM) and the influence of a positive mismatch is shown in it. In
the nominal case the mean output equals 0.5. If a negative MM is introduced (A), the mean output
is reduced. If a positive mismatch is introduced (B), the mean output is increased. Therefore, there
are more zeros at the output. In practice, a bias on the output is a security issue since the number
of likely combinations reduces.

The following measurement concept can be used to find biases on the output due to biases in
parts of the circuit:

If N cells are connected to one sense amplifier, the whole output is also grouped into blocks of
N . Afterwards, the mean of each block is determined. Since there is a binomial distribution for
the mean values of such blocks, the results can be placed on top of that distribution. An example
is shown in Figure 4.13. The upper and the lower curves depict the CI of 3σ (99.7 %). The effect
of biases can be seen clearly. Near the mean the values tend to lie bellow the expected value.
In return, for the values at the outer regions, the measured values tend to exceed the expectation
values.

To get numerical results, it is reasonable to approximate the binomial distribution by a normal
distribution. Hence, the expected standard deviation σideal and the real standard deviation σreal
can be estimated. In the example (N = 16) the two values are σideal = 2 and σreal = 2.488
(maximum likelihood estimation).
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Figure 4.13.: Distribution of mean of blocks of 16 cells.

4.4.7. FAR and FRR

The false acceptance rate (FAR) and the false rejection rate (FRR) help to describe the identifica-
tion performance of a system. When PUFs are used, the error rate of the chips and the number
of the output bits define that performance. This means that FAR and FRR also define the overall
performance of the PUF.

Example: the IDs of chips are stored in a database on a server. During the identification phase,
a chip sends its ID to the server. If the Hamming distance to a entry in the database is below
an pre-defined value, the received ID is assigned to that entry by the server. Errors can happen
either, if the chip is not assigned to the ID (false rejection) or, if an unknown chip is assigned to
an ID (false acceptance). Different measures are defined in literature: in [83] the false alarm rate
(FAR) and the false detection rate (FDR) are being used. In [94] the false acceptance rate (FAR)
and the false rejection rate (FRR) are utilized which are also the common measures in biometrics.
Therefore FAR and FRR are preferred in this work, too. In Figure 4.14 the two parameters are
depicted.
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Figure 4.14.: False acceptance rate (FAR) and false rejection rate (FRR): (a) Small number of
PUF cells; (b) Large number of PUF cells.

The green doted line depicts the maximal number of erroneous bits (HDMAX) which is still
allowed to accept the received ID. If HDMAX is large, the FRR is low but number of false accep-
tances gets high. If the FAR is high, the change to accept any ID (e.g. sent by an attacker) gets
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higher. And vice versa: if HDMAX is chosen small, fake IDs may not be accepted but the number
of rejections increases, too.

The two measures are defined mathematically as follows:

• False Acceptance Rate:

FAR =
NFA

NAA
∗ 100 %, (4.14)

where NFA is the number of false accepted attempts and NAA is the number of attacker
attempts.

• False Rejection Rate:

FRR =
NFR

NIA
∗ 100 %, (4.15)

where NFR is the number of false rejections and NIA is the number of identification
attempts.

The relationship between the FRR and FAR is shown in Figure 4.15. A trade-off between FRR
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Figure 4.15.: Relationship between FRR and FAR.

and FAR has to be found depending on the application.
It is possible to determine the FRR and the FAR statistically. If the distributions in Figure 4.14

are assumed to be Gaussian, the following parameter can be derived: HDintra= µintra, σintra,
HDinter= µinter, σinter and HDMAX.

• FRR can be expressed as follows:

FRR =
1

σ
√

2π

∫ ∞
HDMAX

e
− 1

2

(
x−µintra
σintra

)2

dx ∗ 100% (4.16)

• For one ID in the database the FRR can be expressed as follows:

FAR =
1

σ
√

2π

∫ HDMAX

−∞
e
− 1

2

(
x−µinter
σinter

)2

dx ∗ 100% (4.17)

In the case of the exemplary test chip µintra = 4.6392 %, σintra = 13.46, µinter = 50 % and
σinter = 32. The results for FRR and FAR in dependence of HDMAX are depicted in Figure 4.16.
The linear scale of Figure 4.16a is not suitable. A logarithmic scale should be preferred (Fig-
ure 4.16b). For HDMAX= 10% FRR becomes approximatly ≈ 10E-40. The FAR is smaller than
10E-500.
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Figure 4.16.: False Acceptance Rate (FAR), False Rejection Rate (FRR) in dependence of
HDMAX (a) Linear scale; (b) Locarithmic scale.

4.5. Summary

To summarize this chapter, the measurement results from the exemplary test chip are shown in
Table 4.4. The mean value x̄, the correlation between bits (Rxx), and correlation between chips

Table 4.4.: Summary of the specification results.

Property Identifier Ideal PUF

Mean value x̄ 0.5046
Error rate HDintra120◦C 4.6392 %
Corr. between bits Rxx ≈ 0
Corr. between chips HDinter 50.0271 %
Power consumption E

bit 391.5 pJ
bit

(HDinter) turn out to be very good. All of these measures are within statistic feasible ranges. The
intra-chip Hamming distance HDintra also stays small as long as the temperature does not change.
Hence, the noise performance is satisfying, too. The temperature dependence turns out to be the
biggest issue. An error rate of 5 % is too high for reasonable error correction codes. Thus, in
future implementations a focus should be on this problem. As already mentioned above, also the
power consumption is also too high but they are not of major improtance.
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5. Error Correction Codes
by Maximilian Hofer

5.1. Fundamentals

In general, error correction is based on information theory. The theory was developed by Claude
E. Shannon and it was published in the year 1948 in A Mathematical Theory of Communication
[128]. Furthermore, Hamming’s work on coding theory was published in Error detecting and error
correcting codes [55]. In the following section the fundamentals of PUF-related error correction
are covered.

5.1.1. PUFs and Errors

The ideal PUF always returns the same output. If the output of the PUF cells is stable, no error
correction is necessary [63]. Therefore, no NVM is needed to store the helper data which is
desirable due to the extra costs of such memory. As a matter of fact, the output of PUFs is noisy
and so helper data of the ECC needs to be stored to guarantee a stable output. There may be some
application like identification (see 3.1)where a noisy PUF output can be accepted as long as the
error rate stays below a certain limit. In most other applications a constant output is required (see
Chapter 3) and thus error correction is unavoidable.

Normally, error correction is used to correct errors that occur during transmission and storage
of data over a transmission channel. Additional data are added as redundant information which
allows to correct a certain amount of errors [85]. In the case of PUFs the errors do not occur during
transmission but during data generation. Nevertheless, the problem is equivalent. Since a binary
output is provided by the PUF, the bit error rate (BER) is used as a measure. The BER is defined
as the ratio between the number of false bits and the whole number of bits in a bit string. The BER
is often given in percent. The BER is defined by

BER =
e

N
, (5.1)

where e is the number of errors and N is the total number of bits.

5.1.2. Binary Symmetric Channel

To analyze the behavior of the errors mathematically the binary symmetric channel (BSC) model
is being used. A binary symmetric channel is a very simple model in the information theory that
is applied to characterize the errors in a channel. In a BSC the probability of a ’1’ to turn into a
’0’ and the probability of a ’0’ to turn into a ’1’ are identical. Since PUFs show this behavior, it
makes sense to utilize the BSC approach. The model is shown in Fig. 5.1 and in Equations 5.2 to
5.5.

Pr(Y = 0|X = 0) = 1− p (5.2)

Pr(Y = 0|X = 1) = p (5.3)

Pr(Y = 1|X = 0) = p (5.4)

Pr(Y = 1|X = 1) = 1− p (5.5)
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Figure 5.1.: Binary Symmetric Channel.

Y contains the value of a PUF cell which is stored in the reference vector and X is the value of
the same cell during usage. p is the the probability that an error occurs (i.e. BER).

The capacity of a channel is defined as [92]:

C = 1−H(p), (5.6)

where H(p) is the binary entropy function:

H(p) = −p log2 p− (1− p) log2(1− p) (5.7)

If p = 10 %, H(0.1) = −0.1 log2 0.1 − 0.9 log2 0.9 = 0.469. Thus, the channel capacity in this
example gets 53.1 %. In Figure 5.2 the relation is depicted.
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Figure 5.2.: (a) Channel capacity; (b) Binary entropy.

The Shannon’s channel capacity theorem [128] defines an upper bound for the required redun-
dancy of error correction codes. This can be seen in the Figure 5.2a. In practice, this value is
higher. This occurs due to the limited block sizes, the complexity of error correction codes and
because of not ideal ECC algorithms. The upper limit also depends on the desired BER after error
correction.

5.1.3. Error Correction Codes

Without any correction, the output of a PUF is usually noisy. Depending on the environment
PUF cells show error rates of 10 percent and more [138]. To get a noiseless output an additional
procedure is necessary. Pre-processing and post-processing are two possible approaches for such
a procedure. In post-processing approaches error correction codes help to reduce the number of
errors [36]. The principle behind error correction for PUFs is shown in Figure 5.3. Helper data
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Figure 5.3.: PUF with error correction
(a) On chip NVM; (b) Exernal NVM.

are necessary for the error correction codes. The helper data are generated during an initial phase
before the PUF is used for the first time. These helper data have to be stored on an NVM and have
to be assumed to be public. Therefore, it is important to make sure that an possible adversary,
who has access to these data, is not able to derive information about the PUF’s output. If this is
guaranteed, the helper data can be stored on the chip (Figure 5.3a) or even on an external storage
device (Figure 5.3b).

To keep the secrecy of the PUF, the number of PUF output bits has to be larger than the number
of required output bits. In this case, the redundant information is used to mask the helper data.
The redundancy is defined as [55]:

R =
n

m
, (5.8)

where n is the number of required output bits, and m is the number of transmitted bits.
When choosing an ECC, the following points should be considered:

• redundancy R: low redundancy is followed by a low number of required bits. A lower
number of bits is followed by a smaller area consumption.

• complexity of calculation: complex calculations require time, power and appropriate hard-
ware.

• error reduction: for cryptographic purposes no errors are tolerable. So, an appropriate ECC
depends on the error probability of the raw output of the PUF cells and the required error
probability after error correction.

The selection of an ECC depends strongly on the application dependent requirements in terms of
post-ECC error rates, area demand, power consumption, etc.

To generate the redundancy, an ECC encoder is needed at the transmitter-side. At the receiver-
side an ECC decoder is used to generate the error-reduced output. There are two possible locations
that are suitable for the encoding process. These locations are depicted in Figure 5.4. In 5.4a the
encoding is done on the chip. In 5.4b the encoding is done externally.

The advantage of external ECC encoding is that the hardware has not to be implemented on the
chip. The big disadvantage is that confidential information has to leave the chip during the ini-
tialization. Thus, initialization has to be done within a secure environment. Usually, the decoding
process is much more complex than the encoding process [85]. Therefore, it would not be very
costly to place the encoder on the chip as well. Even the same hardware may be used for both,
encryption and decryption.
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Figure 5.4.: ECC encoder: (a) On chip encoder; (b) Exernal encoder.

5.2. Error Correction Techniques

5.2.1. Approach: Reducing Errors Using More Than one PUF Cell

Example: three cells are used to produce one bit of output. The output is determined by a majority
decision: If there are more ones than zeros (011, 101, 110, 111) in the bit string, a ’1’ appears at
the output. Otherwise, if there are more zeros than ones (000, 001, 010, 100), a ’0’ is generated.
There are two bit strings (000, 111) where two bits have to change in order to change the output
value. Furthermore, there are six bit strings in which one bit has to change in order to change the
majority decision. We are now entitled to ask: does such an approach reduce the error probability?

Example: three zeros (000): an error occurs, if two or all three bits change. If BER is the error
probability per bit, the over all error rate can be determined as follows:

3 (BER2(1−BER)) +BER3 = 3BER2 − 2BER3 (5.9)

Example: 001, 010, 100: an error occurs, if one or two ’0’ change or if all bits change. In this
case the overall error rate gets

2(BER(1−BER)2) + (BER2(1−BER)) +BER3 (5.10)

= 2BER− 4BER2 + 2BER3 +BER2 −BER3 +BER3

= 2BER− 3BER2 + 2BER3.

Combining the above results the overall error rate BER0, which shows the probability that an
error occurs at a nominal ’0’ output, can be determined as follows:

BER0 =
1

4
(3BER2 − 2BER3) +

3

4
(2BER− 3BER2 + 2BER3) (5.11)

=
3

4
BER2 − 2

4
BER3 +

6

4
BER− 9

4
BER2 +

6

4
BER3

=
6

4
BER− 6

4
BER2 +

4

4
BER3

=
3

2
BER− 3

2
BER2 +BER3

To evaluate the overall error rate BER, BER0 and the overall error rate BER1, which shows
the probability that an error occurs at a nominal ’1’ output, have to be summed up: BER =
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Figure 5.5.: BER after combining: (a) Calculation; (b) Simulation results.

1
2BER0 + 1

2BER1, where BER0 = BER1. Thus, BER = BER0. In Figure 5.5a BER is
depicted. Figure 5.5b shows simulation results for different block sizes. It is obvious that the
BER after the majority decision is worse in nearly any case. In the case of BER=0 and BER=0.5
per cell, the BER after the majority decision stays constant. In the case BER of 10 % per cell, the
BER the majority decision increases to 13.6 %. In Figure 5.5b it is shown that the situation gets
worse concerning combinations of more than three bits.

BER <=
3

2
BER− 3

2
BER2 +BER3 (5.12)

−1

2
BER <= −3

2
BER2 +BER3

−1

2
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2
BER (BER >= 0)
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16
+
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16
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16
1

16
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4
)2

case1 BER <=
3

4
:

1

4
<=

3

4
−BER

BER <=
1

2

case2 BER >=
3

4
:

1

4
<= BER− 3

4
1 <= BER

The equations show that the assumption is true for 0>=BER<=0.5. Therefore, the following
hypothesis is made (without any proof): it is not possible to reduce the BER by combining the
output of cells logically without further information.

5.2.2. Error Correction Codes

There exists a number of different error correction schemes which are used to reconstruct an
erroneous digital signal and thus to compensate a noisy channel. In the case of PUFs this "channel"
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consists mainly of the environment in which the PUF-cell produces its output. The environment
is defined by noise (thermal and Flicker noise), temperature, the supply voltage and other effects
which may force the PUF-cell into an unexpected direction and thus produces a wrong output.
The sources of errors are discussed in detail in the Chapter 6.

To detect and correct false outputs of the single PUF cells, error correction schemes are being
used. This becomes especially important as soon as the output of the PUF is used for error-
sensitive purposes like key generation in cryptographic applications. In the case of PUF error
correction it is crucial to know that the channel does not just produce random (noise) but also
deterministic errors (temperature, supply voltage). These deterministic errors turn out to be even
worse than noise which can be reduced by averaging techniques.

Error control can be divided into automatic repeat requests (ARQ) and forward error correction
(FEC) [85]. Since PUF errors may be both, deterministic and random, a simple repetition of re-
quest will lead to the same wrong output and thus ARQ schemes are not feasible. FEC algorithms
have to be selected for PUF error correction. Thus, redundancy is added to the data - also called
parity or helper data - to be able to correct errors. This is carried out by choosing the most likely
signal from a set of allowed signals in dependence of the incoming data. FEC knows two classes
of error correction codes: the convolutional codes and the block codes [85].

Block codes use fixed-size blocks and can be decoded in polynomial time to their block length in
practice. There are different block codes that are used [85,106]. One example is the Reed-Salomon
code (CD, DVD, DVB). This code works especially well with regard to burst error corrections.
For that reason Reed-Salomon codes are not a good choice for PUF purposes since the errors are
distributed uniformly. Generally, BCH codes for high error rates are the preferred block code
for PUF error correction. Those codes are able to correct single bits. The power of such a code
depends on the block length and the number of redundant bits. In the upcoming sections the
Hamming Code(Section 5.2.3), the repetition Code(Section 5.2.4) and the BCH Code (Section
5.2.5 ) are explained more detailed.

An mathematical model for an ECC is depicted in the following equation:

Encoding : {0, 1}k → {0, 1}l

Decoding : {0, 1}l → {0, 1}k,

where k is the number of bits in the original signal and l is the number of bits of the encoded
block. By means of error correction redundancy is added to the data (HDMIN bits and to correct⌊
HDmin−1

2

⌋
errors.

To reach the Shannon’s channel capacity theorem (equation 5.6 and 5.7) the following inequality
must hold true:

1 + p log2 p+ (1− p) log2(1− p) ≤
k

l
(5.13)

To receive an adequate BER after ECC much more overhead is needed than the theoretical mini-
mum value.

The second group of FECs are the convolutional codes [85,106]. Unlike the block codes which
usually use hard decisions for their input and output (one or zeros), the convolutional codes are
commonly based on soft decisions (analog inputs) which increase their performance. Most of
the codes use the Viterbi algorithm for decoding which allows an asymptotical optimal decoding
with an exponential increasing complexity. Convolutional codes and their iteratively working
derivatives like the turbo-convolutional-codes could be good approaches for PUF error correction
since the implementation effort is comparable small. The biggest problem is to find an appropriate
code. Unfortunately, this cannot be conducted deterministicly [85, 106].
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5.2.3. Hamming Codes

In the following section the Hamming code is used as a block code example. This type of error
correction code was presented in the year 1950 by Richard Hamming in [55] wherein the Hamming
distance between the single code word has a minimal value of three per definition. Thus, only one
error can be corrected.

To categorize the Hamming code the following syntax is used: Hamming(N,n), whereN is the
total number of bits, and n is the number of data bits. In Table 5.1, different Hamming codes are
shown. In this case k is the number of parity bits. The encoding using a Hamming(7,4) code is

Table 5.1.: Different Hamming codes Hamming(3,1) - Hamming(255,247).

n k N=n+k

1 2 3
4 3 7
11 4 15
26 5 31
57 6 63
120 7 127
247 8 255

presented below: here, 4 data bits and 3 parity bits build the encoded data. The redundancy in the
code is R = N

n = 7
4 = 1.75. Table 5.2 [55] shows the encoding table for four data bits (decimal

numbers from 0 to 15).

Table 5.2.: Encoding with Hamming(7,4) Code.

1 2 3 4 5 6 7 Decimal Binary

0 0 0 0 0 0 0 0 0000
1 1 0 1 0 0 1 1 0001
0 1 0 1 0 1 0 2 0010
1 0 0 0 0 1 1 3 0011
1 0 0 1 1 0 0 4 0100
0 1 0 0 1 0 1 5 0101
1 1 0 0 1 1 0 6 0110
0 0 0 1 1 1 1 7 0111
1 1 1 0 0 0 0 8 1000
0 0 1 1 0 0 1 9 1001
1 0 1 1 0 1 0 10 1010
0 1 1 0 0 1 1 11 1011
0 1 1 1 1 0 0 12 1100
1 0 1 0 1 0 1 13 1101
0 0 1 0 1 1 0 14 1110
1 1 1 1 1 1 1 15 1111

The table shows a minimal HD of 3 between the different bit strings. Thus, it is possible to
correct one error. Example: the decimal number 10 is encoded to 1011010. If one bit changes
(1011110) it can be corrected because only one original bit string of HD=1 exist. If two bits are
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changing (1001110), the string will be corrected to 1001100 (Decimal 4) because the HD to the
original string (HD=2) is larger than the HD to 4 (HD=1). An overview is shown in Table 5.3.

Table 5.3.: Example of the algorithm, with one error and with two errors.

Original Encoded With errors Corrected Decoded

1010 (10) 1011010 1011110 1011010 1010 (10)
1010 (10) 1011010 1001110 1001100 0100 (4)

The mathematical background and the algorithm for encryption and decryption can be found
in [55].

5.2.4. Repetition Code

The repetition code is a very simple error correction code. The idea behind the repetition code
R(n) is to repeat the transmitted bit n times [85,106] and then make a majority decision. Although
it is very simple the repetition code is powerful. It can be used for signals of very high error rates.
The drawback of such codes is the high redundancy that is required. Thus many PUF cells are
needed to produce one bit of output. In Table 5.4 an example of an R(9) is shown. Here, the
redundancy is R = N

n = 9
1 = 9. The R(9) is capable of correcting four bits of errors. The

performance of different repetition code lengths is shown in Figure 5.8.

Table 5.4.: Example of the repetition code R(9).

Original Encoded Errors (red) Decoded

1 111111111 001101011 1
1 111111111 001001011 0

In Chapter 15.2 the repetition code is used to correct errors in the Microcontroller PUF.

5.2.5. BCH Code

The BCH Code is an error correction code that was invented by Alexis Hocquenghem [Hoc-
quenghem1959] and by Raj Chandra Bose and Dwijendra Kumar Ray-Chaudhuri [Bose1960].
The name BCH derives from the initials of the three inventors. In BCH(n, l, dmin) n is the code
word length, l the length of the original data and dmin the minimal Hamming distance between
the code words. (dmin − 1)/2 errors can be corrected.

As an example, a BCH(15,7,5) code is analyzed. A BCH(15,7,5) has 7 data bits and 5 parity bits.
Hence, 2 errors in a block of 15 bits can be corrected. The redundancy R is R = n

l = 15
7 = 2.14.

5.2.6. Comparison

In Table 5.5 an overview of the different error correction codes is given. R(3) is the simplest
code. The R(3) shows the best performance but also the highest redundancy. The BCH(15,7,5)
reduces the error rate only up to BERs of 6.21 %. The Hamming(7,4) code reduces the error rate
up to BERs of 5,79 %. In Figure 5.6, the BER before and after the error correction is shown in a
logaritmic and a linear scale (two different ranges).
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Table 5.5.: Overview of the different ECCs.

ECC R Complexity Performance Range of improvement

R(3) 3 Simple Best <50%
BCH(15,7,5) 2.14 Complex Good <6.21%
Hamming(7,4) 1.75 Middle Middle <5.79%
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Figure 5.6.: Comparison of R, BCH and Hamming code.
(a) Logarithmic scale; (b) Linear scale.

The blue line shows the error rate without any error correction. At some point the BCH and the
Hamming code lines cross the blue line. In the case of higher BER the error rate increases, if error
correction is used.

5.3. Error Correcting Codes and PUFs

For most purposes erroneous PUF outputs are not suitable. Due to this fact error reduction is
required. In Figure 5.7 a whole error correction scheme for PUFs is shown. The procedure of
error correction is divided into two parts: The initialization phase and the read-out phase.

During the initialization phase the helper data are created. This is done by the encoder of the
ECC. The helper data is stored in a non-volatile memory (NVM). Since the data in the NVM has
to be regarded as public data, it cannot be stored directly because an attacker could possibly use
that data for recovering the PUF-output. Thus the helper data is x-ored with additional PUF output
bits before storing it in the NVM. To provide those extra bits the number of total PUF cells has to
be increased:

# PUF_cells = # required_output_bits+

+ # helper_data_bits

Since errors are likely to occur at any read-out, the PUF value at READOUT1 which is used
during initialization is also likely to be erroneous. To keep this error as small as possible it makes
sense to reduce it for example by using the average of a number of read-outs. Nevertheless, noise
induced decisions during the initialization phase cannot be avoided.
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In the Figure  we can see the principle of error reduction of PUFs. Denoted as SOURCE, an 
ideal output of the PUF is depicted. For the reasons descriped above at every read-out of the 
cells some errors occur. The following procedure of the error correction is divided into two 
parts. The initialisation and the readout.  
Initialisation 
During the initialisation phase the helper data are created. This is done by the encoder of the 
ECC. The raw PUF output has to be at the size of the final stable PUF output plus the length 
of the error correcting bits. So we need the following number of PUF cells: 

helperDatautputstablePUFoPUFcells ### +=  

The helper data has to be seen as public data, because they are stored for example in an NVM.  
This data reduces the potential PUF numbers to the size of this data. So it’s necessary to 
enlarge the physical number of PUF cells to keep the secret. [Hamming1950] The result of the 
ECC encoding process is x-ored with the output of the additional PUF cells. From that we get 
the correction stream which is stored for the usage during the read-out phase. Due to the fact 
that errors are likely to occur at every read-out, the PUF value is the same as the REDOUT1 
used for the Initialisation. To keep this error as small as possible maybe it makes sense to 
reduce it for example with using the average of some readout. In general it can be said, that 
there will be generated a noise floor at the initialisation phase. 
Readout 
The aim of the Readout we get always the same value, the PUF value. The PUF value has 
been fixed at the initialisation. At the first step we read out the PUF cells and we get the 
READOUT2 depicted in the figure. The additional PUF cells are xored with the correction 
stream which are stored and we get the noisy correcting bits. If the error rate is not too high, 
we get with the correcting bits and the decoder algorithm the PUF value. This seams to be a 
simple process, but in practice, ECC for many errors are very complex. For example the 
computational complexity of the Berlekamp-Massey algorithm is O(n²) [Error Correcting 
Coding]. On RFID tags where we have a limited amount of energy, we require less complex 
algorithm. 

Figure 5.7.: The ECC scheme. The ⊗ denotes an X-OR operation.

The output during the read-out phase should match READOUT1. To reach this goal, during the
first step READOUT2 is determined by reading-out the PUF-cells as depicted in Figure 5.7. The
additional PUF-cells are xored with the correction stream which is stored in the NVM and noisy
correcting bits are received. If the error rate is not too high, the original PUF value READOUT1
can be recovered using the correcting bits with the decoder algorithm. Even if it seems to be
simple in practice, it is difficult to implement error correction for the high PUF error rates. For
example, the computational complexity of the Berlekamp-Massey algorithm, which is used to
decode BCH encoded data, increases quadratically with the block-size [103]. In [32] the authors
analyze some concepts for error correction in image and video watermarking with very high bit
error rates (BER). In [17] the authors introduce concepts of using the combination of more than
one code.

All these complex EECs become difficult to handle as soon as the amount of energy is highly
limited as it is for example on RFID tags. In such cases other solutions are required. For this
reason the repetition code, a combination of repetition and Hamming code, and a combination of
repetition and BCH code is analyzed. For their implementation simplicity and correction capabil-
ities, such codes are an alternative to highly complex codes.

5.4. Analysis of Selected Error Correction Schemes

In Figure 5.8 the error correction capabilities of the repetition code are shown. It can easily be seen
that the effort for significant error reduction is high. For example, if a BER of 8 % (p=0.08) has
to be reduced to 1E-06 for the whole PUF output of 1024 bit, a BER of about 1E-09 for each bit
is needed. Figure 5.8a shows that a repetition code Rep(31) can deliver the desired specification.
In the example, 1024*31 = 31744 physical PUF cells and an NVM of 31744-1024=30720 bits are
needed to generate the output PUF value. In other words, the area of the cells would increase by
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In [Desset2002] the authors analyses some concepts for error correction in image and video 
watermarking with a very high BER. In [] the authors introduces to the concepts of using the 
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In the figure you can see the improvement of the error through to the Repetition Code. It can 
easily be seen that the afford for good results is very high. For example if we have an BER of 
8% and we need a Error rate of 1e-6 for the hole PUF output of 1024, we need a BER of 1e-9 
for each bit. This means that a repetition code of Rep(31) can deliver the needed specification. 
In other words we need 1024*31 = 31744 physical PUF cells and an NVM of 31744-
1024=30720 to generate the output PUF value. 
Another approach is to combine to Error Correcting Codes. In the table we can see the BER 
after the correction with an initial value of p=0.08. 
 p 
Rep(3) 0.018176 
Rep(5) 0.00452526 
Rep(7) 0.00117628 
Rep(9) 0.00031358 
These values are a good for further processing with other ECCs. For example we can use the 
Rep(7) and then the Hamming Code (7,4). So we need for 1024bits of secure output bits 
1024*7*7/4 =12544 physical bits. 
(Berechnet dass BER auf 6 *10^-5 gesenkt werden kann) 
Bei einem Hamming Code dürfen 0 oder 1 Fehler auftreten. 
 
0 Fehler: 1-(1-p)^7 
1 Fehler: ( (p)*(1-p)^6 )*7 

( ) ( )( )67
1711 ppppneu −+−−=  

… More than one error occurs on 7 bits 
 
 
 p  p Redundancy No error on 1024 bits Phys. 

Cells 
Rep(3) 0.018176 Ham(7,4) 6.528669E-3 5.25 0,616410452  
Rep(5) 0.00452526 Ham(7,4) 4.348148E-4 8.75 6.0097E-2  
Rep(7) 0.00117628 Ham(7,4) 2.89426E-5 12.75 4.225E-3  
Rep(9) 0.00031358 Ham(7,4) 2.062823E-6 15.75 3.01716-4  
 
BCH(15,6,5) -> Max. 2 Fehler auf 15 Bits 

(a)
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In the figure you can see the improvement of the error through to the Repetition Code. It can 
easily be seen that the afford for good results is very high. For example if we have an BER of 
8% and we need a Error rate of 1e-6 for the hole PUF output of 1024, we need a BER of 1e-9 
for each bit. This means that a repetition code of Rep(31) can deliver the needed specification. 
In other words we need 1024*31 = 31744 physical PUF cells and an NVM of 31744-
1024=30720 to generate the output PUF value. 
Another approach is to combine to Error Correcting Codes. In the table we can see the BER 
after the correction with an initial value of p=0.08. 
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These values are a good for further processing with other ECCs. For example we can use the 
Rep(7) and then the Hamming Code (7,4). So we need for 1024bits of secure output bits 
1024*7*7/4 =12544 physical bits. 
(Berechnet dass BER auf 6 *10^-5 gesenkt werden kann) 
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Figure 5.8.: BER of the repetition code;(a) Rep(1) - Rep(51); (b) Rep(1) - Rep(7).

the factor of 31 plus the NVM area.
In Figure 5.8b the benefit of the smallest repetition codes is presented. In this range of BER

common ECCs can be used without any concern. This leads to the idea of combining the repetition
code and the Hamming code as depicted in 5.9. Concatenated codes were introduced by David
Forney in [43]. In table 5.9a the BER after the correction with the repetition code can be seen.
Here, an initial BER of p=0.08 is assumed. This first reduction of the BER is very helpful for the

 
  

Figure 5.9.: ECC chain.

subsequent error correction.
To provide an example the Rep(7) and the Hamming Code (7,4) is combined. Thus, for 1024 bits

of secure output bits 1024*7*7/4 = 12544 physical bits are needed. By means of this combination
an error rate of 3E-05 can be reached. This error rate can be determined as follows: the Hamming
code is able to correct 1 or 0 errors with the probabilities for the Hamming code(7,4) which are
shown in Table 5.6. More errors cannot be corrected.

Table 5.6.: Probabilities for the Hamming code(7,4).

# Errors Probability

0 (1− p)7

1 (p (1− p)6) · 7

From the above results the probability of one or more errors after the Hamming code(7,4) can
be determined:

pafterEC = 1− ((1− p)7 + 7p(1− p)6) (5.14)

Another approach is to use a BCH code which is able to correct more than one error. For
example, the BCH(15,6,5) is able to correct 2 bits of error in a block of 15 bits. The probabilities
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Table 5.7.: Probabilities for the BCH(15,6,5).

# Errors Probability

0 (1− p)15

1 (p (1− p)14) · 15

2

(
n

r

)
p2(1− p)13 = 105 · p2(1− p)13

of zero, one, and two errors are shown in Table 5.7. The probability of one or more errors after
the BCH(16,6,5) can be determined as:

pafterEC = 1− ((1− p)15 + 15 · p (1− p)14 + 105 · p2(1− p)13) (5.15)

In the Tables 5.9a-5.9c the results for different combinations of error correcting codes are given.
The advantages and disadvantages of the different approaches can be compared. For example,
a repetition code Rep(13) followed by a Hamming code(7,4) having an overhead of about 23
cells exhibits an error probability (one or more errors within 1024 bits) of 1.67E-06. Using a
BCH(15,6,5) after a Rep(9) requires the same number of overhead bits but provides an error rate
of as low as 1.40E-08. These results show that a appropriate choice of error correction allows to
increase the performance of a circuit considerably.

Figure 5.10 shows an approach to a figure of merit for such error correction code. Despite
the number of required bits and the error rate after ECC the implementation complexity is being
taken into account. The complexity may include energy consumption, effective area on the chip,
difficulty of digital implementation or a combination of them. Since the determination of the
complexity is difficult without implementing the whole system, Figure 5.10 shows just a symbolic
estimation of it. An interesting result of Figure 5.10 is the relation between the number of required
cells and the error rate. It nearly shows a linear correlation between the number of cells and the
log-scaled error rate.

5.5. Summary

In this chapter an overview of different error correcting codes was presented. Different approaches
were analyzed towards their ability of PUF error correction. It turned out that in the case of a
low power PUF environment, combinations of repetition codes and simple BCH codes provide
promising results and should be taken into account when implementing error correction for PUF
systems.
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Table 5.8.: BER of different combinations of ECCs. The error probability of a single bit before
correction is assumed to be 8 %. The error probability of a single bit after ECC is
denoted by p. The propapility of one or more errors within a block of 1024 bits is
denoted by e1024. #PUF_cells denotes the number of PUF-cells needed to pro-
vide one output bit: (a) Repetition Code; (b) Repetition code + Hamming code; (c)
Repetition code + BCH code.

Rep(x) p(Rep(x)) e1024 #PUF cells

Rep(3) 1.82E-02 3
Rep(5) 4.53E-03 5
Rep(7) 1.18E-03 7
Rep(9) 3.14E-04 9
Rep(11) 8.50E-05 11
Rep(13) 2.33E-05 13
Rep(15) 6.45E-06 15

(a)

x p(Rep(x),
Ham(7,4))

e1024 #PUF cells

3 6.53E-03 6.16E-01 5.25
5 4.24E-04 6.01E-02 8.75
7 2.89E-05 4.23E-03 12.3
9 2.06E-06 3.02E-04 15.8
11 1.52E-07 2.22E-05 19.3
13 1.14E-08 1.67E-06 22.8
15 8.74E-10 1.28E-07 26.3

(b)

x p(Rep(x),
BCH(15,6,5))

e1024 #PUF cells

3 2.32E-03 1.47E-01 7.5
5 4.05E-05 2.76E-03 12.5
7 7.33E-07 5.00E-05 17.5
9 1.40E-08 9.55E-07 22.5
11 2.79E-10 1.91E-08 27.5
13 5.77E-12 3.94E-10 32.5
15 1.23E-13 8.41E-12 37.5

(c)
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Figure 5.10.: The figure of merit shows the relation between complexity of the ECCs, the number
of required PUF-cells and the error rate.
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PUFs in Silicon
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6. Sources of Mismatch and Errors
by Christoph Boehm

The basic requirement for PUFs is that a mismatch between at least some of the involved parts
exist and thus a PUF specific output can be generated. In silicon PUFs the mismatch can be
provided by different mismatch sources. In general, all available microelectronic components
can be used for this purpose: transistors, resistors, capacitances, and inductances. The following
chapter introduces the different components and their suitability to be used as mismatch source.

6.1. MOS Transistor

Since MOS transistors are comparable small and since they show high local mismatches compared
to the other available electrical components, in most silicon PUF circuits transistors are chosen as
a source of mismatch.

There are two types of transistor mismatches: global/systematic/extrinsic and local/stochas-
tic/intrinsic mismatches [12, 102]. The global mismatches come from operating dynamics of a
modern fabricator [12]. Local mismatches come from stochastic atomic-level differences which
cannot be controlled during production. Figure 6.1 shows the influence of local and global param-
eter variability on a transistor property (e.g. VTH).
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Figure 6.1.: The figure above shows the influence of local and global mismatches. The global
mismatch introduces a gradient on the parameter which leads to an overall (see right
hand side) non-Gaussian variability distribution. This can lead to a biased PUF
output.
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6.1.1. Types of Mismatches

Global Mismatches

As mentioned above, global mismatches come from inaccuracies of the production process. As
stated in [12] the present inaccuracies result in different mismatch phenomena. These include lot-
to-lot, wafer to wafer, and chip to chip variability depending on the source of variation. In [12]
it is stated that about 20 % of the variabilities come from production inaccuracy. The global/ex-
trinsic process variability is caused for example by temperature gradients accross the wafer during
annealing, by photoresist development, etching process, or photolitographic process variations.
These variations lead to global effects on the produced device characteristics. For example, gra-
dients of threshold voltage values can occure over the whole wafer towards a certain direction or
device properties may change depending on their placing/direction. Global mismatches can be
reduced by chip design and layout: common centroid layout can minimize the influence of gradi-
ents on the transistor, or identical current flow directions can compensate asymmetric behavior of
circuits.

Local Mismatches

The second kind of mismatch is the local mismatch. This kind of mismatch does not result from
inaccuracies during the production process but are based on process inherent variability. PUFs use
this kind of variation to build-up the fingerprint.

Local mismatches come from stochastic atomic level differences. Up to now there is no way to
control the process on a atomic level. Moreover, the smaller the minimal feature size, the higher the
influence of each atom. In nanometer-scale transistors the gate oxide thickness is defined by only a
few atoms. Due to that the thickness can vary up to 50% within a single transistor [9]. This leads to
variation of mobility and gate tunneling (gate current). Which mismatch sources really influence
the behavior of the devices depend of course on their physical structure. For example, there exist
various types of sub-100nm-transistors which have different mismatch sources: conventional bulk
transistors show dependencies on the doping concentration in the poly-silicon gate region which
do not appear in metal gate transistors with high-k dielectric material. Fully depleted SOI (silicon
on isolator) transistors show a dependence of the threshold voltage on the body thickness [12].
A planar bulk MOSFET is influenced by three major local mismatch sources: Random discrete
doping (RDD) in the channel region, line edge roughness (LER) which discribes the gate length
variation along the width, and polygate granularity (PGG) which is the effect of poly-silicon grain
boundery distribution on the threshold voltage [146]. It can be seen that for this kind of transistor
RDD dominates the mismatch behavior.

Concerning halo implanted devices the RDD consists of two sources: the substrate doping
which is defined by the concentration and distribution of the implant atoms over the whole sub-
strate region, and the doping in the two halo regions. The halo regions are placed on top of the
substrate region to reduce the width of the depletion region and thus minimize the short channel
effects like DIBL in short channel transistors [145]. This leads to further mismatch effects which
are described later more detailed.

Temporal Mismatches

Temporal mismatches are mismatches that are not resulting from production variabilities but show
up during the usage of the devices [12]. Temporal mismatches can be classified into reversible
and irreversible mismatches. Reversible mismatches include mainly local temperature differences
that lead to a mismatching behavior of the involved devices. Also local variations of VDD or
bias currents can cause temporal mismatches. The second category are the irreversible temporal
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mismatches which include device degenerating effects like NBTI and hot electron effect. Some of
the temporal mismatches are presented in the following subsections.

Local Temperature Shifts: local temperature shift occur when the current is distributed over
the chip unevenly. So, the different parts will show different temperatures. In PUF design local
temperature shifts between the mismatch transistors have to be avoided since the change of behav-
ior due to the temperature difference could lead to unexpected output. This can be done by placing
the mismatch devices as close as possible.

VDD Inaccuracies: due to voltage drops across the power supply local VDD variations can
occur over the chips. Figure 6.2 shows the simulated VDD at the different regions of a chip. The
changes have to be taken into account during PUF design.
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Figure 6.2.: The figure shows the VDD values at different regions of a chip. These values come
from a simulation.

NBTI and PBTI: negative bias temperature instability (NBTI) describes an physical degener-
ation effect which results in an increase of the threshold voltage and the subthreshold slope and
a decrease of the gm over time of negative biased transistors. The negative bias refers to the
gate-source voltage. In practice, NBTI is mainly an issue of PMOS transistors since NMOSTs
are commonly not biased in accumulation regime. NBTI arises for two reasons: Interface traps
and charge traps. Interface traps occur when holes in the channel weaken the Si-H bond between
the silicon in the channel region and the hydrogen atoms in the substrate-SiO2 interface. In the
interface region, hydrogen atoms are placed to satisfy all the Si atoms in the substrate since this is
not provided by the SiO2 alone (Figure 6.3).

Due to the influence of temperature, hydrogen atoms are displaced. Some of the H atoms will
again bond on Si atoms, others will diffuse as H2 molecules and leave a gap in the lattice. On
account of the gaps in the lattice, some of the holes in the transistors will close these gaps before
the current starts to flow. So, the threshold value is increased. If too many hydrogen atoms leave
a gap it even may cause a short circuit between substrate and gate and finally destroy the device.
NBTI increases with growing temperature and with increasing negative gate-source voltage.
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Figure 6.3.: Example of channel-oxide interface with H atoms at the boundary 6.3a. If negative
bias voltage is applied, charge carriers (holes (o)) weaken bonds and H2 molecules
diffuse 6.3b. (Inspired by [4])

Since some of the free H atoms will bond again as soon as the bias is removed, NBTI is partially
reversible. The effect of NBTI can be seen in the following formula:

NIT (t) ∝ K · t1/6, (6.1)

where the interface trappingNIT is the number of produced gaps, K the physical properties of the
material and t the time.

In addition to Si-H bond breaking, which results in the interface traps NIT , charge trapping
NHT is another reason for NBTI. Due to defects in the oxide, charges are trapped again depending
on the gate-source voltage and the temperature. For some types of PMOS transistors, charge
trapping can be the dominant effect for NBTI [71]. Unlike theNIT caused NBTI theNHT induced
VTH shift can be completely recovered once the negative biased is removed.

For high-k dielectrics which are for example based on Hafnium dioxide (HfO2) and SiO2, the
positive bias temperature instability (PBTI) has also to be taken into account [71, 120]. Here, due
to oxide defects - as in the case of the hole traps in NBTI - some of the electrons in the channel
are trapped inside the dielectric and thus the threshold voltage is increased. This effect affects
mostly NMOS transistors since those are mostly biased with a positive gate-source voltage. Like
in the NHT NBTI case the number of trapped electrons NET again reduces as soon as the bias
voltage is removed. Since in contrast to NBTI, interface trapping has no effect on PBTI, PBTI is
recoverable. It is important to mention that for transistors with high-k dielectrics both NBTI and
PBTI exist.

Figure 6.4 shows a schematic view of a metal gate high-k transistor and the effects that lead to
NBTI and PBTI. In Figure 6.5 the effect of NBTI and PBTI on the threshold voltage of a transistor
is shown.

Hot Electron Injection: another important device degeneration effect is called hot carrier
degeneration or hot carrier injection (HCI) [68]. HCI is based on the same degeneration phe-
nomenon as BTI: Si-H bonds are broken and leave a charge trap which changes the behavior of
the affected transistor. Unlike BTI in which the bonds are weakened by the charges in the channel
even if no current is flowing, HCI occurs as soon as charge carriers reach a kinetic energy level
where they can overcome the potential barriers between the different areas of the transistors, i.e.
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Figure 6.4.: Part of transistor with HfO2 high-k dielectric and metal gate. The interface traps
and the negative oxide defects lead to hole traps and thus NBTI. The positive oxide
defects lead to electron traps and thus to the reversible PBTI.
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PMOS (NBTI)
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Figure 6.5.: The above figure shows the change in threshold voltage of an NMOST and a PMOST
if the transistors are stressed for a certain time. After the stress the original VTH is
partly recovered [120].
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the gate dielectric or the substrate under the channel. Then, a leakage current flows through the
substrate or through the gate and traps can occur. Si-H bonds are broken and change the behavior
of the transistor. Two requirements must be achieved to allow HCI: the electric field must be high
and the mean free path must be long. The higher the voltage and the shorter the channel is, the
higher is the electric field in the transistor. The lower the temperature is, the longer is the mean
free path for the electrons to be accelerated.

In addition it has to be taken into account that the different approaches to increase the perfor-
mance of MOS transistors also change the behavior of HCI. For example, in the case of drain-
extended NMOS transistors, HCI appears during the off-state (VGS= 0) with VDS> 0 consider-
ably [153].

HCI is not reversible and degrades the transistor (NMOS and PMOS) in perpetuity. In Figure 6.6
a schematic overview of hot carrier behavior is shown to illustrate the effects.

Source Drain

Gate

Dielectric

H/H2

Substrate
Substrate Current

Gate Current

Device Degeneration

Figure 6.6.: The hot charge carriers have different effects on the transistor which result in leakage
current and device degeneration.

Gate Dielectric Breakdown: time dependent dielectric breakdown (TDDB) is a degenerative
effect which finally leads to the destruction of the device. Due to high electric fields and enforced
by high temperatures traps in the gate dielectric are generated. This first phase is also called
pre-breakdown stage [140] or build-up stage. At some point in time (tDB) it may happen that
several traps build a direct connection between gate and substrate and a current starts to flow.
This current produces new electron-hole pairs due to impact ionization. This ionization is like a
positive feedback which leads to a higher current which eventually destroys the transistor. This
second phase is also called fast runaway process. The position were the breakdown takes place is
often a weak region of the oxide which results from production variabilities. A schematic view of
such a breakdown is given in Figure 6.7

Electromigration Another important degradation effect is called electromigration. This ef-
fect affects the copper or aluminum lines between the transistors and other components. Due
to the shrinking dimensions of power lines electromigration becomes more important in modern
technologies. Electromigration is the process of material transport due to the current through the
interconnects. Through the loss of material the impedance of the interconnect changes and finally
electromigration may lead to an open circuit. The mean time to failure created by electromigration
can be estimated by Black’s equation [16]:

1

MTF
= AJ2exp

(
− φ

kT

)
, (6.2)

86



6.1. MOS TRANSISTOR

Gate

SiO2

Si 

(Substrate)

Breakdown 

Current

(a)

Time

G
a

te
 C

u
rr

e
n

t 
I G

tBT

(b)

Figure 6.7.: In 6.7a an example of TDDB is shown. At some point in time (tDB) a channel is
built through the oxide which leads to a short current. 6.7b shows the development
of gate current over time [153]. At tDB the current increases rapidly.

where MTF is the median time to failure in hours, A a cross-sectional area dependent constant, J
the current density, φ an activation energy, k the Boltzman’s constant, and T the temperature in
degrees Kelvin. A sketch of the migration process can be seen in Figure 6.8.
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Figure 6.8.: Electromigration happens due to the interaction between electrons and metal atoms.
According to the electron wind, the ions flow towards the anode.

Due to the electron wind the ions are forced towards the anode and form discontinuities like
crystals or hillocks. The generated vacancies move towards the cathode and build up defects.
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6.1.2. PUF-Specific Layout

Minimizing Global Mismatches

To maximize the randomness in the PUF output, the mismatches between the involved transistors
have to be free of any gradient. Otherwise, a bias at the output can occur which makes it easier to
predict. In such a case, inter-chip Hamming distance is not 50%. There are different approaches
to minimize that gradient for MOS transistors. A list of rules is given in [57]. In order to minimize
global misatches the following rules apply.

• The matching transistors have to be of the same size (length and width). Also the single
fingers of one transistor have to match in size.

• If voltage should match, keep VGS small. This can be realized by increase of W
L ratio.

• If current should match, VGS has to be high. Thus the influence of VTH is decreased.

• The orientation of the matching transistors have to match to minimize mobility variations.

• Transistors have to be placed as close as possible to minimize effects of gradients.

• Use common centroid layout to minimize effect of gradients.

• Use dummy gates at the sides.

• No contacts on top of the active gate.

• No metal lines across active gates.

In Figure 6.9 some of the layout rules are depicted.

A B

D DS

B A

D DS

Dummy

Common- 

Centroid 

No contacts above 

active gate.

No metal lines 

across active 

gates.

Small 

distances

Same current flow 

behavior.

Figure 6.9.: Some of the basic layout rules are shown to minimize the effect of the global mis-
matches on a pair of transistors.
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Maximizing Local Mismatches

In contrast to common analog circuits it is important in PUF design to maximize the local mis-
matches between the transistors. These mismatches are assumed to follow a Gaussian distribution.
The larger the mismatch’s standard deviation gets the smaller the error rate will be. This occurs
because of a larger standard deviation which produces less PUF cells with near-zero mismatches.
The only effective way to increase the local mismatch is to minimize the size of the transistors.
Pelgrom [114] published this correlation in 1989: due to the smaller area the random fluctuations
are less averaged-out compared to larger devices. This is still true for modern devices.

In general, PMOS and NMOS transistors show a different amount of local mismatches. The in-
fluence depends on the operating point of the transistor. In Figure 6.10 the influence on the drain
current is compared between PMOS and NMOS transistors at different gate-source voltages. Fig-
ure 6.10a shows the standard deviation of the relative local mismatch as simulated for a standard
CMOS process. It can be seen that PMOS transistors exceed their NMOS counterparts over the
whole VGS range. Especially in the sub-threshold region the relative mismatch grows up to 85 %.
So this region of operation should be ideal for PUF circuits. Unfortunately, ID in the subthreshold
region becomes so small that the noise takes over and defines the output current. This can be seen
in Figure 6.10c. If VGS is smaller than 0.8 V, the noise is the dominant part (red lines) and it be-
comes worse if the high frequency components (up to 100 GHz) are included in the analysis (black
lines). Figure 6.10d shows the same result from another perspective. Here, the standard deviation
of IDis compared to the RMS of the noise (red and black lines). As soon as these curves cross no
meaningfull ouput can be expected from a PUF. Both figures show that the NMOS transistor per-
forms better. This is because of the higher current at identical VGS (see Figure 6.10b). Thus, it is
not so clear which type of transistor fits better for PUF purposes. In the end this depends strongly
on the technology that is used and has to be determined from case to case. Additionally, the aging
properties have to be accounted for. Here, NMOS transistors often show a more stable behavior.
Even if these results were received from simulation data, they give a strong hint to where to focus
on during PUF design.

6.1.3. Parameter Variability and PUF Design

The different sources of mismatch influence the behavior of the involved devices. Transistor vari-
ability can be observed by comparing their electrical parameters which are drain current, input
voltage (VGS), trans-conductance (gm), and output conductance (go). Drennan and McAndrew
proposed a MOSFET mismatch model [37] where they included all important process parameters
which lead to a valid transistor model. They extended the approach of Pelgrom et al. [114] with it.
The model from [37] shows the influence of the physical parameters on the electrical parameters.
The list of physical parameters includes flatband voltage (Vfb), mobility (µ), substrate doping con-
centration (Nsub), length offset(∆L), width offset (∆W ), short channel effect (Vtl), narrow width
effect (Vtw), gate oxide thickness (tox), and source/drain sheet resistance (ρsh). If halo doping
is used, the influence of the doping profile has to be taken into account and the model has to be
extended like it is done for the Pelgrom model in [125]. The variance of the physical parameters
also influences the variances of the electrical parameter (e.g. ID). This can be expressed by the
following formula [38]:

σ2e =
∑
i

(
∂e

∂pi

)2

σ2pi , (6.3)

where σ2e is the variance of a electrical parameter, σ2pi the variance of the physical parameter, e the
electrical parameter, and pi any physical parameters.

In addition to the influence of variation on IDat constant temperature, parameter variability also
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Figure 6.10.: Influence of mismatch at different VGS: (a) Standard deviation of ID in %.
(b) Standard deviation of ID in A. (c) Mean ID noiseless (blue), noisy (1 Hz-
1 GHz)(red), noisy (1 Hz-100 GHz)(black). (d) Std ID (blue), RMS noise (1 Hz-
1 GHz)(red), RMS noise (1 Hz-100 GHz) (black).
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6.1. MOS TRANSISTOR

changes the temperature behavior of the transistor. Though these effects are rather small, the mis-
match between devices influences the behavior of the circuits. Especially in high sensitive analog
circuits, the temperature behavior mismatch can result in inappropriate results. If halo implanted
MOSFETs are used - normally in sub-100 nm transistors - the variability of doping concentration
in the halo and the substrate can lead to this kind of mismatch. This effect is described more
detailed in Chapter 7.

There are two types of transistor parameter mismatch that can nicely be used for PUFs: the
threshold voltage (VTH) mismatch and the mobility (µ) mismatch. These are the transistor param-
eters that show local variations due to statistical variations. In device simulation (BSIM model)
this is realized by the variation of VTH0 and U0. Both variations have different influence on the
drain current IDin the different regions of the transistor.

In weak inversion µ variation has nearly no effect on ID compared to VTH variation. PUFs
that are working in the sub-threshold region will be defined by the threshold voltage shifts of the
involved transistors. This can also be seen in the equation for ID in weak inversion (adapted
from [145]):

ID = µK1 exp
VGS − VTH

K2
, (6.4)

where K1 and K2 are the parts of the equation that are independent of µ and VTH, and VGSis the
gate-source voltage. Whilst ID is linearly related to µ, the influence of VTH is in the exponential
part of the equation.

In strong inversion the effect of mobility variations becomes larger. In the linear region, the
drain current is linearly dependent on VTH and on µ. This can be seen in the simple equation for
drain current in linear region:

ID = µK3[(VGS − VTH)VDS −
V 2
DS

K4
], (6.5)

where K3 and K4 are terms that show no local mismatches, and VDS is the drain-source voltage.
The influence is also shown in Figure 6.11.

In saturation region the effect of VTH variation increases again. µ still is related linearly to ID
whereas VTH is in a quadratic term (equation without channel length modulation):

ID = µK3(VGS − VTH)2 (6.6)

Figure 6.11 shows the effect of µ and VTH variability on ID in strong and weak inversion, as well
as linear and saturation region.

To be able to develop stable PUFs it is very important that the PUF will behave identical within
a pre-defined region of operation. Since transistors are usually compared within a PUF to pro-
duce a output, the involved transistors should show the same relationship across that region. In
Figure 6.12 the normalized ID versus VGS is shown for the linear and the saturation region. The
graphs were produced by Montecarlo simulations of the same NMOS minimal size transistor. It
can be seen that some of the curves cross at some point of the graph. A crossing of the curves
means that the output of a PUF will change at the point of crossing if ID is involved in the decision.
Since the probability of crossing has to be minimized, it is important to minimize the variability
of VGS within the defined region of operation. It is also worth to mention that in the linear regime
more crossings occur due to the higher influence of mobility variation.

Figure 6.13 shows the same normalized ID but this time versus temperature. In the graph no
crossings occur. The reason for this behavior is the inaccurate model that was used for simulation.
In the model no temperature coefficient mismatch is modeled and thus all curves stay in parallel.
As shown in the subsequent section temperature coefficient mismatch shows up in reality and
generates errors at the PUF output.
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Figure 6.11.: The influence of µ and VTH variability on ID is shown for different regions of
operation. It illustrates the dominant effect of VTH variability on circuit mismatch.
The data are from simulation using the BSIM3 model.
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Figure 6.12.: The normalized ID vs VGS in linear (left) and saturation (right) region is shown.
This graph is important to show the occurence of crossings at different VGS. These
crossings may produce errors at the PUF’s output if VGS changes during operation.
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Figure 6.13.: The normalized ID vs temperature in linear (left) and saturation (right) region is
shown. In the used BSIM model no temperature coefficient mismatch is included
and thus no crossings occur.
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In addition to the errors according to temperature coefficient mismatch errors can occur if cur-
rent mirrors are involved in the circuit that provide a bias voltage to the mismatch transistors. A
sketch of such a circuit can be seen in Figure 6.14.

P1 P2

+

-

I1 I2

OUTIbias

Vbias

Figure 6.14.: A current source PUF with current comperator is shown. A current mirror is used
for the biasing.

If the current mirror is fed by a temperature independent current source, the VGS of the current
mirror will change. Figure 6.15 shows the normalized ID versus the temperature of a circuit
including current mirror. In the case of the circuit VGS varies from 0.96 V to 1.06 V. Thus, the
effect on the error rate is present but limited.
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Figure 6.15.: The normalized ID vs temperature in linear (left) and saturation (right) region of
a PUF circuit with current mirror is shown. Due to the temperature dependence of
the current mirror, VGS of the mismatch transistors changes and thus errors may
occur.

In a real circuit this kind of temperature dependence can be compensated by varying the bias
current with temperature. Thus, VGS at the mismatch transistors stays constant. Figure 6.16
shows the effect of constant VGS and constant ID during a temperature shift. Concerning PUFs
constant VGS must be preferred. Indeed, the current flowing through the transistors decreases due
to temperature increase but a constant current leads to a shift in VGS over temperature and this
leads to errors as shown in Figure 6.12.

Figure 6.17 shows the effect of bias current variation at -40°C measured at the first PUF test
chip. Although the reference vector was determined with 16 µA at 27°C the minimum error at
-40°C shows up at 22µA. The higher bias current compensates for the VGS negative shift caused
by the temperature shift. It is important here to guarantee the functionality of the circuit (sense
amplifier), even if the current changes. In the simulation the current changes from 23 µA to 19 µA
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Figure 6.16.: The temperature behavior of MOS transistors is shown. If ID is fixed over temper-
ature, VGS will change and the other way round. Since PUFs are sensitive to VGS
changes, it is helpful to fix VGS in current source driven PUFs.

in the range from -40°C to -120°C which corresponds to a decrease in current of 17.39 %.
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Figure 6.17.: If the bias current is adjusted, the error rate can be reduced. At -40◦C the minimum
error rate appears not at 16 µA but at 22 µA.

6.1.4. Noise in PUF Circuits

Noise is generated in all electrical circuits and influences their behavior. Since PUF circuits mea-
sure small mismatches between circuit components noise can easily influence the decision process.
For this reason, it is important to understand the noise generating effects which are causing the
troubles during circuit operation. In addition to noise that is generated by noise at the terminal sig-
nals (gate, source, drain, bulk) of the involved transistors, it is also generated inside the devices.
There are several types of noise which are described in the following sections.

Thermal Noise

Thermal noise is generated by scattering between charge carriers in thermal motion. In circuits,
thermal noise is produced in the resistive parts. Up to high frequencies - in the Terra hertz region
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- thermal noise has a white spectrum , i.e. a flat power spectral density. The density Svt is [145]

Svt = 4kTR. (6.7)

Here, k is Boltzmann’s constant, T the temperature in degree Kelvin, and R the resistivity. In
transistors thermal noise is produced mainly at the source and drain terminals.

In short channel devices, thermal noise gets clearly dependent on gate-source voltage and drain-
source voltage. Figure 6.18 sketches that effect. Due to hot electrons the thermal noise increases
for high VDS.

VDS

S
i(
A

²/
H

z
)

VGS

Noise increase due to hot 

electrons.

Figure 6.18.: In short channel devices thermal noise increases for high values of VDS caused by
occurence of hot electrons. The figure is inspired by [145].

Shot Noise

Shot noise is noise that is produced when charge carriers have to overcome a potential barrier like
within transistors when moving from the source region into the channel. Since the crossing of
the barrier is a statistic process, the current flow is not static but also ’noisy’. The power spectral
density of shot noise with respect to the noise current is [145]

Sis = 2qI. (6.8)

Here, q is the charge of the carrier and I is the average current flow. It can be seen that unlike
thermal noise, shot noise is not directly correlated to the temperature.

Flicker Noise

The Flicker noise is due to trapping and releasing charges in traps near the Si-SiO2 interface. The
theories differ [145] but probably due to VTH and mobility shifts noise occurs on ID. This noise
depends on the frequency linearly (1/f). The power spectral density can be estimated with [145]

Svf (f) =
K1(VGS)

C ′2ox

1

WL

1

f c
. (6.9)

Here, K1(VGS) is a VGS dependent component, Cox the oxide capacitance per unit area, and the
exponent c a constant between 0.7 and 1.2.

For short channel devices, the area of the gate gets so small that the influence of the single
trap does not average out but will have a distinct effect on the noise behavior of the transistor.
Therefore, in short channel transistors the 1/f characteristic does not hold. If only a few traps
exist, even their position - e.g. with respect to the source and drain region - can influence the noise
behavior. Flicker noise may also occur if no traps exist [145].
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Random Telegraph Noise, Burst Noise, Popcorn Noise

As soon as the devices get small each single trap influences the behavior of the transistor. Random
telegraph noise (RTN) occurs when the trapping of a single charge influences the drain current
remarkably (up to some 10 percent [145]). This noise is a low frequency noise (under 100 Hz).
In fact, Flicker noise is just the sum of a large amount of RTN. A figure of RTN is shown in
Figure 6.19
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Figure 6.19.: Popcornnoise at different VGS.

Influence of Noise on PUF circuits

Beside operating point shifts noise is an important source of error when in comes to PUF circuits.
This is especially true for PUF circuits that do not amplify the mismatch between the transistors
during a first amplification phase. In general, high frequency noise can be removed by filtering
the signal. The cut-off frequency of the circuit depends on the individual demands, e.g. read-
out frequency. The real problems are due to the low frequency components independent of the
kind of noise. The noise components can influence the circuit for longer periods of time and
therefore lead to errors. This problem becomes worse in the case of very small transistors. Since
minimum size transistors should be used in PUF design to maximize the local mismatch, there is
no way to get rid of the low frequency noise from the design perspective. The best way to reduce
noise induced errors during read out is to average the results of multiple read-outs. Since popcorn
noise components often last several milliseconds, the time between the read-outs should be chosen
sufficiently long.

6.2. Other Sources of Mismatch

6.2.1. Resistor

The next microelectronic component that is analyzed is the resistor. Resistors are widely used
in microelectronic circuits and are available in all analog processes. Therefore, resistors could
be an interesting source of mismatch for PUF circuits. There are four types of resistors that are
commonly used. Diffused resistors use doped silicon between two contacts. For low power and
linear circuits ion implanted resistors are used. Thinfilm resistors are implemented by introducing
a film of resistive material on the substrate. These transistors can be made very accurate by laser
trimming. The last version is the polysilicon resistors. Polysilicon resistors are fabricated by
implanting ions into a layor of polysilicon. These resistors show a high resistance but with low
tolerance. For that reason, polysilicon resistors could be a good choice for PUF circuits. In a
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typical CMOS process the polysilicon resistors vary locally about 10 %. Ten percent is a high
value and could be ideal for PUF circuits. Unfortunately, there are two drawbacks: the minimum
size of polysilicon resistors is about ten times higher than the minimum size of MOS transistors.
That makes them less atractive since area plays such an improtant role. Furthermore, resistors
produce thermal noise. This especially becomes a problem, if small currents are used which is
important for low power circuits. For instance, a minimum size resistor has an impedance of 1 kΩ.
If 1 µA is sent through it, the voltage drop is just 1 mV. Since the standard deviation is ±10 %, the
mismatch between two resistors that has to be measured is about 0.1 mV which is farely small,
especially, if the noise is taken into account. The thermal noise induced effective voltage drop
(UR,eff) of a 1 kΩ resistor at a room temperature gets

UR,eff =
√

4kTR∆f (6.10)

=

√
4 · 1.38 · 10−23

VAs
K
· 300 K · 1000

V
A
· 10 · 109

1

s
= 0.4 mV,

where k is the Boltzmann constant, T the temperature, R the resistance, and ∆f the noise band-
width. In this example, the noise induced voltage drop exceeds the standard deviation of the
mismatch. In such a case, not the mismatch but the noise would define the PUF’s output. The
problem could be solved by either increasing the current through the resistors or by filtering the
noise. Increasing current would lead to higher power consumption which often is not acceptable.
Filtering the noise would work well as long as the read-out frequency of the PUF does not play an
important role. Thus, both approaches have to be well thought out.

In the following text two resistance-based PUF approaches are introduced. The first one is a
very simple circuit which is shown in Figure 6.20). The current sources provide the same amount
of current. Due to the mismatch between the transistors the voltage drop differs between the
branches. The comparator detects the difference and produces the output.

VDD

OUT

R1

N1

VSS

RES

VDD

N2

R2 P2P1

OUT

RES RESSEL SEL
N3N5 N4 N6

VDD

N1

VSS

N2

VDD

R1

N1

VSS

N2

R2 R1

N1

VSS

N2

R2 P2P1

VDD

VDD

R1

VSS

R2

OUT

N1

VSS

N2

P1

VDD

P2

C1 C2

f1<f2
OUT

OUT

OUT

SEL

OUT

RESET DEC. STAB.

t

t

t

t

OUT

T R C L

Size

P
e
rf
o
rm

a
n
c
e

Figure 6.20.: Concept of a resistor-based PUF.

In Figure 6.21 another approach is shown. Figure 6.21a depicts the whole circuit. An output
is produced within three phases. During the first phase (Figure 6.21b) the circuit is reset. It is
important that the two NMOS transistors match well to make sure that their influence on the
decision is as small as possible. In the second phase current starts to flow through the resistors.
Due to the mismatch, the voltage drop differs between the two branches. The negative resistance
of the cross coupled pair amplifies that mismatch. During the last phase a latch is activated which
further stabilizes the output.

As a conclusion, resistor-based PUFs are not a good approach to PUF circuits. The big problems
related to them are the area consumption and the occurring noise. Even hough the noise problem
can be minimized resistors should not be the first choice compared to other microelectronic com-
ponents.
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Figure 6.21.: Resistor-based PUF: (a) Complete circuit; (b) Reset; (c) Amplification; (d) Evalu-
ation.

6.2.2. Capacitor

Another important component in microelectronic circuits are capacitors. Different types of ca-
pacitors are available in common technologies. Two important types are the poly capacitors and
the metal-insulator-metal (MIM) capacitors. Both capacitors show local mismatches and therefore
they are interesting for PUF purposes in general. Poly capacitors are built in two layers of polysil-
icon material having an insulating dielectric material in between. MIM capacitors are parasitic
capacitors between adjacent metal layers. Of course, these capacitances can be exploited in circuit
design especially if sufficient metal layers are available in the process. Since in modern processes,
the number of metal layers commonly is high, MIM capacitors are widely used. Compared to
poly capacitors, MIM caps show less variability. Due to weak dielectrics between the metal lay-
ers, MIM caps demand more area. This effect can be seen in Figure 6.24. MIM caps are not a
useful choice for PUF purposes because of their area consumption. The properties of poly caps
are not sufficient since the variability is still too small.

Nevertheless, two examples of capacitor-based PUF circuits are presented below. The first one
is a SRAM-based version. The second one is similar to a ring-oscillator PUF.

In Figure 6.22a, the SRAM-based type is shown. During the power-up phase of the circuit, the
two capacitors C1 and C2 are being loaded. If the other components of the circuit do match well,
C1 and C2 define the output. If C1 is larger than C2, OUT increases slower than OUT. Due to the
latch, this behavior is amplified and OUT moves towards VDD .

Figure 6.22b shows the other capacitor-based PUF example. In this case the two mismatch
capacitors are connected to a Schmitt-trigger that output is fed back to its input. Due to the
differences of the capacitors the time of charging and discharging differs and so does the frequency
of the two oscillators. The frequency is compared and the output is set either to ’0’ or to ’1’. Here
again, the size of the capacitances makes the approach unattractive. Furthermore, the frequency
comparator is quite complex to implement and consumes area.
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Figure 6.22.: Examples of capacitor-based PUFs: (a) SRAM with mismatch capacitors; (b)
Capacitor-based PUF using Schmitt-Triggers.

6.2.3. Bipolar Transistors

Bipolar transistors are another important component in microelectronic design, if they are avail-
able. Many processes nowadays only offer MOS transistors. But generally, bipolar transistors
show local mismatches and therefore they can be used for PUF purposes. Bipolar transistors mis-
matches are mainly caused by base and emitter junction area doping variations [57]. The effect of
such variations on the collector current in a standard BiCMOS process can be seen in Figure 6.23.
In Figure 6.23a the collector current vs. VBE is shown. The variation gets evident for VBE of
about 0.9 V and higher. The standard deviation of the collector current vs. VBE in Ampere (Fig-
ure 6.23b) and % (Figure 6.23c) reveal the optimum operation point of a bipolar transistor using
it as mismatch transistors. At about 1V the standard deviation reaches its maximum value in both
ways, absolutely and percentually. At this VBE the error rate should reach its minimum value. If
noise (range: 1Mhz to 1Ghz) is added to the circuit (Figure 6.23d), it can be seen from the com-
parisson of the noisy signal (red curve) and the clean signal (blue curve), that at about 0.8 V and
below the noise defines the mean output value. That is the point where the circuit will not work
correctely since mainly noise defines the output and not the mismatch between the transistors.

There is no reason why bipolar transistors should not be used for PUF purposes as long as the
operation point is chosen in a way to maximize the local mismatch and at the same time minimize
the influence of noise. This is always a trade-off especially when power-consumption is getting
relevant.

6.2.4. Inductor

Also inductors are available as microelectronic components. There are different types like square
planar, multi layer, or coupled inductors [77]. Even if inductors show local mismatches, inductors
are large and not applicable for PUF circuits with large numbers of mismatching pairs. Thus,
inductors are not taken into account as a source of mismatch.

6.3. Summary

To sum up the preceding chapter, the different microelectronic components are compared with
respect to their suitability for mismatch sources in PUF circuits. There are two parameters that
are important. Firstly, the size of the component is important since a PUF circuits should be
as small as possible to make it cheap. Secondly, the average amount of component mismatch
should be as high as possible to reduce the probability of errors. Figure 6.24 shows the different
components that were discussed above except the inductance which is considered for the reasons

100



6.3. SUMMARY

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
x 10

−3

I C
 / 

A

Vbe / V

 

 

npn

(a)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
x 10

−4

S
ta

nd
ar

d 
D

ev
ia

tio
n 

/ A

VBE / V

 

 

npn

(b)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

S
ta

nd
ar

d 
D

ev
ia

tio
n 

/ %

VBE / V

 

 
npn

(c)

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
10

−18

10
−16

10
−14

10
−12

10
−10

10
−8

10
−6

10
−4

10
−2

m
ea

n(
I C

) 
/ A

VBE / V

 

 

npn

(d)

Figure 6.23.: Influence of mismatch at different VBE: (a) IC vs. VBE of different Montecarlo
runs. (b) Standard deviation of IC vs. VBE in A. (c) Standard deviation of IC vs.
VBE in %. (d) IC (blue) and IC plus standard deviation caused by transient noise
(red curve).
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described above. On the abscissa, the area demand of the minimum size component is shown. The
ordinate shows the relative standard deviation. As already seen in Figs. 6.10 and 6.23, the amount
of mismatch of the transistors varies depending on the operation point. Nevertheless, a trend is
visible. In the presented process the MOS transistors have to be preferred over the others since
they show the highest mismatch and the smallest size. The bipolar npn-transistor also behaves
quite good. The residual elements should not be taken into account, if possible.
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Figure 6.24.: Typical mismatch of different components.
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7. Refine Models for PUF Simulation
by Christoph Boehm

7.1. Introduction

An ideal PUF does not produce any errors in a defined region of operation. Thus, an ideal PUF
returns the same number every time as long as it works in this region. The region is mainly de-
fined by a supply voltage range and a temperature range. Unfortunately, a real PUF does not have
these properties. Due to the Gaussian distribution of the mismatch between the involved tran-
sistors, there always exist PUF cells which have very small mismatches between the transistors.
The probability is high for these cells so that a shift in operation region will change the output.
Moreover, a small mismatch increases the impact of noise on the decision process. Thus, a real
PUF always exhibits a certain bit error rate. If no errors at the PUF’s output are allowed, these
errors have to be detected and corrected. This is especially important if the PUF output is used for
key generation. In this case a single bit error completely changes the output of the cryptographic
function which is not acceptable. Error correction codes are used to solve the problem. During
the design of the PUF it is important to estimate the future error rate as accurate as possible. If
good simulation results are available the error correction code can be defined in a way to minimize
its complexity still meeting the correction requirements. The simpler the error correction gets the
smaller the area, the power, and the time consumption of the blocks will be. To be able to esti-
mate the error rate, Montecarlo mismatch simulations are used. These simulations consider the
local mismatches between the involved devices like transistors, capacitances or resistors. This is
done by simulating the same circuit using different values of device parameters. Often the BSIM
parameters for threshold voltage (VTH0) and mobility (U0) are varied for the MOS transistors.
The degree of variation changes between different types of transistors or different processes and
is defined by modeling experts. The variation is done by using Gaussian distributions.

To estimate the error rate of PUFs Montecarlo simulations are used in combination with shifts
of supply voltage or temperature. Unfortunately, the BER estimations do not match the measure-
ment results of a real PUF circuit. Even though errors produced by VDD shifts match between
simulation and reality the estimated temperature induced error rate is too small. Figure 7.1 depicts
the difference between measurement and simulation. Figure 7.1a shows the measurement result:
The error rate increases from around 0 % up to 10 %. Furthermore, the increase is not linear. The
outcome of the Spectre simulation (Figure 7.1b) shows a far smaller error rate of a maximum of
about 2 %. The increase shows no nonlinear characteristic as the square-root-like characteristic of
the measurement.

A wrong BER estimation might have serious consequences, if the error correction block, which
was developed based on the simulation results, does not fulfill the real requirements.

It turns out that additional to the local variations of the threshold voltage and the mobility also
the temperature coefficients change from device to device. In the following chapter the tempera-
ture behavior of MOS transistors is analyzed and a modeling approach is presented.
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Figure 7.1.: Huge differences between the BER vs. temperature of a real chip (a) and a simulated
circuit (b). The reference vector was chosen at -40°C.

7.2. Temperature Dependence of PUF Outputs

As all circuits PUFs change their behavior when temperature changes. In general, this should be
no problem since a PUF returns a digital signal which is the result of some comparison. If the
compared elements change their behavior in the same way, the result of that comparison should
not change and thus no errors should occur. Unfortunately, there are two reasons why PUFs do
not behave like that. Firstly, if temperature changes, the shift in the operation point may lead
to a different relation between the compared elements. Secondly, the involved transistors do not
just have the desired parameter mismatch, but also have a mismatch in their temperature behavior
which as well may lead to an increased error rate. Both problems are described more detailed
in the following section. Before that a simple exemplary PUF circuit, which builds the basis for
further analysis, will be introduced.

7.2.1. Exemplary PUF Circuit

To analyze and model the temperature behavior in detail, a exemplary PUF circuit is used. Con-
cerning its simplicity a current PUF is chosen. This is done without loosing any generality. More
complex PUF circuits just involve more transistors which influence the overall behavior. The
current PUF is depicted in Figure 7.2.

P1 P2

+

-

I1 I2

OUT

VBIAS
VDD

Figure 7.2.: Circuit which describes the functionality of a two transistor PUF using an ideal
current comparator.

The two PMOS transistors P1 and P2 build the core of the PUF. They have to be designed in a
way to maximize their local mismatch. Thus, these transistors are minimum in channel length and
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width. The voltage between the supply voltage VDD and the bias Voltage VBIAS forms the gate-
source voltage VGS of the two transistors. Since VGS is identical at both transistors, the drain
currents are equal in the case of perfect matching. Due to the mismatch between the transistors the
currents differ. The current comparator detects the higher current and sets its output depending on
the decision. If I1 > I2, OUT is set to HIGH. If I2 > I1, OUT gets LOW. In the following analysis
all components of the PUF except P1 and P2 are assumed to be ideal. Therefore, the analysis
concentrates on the two crucial devices.

7.2.2. Shifting the Operation Point
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Figure 7.3.: Sources of temperature dependent errors. (a) The crossing (blue marker) moves
depending on the temperature. (b) ID1 (solid) and ID2 (dashed) at two different
temperatures.

Assuming ideal components, VBIAS stays constant, even if the temperature changes and so
does VDD. Thus VGS of the two mismatch transistors stays constant over temperature. This
assumption is not far from reality since a constant VBIAS can be realized by using constant voltage
sources that are temperature compensated. If the two mismatch transistors match too well for PUF
purposes and their ID vs.VGS characteristics are similar, it may happen that the ID curves cross
at some VGS as it is shown in Figure 7.3a. This may happen, if mobility mismatch exists. If
the temperature is increased, the mobility decreases and thus the two ID vs. VGS curves become
flatter. This change of current behavior of the transistors causes a change of the position of such
a crossing as indicated by the small markers in Figure 7.3a. Since VGS is forced to be constant
over temperature, it may happen that the crossing of the curves passes the point of the actual VGS
when temperature changes. Thus, the transistor with the initially higher current now becomes the
weaker transistor. The output of the comparator changes and a temperature induced deterministic
error occurs. These errors are common and also appear in the simulation. They produce the linear
increase in error rate which can be seen in Figure 7.1b. In the case of the example circuit the error
rate varies about 2 % due to such errors.

7.2.3. Mismatch of Temperature Coefficient

The second type of deterministic errors that can occur is the errors due to temperature coefficient
mismatch. These errors arise from the fact that not only the parameters show a certain variability
but also their temperature coefficients. In the case of MOS transistors the parameters that vary
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due to local mismatch are the threshold voltage parameter VTH0 and the mobility parameter U0.
Both have temperature coefficients. In the BSIM model the coefficients are called KT1 and UTE.
The effect of mismatching KT1 and UTE on the temperature behavior of a circuit like the one
in Figure 7.2 can be seen in Figure 7.3b. At a low temperature (upper curves) the transistor that
is represented by the solid line provides less current than the second transistor for VGS higher
than about 0.9 V. If the temperature increases, the curves become flatter. The degree of change
depends on the temperature coefficients. In the case of Figure 7.3b the coefficients of the two
transistors are not the same and therefore at some point in temperature the second transistor starts
to provide more current. The output of the PUF changes. Since this error always occurs, if the
crucial temperature is crossed, this error is a deterministic error. Looking at the PUF circuit in
Figure 7.2 the situation can be described as follows: P2 provides more current than P1 and thus a
’0’ appears at the output. If the temperature increases, P1 suddenly gets stronger which results in
a ’1’ and thus a error occurs. The problem is depicted in Figure 7.4.

VTH

d
V

T
H
/d

T

x

x

x

x

x

x

x

x

xx

x

x

x

x

x

x

xx

(a)

Temp 

Id
 

Id2 
1 0 

Id1 

(b)

Figure 7.4.: (a) Sketch of measurement results: same VTH but different temperature coeffi-
cients. (b) If the temperature coefficients differ, crossings cause errors: OUT=0
(left), OUT=1 (right).

Figure 7.4a is a sketch of the measurement results of real transistors. VTH versus the abso-
lute value of its temperature coefficient dVTH/dT is depicted. Two properties stand out. Firstly,
there is a correlation between VTH and dVTH/dT . Secondly, there are transistors having the same
VTH but different dVTH/dT . That means that there does not only exist a mismatch of VTH but
also dVTH/dT varies between the transistors. The effect of this phenomenon can be seen in Fig-
ure 7.4b: as soon as the temperature of the crossing is passed due to a temperature shift, the PUF
output changes deterministically. Compared to other analog circuits PUF circuits are especially
sensitive concerning temperature coefficient mismatches since PUFs measure the small differences
between transistors and naturally therefore react on small changes. Since temperature coefficient
mismatch is not included in the models these kind of errors do not occur in the simulation and thus
the estimated error rate gets too small.

The residual chapter deals with this kind of errors. The reasons for them are analyzed more
detailed. Finally, temperature coefficient mismatch explains the high error rate which occurs in
real circuits (Figure 7.1a).
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7.3. Properties of a Halo-Implanted Transistor

Local mismatches of transistors are caused by manufacturing variations. There are different kind
of variations which include the final dimensions of the transistors, the thickness of the gate ox-
ide, or the doping concentration in the different regions of the transistor. It turns out, that the
doping concentration inside the region between the gate oxide and the bulk contact has crucial
impact on the behavior of the transistor and is responsible for a big part of the local mismatch
between transistors. This mainly happens due to the fact, that the doping concentration in this part
is involved decisively in defining the threshold voltage and partly in the mobility in the channel re-
gion. Moreover, the doping concentration cannot be defined exactly since due to scattering effects
during implantation the doping atoms are distributed following a Poisson distribution. Thus, the
distribution of the doping atoms varies by definition between the single transistors which finally
builds-up the foundation of most silicon PUFs. Therefore, in the following section a typical PUF
transistor is introduced which is later used to explain the effect of doping concentration variation
and its influence on the temperature behavior of PUF circuits.

PUF circuits need to show strong local variations in order to allow a preferably stable behavior.
If it is possible therefore, small technologies are used to increase the local mismatch between the
transistors which results mainly from the fact that a mismatch in the small number of doping atoms
has a big effect compared to transistors with large numbers. In this case a technology is chosen
that allows a minimum channel length of 60 nm. To stabilize the threshold voltage also for short
channel devices the so-called halo or pocket implants are used. In an additional processing step
the halos are implanted into the transistor on top of the substrate/well doping to build a region of
higher doping concentration. The process of implantation can be seen in Figure 7.5.

(a) (b)

Figure 7.5.: Introducing the halo implant during processing [26].

The implantation energy is chosen in a way that the doping atoms settle in the channel region
near the source and drain extension. The extra doping shifts the threshold voltage to the preferred
value. Especially, the threshold voltage drop for small channel devices is compensated by the halo
implant.

As mentioned above, small channel lengths are needed for PUF devices. Thus, in the case of
the example transistor the minimum channel length is chosen which is 60 nm. For minimum size
transistors the halo implants do not build-up two different regions but touch or even overlap each
other. Now, there are not three but only two regions left which define the doping profile bellow
the oxide vertically. One region which lies under the channel is defined by the halo doping and the
substrate/well doping. This region is called channel region. The second region lies bellow the first
one and is defined only be the substrate/well doping concentration. This region is called substrate
region. The doping profile of such a minimum channel transistor can be seen in Figure 7.6.

To determine the doping concentration in the channel region (DCch) the doping concentration
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well

channel

Figure 7.6.: For short channel transistors, the halo implants touch/overlap and a homogeneous
channel doping concentration is formed.

of the substrate (DCsub) and the doping concentration of the halo implant (DChal) have to be
summed up. In the region bellow the channel region the doping concentration will stay constant
independently of the halo doping concentration. In the case of the example transistor the nominal
substrate doping concentration is set to 1.0E18 1

cm3 . The nominal halo doping concentration is cho-
sen to be 0.5E18 1

cm3 . Thus the nominal doping profile bellow the oxide of the example minimum
channel transistor can be determined as follows:

DCch = DCsub +DChal

= 0.5E18/cm3 + 1.0E18/cm3

= 1.5E18/cm3 (7.1)

DCsub = DCsub

= 0.5E18/cm3

The example above shows that DCsub can be replaced by DCwell for the case of PMOSTs or
NMOSTs in a triple well process. This transistor can be simulated in the TCAD environment.
TCAD determines the transistor properties using finite element methods to solve the equations.
Thus, very accurate analysis can be performed using this tool. The mismatch behavior of the
transistor is simulated providing different doping profiles to the simulator. In this case, DCsub
and DChal were altered by up to 20 % to simulate local mismatches. Since these are also the
parameters that are varied during common Montecarlo mismatch simulation, the threshold voltage
VTH and the electron mobility µ was obsered during the simulations. A sketch of the result of the
analysis is shown in Figure 7.7.

The figure shows the characteristic behavior of VTH and µ if either the substrate doping con-
centration or the channel doping concentration is varied. In itself, both variations follow the same
logic. VTH increases as soon as either region gets higher doped. µ behaves differently. It de-
creases as soon as one of the regions’ doping concentration increases. Nevertheless, the effect
on VTH is stronger if DCch is increased. The effect on µ is stronger, if DCsub is increases (the
detailed TCAD analysis is presented later). This result is important since it visualizes the basic
problem. Due to the two different slopes depending on the region that is altered there are combina-
tions that show same VTH but different µ. And the other way around: There exist doping profiles
that show different VTH but the same µ. The first situation is indicated by the dashed line in Fig-
ure 7.7. Furthermore, such transistors also have different temperature behavior. Regarding such
combinations it happens that there exist transistors which show very similar behavior. These tran-
sistors may show crossings between their ID curves either at some VGS or at some temperature.
The influence of doping concentration mismatch at the temperature behavior can also be seen at a
TCAD simulation result of two different transistors which can be seen in Figure 7.8. The threshold
voltage of the two transistors is chosen to be minimal. This could be reached by altering DCsub
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Figure 7.7.: Effect of doping concentration variation on VTH and µ of a halo-implanted short
channel transistor. Different combinations can cause the same VTH (dashed line).

by a factor that is minus two times that altering factor of DChal. The used concentrations can be
seen in Tab. 7.1. In this configuration VTH stays nearly constant but the temperature coefficients
differ strongly which explains the altered relation between the currents of the two transistors in
Figure 7.8. At -50 ◦C the transistor, that is represented by the solid line, provides the higher cur-
rent. At 27 ◦C and 120 ◦C the dotted line dominates. Thus, the PUF output would change and
produce an error.
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Figure 7.8.: TCAD: Current output of two different transistors at three different temperatures
(bottom-up: -50°C, 27°C, 120°C). At -50°C, the sign of the ratio between the cur-
rents changes which would lead to an erroneous PUF-cell output.

In the example above the problem of halo-implanted devices can be seen clearly. Due to the
doping concentration mismatches between transistors and the fact that different doping profiles
may lead to very similar transistors the PUF behavior can be unpredictable. Crossings over the
temperature and the gate source voltages occur that produce deterministic errors in the PUF cell.
And not only PUF cells but also other circuits that depend on good matching over a wide temper-
ature range are affected. For example, constant voltage sources that rely on matched transistors
suffer from this temperature dependence. To get a better understanding of that problem the next
section shows more results from the TCAD analyses of a minimum channel length halo-implanted
transistor in a 60 nm technology.
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Table 7.1.: Doping concentration of example transistors.

Doping concentration Transistor 1 Transistor 2

DChal/ 1
cm3 1.2E18 0.9E18

DCsub/ 1
cm3 0.4E18 0.6E18

DCch/ 1
cm3 1.6E18 1.5E18

DCw/ 1
cm3 0.4E18 0.6E18

7.4. TCAD Analysis

7.4.1. Problem

To understand the temperature behavior of PUF circuits it is interesting to analyze the temperature
behavior of the involved transistors more detailed. In the case of PUFs the used transistors should
provide maximal mismatch to stabilize the behavior of the cells. From the designer’s perspec-
tive this can be done by minimizing the size of the transistors. Thus, in PUF design the crucial
transistors are in general minimum size devices. Furthermore, in modern technologies so-called
halo-implants or pocket-implants are used to stabilize the threshold voltage also for short chan-
nel devices. For that reason TCAD analyses of halo-implanted minimum length transistors are
presented in the following section. The results should give useful hints for deeper circuit under-
standing.

The doping profile of long channel device (1 µm) can be seen in Figure 7.9a.
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Figure 7.9.: (a) Long channel device (1 µm) and (b) minimum channel device (60 nm) with halo
implants.

At the transitions to the extensions of the source and the drain regions the higher doping concen-
tration can be seen as two pocket-like regions. When reducing the channel length to the minimum
size the two halo regions touch and the doping profile looks like as it is shown in Figure 7.9b. Now,
the halo implant defines the channel doping concentration (a closer look at the doping profile can
be taken in Figure 7.10).

Thus, it is the doping concentration variation of the channel and the well which define the
behavior of the transistors. By varying the doping concentration of the two regions in the TCAD
simulation the reaction of the transistor on the variations can be analyzed.
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Figure 7.10.: Doping profile of a halo-doped minimum channel device.

Since mainly VTH and the mobility µ define the temperature behavior of the transistors and
which also are the parameters that are varied during Montecarlo mismatch simulations they are
the parameters that are considered in the analysis.

The nominal values of the doping concentration are 1.0E18 1
cm3 for the halo implant and 5E17 1

cm3

for the substrate. Thus the channel doping concentration DCch gets 1.5E18 1/cm3. The residual
region is defined by the substrate doping concentration alone: 5E17 1

cm3 (see Eqns. 7.2). Dur-
ing the mismatch analysis, the doping concentration of the channel and the substrate region was
altered. The channel region took on values from 1.4E18 1

cm3 up to 1.65E18 1
cm3 . The doping con-

centration in the substrate was changed between 4.0E17 1
cm3 and 5.5E17 1

cm3 . Thus DCch was
changed maximally by 10 % and DCsub by maximally 20 %. The results of the analysis of this
transistor are presented within the following section. The pure TCAD results are partly analyzed
in Matlab. The first part is on the threshold voltage and its temperature coefficient. The second
part is on the mobility and its temperature behavior. Unlike the threshold voltage, mobility is not
available as a single value for the whole transistor but it is evaluated at different points of the
transistors. Therefore, quantitative results are hard to receive. Nevertheless, a qualitative analysis
is useful for both, understanding and model improvement.

7.4.2. Effect of Doping Concentration Variation on the Threshold Voltage

Different configurations of doping concentration variation of the channel and the substrate region
were simulated in TCAD to analyze its effect on the threshold voltage and the temperature coeffi-
cient of the threshold voltage. The results can be seen in Figure 7.11.

Figure 7.11a shows the effect on the threshold voltage. As expected, VTH increases, if either
the halo or the well doping concentration is increased. Since VTH depends on both doping levels,
there are situations in which the same VTH results from different doping combinations. The same
statement is true for the temperature coefficient which can be seen in 7.11b. As shown in the
case of VTH, dVTH

dT depends on the doping concentration of the two regions. The absolute value
of dVTH

dT increases as soon as the doping concentration increases. That means that VTH and dVTH
dT

are clearly correlated. This is already an important result of these simulations since this behavior
is not included in the actual transistor mismatch models. The correlation between VTH and the
doping concentration in the regions can be seen Figure 7.11. The plot in Figure 7.11a is separated.
Figure 7.12a illustrates the correlation between VTH and DCch. Figure 7.12b depicts VTH vs.
DCsub.

Examples of same VTH but different doping profiles are marked by the solid line. The results
in Figure 7.11 make clear that a change of the channel doping influences VTH more than a change
in the substrate doping. As expected, the channel doping concentration dominates the transistor’s
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Figure 7.11.: (a) VTH (gray scale) vs channel and well doping concentration. (b) dVTH
dT (gray

scale) vs channel and well doping concentration.
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Figure 7.12.: (a) VTH vs. channel doping concentration. (b) VTH vs. substrate doping concen-
tration.
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behavior. A different perspective on the behavior of dVTH
dT is depicted in Figure 7.13. Figure 7.13a

stresses the correlation between VTH and dVTH
dT . The red line shows transistors of identical VTH

but different dVTH
dT . In Figure 7.13a dVTH

dT is shown as a function of VTH and the ratio between
the two doping concentrations. This plot is interesting, since it reflects precisely the case in which
transistors with identical VTH but different doping settings will have different temperature behav-
ior. This is indicated by the lines in the graph.
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Figure 7.13.: (a) VTH vs. |dVTH
dT |. Red line: Same VTH, different dVTH

dT . (b) |dVTH
dT | (gray scale) vs.

doping ratio and VTH. The lines show transistors of the same VTH but different
temperature coefficients.

These results confirm the transistor measurement results from Figure 7.4a. This means that the
mismatch effects can be explained by the variation of the doping concentration in the channel and
the substrate region.

Not only a mismatch of the threshold voltage can cause deterministic temperature induced er-
rors. A mismatch in mobility can also cause additional errors. Thus, also mobility mismatch will
be analyzed.

7.4.3. Effect of Doping Concentration Variation on the Mobility

Mobility changes with temperature as well. And thus, not only the temperature coefficient of VTH
may vary between different transistors but also the temperature coefficient of the mobility (UTE)
can be affected. Since the temperature behavior of mobility is dominant in the overall temperature
behavior of a transistor in parts of the super threshold region, mismatches of UTE can have huge
impact on the PUFs’ temperature behavior. The effect of varying temperature on the mobility can
be seen in Figure 7.14.

When the temperatures decreases the mobility increases, since the movement of the atoms de-
creases. If the temperature increases, the atoms start to move faster, the scattering increases, and
the mobility reduces [145]. The temperature behavior of mobility is an important factor of the
overall temperature behavior of a transistor. The effect of doping concentration variation on the
temperature behavior is explored in the following sections.
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Figure 7.14.: Electron mobility at (a) -73°C, (b) 27°C, (c) 117°C.

Changing the Doping Concentration in the Channel

Compared to the situation of the threshold voltage the overall mobility cannot be determined
easily using TCAD. A hint how mobility behaves when the doping concentration is changed gives
the two dimensional distribution of the electron mobility in the transistor. Figure 7.15 shows the
electron mobility for three different channel doping concentrations. In Figure 7.15a the nominal
case is shown. In Figure 7.15b the doping concentration in the channel is reduced by 6.67 % and
so the mobility increases. The opposite happens in Figure 7.15c. In that case DCch is increased
by 6.67 % which leads to a decreased mobility. The differences directly in the channel below the
gate-oxide are so small so that it does not appear in the graphs of Figure 7.15d and Figure 7.15e.
Figure 7.15d shows the electron mobility in y-direction from 0 nm (gate oxide) to 4 nm under the
oxide. Figure 7.15e shows the electron mobility in x-direction ±20 nm (whole channel region).

Regarding a fixed well doping concentration DCw and varying channel doping concentration
DCch the effect on the mobility could be explained as follows: if DCch is increased, the density
of doping atoms increases and thus the probability of colliding charges increases. Therefore, the
mobility decreases. If DCch is decreased, the density of doping atoms gets smaller and thus the
probability of collision becomes smaller as well: the mobility decreases.

If the temperature is changed, the mobility changes as well. At -73°C the mobility increases
clearly. Now the dependence on the doping concentration gets visible. The simulation results can
be seen in Figure 7.16.

In Figure 7.16e the difference is clearly visible. The values do not match between the different
doped transistors. That means that the temperature dependence is different and thus it does vary
depending on the doping concentration.

Changing the Doping Concentration in the Substrate

If the doping concentration in the channel is held constant but the well doping changes, the thresh-
old voltage changes and so does the mobility in the substrate region. The influence on the mobility
in the channel region is even higher than in the case of changes in the channel doping. The TCAD
results for three different doping configurations can be seen in Figure 7.17. The nominal doping is
shown in Figure 7.17a. Figure 7.17b shows the mobility for the transistor of 10 % lower substrate
doping concentration. In Figure 7.17c DCsub was increased by 20 %. Only small differences can
be recogniced between the different doping levels at room temperature.

If the temperature is decreased to -73°C (Figure 7.18), the difference between the transistors
gets bigger (compare Figure 7.18e and 7.17e). This result is similar to the case of varied chan-
nel doping. Therefore, even changes in the substrate doping will have effect on the temperature
behavior of the mobility in the channel region and thus have to be taken into account.
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Figure 7.15.: Electron Mobility vs. DCch at 27◦C: (a) nominal (green), (b) low (blue), (c) high
(red). (d) Y-cut @ x=-0.001 µ, (e) X-cut @ y=0.002 µm.
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Figure 7.16.: Electron Mobility vs. DCch at -73°C: (a) nominal (green), (b) low (blue), (c) high
(red). (d) Y-cut @ x=-0.001 µm, (e) X-cut @ y=0.002 µm.

116



7.4. TCAD ANALYSIS

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

2: n2356_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

3: n2485_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

1: n378_des.tdr 0-0

Y [um]
0 0.001 0.002 0.003 0.004

80

100

120

140

160

180

4: X-Slice 1

X [um]
-0.02 -0.01 0 0.01 0.02

80

100

120

140

160

180

5: Y-Slice 4(a)

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

2: n2356_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

3: n2485_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

1: n378_des.tdr 0-0

Y [um]
0 0.001 0.002 0.003 0.004

80

100

120

140

160

180

4: X-Slice 1

X [um]
-0.02 -0.01 0 0.01 0.02

80

100

120

140

160

180

5: Y-Slice 4 (b)

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

2: n2356_des.tdr 0-0

X [um]
Y

[u
m

]
-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

3: n2485_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

1: n378_des.tdr 0-0

Y [um]
0 0.001 0.002 0.003 0.004

80

100

120

140

160

180

4: X-Slice 1

X [um]
-0.02 -0.01 0 0.01 0.02

80

100

120

140

160

180

5: Y-Slice 4 (c)
X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

2: n2356_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

3: n2485_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

1: n378_des.tdr 0-0

Y [um]
0 0.001 0.002 0.003 0.004

80

100

120

140

160

180

4: X-Slice 1

X [um]
-0.02 -0.01 0 0.01 0.02

80

100

120

140

160

180

5: Y-Slice 4

(d)

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

2: n2356_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

3: n2485_des.tdr 0-0

X [um]

Y
[u

m
]

-0.04 -0.02 0 0.02

0

0.02

0.04

0.06

0.08

eMobility [cm^2*V^-1*s^-1]
1.3E+02

1.2E+02

1.2E+02

1.1E+02

1.1E+02

1.0E+02

1: n378_des.tdr 0-0

Y [um]
0 0.001 0.002 0.003 0.004

80

100

120

140

160

180

4: X-Slice 1

X [um]
-0.02 -0.01 0 0.01 0.02

80

100

120

140

160

180

5: Y-Slice 4

(e)

Figure 7.17.: Electron Mobility vs. DCsub at 27◦C: (a) nominal (green), (b) low (blue), (c) high
(red). (d) Y-cut @ x=-0.001 µm, (e) X-cut @ y=0.002 µm.
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Figure 7.18.: Electron Mobility vs. DCsub at -73°C: (a) nominal (green), (b) low (blue), (c) high
(red). (d) Y-cut @ x=-0.001 µm, (e) X-cut @ y=0.002 µm.
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Effect of Varying Doping Concentration on UTE

As shown above, not only the mobility varies when doping concentration changes but also the
temperature behavior. Extracted TCAD data which were analyzed in Matlab are shown in Fig-
ure 7.19.
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Figure 7.19.: |UTE| vs. electron mobility for different doping concentrations.

The mobility data was extracted 1 nm bellow the channel-oxide intersection. Though, no de-
tailed results can be obtained from this data, it gives a hint to the real temperature behavior of
mobility. A clear correlation between the mobility temperature coefficient UTE and the mobility
µ can be observed. In the case of Figure 7.19 a 10 % increase in mobility results in 60 % decrease
of the abolute value of UTE. Since this correlation is so evident and still is not included in the
transistor model, it has to be taken into account when improving the model.

7.4.4. Conclusion of TCAD Analysis

The TCAD analysis of the minimum channel device showed that the temperature behavior of both,
mobility and threshold voltage, vary for different doping profiles. While the threshold voltage as
well as its temperature coefficient increase with increasing doping concentration the mobility de-
creases. Interestingly, the absolute value of its temperature coefficient increases when the doping
concentration is increased. That could explain the strong increase of BER when the temperature
is decreased. An overview of the TCAD results is given in Figure 7.20. It can be seen that all
parameters are correlated to each other over the doping concentration in the channel. This is es-
pecially important when it comes to the Montecarlo mismatch models. This fact is not taken into
account so far. There are no correlations between the two varied parameters VTH0 and U0. Even
if these values cannot be assumed to correlate fully, correlation between these parameters and in
succession a correlation between UTE and KT1 should be included in the models to achieve good
simulation results.
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Figure 7.20.: The overview of the TCAD simulation results shows the behavior of different pa-
rameters versus a change of doping concentration.

7.5. Analytical Analysis of Temperature Coefficient Mismatch

7.5.1. Temperature Coefficient Mismatch of VTH

To verify the results from TCAD the correlation between the mismatch of VTH and the mismatch
of its temperature coefficient KT1 is analyzed analytically in the following section. To do so,
the basic VTH model is used. Since VTH0 is the parameter that is varied in common transistor
mismatch models and the bulk-source voltage Vbs is forced to zero in the presented PUF circuits,
this is considered as a convenient approach. The difference of channel doping and substrate doping
is not taken into account in this analysis.

From the BSIM 4 model the following relation between VTH0 and VTH is given [31]:

VTH = VT0 + γ
(√

Φs − Vbs −
√

Φs

)
, (7.2)

where γ is the so called body bias coefficient, Φs the surface potential and Vbs the bulk-source
voltage. γ is defined as [31]:

γ =

√
2qεsiNsubstrate

C ′ox
, (7.3)

where q is the charge of one hole (q = 1.6×10E−19 C), εsi the permittivity of silicon,Nsubstrate

the doping concentration of the substrate and C ′ox the oxide capacitance per unit area. VT0 is
defined for the two terminal transistor in strong inversion which is also used for the simple model
in BSIM4 [31, 145]:

VT0 = VFB + Φs + γ
√

Φs (7.4)

VFB denotes the flatband voltage [145]:

VFB = φMS −
Q′0
C ′ox

, (7.5)
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where φMS is the contact potential between the gate material and the substrate material. The
second term covers the influence of charge, where Q′0 denotes the effective charge per unit area of
the parasitic charges within the oxide. The second term can often be neglected, since the amount
of parasitic charges can be minimized by modern fabrication processes [145].

To be able to derive the threshold voltage, the value of Φs is needed. For the NMOS transistor
case (PMOS can be derived equivalently), Φs at VTH consists of two parts [145]:

Φs = 2φF + ∆φ, (7.6)

where φF is the Fermi potential of the substrate and ∆φ is a constant which is chosen in a way to
get a good estimate of the threshold voltage. ∆φ can vary from zero to several φF . [145] suggests
five to six times φF . The Fermi potential is defined as follows:

φF = φt ln(Nsubstrate/ni), (7.7)

where φt is the thermal voltage (φt = kT/q, where k is the Boltzmann constant and T the tem-
perature in Kelvin) and ni the intrinsic carrier concentration (ni is about 1010 per cm3 at 300K
(27◦C)). Using the equation 7.7 φMS can be derived:

φMS = φF,gate − φF , (7.8)

where the Fermi voltage of the gate can be expressed for a polysilicon n-doped gate as [145]

φF,gate =
−Eg
2q

. (7.9)

Eg is the band-gap of silicon (1.12eV).
To be able to evaluate the temperature dependence of VTHall the temperature dependent parts

have to be taken into account. Additional to φt the intrinsic carrier concentration ni [145] and the
band gap of silicon Eg [162] also change when temperature alters.

ni(T ) = A1T
3/2e−A2/T , (7.10)

where A1 = 7 · 1015/(K3/2cm3) and A2 = 6600K.

Eg(T ) = Eg(0)− αT 2

T + β
(7.11)

Here, Eg(0), α and β are fitting parameters.
Taking all the different parts into account and considering an NMOS transistor with polysilicon

n-doped gate the equation of VT0 gets

VT0 =
−Eg(0) + αT 2

T+β

2q
+
kT

q
ln

(
N

A1T 3/2e−A2/T

)
+γ ·

√
2
kT

q
ln

(
N

A1T 3/2e−A2/T

)
. (7.12)

Here it is shown that Nsubstrate is substituted by N for convenience. To determine the depen-
dence of VT0 on the temperature the derivative of VT0 towards the temperature has to be evaluated.
After some calculations the following result can be derived:
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dVT0 =
∂VT0
∂T

=
1

2q

αT (T + 2β)

(T + β)2
+

2k

q

(
lnN − ln

(
A1T

2/3
)
− 3

2

)
+

√
qkγ

q2
√
k
·

lnN − ln
(
A1T

2/3
)
− 3

2√
A2 + T lnN − T ln

(
A1T 2/3

) (7.13)

As a second step, the derivative of ∂VT0
∂T towards N is derived which is important to see the

influence of a varying doping concentration on the temperature behavior of VT0. The derivative
ends up to be

∂dVT0
∂N

=
k

qN
+
k
√

2q2εsi

C ′oxq
2
√
k
· ∂

∂N

 √N (lnN − ln
(
A1T

2/3
)
− 3

2

)√
A2 + T lnN − T ln

(
A1T 2/3

)
 . (7.14)

Since the derivative towardsN is rather clumsy it is not presented in its exact formulation. Nev-
ertheless, the first term of the equation is the dominant part of the equation and shows that the slope
of dVT0 changes linearly when N is changed. Interestingly, the absolute value of temperature co-
efficient decreases when VTH decreases which is contrary to the TCAD results. An explanation
could be that TCAD determines the threshold voltages by extrapolating the ID slope. Due to the
strong mismatch behavior of mobility, the result could be influenced by that mismatch. Neverthe-
less, the analysis shows that there is a correlation between VTH mismatch and the mismatch of its
temperature coefficient.

7.5.2. Mismatch of Temperature Dependence of Mobility

Unlike the threshold voltage there is no convenient way to determine the mobility analytically
[145]. For this reason, the temperature behavior of the mobility in dependence of the doping
concentration is not solved here. So, the TCAD results are the only hint to a strong relation
between the mobility mismatch and the mismatch of its temperature coefficient.

7.6. Model Parameter Adaptation

7.6.1. General Considerations

The above analyses revealed two important relations: Firstly, there are transistors that have the
same VTH(µ) but different dVTH

dT (dµ/dT ) which can be caused by mismatches of the channel and
the substrate doping. Secondly, there are correlations between the parameters and their temper-
ature coefficients. In the next section, these results are included into the mismatch model of the
transistors. The simulation results are compared to the real measurements afterwards.

To be able to estimate the error rate more realistically the BSIM4 [31] model parameters have
to be adapted. Only the parameters U0 and VTH0 are varied during Monte Carlo local mismatch
simulations using Gaussian distributions so far:

V TH0MC = N (V TH0NOM , σV TH0) (7.15)

U0MC = N (U0NOM , σU0), (7.16)

where V TH0NOM and U0NOM are the mean values and σV TH0 and σU0 are the variances of
the Gaussian distributions. The values depend on the technology and the size of the particular
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transistor. In the BSIM4 model the temperature dependence is included mainly by the following
formulas:

VTh(T ) = VTH(V TH0MC , TNOM) (7.17)

+ KT1 ·
(

T

TNOM
− 1

)
U0(T ) = U0MC(TNOM) ·

(
T

TNOM

)UTE
, (7.18)

where in VTH(T ) the influences of KT1L and KT2 have been omitted.
As seen in the above section, the temperature coefficients UTE and KT1 of mobility µ and

threshold voltage VTH cannot be assumed to be constant for different transistors. Like VTH and
µ these coefficients depend on variations of the doping concentration. Since this kind of variation
is not modeled in the state-of-the-art simulation environment, the mismatch simulation does not
behave correctly. Especially concerning PUF circuits this leads to unexpected high error rates of
the produced chips when compared to the simulation results. Looking at a temperature range from
-40°C to 120°C the following discrepancy between simulation and measurement occurs: choosing
the reference vector at 20°C the error rate does not exceed 2 % during Montcarlo simulation which
can be handeld by common error correction codes easily. The error rate for the measured data
increases up to 7 %. Since the EECs were not designed for this high error rates, the concept had to
be adapted. The problem is depicted in Figure 7.21.
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Figure 7.21.: The BER at three different temperatures for different chips is shown. The reference
temperature is at 20°C. For -40°C and 120°C the error rate increases up to 7 %
which is too much for simple error correction codes.

7.6.2. Temperature Coefficient Mismatch

The reason for that problem from a model perspective can be seen in Figure 7.22. It shows a sketch
of VTH measurements which were done for several transistors at different temperatures. The cir-
cles depict the situation in the Montecarlo mismatch simulation. There are two big differences
between reality and the model: Firstly, there is a correlation between VTH and its temperature co-
efficient. Secondly, transistors having the same VTH may have different temperature coefficients.
Both factors are not implemented in the model. Unfortunately, there are not any measurements for
the behavior of the mobility available. Nevertheless, it can be assumed that an increase in mobility
will also change the behavior during temperature variation. However, there should be at least a
correlation between mobility and its temperature coefficient.
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Figure 7.22.: Difference between model (◦) and measurement (x) with respect to the threshold
voltage and its temperature coefficient (KT). In the model, KT is fixed and not
correlated with VTH.

7.6.3. Measurement vs. Simulation

The simulation results of a Montecarlo simulation using the regular model can be seen in Fig-
ure 7.1. In this case -40°C is chosen as a reference vector and thus, the error rate at -40°C has
its minimum. Since no noise is included in the simulation, the BER at -40°C is zero. As a refer-
ence, Figure 7.1 shows the measurement results. Beside the missing noise in the simulation there
are two big differences: Firstly, the BER increases too slowly and secondly, the growth in the
simulation is linear. The measurement results show that the growth rate gets smaller at higher
temperatures.

7.6.4. Matlab PUF Model

To be able to solve the problem of Montecarlo simulation, a simple drain current (ID) model of a
MOS transistor in saturation region in strong inversion was implemented in Matlab. ID without
channel length modulation is defined as:

ID = β (VGS − V TH)2 , (7.19)

where β is the amplification factor, VGS the gate-source voltage and VTH the threshold voltage.
β can be also expressed as µCOX W

L . Thus, the equation 7.19 results in

ID = µCOX
W

L
(VGS − V TH)2 , (7.20)

where µ denotes the mobility, COX the oxide capacitance per unit area, W the channel width, and
L the channel length. This simple model is used in the Matlab simulation to build a PUF as shown
in Figure 7.2 which is a simplified version of the test chip. Since the two important transistors
are implemented in the Matlab model, the simplification can be assumed to approximate the real
situation well. All the other components are ideal components. Since the currents through the two
transistors are compared in the PUF cell, a cell can be modeled as follows:

OUT = Id1 > Id2, (7.21)

where ID1 and ID2 denote the drain current through transistor 1 and transistor 2 respectively.
The simple model already includes all parameters that are varied during the regular Montecarlo

mismatch simulation. As described above, this is V TH0 and U0. These two parameters are varied
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using a Gaussian distribution. They are varied uncorrelated to each other as it is normally done.
dV TH0 which denotes the variation of V TH0, varies VTH in Equation 7.20. dU0 varies the mo-
bility µ. The standard deviations of the distributions are determined using transistor measurements
and depend on 1/

√
WL. The distribution mean is zero.

In the simple Matlab model, ID1 and ID2 are determined as follows (the following list is done
for both transistors separately.):

1. Get random mumbers for VTH and µ parts:
r a n d _ v t h = randn ( 1 , 1 ) ;
r and_u = randn ( 1 , 1 ) ;

2. Determine mismatch of VTH and µ:
dv th = r a n d _ v t h * c o n s t _ v t h 0 / ( s q r t (w* l ) ) ;
du = u0* rand_u * c o n s t _ u 0 / ( s q r t (w* l ) ) ;

Here, constvth0 and constu0 are constants provided by transistor measurements, and w
and l are the width and the length of the transistor’s channel. u0 is the standard mobility.

3. Determine the mismatch of the temperature coefficients UTE and KT1: since the parameters
are correlated, the same random numbers are used that also are used for dVTH and du:

dk t1 = r a n d _ v t h * k t 1 / f a c t _ k t 1 ;
d u t e = r a n d _ u t e * u t e / f a c t _ u t e ;

Here, fact_kt1 and fact_ute define the standard deviation of dkt1 and dute.

4. Then, the actual kt1 and ute are evaluated:
k t 1 _ a c t = k t 1 − dk t1 ;
u t e _ a c t = u t e − d u t e ;

The minus sign is important to provide the correct behavior of the model.

5. Using the above results, the actual VTH and µ can be determined depending on the temper-
ature:

v t h _ a c t = ( v t h + dv th ) ) + k t 1 _ a c t * ( t / tnom − 1 ) ;
u 0 _ a c t = ( u0 + du ) . * ( t / tnom ) ^ u t e _ a c t ;

Here, t is the actual temperature and tnom the nominal temperature (room temperature).

6. Finally, the drain current can be evaluated:
i d = ( u 0 _ a c t *K) * ( vgs−v t h _ a c t ) ^ 2 ;

Here, K is a constant that includes further model parameters.

Having done the above calculations for both transistors, the actual output can be determined:
OUT = i d 1 _ a c t > i d 2 _ a c t ;

These equation include all important parts of the model.

7.6.5. Vary Temperature Coefficients in the Matlab Model

As suggested by the results above the temperature coefficients should also vary in the mismatch
Montecarlo simulation. KT1 is the temperature coefficient that is mainly responsible for the tem-
perature behavior of VTH and UTE which accounts for the temperature variation of µ. Since the
temperature coefficients also correlate with VTH and µ respectively, KT1 and UTE are linked to
their partners. The implementation of the variation is done as follows:
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Varying KT1

The effect of the variation of the temperature coefficients can be seen in the following section: for
the case that there is no variation of KT1 and UTE, the Matlab simulation should look quite like
the Spectre simulation in Figure 7.1. The result can be seen in Figure 7.23a.
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Figure 7.23.: (a) Regular mismatch model. (b) Correlated (w.r.t. VTH0 mismatch) KT1 mis-
match (different fact_kt1). (c) Uncorrelated (w.r.t. VTH0 mismatch) KT1 mis-
match (different fact_kt1) added to correlated KT1 mismatch. (d) Correlated (w.r.t.
U0 mismatch) UTE mismatch (different fact_ute).

The BER is a little bit smaller than in the Spectre simulation. This discrepancy should not
reduce the validity of the Matlab model. In Figure 7.23 only KT1 is varied. Several levels of KT1
mismatch are evaluated. In this case a level between 8 and 10 would end up in a result that matches
the results of the measurements quite well.

In the case of Figure 7.23b the KT1 mismatch is chosen to correlate completely with the VTH
mismatch which does not fit to the results of the transistor measurements shown in Figure 7.22.
In this model it is not possible that different temperature coefficients appear for the same VTH.
Thus, additionally to the part that correlates to VTH, a second Gaussian distributed part is included
which takes that effect into account. The results are shown in Figure 7.23c. The numbers show
the inverse of the standard deviation of the uncorrelated part of the KT1 mismatch. The error rate
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stays quite the same even for high portions of noise (number = 1). This means that for the model
it is sufficient to consider the correlated part.

The growth of the error rate over temperature can be adapted in the model just by adding a KT1
mismatch to the Montecarlo parameters. This small variation of the original model increases the
simulation accuracy remarkably.

Varying UTE

Adding only the UTE mismatch to the model and set the KT1 mismatch aside temporarily has the
following effect on the simulation results. In this case only a mismatch is added that is correlated
to the mismatch of the mobility U0. The result for different levels of mismatch can be seen in
Figure 7.23d. Again, the numbers show the inverse of the Gaussian standard deviation, i.e. the
higher the number gets, the smaller the influence of the mismatch will be. The correlation between
dµ and dUTE has a positive sign with respect to their absolute values. This means, if the mobility
increases, the temperature dependence increases as well which could be explained by the higher
degree of freedom of the involved charges and thus to a higher influence of scattering effects due to
temperature shifts. As shown in the case of the KT1 mismatch, varying UTE leads to an increase
in error rate over temperature. But varying UTE produces a more linear increase in error rate than
the pure KT1 mismatch does. Here again, varying UTE alone would lead to much more realistic
results than the regular Montecarlo mismatch simulation does. But it is not able to reproduce the
measured results exactly. Thus, the combination of both approaches may lead to the desired result.

Varying KT1 and UTE

In order to optimize the behavior of the model both parameters (i.e. KT1 and UTE) are var-
ied. From measurements we know that the temperature coefficient of VTH for minimum channel
transistors has a standard deviation of about 3 %. Taking that fact into account, the model was op-
timized to fit the meaurement results of the testchip in Figure 7.24. The result of the optimization
can be seen in Figure 7.24. In this case, the standard deviation of KT1 is chosen to be 33 % of the
KT1 mean value. The variation of UTE is 1.7 %. The error growth starting at -40°C now adopts
the characteristics of the measurement results.

7.6.6. From Matlab to SPECTRE

Putting the results from the Matlab analysis into the Spectre Montecarlo mismatch parameters,
the mismatch simulation of the simple PUF cell returns the temperature behavior that is shown in
Figure 7.24. In this example, the optimization was done by fully correlated variation of KT1 and
UTE. KT1 is changed by a Gaussian distribution of zero mean and a standard deviation of 6.6 %
of the regular KT1. The Gaussian distribution of UTE has also zero mean and a standard deviation
of 2 % of the regular value. Both are correlated to the variation of their counterparts VTH0 and
U0 with a sign of -1, e.g. if VTH0 is increased, KT1 is decreased. The overall result is a good
approximation of the real temperature behavior of such a PUF circuit.

7.7. Summary

Regular models do not reproduce the temperature behavior of transistors in an acceptable quality
to simulate PUF circuits in Montecarlo mismatch simulation. Since Montecarlo simulations are
crucial in PUF design, it was important to improve the performance of the models. This could be
done with the help of a Matlab transistor model basing on the common BSIM model. By varying
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Figure 7.24.: (a) Matlab model (KT1 and UTE mismatch). (b) Adapted Spectre model (KT1 and
UTE mismatch, 5000 Montecarlo runs). (c) Measurement Results.
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the temperature coefficients KT1 and UTE of the BSIM model during Montecarlo mismatch sim-
ulation good results can be reached. This is especially important, if an estimation of the BER is
needed for post-processing implementation.
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8. Pre-Processing
by Christoph Boehm and Maximilian Hofer

As we have seen in Chapter 5, there are different problems related to error correction codes: PUF-
cell overhead for redundancy, algorithm implementation complexity, power and time consumption
during usage. Thus, it is a great advantage to reduce the error rate in the first place to allow for
simple ECCs. In this chapter three pre-processing1 approaches are introduced that are capable to
reduce the BER of PUFs considerably. A classification of the pre-processing approaches is given
in Section 8.2. Some of the disadvantages of the ECC can be reduced by using one of the different
pre-processing approaches.

8.1. Fundamentals

Pre-processing steps are methods where phase the error rate is reduced by some technique during
an initial. The goal of these pre-processing steps is to reduce the error rate in a way that error
correction gets less complex or even unnecessary.

As in the case of error correction, additional data may be generated. In two of the three presented
approaches, data that are generated during the initial phase have to be stored on an NVM. The data
is later used to reduce the error rate.

Furthermore, redundancy of PUF cells may be needed, which means that more than one PUF
cell is used to produce one bit of output. In the context of ECC these value was defined as redun-
dancy R in Section 5. In the context of pre-selection it is called efficiency e:

e =
# Output values
# all PUF cells

(8.1)

The higher the efficiency, the better the approach in terms of costs (area, power, etc.). As an
example, if five PUF cells are needed to generate one bit of output the efficiency is 20 %. Therefore
if 1024 output bits are required, 5120 PUF cells are needed.

A second interesting characteristic of pre-processing techniques is the relation between the ef-
ficiency and the stability. Typically, the higher the efficiency, the lower the stability. This relation
is shown in Figure 8.1.
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Figure 8.1.: Stability of pre-processing.

Therefore, a suitable ratio between stability and the number of required PUF cells have to be
found depending on the application.

1pre-processing in contrast to post-processing approaches
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One big advantage of pre-processing techniques compared to error correction codes (see Chap-
ter 5) is that no additional complex calculations are necessary during the readout phase.

The idea behind all the approaches is to change the distribution of the mismatch in order to
reduce the bit error rate. In the Figure 8.2a the density function of the mismatch between two
components is depicted. In this case it is a Gaussian distribution of the mismatch between the
transistors of the two sides of an SRAM PUF, for example. If the mismatch is not large enough,
errors may occur (e.g.due to noise). It can be assumed that errors occur for cells that lie within
the area between an upper and a lower threshold value MM+ and MM−. The gray bar marks this
critical area. If the mismatch is high enough, the PUF cell is stable and errors are unlikely to occur.
The density in this area should be forced to zero during the pre-processing (see Figure 8.2b). This
can be done in different ways: one solution is to sort out those cells that lie within the area.
Another approach is to change the properties of the cells by increasing the mismatch between the
crucial components, to make sure that all the cells lie outside the critical range. This can either be
done by influencing the properties of the components directly or by increasing the mismatch via
summing up the mismatch of different cells by connecting a certain amount of them. In practice, a
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Figure 8.2.: (a) Normal distribution; (b) Desired distribution.

steep edge as it is depicted in the Figure 8.2 is not possible. Thus, the goal is to increase the slope
of that edges as much as possible by means of one of the pre-processing techniques.

A formal description of the desired probability distribution can be written as follows:

p = 0 ∀{∆MM+ > ∆MM > ∆MM−} (8.2)

p = f(∆MM) ∀{∆MM− ≥ ∆MM ≥ ∆MM+}, (8.3)

where p is the probability of a cell having the mismatch ∆MM . Errors can occur due to unideal
distributions: Within the range defined in 8.2 in reality p is not zero. Thus, there are always cells
that produce errors yet after pre-processing. Furthermore, errors may occur even for cells which
mismatch lies within the range defined in equation 8.3. This should make clear that the error rate
can be forced to very small values but never reduced to zero.

8.2. Classification

A classification of the different pre-processing approaches is shown in Figure 8.3. By means
of PUF-parallelization techniques a number of PUF cells having the same nominal output are
connected in parallel to enforce a total increase in mismatch and thus provides a decrease of the
error rate. In pre-selection techniques only high-mismatch cells are selected to produce the PUF
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output in the future during an initial phase. PUF biasing techniques enforce a mismatch increase
by changing the transistors’ behavior directly.
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Figure 8.3.: Classification of the pre-processing approaches.

8.3. Comparison of Different Approaches

In the following section, the different pre-processing techniques are compared. Table 8.1 shows
the advantages and disadvantages the three approaches. A detailed description of the different
approaches can be found in the chapters 9, 10 and 11.

Table 8.1.: Comparison of different pre-processing approaches.

Approach Hardware Pre-processing Requires Performance
complexity time NVM (BER)

PUF parallelization High Med Yes High
Pre-selection Med Med Yes High
PUF biasing Med High No Med

133





9. Parallelization of PUF Cells
by Christoph Boehm

Within the field of measurement engineering a common technique in order to reduce random errors
is to determine the mean value of a number of measurement repetitions. Thus, the error can be
reduced to the

√
N , where N is the number of repetitions. The PUF parallelization approach is

based on basically the same idea, but here, not a single PUF cell is read out multiple times, but
different PUF cells that provide the same nominal output are operating in parallel. As an example,
a common SRAM is considered. In Figure 9.1a, the parallelization of two SRAM cells is depicted.
The parallelization of two SRAM cells can be seen as a parallelization of the involved transistors.
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Figure 9.1.: Parallelization of PUF cells; (a) Parallelization of two SRAM cells; (b) Equivalent
circuit of two parallelized SRAM cells.

Therefore, an equivalent circuit can be build from double width transistors. This circuit is depicted
in Figure 9.1b. If the transistors are just put in parallel, the mismatch is reduced by the factor of√

2 which is not desirable. Such a parallelization does not help to reduce the number of errors.
As mentioned above, cells have to be parallelized that provide the same nominal output, i.e. cells
which have the same sign of the mismatch. So, the total mismatch is increased and the error rate
drops.

9.1. Introduction

As mentioned in the introduction, a PUF compares component properties to generate a binary
output (e.g. threshold voltage differences of transistors). One PUF consists of a number of PUF
cells. In a cell one component pair is compared providing one bit of output. The pairing of the
components is done differently for the different PUF concepts. Some use the input to the PUF to
define the pairing.

The difference (i.e. mismatch) between the compared components comes from local manufac-
turing variations. These variations can be assumed to be Gaussian distributed. Thus, the mean
difference between the two components is zero.

If the mismatch gets near to zero, the error probability gets high, i.e. the output can easily
be affected by disturbances. These include noise and variations of the operating point (VDD,
temperature, etc.). To reduce the error probability, the mismatch must be increased so that zero
and near to zero mismatches become unlikely.
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To increase the mismatches between components, a number of pairs can be combined electri-
cally. By doing this, the probability of small mismatches can be reduced in any order depending
on the number of combined pairs (see Figure 9.2). Table 9.1 shows the error rates for different
degrees of parallelization.
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Figure 9.2.: Distribution of mismatches for different degrees of parallelization.

Table 9.1.: Error rate due to noise for different degrees of parallelization.

Pairs Per Cell 1 5 7 11

Error Rate (%) 4.75 33E-04 14E-06 0

During an initial phase, a defined number of pairs is grouped to produce one bit of output. The
information is then stored in an NVM. The stored information (1bit per pair) does not reveal any
information on the PUF’s output and it can therefore be stored without any security risks.

9.2. Classification

In practice there are two approaches to parallelization: the first approach utilizes all cells in a block
of pairs by defining - for example - the first pair as the reference pair and align the other pairs. In
the second approach only these pairs are used which have initially the same sign of the mismatch
as the reference pair. The other pairs are not used any longer. To use as much pairs as possible,
the reference sign can be defined by a majority decision of the whole block instead of defining
one pair as the reference. The classification is depicted in Figure 9.3. The two approaches are
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Figure 9.3.: Classification of parallelization.

explained by two example circuits in the following chapters in detail.
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9.3. Full Parallelization

In the following example the compared components are two current sources. Due to the mismatch
between the sources, the currents i_l and i_r differ. A sense amplifier measures the difference and
takes a decision (i_l>=i_r) and outputs either ’0’ or ’1’. The current through the sources depends
mainly on the threshold voltage and the mobility of the involved transistors. These properties
are influenced by the doping concentration in the different parts of the transistors. The doping
concentration varies locally for it cannot be controlled exactly during production. Since these
variations can be assumed to be Gaussian distributed the resulting mismatch between i_l and i_r
is also Gaussian with zero mean.

To avoid current pairs with small mismatches, pairs are combined electrically. In the presented
example, three pairs are combined to provide one bit of output. A schematic circuit is shown in
Figure 9.4.

pair 1

Sense Amplifier: I1 >= I2

pair 2 pair1pair 3

br1

br2

I1

i1_r i2_l i2_r i3_l i3_r

I2

out

i1_l

Figure 9.4.: Initial state of combination circuit.

The initialization phase consists of the following steps:

• The outputs of the three pairs are evaluated separately. During that time only the evaluated
pair is connected to the two branches br1 and br2. An example is shown in Figure 9.5: Here,
the second pair is evaluated.

• The output of the first pair is defined to be the reference output (could also be a majority
decision or one of the other pairs). If the reference output is ’1’, the current source of each
pair providing a larger current is connected to br1 during future read-outs. The other current
source is connected to br2. If the output is ’0’, the current source of each pair providing a
smaller current is connected to br1 and the other current source to br2 during future read-
outs. This increases the total mismatch. The information of the connections is stored in an
NVM (1bit/cell).

During the read-out phase the current sources are connected using the information stored in the
NVM. If a ’0’ is stored, the current sources are connected as during the initial read-out. If a ’1’
is stored, the current sources are connected to the opposite branch. The example is depicted in
Figure 9.6.

137



9. PARALLELIZATION OF PUF CELLS BY CHRISTOPH BOEHM
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Figure 9.5.: Initial read-out of pair2.
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Figure 9.6.: Read-out using the data stored in the NVM.
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Practical Realization

In Figure 9.7 a practical realization of the approach is depicted. Three SRAM cells are used in
the example. During the initial phase the connection between the three cells is defined. The three
cells are evaluated separately and the results are stored in the NVM. During the readout phase, the
different SRAM cells are connected via the cross and the cross switches in a way so that all have
the same mismatch direction. Hence, the error rate is decreased.
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Figure 9.7.: Practical realization of full parallelization.

9.4. Majority Parallelization

As already mentioned above, instead of adjusting the sign of the pairs with respect to a reference
pair, another possibility is to only utilize the matching pairs. A disadvantage of this approach
is that a higher number of PUF cells is required to gain the same error rate than with the full
parallelization approach. In return, the circuit complexity reduces due to the missing switches for
mismatch alignment.

9.4.1. Practical Realization

Figure 9.8 shows the idea behind the approach. An example circuit was implemented in a 350 nm
technology. The circuit is shown in Figure 9.9. In the example circuit five SRAM cells are con-
nected via Q/Qn. In addition, every SRAM cell has two extra transistors to be able to activate/de-
activate the cell. During an initial process each cell is powered-up once on its own. During this
time, the four other cells are switched off. Thus, in this case one whole PUF cell needs at least
five initial runs - one for each SRAM cell. To reduce the error probability due to noise, each cell
can be powered on n-times which increases the number of runs by the factor of n. The results are
stored. To increase the number of active SRAM cells, a majority decision of the outputs of the five
SRAM cells is done. In an example (see Figure 9.9) the cells 1,3, and 4 return VDD at outl. The
cells 2 and 5 return VSS. Thus, the majority decision returns VDD. In the future read-outs, only the
cells 1,3, and 4 are used. Due to the fact that their mismatches have the same sign, the mismatches
sum up when the cells are used in parallel. Thus, the error rate decreases, since the effect of noise
on the decision reduces.
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Figure 9.8.: Practical realization of majority parallelization.

Since the circuit is very simple, even if not all cells can be used, it could still be cheaper to
implement than the fully parallelized version. Therefore, it depends on the principle of the used
PUF which version should be preferred. In the worst case - which should be assumed to estimate
the area consumption - the majority parallelizing needs double the number of cells than the full
parallelization in average to provide the same error performance.
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Figure 9.9.: Majority parallelizing PUF. The switches are already connected according to the
parallelizing procedure.
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10. Pre-Selection
by Maximilian Hofer

The idea behind the approach of pre-selection is similar to approaches known from biometric
techniques: only the significant characteristics of the data are used for the identification or au-
thentication process. During pre-selection only characteristic PUF cells are selected to provide
data for the output of the PUF [62]. The characteristic cells are those cells that are unlikely to
produce errors. PUF cells change their output due to the effect of noise, temperature, aging or
other environment influences. Cells that change their output once are likely to change it again.
PUF cells that change their output due to any reason are called unstable cells, PUF cells which
always provide the same output are called stable, i.e. the HDintra of a stable PUF cell is 0. The aim
is to find the stable cells already during the initial phase. The concept is shown in Figure 10.1. In
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Figure 10.1.: Concept of pre-selection.

this example, 100 PUF cells are placed in an array. The unstable PUF cells are crossed out. The
procedure of marking the stable PUF cells is called pre-selection. The remaining 89 PUF cells are
selected for further use. In the example, the efficiency is e=89 %. After the pre-selection process
the error rate should decrease. Thus, error correction becomes less complex or even unnecessary.

There are different approaches to find unstable PUF cells. A classification of pre-selection
approaches is shown in Figure 10.2. Four different methods to find unstable PUF cells are being
presented. In the first approach all cells are read out multiple times. Therefore, errors that occur
due to noise can be detected. In the second approach called pre-selection delta, only PUF cells
showing a pre-defined minimum mismatch are selected. The approach pre-selection time utilizes
the amount of time that is needed for the PUF cell’s decision. In the pre-selection charge approach
the bit lines of common SRAM cells are pre-charged to find the unstable PUF cells.

PUF

Without error 

correction

With error 

correction

Callenge 

response pairs

Without error 

correction

Pre-correction Post-correction

Error correcting 

codes

Pre-selection PUF 

parallicing

Pre-selection

Delta

Pre-selection

Time

Pre-selection

Charge

Pre-selection

Multiple Read

Pre-selection

Figure 10.2.: Classification of the pre-selection.
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10.1. Pre-Selection Multiple Readout

An intuitive approach is to measure the output of the PUF cells several times. Such cells which
always provide the same output are marked as useful. Cells which do not always provide the
same output are not used any longer. This can be done with common PUFs without any additional
measurement hardware circuit needed. The software has to control the readout process during the
initial phase. The information has to be stored in a NVM. At a first glance, this seems to be a
good approach but in practice different problems occur. A lot of readout cycles have to find those
cells which have a low error probability. If, for example, a cell provides the desired output at 99 %
of the readouts and only at 1 % a wrong output there is a probability of 36 % that the cell is not
detected as unstable during 100 readout cycles. On the other side, the probability to not detect
a 50 % unstable PUF cell during 100 readout cycles is 7.98E-31 %. The errors caused by noise
are reduced by the factor of

√
n, where n is the number of readouts. Another problem occurs

due to a varying environment conditions. Such errors turn out to be worse than noise induced
errors for most types of PUFs. For example, some cells change their output over temperature. The
problem is depicted in Figure 10.3. The initial measurement is done at 25°C (Figure 10.3a). After
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Figure 10.3.: (a) Unstable PUF Cells at 25°C; (b) Unstable PUF Cells at -40°C (c) Unstable PUF
Cells at 120°C.

some readouts, seven PUF cells change their output value and so they are marked as unstable. If
the temperature drops to -40°C, different PUF cells are unstable than at 25°C. Only three of the
unstable PUF cells change their behavior at both temperatures (Figure 10.3b). The situation is
similar at 120°C. Some of the PUF cells are unstable, but only one of these cells remains unstable
at 25°C. Figure 10.4 shows an example of the mismatch behavior of PUF cells. At 25°C the
overall stability is high. Due to mismatch in the temperature coefficients of the components it
might be that some cells change their output value over temperature. Figure 10.5a shows the BER
in dependence of the temperature at one point of pre-selection multiple readout. The maximal
error rate can not be reduced significantly. To solve this problem, the initial measurements have to
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Figure 10.4.: Temperature dependence of mismatch components.
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be done over the whole temperature range, for example at 25°C, -40°C and 120°C:

X25◦C = X−40◦C = X120◦Cfor all readouts→ X = stable (10.1)

otherwise X = unstable

where X is the output of a PUF cell. This equation can be seen as a AND connection and a OR
connection. The ones in the AND connection or the zeros in the OR connection are the stable
cells. So we get the following vector for the stable cells:

( ~X ⊗ ~X)⊕ ( ~X ⊕ ~X) (10.2)

If the initial readout is done as described above, the result is as shown in Figure 10.5b. By using

BER

-40°C T20°C 120°C

BER

-40°C T20°C 120°C

(a)
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-40°C T20°C 120°C

BER

-40°C T20°C 120°C
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Figure 10.5.: BER in dependence of the temperature before (doted line) and after pre-selection
multiple readout (solid line) (a) At one temperature (20°C); (b) At three tempera-
tures (-40°C, 20°C and 120°C).

this pre-selection approach the BER can be reduced significantly. Unfortunately, the readout at
different temperatures during the initial phase is costly and cannot be assumed to be a realistic
procedure to reduce the error rate.

Another solution to this problem could be to increase the noise in the PUF cells artificially. With
this approach less unstable cells can also be detected during multiple readout at room temperature.
A noise generator is needed for it.

A practical realization of the approach is described in Section 13.3.

10.2. Pre-Selection Delta

10.2.1. Idea

The second approach which is presented in the following section is based on the selection of
cells which provide a mismatch that exceeds a certain threshold. Thus, the approach is called
Pre-Selection Delta.

For example, in the case of an SRAM PUF it is the mismatch between the involved transistors
that has to be larger than a predefined threshold value. Figure 10.6 shows the threshold voltage
mismatch (∆VTH) distribution of a pair of transistors schematically. As in the mismatch models
the distribution is assumed to be Gaussian. The two dotted lines show the predefined positive
(∆VTH+) and negative (∆VTH−) threshold values, where |∆VTH+| = |∆ VTH−|. The threshold
values split the distribution function into three areas: the central area includes all pairs whose
mismatch is too small. They are marked as not useful (NUF). The areas to the left and to the right
include all pairs whose mismatch exceeds the threshold value. Those pairs are marked either with
UF+ (positive mismatch) or UF− (negative mismatch).
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Figure 10.6.: The mismatch is divided into three classes: Useful PUF cells with positive mis-
match (UF+), useful PUF cells with negative mismatch(UF−) and not useful PUF
cells (NUF).

To provide a stable PUF output the threshold must be chosen correctly to gain the desired error
rate. Choosing the threshold value is a trade of between error rate and the number of required PUF
cells. If the threshold is chosen large, the error rate gets small but the number of not used pairs
gets high. The other way around: if the threshold is chosen small, the number of selected pairs
and the error rate get high.

One way to find the unstable cells is to measure the mismatch ∆VTH by using common analog
to digital converters (ADC). In Figure 10.7 a block diagram of that approach is shown. Here, the
mismatching components are two diode-loaded transistors. Due to the mismatch, the voltages at
the transistors differ. This voltage difference is measured at the ADC. The cell is selected, if the
difference exceeds the threshold.



















Figure 10.7.: Mismatch measurement using an ADC.

Unfortunately, there are some disadvantages related to the ADC approach. Since the ADC
should add as little bias as possible on the measurement, the ADC has to be built large. Fur-
thermore, the ADC should not depend on noise in the circuit to prevent errors. However, the
resolution of the ADC may be very small. Three steps would be sufficient: UF+, UF−, and NUF.
An exemplary circuit, which provides the desired requirements, is depicted in Figure 10.8a. The
functionality of the ADC is illustrated in Figure 10.8b. The gray areas show the voltage values for
which a ’1’ is produced at each of the outputs. If UF returns ’1’, the cell is selected.

A further approach is to add artificial mismatch during the measurements. At least two mea-
surements are needed here to detect whether a cell is marked as useful or not. During the first
measurement a negative offset is added. Thus, the threshold is set to VTH−. During the second
measurement, the threshold is moved to VTH+. This is illustrated in Figure 10.6 by the two ar-
rows. If the mismatch of the transistors exceeds the threshold, the PUF-cell will provide the same
output for both measurements. If the mismatch is too small, the output will differ between the two
measurements.

146



10.2. PRE-SELECTION DELTA

+  -

-  +

HIGH

OUT

LOW

∆U-

∆U+

IN+

IN-

∆U+

∆U-

∆U

OUT LOW HIGH

∆U+

∆U-

∆U

OUT LOW HIGH

Possible to use the RAM, 

when HIGH is ON or LOW 

is OFF!

USEFULL

UF*

UF*...USEFULL

ADC

(a)

+  -

-  +

HIGH

OUT

LOW

∆U-

∆U+

IN+

IN-

∆U+

∆U-

∆U

OUT LOW HIGH

∆U+

∆U-

∆U

OUT LOW HIGH

Possible to use the RAM, 

when HIGH is ON or LOW 

is OFF!

USEFULL

UF*

UF*...USEFULL

ADC

(b)

Figure 10.8.: (a) Three step ADC; (b) Diagram to illustrate the function of the ADC (gray: volt-
ages where output gets ’1’).

An example of this approach is shown in Figure 10.11 in which a systematical VTH offset is
introduced to the circuit.

10.2.2. Modeling and Statistical Aspects

After the pre-selection process the error rate should be very small. Therefore, Montecarlo simula-
tion is not an appropriate approach for BER estimation, since too many Montecarlo runs have to
be accomplished to get accurate results. In the following section the error rate after pre-selection
is estimated by analytical models.

To allow for reasonable complexity of the analysis in the remainder of the section, the distribu-
tions of the occurring random variables are assumed to be Gaussian. This includes the distribution
of the mismatch and the distributions of the disturbances like noise, temperature dependence,
etc [114, 115, 144].

To estimate the effect of pre-selection on the error rate, the probability density function (PDF)
f(x) and the cumulative distribution function (CDF) F (x) of a Gaussian are needed. The PDF
and the CDF are defined as follows:

f(x) = φµ,σ(x) =
1

σ
√

2π
e−

1
2(x−µσ )

2

(10.3)

F (x) = Φµ,σ(x) =
1

σ
√

2π

∫ x

−∞
e−

1
2(x−µσ )

2

dx, (10.4)

where µ is the mean and σ the variance of the Gaussian distribution.
If no external factors interfere, the behavior of the PUF cell is just defined by the internal

mismatches. Hence, the PUF cells return the same output again and again. For negative ∆VTH
the output is ’0’. For positive ∆VTH, the output is ’1’ (see Figure 10.9a). Φ2 is the mean output
value in dependence of ∆VTH. In this case, Φ2 shows the ideal decision distribution. The infinite
steep slope at ∆VTH= 0 defines the crossing between the cells that provide zeros and the cells that
provide ones.

Errors occur, if external factors like noise or temperature shifts interfere. In such a case, the
behavior of the cell is not defined by the internal mismatch exclusively. The real decision distri-
bution Φ2 of a PUF cell can be seen in Figure 10.9b. The external factors may define the output
for small values of ∆VTH. Hence, the crossing between ’1’ and ’0’ output is not infinitely steep.
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UPM – Useful PUF Marking 
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where  is the mean and  the variance of the Gaussian.  
If there is no disturbance at the PUF-cell, the cell output will be the same whenever the 
PUF is read-out. In this case the output would be zero for all PUF-cells having a negative 
Vth and one for all cells with positive Vth (see figure 5(a)). If there are disturbances due 
to noise, temperature, etc., it may happen that if the mismatch is sufficiently small or the 
disturbance sufficiently large, the decision is defined by this disturbance. That effect can 
be seen in figure 5(b) where 2 shows the mean output depending on Vth taking the 
distribution of the disturbance into account. At Vth=0 the mean output equals 0.5.     The 
same curve but biased with the threshold Vth- and Vth+ show 4 and 3. 1 shows the 
distribution of the mismatch. After selecting the useful PUF-cells, the error rate can be 
decreased significantly.  Figures 5 (c) and (d) show the product of 3 and 1, and the 
product of (1-4) and 1 respectively. These curves show the distribution of being 
selected as useful including disturbances, the distribution of the Vth mismatch and a 
certain Vth offset. Hence the figures represent the number of selected PUF-cells. Figure 5 
(e) shows those cells that are selected twice, i.e. that are declared to be useful for both 
offsets. To get correct results these double-selections have to be compensated for in the 
analysis. Figure 5 (f) shows the distributions of selected and not selected cells.  
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Figure 5: (a): Ideal distributions 1Φ - 4Φ ; (b): Real distributions 1Φ - 4Φ ; (c): useful positive PUF 

cells(UF+); (d): useful negative PUF cells(UF-); (e): PUF cells which are occur in both sides UF+ UF- (f): 
useful PUF cells(UF), not useful PUF cells(NUF) 
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equation for the number of useful PUF cells  (see appendix): 
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The error rate e at Vth can be derived using the following equation (see appendix): 
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where all i and i are evaluated at Vth. 
 
Example: 

The standard deviation of Vth mV301 =σ , the standard deviation of 2,3,4 mV14,3,2 =σ . 

In figure 6 the error rate and the ratio of useful PUF-cells are shown in a diagram. It can 
be seen that selecting the best 95% can already decrease the error rate significantly. A 
table of different examples is shown in appendix b. 
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Figure 10.9.: (a) Ideal distributions Φ1 − Φ4.(b) Real distributions Φ1 − Φ4. (c) Useful PUF-
cells with positive mismatch (UF+). (d) Useful PUF-cells with negative mismatch
(UF-). (e) PUF-cells which occur in UF+ and UF−. (f) Useful PUF-cells (UF) and
not-useful PUF-cells (NUF).
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The CDF increases smoothly. If the PUF cell is biased either by a negative mismatch ∆VTH− or
by a positive mismatch ∆VTH+, the CDF is shifted on the x-axis. Still, the distortion due to the
external disturbances exists. After the biasing the CDF looks like shown by (Φ3) and (1− Φ4)in
Figure 10.9b. The effect of the biasing can be seen in Figures 10.9c and 10.9d. The curves show
the distribution of the decision of pre-selected cells. It is the product of (φ1) and one of the CDFs
(e.g. (Φ3)). Only very view cells produce a wrong output. Figure 10.9e shows those cells that
are selected twice, i.e. that are declared to be a useful ’1’ and a useful ’0’. Even if this case is
very unlikely to happen, nevertheless it has to be taken into account. To get correct results these
double-selections have to be compensated for in the analysis. Figure 10.9f shows the overall dis-
tributions of selected and not selected cells including all disturbances. The estimation of the ratio
between selected and not selected cells is done below.

Ratio of Useful PUF Cells α: Probability of the occurrence of useful PUF-cells in depen-
dence of ∆VTH, VTH+, and VTH− (see Figure 10.9c and Figure 10.9d)

UF+ = φ1Φ3 − φ1Φ3(1− Φ4) (10.5)

UF− = φ1(1− Φ4)− φ1Φ3(1− Φ4) (10.6)

Probability of the occurrence of useful PUF-cells being selected twice in dependence of ∆VTH,
VTH+, and VTH− (see Figure 10.9e):

UF+ ∩ UF− = φ1Φ3(1− Φ4) (10.7)

Total probability of the occurrence of useful PUF-cells in dependence of ∆VTH, VTH+, and VTH−:

UF = UF+ + UF− − 2(UF+ ∩ UF−) =

= φ1[Φ3 + (1− Φ4)− 2Φ3(1− Φ4)] =

= φ1[1− Φ4 − Φ3 + 2Φ3Φ4] (10.8)

The ratio of useful PUF-cells α can be determined from UF :
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In general, the following is assumed: σ2 = σ3 = σ4 = σ, µ1 = µ2 = 0, and µ3 = −µ4.
Consequently, α gets
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Ratio of Not-Useful PUF Cells β: For verification purposes of α, the ratio β of not-useful
PUF cells has to be evaluated as well:

β =

∫ −∞
∞

NUF dVTH (10.11)

NUF = φ1[(1− Φ3)(1− (1− Φ4) + Φ3(1− Φ4))]

= φ1[(1− Φ3)(Φ4) + Φ3(1− Φ4))]

= φ1[Φ4 − Φ4Φ3 + Φ3 − Φ4Φ3))]

= φ1[Φ4 + Φ3 − 2Φ4Φ3))] (10.12)
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As in the above case the following assumptions are made: σ2 = σ3 = σ4 = σ, µ1 = µ2 = 0, and
µ3 = −µ4. Therefore, β can be deterimed to

β =
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Check: α+ β = 1 X

Estimation of the Error Rate e: As soon as a selected cell returns the wrong output an error
occurs. In this case, the total error e(∆VTH) at a certain ∆VTH is determined by summing up the
two partial errors e−(∆VTH) and e+(∆VTH). The partial errors can be derived as follows:

e−(∆VTH) = Φ2UF− = Φ2[φ1(1− Φ4)− φ1Φ3(1− Φ4)] (10.15)

e+(∆VTH) = (1− Φ2)UF+ = (1− Φ2)[φ1Φ3 − φ1Φ3(1− Φ4)] (10.16)

e(∆VTH) = e+(∆VTH) + e−(∆VTH) =

= (1− Φ2)[φ1Φ3 − φ1Φ3(1− Φ4)] +

+Φ2[φ1(1− Φ4)− φ1Φ3(1− Φ4)] =

= [φ1Φ2 − φ1Φ2Φ4 − φ1Φ2Φ3 + φ1Φ2Φ3Φ4] +

+[φ1Φ3 − φ1Φ3(1− Φ4)]− Φ2φ1Φ3 + Φ2φ1Φ3(1− Φ4) =

= φ1Φ2 − φ1Φ2Φ4 − φ1Φ2Φ3Φ4 + φ1Φ3 − φ1Φ3 + φ1Φ3Φ4 −
−Φ2φ1Φ3 + Φ2φ1Φ3 − Φ2φ1Φ3Φ4 (10.17)

Finally, the total error e is derived from the integration of the e(∆VTH) dependent errors e(∆VTH):

e =

∫ −∞
∞

e(∆VTH) d∆VTH (10.18)

e(∆VTH) = φ1Φ2 − φ1Φ2Φ4 − φ1Φ2Φ3Φ4 + φ1Φ3 − φ1Φ3 + φ1Φ3Φ4 −Φ2φ1Φ3Φ4, (10.19)

where all φi and Φi depend on ∆VTH.

Example: To be able to estimate the error rate after pre-selection, the standard deviation of
∆VTH and φ2,3,4 have to be known. Here, the standard deviation of ∆VTH is set to 30 mV, the
standard deviation of φ2,3,4 is set to 1 mV. Figure 10.10 shows the error rate e (10.10a) and the
ratio of useful PUF-cells α (10.10b), both depending on the pre-selection threshold.

By selecting as much as 95 % of the cells the error rate already drops down to around 3 %. The
results of different examples are shown in Table 10.1.

The results show the number of useful PUF-cells depends mainly on the ratio between the
mismatch and the pre-selection threshold σ1

µ3,4
. The crucial parameters are the noise parameters

σ2,3,4 and the pre-selection parameters µ3,4 for the error rate e. σ1 only shows a small influence
on e. In Table 10.2 e is shown in dependence of µ3,4.
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Figure 10.10.: Influence of the pre-selection threshold value (µ3,4): a) On error rate e; (b) On
ratio of useful PUF-cells α.

Table 10.1.: Examples of the error rate e and the ratio of useful PUF-cells α in dependence of
model parameters.

Num. σ1 σ2 σ3 = σ4 µ3 = µ4 α e

1 30 mV 1 mV 1 mV 5 mV 86.77 2.19E-06
2 30 mV 1 mV 1 mV 10 mV 73.90 <1E-12
3 30 mV 1 mV 1 mV 20 mV 50.82 <1E-12
4 30 mV 0.5 mV 0.5 mV 10 mV 73.89 <1E-12
5 30 mV 2 mV 2 mV 10 mV 73.94 5.09E-06
6 10 mV 1 mV 1 mV 10 mV 31.97 <1E-12
7 50 mV 1 mV 1 mV 10 mV 84.15 <1E-12
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Table 10.2.: Numeric examples of the error rate e and the ratio of useful PUF-cells α in depen-
dence of µ3,4(σ1 = 30 mV, σ2,3,4 = 1 mV).

µ3,1 e α µ3,1 e α

0 7,61E-03 9,85E-01 5,5 5,09E-07 8,55E-01
0,25 7,39E-03 9,84E-01 5,75 2,35E-07 8,48E-01
0,5 6,76E-03 9,81E-01 6 1,06E-07 8,42E-01
0,75 5,83E-03 9,77E-01 6,25 4,60E-07 8,35E-01
1 4,78E-03 9,72E-01 6,75 8,02E-09 8,22E-01
1,25 3,73E-03 9,66E-01 7 3,20E-09 8,16E-01
1,5 2,79E-03 9,60E-01 7,25 1,24E-09 8,09E-01
1,75 2,01E-03 9,53E-01 7,5 4,68E-10 8,03E-01
2 1,40E-03 9,53E-01 7,75 1,71E-10 7,96E-01
2,25 9,46E-04 9,40E-01 8 6,09E-11 7,90E-01
2,5 6,22E-04 9,34E-01 8,5 7,02E-12 7,77E-01
2,75 3,99E-04 9,27E-01 8,75 2,28E-12 7,71E-01
3 2,49E-04 9,20E-01 9 7,17E-13 7,64E-01
3,25 1,51E-04 9,14E-01 9,25 2,18E-13 7,58E-01
3,5 8,97E-05 9,07E-01 9,5 6,31E-14 7,52E-01
3,75 5,17E-05 9,01E-01 9,75 1,17E-14 7,46E-01
4 2,90E-05 8,94E-01 10 2,94E-15 7,39E-01
4,25 1,59E-05 8,87E-01
4,5 8,44E-06 8,87E-01
4,75 4,36E-06 8,74E-01
5 2,19E-06 8,68E-01
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10.2.3. Implementation

The described pre-selection approach can be implemented in different ways. One of them is
presented here. The circuit is implemented using a ordinary SRAM cell Figure 10.11. As an
assumption, the transistors P1 and P2 are designed in a way that they are matching (large area).
Hence, the mismatch between the two NMOS transistors N1 and N2 define the power-up behavior.
The mismatch is denoted with ∆VTH. To implement the pre-selection as described above 10.2.1 an
additional voltage source has to be introduced at the of one NMOS transistor. This voltage source
later provides the pre-selection bias (see Figure 10.11a). Instead of implementing a voltage source
at the gate, at its Norton equivalent - a current source - can be introduced in parallel to one of the
NMOS transistors (see Figure 10.11b). Figure 10.12 shows the equivalence between the voltage
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Figure 10.11.: (a) SRAM cell with additional voltage source at the gate of N1; (b) SRAM cell
with additional current source at the drain of N1.

source and the current source. The figure shows the characteristics of two diode-loaded transistors.
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Figure 8: Characteristics of two MOSFETS having different Vth. 

 
 
The circuit depicted in figure 9 is a practical realization to do this. At the decision phase 
N7 is switched-off. N3, N4 and P1, P2 are building a SRAM similar circuit. N2 acts as a 
current limiter for this circuit. The circuit is designed, that the mismatch between P1 and 
P2 is small and should not affect the result. Due to the fact that the transistors N3 and N4 
are diode loaded, the circuit does not flip so fast than the SRAM depicted in figure 1. 
During the decision phase, the circuit decides in a fraction of nanoseconds to one side. 
After that, the N7 is switched on and the circuit flips completely to one direction.  
The bias transistors which are used for the PUF-cell selection (P3 and P4) are used during 
the first phase and switched off during the second phase (P7 and P8 are switched on; P5 
and P6 are switched off). 
 







   

 

 



 





 











 

 
Figure 9: P3 and P4 can be switched in parallel to P1 and P2 

 
 
If we want a fictive additional negative offset voltage at the transistor N4, P8 is opened 
and P6 is closed. Thus, the transistor P4 is in parallel with transistor P2 and a higher 
current passes N4. The same can be done on the right side (P7, P5, P3 and N3). 
The truth table for the control of the transistors P5, P6, P7, P8 is shown in table 1. 
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Figure 10.12.: Characteristics of two MOSFETS having different VTH.

Since the two transistors have different VTH, the amount of current through the transistors differs
at identical VGS. Thus, additional current parallel to one of the transistors is equivalent to a VTH
difference.

A transistor-level implementation of the concept is shown in Figure 10.13. The circuit works
as follows: during the first phase N7 is switched-off and thus no current passes N5 and N6. N3,
N4 and P1, P2 are building are building the circuit. N2 limits the current through the circuit. The
circuit is designed in a way that the mismatch between P1 and P2 is so small that it does not effect
the decision of the cell. Due to the fact that the transistors N3 and N4 are diode loaded the circuit
does not latch. During the second phase, the signal decide is HIGH. Thus, N7 is switched on and
the circuit moves towards the preferred direction. The bias transistors P3 and P4, which are used
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Figure 10.13.: Implementation example of an SRAM-like PUF with pre-selection transistors P3

and P4.

for the pre-selection process, are switched-off during the second phase (P7 and P8 are switched
on; P5 and P6 are switched off).

If a offset should be added to the transistor N4, P8 is switched off and P6 is closed. Now,
transistor P4 and transistor P2 are working in parallel. Therefore, the two transistors act as one
transistor having the width of P2 plus P4. Since current and width are proportional directly, the
current through the right branch increases and thus the voltage at outn. The same can be done
at the right branch considering the transistors P7, P5, P3, and N3. If more than one pre-selection
level is needed, additional transistors can be added in parallel to P1 and P2. The effective width
is approximated by the sum of the width of all active transistors. Using this system, a binary
weighted system can be built. The truth table for the control of the transistors P5, P6, P7, and P8

is shown in the Table 10.3.

Table 10.3.: Control of the transistors P5, P6, P7, P8 for adding the current bias to the circuit.

Function nTH pTH initp ninitp initn ninitn

No threshold 0 0 0 1 0 1
P threshold 0 1 1 0 0 1
N threshold 1 0 0 1 1 0

An area improvement compared to the proposed circuit can be realized by separating the mis-
matching transistors N3 and N4 from the rest of the circuit (N5 to N7 and P1 to P8). To be able to
choose between the active mismatch transistors, two additional switches have to be included. With
this circuit optimization one PUF cell only consists of five transistors shown in Figure 10.14. The
single cells can be read out sequentially using the same evaluation circuit (sense amplifier). After
the optimization, one cell is only about the size of on regular SRAM cell which is 100 F2. The
disadvantage of such a shared amplifier is the bias on the output that may be caused by mismatches
within the sense amplifier. The problem is discussed in Chapter 13 more detailed.

A diagram of a whole pre-selection system can be seen in Figure 10.15. The system works in
two different modes. The first mode is the initialization mode. The second mode is the nominal
mode. During the initialization mode the pre-selection process takes place. Each cell is biased
in both directions. If the output stays constant, the cell is defined as useful. The addresses of the
useful cells are stored in a non-volatile memory (NVM). The initialization mode stops as soon as
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Figure 10.14.: PUF-cells with shared sense amplifier.

























































Figure 10.15.: Diagram of PUF system including pre-selection.

the necessary number of output bits is reached. It may happen that a chip does not provide enough
useful cells. In this case, an error occurs and the chip is marked as defect. If too many chips are
affected, the pre-selection level is chosen too high for the number of available PUF cells. Thus,
a solution is to reduce the pre-selection threshold ∆VTH− and ∆VTH+ or to increase the number
of cells on the chip. If the chip works in the nominal mode, only those cells are read out that are
marked as useful in the NVM.

10.2.4. Conclusion

In this section a pre-selection approach was presented that includes an SRAM-like PUF easy to be
implemented. Error rates of 10E-12 are possible with this approach. Due to the strong decrease in
error rate the post processing can be implemented less complex or it even becomes unnecessary.
Furthermore, a smaller error rate permits less power consumption and faster readouts. The addi-
tional effort caused by the pre-selection process is small compared to the advantages, since each
cell has to be read out only twice during initialization. Furthermore, the initialization can be done
at one temperature. The approach was implemented on a 90 nm process. The measurement results
are discussed in Chapter 14.

10.3. Pre-Selection Time

One possibility to measure the stability of PUF cells is to measure the time until the cell reaches
a certain output voltage. For the following considerations a common 6T SRAM cell is used as a
PUF cell (see Figure 10.16). The SRAM cell has some advantages: it is small, consists only of 6
transistors including the word line transistors and the functionality is not very complex. The idea
behind the approach is that stable PUF cells need less time for the decision process than unstable
cells.

The reason for this behavior lies in the mismatch of the threshold voltage between the involved
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transistors. To simplify the analysis the PMOS transistors are assumed to be matching perfectly.
Therefore, the decision depends merely on the two NMOS transistors. Furthermore, the error
sources like noise, aging, and temperature shifts are assumed to influence the threshold voltage
directly and thus, they have influence on the output. If the power is switched on, the voltage at
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Figure 10.16.: SRAM cell.

the nodes A and B lies somewhere between VDD and VSS, depending on the gate capacitances of
the involved transistors. If the threshold voltage of the transistor N2 is smaller then the VTH of N1,
the current through the right branch is higher than the current through the left branch. Therefore,
the voltage in node B is lower than the voltage in node A. If the voltage in node B is smaller, the
VGSof P1 is higher and the voltage in point A increases. This is a positive feedback. The higher
the difference between the threshold voltages of the transistors is, the faster the decision to a stable
point will be. Therefore, a detection circuit has to be implemented to measure the time needed for
the decision. In Figure 10.17 the decision phases of different PUF cells are shown. It can be seen
that some of the cells decide faster than others. To be able to select cells a positive and a negative
threshold value (TH+, TH-) is defined as depicted in the figure. If one of the two threshold values
is reached after a predefined time, the respective PUF cell is defined to be useful, otherwise the
decision of the cell takes too long. In this case, the cell is not selected.

 

1 

t 
0 

TH+ 

TH- 

tuseful 

OUT/OUT 

NUF 

UF 

UF 

Figure 10.17.: Desicion phase of PUF cells.

10.3.1. Practical realization

In Figure 10.18 a concept of a practical realization is shown. On the left side the PUF cell can be
seen. The delay measurement circuit is shown on the right side. The SEL signal activates the PUF
cell. Two comparators compare the output value to the threshold voltage at the two output nodes
of the PUF cell. Only a positive threshold voltages is needed. The desired output voltage will be
reached after some time at one of the two comparators. The two outputs of the comparator are
combined using an OR gate. This signal is fed to an arbiter. On the other input pin of the arbiter,
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Figure 10.18.: Concept of pre-selection with time.

a delayed version of the SEL signal is provided. The SEL signal, which activates the PUF cell, is
delayed by using an appropriate circuit. The arbiter compares the two signals. If the delayed SEL
signal arrives later than the output of the comparator, a ’1’ appears at the output of the arbiter. In
this case, the PUF is defined to be useful.

The delay line can be realized using inverters. To vary the delay time transmission gates are
used. This is important for circuit tests to find the ideal time tuseful. The circuit is shown in the
Figure 10.19.
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Figure 10.19.: Delay line.

The shorter the delay, the more cells are marked as useful. Furthermore, the shorter the delay,
the less stable are the selected cells (see Figure 10.16). Again it is a trade-off between the number
of selected cells and the error rate.

A circuit that has the same functionality as the two comparators in and the OR gate in Fig-
ure 10.18 is depicted in Figure 10.20. It is more or less a simple OTA with a maximum selector
at one side of the differential pair. Transistor N4 is the current source for the OTA. The transistors
N1, N2 and N3 define the differential input pair where the transistors N1 and N2 work as maxi-
mum selector. The transistor with the higher input voltage is the active transistor. The output of
the circuit moves towards HIGH when one of the gate voltages of transistors N1 and N2 is higher
than the reference voltage VTH at the transistor N3.

The arbiter can be realized with a NAND (not inverting inputs) RS FF and an inverter at the
output. In the Table 10.4 the truth table of the circuit can be seen. If both input signals are ’0’ the
output is reset. If the signal IN1 arrives before the signal IN2, the output is ’1’ as long as both input
signals are set to ’0’. The circuit which realizes this functionality is depicted in the Figure 10.21
and in the Figure 10.22. Both, the transistor level and the gate level are being shown.

In practice, it may be useful to share the delay measurement circuit.
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Figure 10.20.: Comparator with maximum selector.

Table 10.4.: Function of the arbiter.

IN1 IN2 OUT

0 0 0
0 1 0
1 0 1
1 1 No Change
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Figure 10.21.: Arbiter gate level.

VDD

P1 P2

N1 N2

VSS

SEL

SEL

Useful

matching

VDD

P1 P2

N1 N2

VSS

A B

VDD

P2 P3

N1 N2

VSS

IBIAS

P4

P1

OUT

IN1 IN2VTH

VDD

P2

N1

VSS

IBIAS

P1

IN1 IN2 VTH
N2 N3

N4

OUT

IN1

IN2

OUT

VSS

VDD

2∆t∆t 3∆t 4∆t 5∆t 6∆t

IN1

IN2

OUT

Arbiter

NAND1

INVNAND2

NAND2 INVNAND1

Figure 10.22.: Arbiter transistor level.
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10.4. Pre-Selection Using Pre-Charging

In addition to the already described approaches for pre-selection, the PUF cells can be biased using
charges which are introduced to the circuit at convenient nodes. This charges influence the decision
process and help to find those cells having a small mismatch which are likely to produce errors
in the future. In the following section pre-selection techniques for SRAM PUFs are introduced
which are based on pre-charging. For reasons of completeness of SRAM PUF pre-selection two
further pre-selection approaches are presented.

10.4.1. How to Influence SRAM PUF Behavior

As described in Section 1.6, the SRAM PUF decision depends on the mismatch between the
different transistors. The VTH-mismatch of the two PMOS transistors mostly defines the output of
the cell. In case of small mismatches between this PMOSTs also the NMOSTs N1 and N2 and the
various capacitances of the transistors may influence the output. To find cells of a small mismatch
each cell is read out once with a biased left branch and once with a biased right branch. If the cell
returns the same value for both scenarios, the cell is considered to be stable. The degree of biasing
defines the number of stable PUF cells.

To bias an SRAM cell the biasing circuit has to have access to the branches of the cell separately.
Biasing of the branches of an SRAM PUF can basically be done over all pins of the SRAM: VSS,
VDD, WL, and BL. VSS, VDD, and WL cannot be controlled separately in the original circuit. To
be able to use these pins for pre-selection the circuit has to be modified. Only the voltage of BL
can be controlled separately for the two different branches which is a big advantage, since SRAMs
are usually optimized with respect to the size. Hence, it makes sense to use those circuits without
any modification.

Nevertheless, in the following text all the possibilities are described to get a full overview of
pre-selection of SRAM cells. It is important for all the circuits to start with Vb = 0 for both
branches. This can be done by reseting all nodes before powering-up the SRAM PUF. The way of
biasing depends on the pin that is used. A biasing voltage is used for VSS, two different currents
are introduced for VDD, and WL and BL are utilized to pre-charge the SRAM circuit.

VSS

If VSS is used for biasing, VSS of one of the two branches has to be increased. Decreasing is not
possible, since the source/substrate diode could open. If VSS is increased, VGS is decreased for that
transistor and the current flow through N1/N2 will delay for that branch. Figure 10.23a shows the
circuit and Figure 10.23b shows an example of the timing diagram. Before powering-up the cell,
VSS at one of the branches is increased to a predefined value. The approach does not influence the
behavior of the important PMOS transistors but it does influence the behavior of the NMOSTs and
thus, it influences the decision process only indirectly.

VDD

If VDD is used for biasing, the VDD of one branch has to be increased faster than the VDD of the
other branch. This is done by introducing two different currents over the VDD pins of the two
branches. The biased branch will reach the VTH earlier than during nominal powering-up and
thus, it will influence the decision of the cell. Since the powering-up of the circuit is a dynamic
process, it is hard to control the current flow exactly. The capacitances of the involved PUF cells
will differ mainly for the two branches and they will influence the steepness of the VDD slope.

160



10.4. PRE-SELECTION USING PRE-CHARGING

VDD

VSS1

I1 I2

WL

BL BL

P1

N1 N2

P2

N3 N4
Q Q

VSS2

(a) Pre-selection using VSS pins. Emed

Clk

Vss1

Vss2

Vsup

Qn

Q

0.0 ns 1.0 us 2.0 us

1 2 3

(b) Timing diagram.

Figure 10.23.: Pre-selection using VSS pins.

Figure 10.24a shows the circuit and Figure 10.24b shows an example of the timing diagram. The
branch with the steeper slope will tend to move towards VDD .
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Figure 10.24.: Pre-selection using VDD pins.

WL

The voltage at the WL pins can be used to produce a charge biasing at Q/Qn. To do so, after reset-
ing the circuit, the voltage at one of the WL-transistors is increased slightly. Due to the increasing
number of holes at the gate electrode, the voltage at Q/Qn increases. During power-up the VGS of
the PMOST of the not-biased branch is smaller and thus the transistor provides current later than
under nominal condition. This will force the decision of the biased node towards VDD. Addition-
ally, VGS of the NMOS of the not-biased node is increased which will also move the decision to
VDD . Using this approach, it is important to make sure that the VTH of the WL-transistors is not
exceeded since this would connect Vb to BL and it thus would destroy the functionality of the
PUF. Since the capacitance between gate and source/drain is small, the pre-charge mechanism is
quite insensitive to noise on the WL voltage. Figure 10.25a shows the circuit and Figure 10.25b
illustrates an example of the timing diagram.

BL

The BL pins are the only pins which can be accessed separately for the two different branches. This
makes the pre-selection using BL very attractive, since the circuitry does not have to be changed.
As in the case of WL-biasing the biasing using the bit line transistors is based on pre-charging
the circuit at Q/Qn. The biasing is done by changing the voltage at BL, which also influences the
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Figure 10.25.: Pre-selection using WL pins.

voltage at Q/Qn as long as the WL transistor is being opened. Figure 10.26a shows the circuit and
Figure 10.26b illustrates an example of the timing diagram.
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Figure 10.26.: Pre-selection using BL pins.

10.4.2. Closer Look to SRAM PUF Pre-selection Using BL Pin

Since the bit line BL is the only connection that is separated between the two branches of an
SRAM, using BL is the most attractive approach to the pre-selection of SRAM cells. For this
reason, the approach is described in the following text more detailed.

A schematic view of the circuit can be seen in Figure 10.27.
During the first phase all PUF cells are reset by opening WL and setting the BLs to VSS .

Moreover, VDD is set to VSS. Thereafter, one of the bit lines is set to a pre-charge value which
changes the voltage at Q/Q̄ to that value, since WL is still open. After that, WL is closed and the
BLs are set to VDD which is required for the readout process of the cells. Finally, the PUF cell
is powered-up by increasing VDD towards the supply voltage. Due to the biasing one branch has
a ’head start’ compared to the other and therefore, depending on the transistors’ properties, the
SRAM will change its output and the pre-selection can take place.

In addition to a regular SRAM, two additional features have to be added for pre-selection: to
reset and re-powering the SRAM, the supply of the SRAM cells has to be variable (VSS , VDD ).
Furthermore, a voltage source must be included which provides the pre-charge voltage (Vpc) for
the pre-selection process. The SRAM block itself needs no adaptation. Figure 10.26b shows the
timing diagram such SRAM pre-selection. Here, Q̄ is pre-charged and consequently the proba-
bility that Q̄ moves to VDD during powering-up is higher than moving towards VSS. The diagram
shows both possibilities.
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Figure 10.27.: The concept of pre-selection using BL pins.

To test the performance of the pre-selection approach the circuit was implemented in a 350 nm
technology and simulated. The results are shown in Figure 10.28.
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Figure 10.28.: Simulation results using the bit lines for pre-selection purposes.

Figure 10.28a shows the number (percentage) of selected cells in dependence of the pre-charge
voltage. The values of the voltage were chosen from 1 mV up to 25 mV. This was done for 100
cells (i.e. Montecarlo runs). The curve does not show any unexpected behavior.

In Figure 10.28b the error rate is shown before and after pre-selection. The simulation was
done by using transient noise simulation. For that, the same 50 noise seeds were used with each
of the 100 cells (Montecarlo seeds) that were utilized in the selection rate simulation. The me-
dian reduces down to 0 % of errorenous bits for the small selection rates (i.e. high pre-charge
voltages). Unfortunately, some outlier appear even with strong selection. The reason for that are
the properties of the SRAM cells. Noise can have a huge effect during the power-up phase since
capacitances and resistances at the nodes Q/Qn are very small. Thus, noise which is composed by
Flicker as well as by thermal noise of the transistors is not attenuated up to high frequencies and
may influence the decision process of the PUF cell even for cells whith large mismatches.

The results show that pre-selection of SRAM PUF cells does work in general. Unlike other
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approaches, outliers in error rates will still exist due to noise peeks. This makes it important to
use majority decisions of multiple runs additionally to the pre-selection in order to minimize the
effect of noise outliers.

10.5. Summary

Table 10.5 shows the different properties of the pre-processing approaches.

Table 10.5.: Comparison of different pre-selection approaches.

Approach Hardware Time Required Performance
complexity NVM

Pre-selection multiple read + - x -
Pre-selection delta x x x +
Pre-selection time - x x x
Pre-selection charge x x x x
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11. PUF Biasing
by Christoph Boehm and Maximilian Hofer

In the following chapter, the PUF biasing approach will be described. PUF Biasing is an example
of pre-processing to reduce the error rate in the future of a PUF. As done in the other pre-processing
approaches, biasing is performed once during an initial phase. Thus, the processing during the
nominal usage can be reduced in complexity.

To increase the stability of the PUF cells’ output, the mismatch between the involved transistors
is increased artificially during the initial phase. Hence, the influence of disturbances like noise or
shifts in temperature on the output is reduced.

In the following text an SRAM PUF is used to describe the behavior of PUF cells using the
biasing technique. As already mentioned the mismatch between the transistors defines its stability
in the SRAM PUF, too.In the following approach we use the fact that cells with a higher mismatch are stable. To get 

a pregnant mismatch in each cell we enlarge the mismatch between the cells.  

 
In the figure a gauss distribution of the mismatch between two transistors is shown. We divide 

them in two useful (UF) PUF cells and not useful (NUF) PUF cells. We also divide them into 

a positive (+) mismatch and a negative (-) mismatch. So we get four different sections UF-, 

NUF-, NUF+ and UF+ as shown in the figure. One possibility to stable the PUF is that we 

increase the PUF cells in the NUF+ area of about ∆Vth+ and decrease the NUF- of about ∆Vth-. 

In a perfect world it would be like it is depicted in the figure below. 

 

 
Another possibility is to increase all cells with positive mismatch and decrease all cells with 

negative mismatch. The result is shown in the figure below. 

 
There are no more cells in the area of the NUF. So all PUF cells are stable none of them 

produce an error.  

In practice it wouldn’t work so perfect of following reasons: 

• The decision between the positive and the negative wouldn’t be perfect 

• It’s not possible to age the transistors exact with ∆Vth. 

φ1 

∆Vth-                    ∆Vth+         ∆Vth                    

NUF UF- UF+ 

∆Vth-                    ∆Vth+                    ∆Vth                    

UF- UF+ NUF 

φ1 

∆Vth-                    ∆Vth+                    

NUF- 

∆Vth                    

NUF+ UF- UF+ 

Figure 11.1.: Increasing the mismatch of the PUF cells.

In Figure 11.1 a Gaussian distribution of the mismatch between two transistors is shown. Each
pair of transistors represents a PUF cell. Depending on the amount of mismatch, the cells are
divided into useful (UF) and not useful (NUF) PUF cells. Additionally, the cells are defined by the
sign of their mismatch: the cells are divided into positive (+) mismatch and a negative (-) mismatch
pairs. The whole PDF consists of four different types of cells: UF−, NUF−, NUF+ and UF+. The
areas are shown in Figure 11.1. To increase the stability of the PUF more of the cells should lie in
the UF areas. In order to shift all cells into the UF areas the mismatch of the cells in the NUF+

area has to be increased by about ∆VTH+, and the mismatch between the cells in the NUF− has
to be increased by about ∆VTH−. In a perfect world, the resulting mismatch distribution would
look like as it is shown in Figure 11.2a.

Instead of increasing only the mismatch of the cells in the NUF areas, the mismatch of all
cells can be changed. Hence, the mismatch of the cells in the ’+’ areas is increased and and the
mismatch of the cells in the ’-’ areas is decreased. The result is shown in Figure 11.2b.

After the biasing, there are no more cells in the NUF areas. So all PUF cells can be assumed to
be stable. Depending on the predefined threshold value, the cells will not be affected by external
disturbances during future usage.

In practice, for the following reasons the approach does not work perfectly:
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In the following approach we use the fact that cells with a higher mismatch are stable. To get 

a pregnant mismatch in each cell we enlarge the mismatch between the cells.  
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Figure 11.2.: (a) Increase the mismatch of only unuseful PUF cells; (b) Increase the mismatch
of all cells.

• Due to noise, the classification between positive and negative mismatches cannot be done
perfectly.

• It is not possible to change the mismatch between the transistors by a defined ∆VTH.

• Also the classification between the NUF and the UF areas cannot be done perfectly.

Due to these reasons the resulting PDF would look more like as it is shown in Figure 11.3 in
reality. The advantages and disadvantages of the two described biasing approaches is provided in• In the first approach the decision between NUF and UF wouldn’t be perfect 

In real it would be look more like in the figure below. 

 
What are the differences between the two approaches? 

Increase all cells: 

+ Cells must not be divided into NUF and UF, only in – and +. 

+ All cells get an increase in their stability. 

- Its may be a good point of attack for invader if every cell is aged.  

 

Increase only NUF cells: 

+ Better against invader 

+ It does not take so a long time or energy 

- Cells must be divided into NUF and UF 

- There are more cells near to the border of NUF 

 

This can be done, with on of an aging effect of the transistors. In general the aging effect 

depends on time, temperature, mechanical stress, voltages and currents throw the transistors. 

[REF to some ageing papers] This can be done during an initialisation phase or during the test 

phase in the fab. To age one branch of the cell in the fab is preferable, because constant 

condition can be guaranteed and the required energy to age the components can be delivered 

easily by the tester. What are the requirements for the ageing mechanism? Which aging 

techniques can be used for our purpose? 

Requirements 

The requirements for the ageing technique are that it can performed throu the influence of an 

environment data. For example we can increase the temperature ore the voltage who is lying 

on the transistor to get a faster aging. Obviously we can wait for a long time that the aging 

effect occurs in normal conditions. Additionally only one branch of he SRAM cell should be 

aged. 

In the following we discuss two aging effects. The NBTI and the HCI. 

PBTI/NBTI (Positive Bias Temperature Instability/Negative Bias 
Temperature Instability) 

PBTI are only an effect of High K-Metal gates (≤32nm) when they are positively biased. 

 

RD Theory: raction-diffusion 
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Figure 11.3.: Increase of the mismatch.

the following.

Increase the mismatch of all cells:

+ Cells must not be classified into NUF and UF cells, but only in ’-’ and ’+’ cells.

+ The stability of all cells is increased.

- If all cells are aged artificially and attackers could get knowledge about the aged cells by
reverse engineering, the whole PUF output could be visible.

Increase the mismatch of the NUF cells:
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+ Since only some of the cells are aged artificially, possible attackers cannot access the whole
PUF output by analyzing the aged cells.

+ Time and/or energy consumption is lower.

- Cells must be classified into NUF and UF cells.

- More cells are situated within the transition region between the NUF and UF areas.

The biasing of mismatching pairs can be done by utilizing one the different aging processes of
transistors. In general, transistor aging may depend on time, temperature, mechanical stress, volt-
ages and currents through the transistors (see 6). Biasing can be done either during an initial phase
or during the tests in the semiconductor fab at which the latter should be preferred. During test-
ing, the environmental conditions can be predefined and held constant easily. Furthermore, the
required energy can be delivered easily by the tester.

Requirements

To increase the aging effect it is important to be able to change the environmental conditions
(temperature) artificially during the initial phase. Otherwise, the time-consumption of the aging
process will be high. Furthermore, since the aging process affects all transistors in the same way,
biasing should be done only at one of the transistors of a mismatch pair. In the case of the SRAM
the aging should affect only one branch. Otherwise the mismatch will not be increased in general.
To bias the transistors two different aging effects are presented: NBTI (PBTI) and HCI.

NBTI/PBTI (Negative Bias Temperature Instability/Positive Bias Temperature
Instability)

NBTI is one of the main aging effects. NBTI occurs at transistors, if negative gate-source voltages
are applied. Thus, mainly p-channel MOSFETs are affected. NBTI causes an increase of the
threshold voltage. Though the transistor may recover partly after the negative bias is removed,
some of the threshold voltage shift will last (see 6).

For high k-Metal transistors also PBTI occurs. If a positive gate-source voltage is applied to
such a transistor, the threshold voltage is increased. Thus, mainly NMOS transistors are affected
by PBTI. Apart from that, the effect of PBTI is very similar to that of NBTI (see 6).

Both effects can be used for increasing the mismatch between a pair of transistors. The time-
consumption of the biasing depends on the transistor technology that is used.

HCI (Hot Carrier Injection)

HCI is another important aging effect. Especially in small channel transistors the electrons are
exposed to high electric fields. Therefore, the electrons are accelerated to a high speed. Such
high energetic electrons may also lead to threshold voltage shifts (see 6). Thus, high energetic
electrons can be used to increase the mismatch of PUF cells. However, HCI needs high currents
to change the threshold voltage effectively. It depends on the PUF circuitry if high currents over
long time spans can be made available to the transistors. For SRAM PUFs, HCI-based biasing is
not possible, since high currents are not available constantly.

11.1. Modeling and Statistical Aspects

To analyze the performance of the biasing approach Montecarlo mismatch simulation is not feasi-
ble, since aging effects are not included in the transistor models. Furthermore, the error rate after
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biasing should be so low, so that too many Montecarlo runs would have to be executed. Therefore,
the effect of biasing is analyzed theoretically.

For all further analyses, the distribution of the VTH mismatch as well as the distribution of the
disturbances (noise, temperature-dependent errors, etc.) are assumed to be Gaussian.

To determine the effect of biasing, the probability distribution function (pdf) f(x) and the cumu-
lative distribution function (cdf) F(x) of the Gaussian distributions are needed:

f(x) = φµ,σ(x) =
1

σ
√

2π
e

1
2(x−µσ )

2

(11.1)

F (x) = Φµ,σ(x) =
1

σ
√

2π

∫ x

−∞
e

1
2(x−µσ )

2

dx, (11.2)

where µ is the mean and σ the variance of the Gaussian.
In the following text the two approaches to biasing will be analyzed separately.

11.1.1. Increase the Mismatch of all Cells

As a first step, the PUF cells are classified into cells with negative and positive mismatch which
is shown in Figure 11.4. In Figure 11.4a the ideal classifiaction can be seen. Figure 11.4b shows
the realistic Gaussian distributed classification. Due to noise and other disturbances cells near
the transition of positive and negative mismatch are partly not classified correctly. If the cells are
classified using Φ2, the classification will end up in the distributions shown in P+ and P− depicted
in the Figures 11.4b and 11.4c. In the Figures 11.4e and 11.4f, the amount of the positive (φ3)
and negative (φ4) mismatch increase due to biasing is shown. Here, the biasing is assumed to
be symmetrical. Thus, the absolute values of (φ3) and (φ4) equal. In Figure 11.4g and 11.4h the
mismatch distributions of the aged cells are shown separately for the positive and the negative
biasing. In Figure 11.4i the joint distribution is depicted.

In the following the occurring distributions are defined:

• Φ1(σ1, µ1) : Mismatch distribution.

• Φ2(σ2, µ2) : Classification distribution (’+’ and ’-’).

• Φ3(σ3, µ3) : Biasing distribution (positive).

• Φ4(σ4, µ4) : Biasing distribution (negative).

• Φ5(σ5, µ5) : Readout distribution (decision ’1’ or ’0’).

The following assumptions are made with respect to the mean values: µ1 is 0 per definition. µ2 ,
µ5 can be assumed to be 0. µ3 = −µ4 depends on the ageing duration.

The following equations are used to estimate the mismatch increase of the cells:

P+ = φ1 · Φ2 (11.3)

P− = φ1 · (1− Φ2) = P− = φ1 − φ1 · Φ2(allother) (11.4)

P+AGED = P+ · φ3 (11.5)

P−AGED = P− · φ4 (11.6)

Since the Gaussian distribution is invariant with respect to convolution, the following assump-
tions concerning the mean values can be made:

µ13conv = µ1 + µ3 (11.7)
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( )333 , µσΦ : Distribution of the addition of a positive ageing 
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( )333 , µσΦ : Distribution of the addition of a positive ageing 

( )444 , µσΦ : Distribution of the addition of a negative ageing 

( )555 , µσΦ : Distribution at the readout to generate the PUF value 
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( )333 , µσΦ : Distribution of the addition of a positive ageing 

( )444 , µσΦ : Distribution of the addition of a negative ageing 

( )555 , µσΦ : Distribution at the readout to generate the PUF value 

 

Mean of the different distributions: 
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( )333 , µσΦ : Distribution of the addition of a positive ageing 

( )444 , µσΦ : Distribution of the addition of a negative ageing 

( )555 , µσΦ : Distribution at the readout to generate the PUF value 

 

Mean of the different distributions: 

1µ is 0 per definition. 2µ , 5µ can be assumed to be 0. 43 µµ −= depends on the ageing time: 
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Figure 11.4.: (a) Ideal distributions Φ1,Φ2; (b) Real distributions Φ1,Φ2; (c) Positive PUF-
cells(P+); (d) Negative PUF-cells(P−); (e) Positive increase φ3; (f) Negative in-
crease φ4; (g) Positive increased area P+AGED; (h) Negative increased area P-AGED;
(i) Distribution of all cells after aging.
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µ14conv = µ1 + µ4 (11.8)

µ23conv = µ2 + µ3 (11.9)

µ24conv = µ2 + µ4 (11.10)

σ13conv =
√
σ21 + σ23 (11.11)

σ14conv =
√
σ21 + σ24 (11.12)

σ23conv =
√
σ22 + σ23 (11.13)

σ24conv =
√
σ22 + σ24 (11.14)

Consequently, the following is true:

P+AGED = φ13conv · Φ23conv (11.15)

P−AGED = φ14conv(1− Φ24conv) (11.16)

The error after biasing can be derived as follows:
The ratio of erroneous cells is defined as

e =

∫ ∞
−∞

(
P−AGED · Φ5 + P+AGED · (1− Φ5)

)
d∆VTH . (11.17)

The ration of error free cells is defined as

e =

∫ ∞
−∞

(
P+AGED · Φ5 + P−AGED · (1− Φ5)

)
d∆VTH . (11.18)

The sum of both ratios has to be 1.
e+ e = 1 (11.19)

=

∫ ∞
−∞

(
P−AGED · Φ5 + P+AGED · (1− Φ5) + P+AGED · Φ5 (11.20)

+P−AGED · (1− Φ5)
)
d∆VTH

=

∫ ∞
−∞

(
P−AGED · Φ5 − P+AGED + P+AGED · Φ5

+P−AGED − P−AGEDΦ5

)
d∆VTH

=

∫ ∞
−∞

(
P+AGED + P−AGED

)
d∆VTH

=

∫ ∞
−∞

(
P+ · Φ3 + P− · Φ4

)
d∆VTH

=

∫ ∞
−∞

(
(φ1 · Φ2) · Φ3 + (φ1 · (1− φ2)) · φ4

)
d∆VTH

=

∫ ∞
−∞

(
(φ1 · Φ2) · Φ3 + φ1 · φ4 − φ2 · φ1 · φ4

)
d∆VTH
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=

∫ ∞
−∞

(
φ1 · Φ2

)
d∆VTH ·

∫ ∞
−∞

(
Φ3

)
d∆VTH

+

∫ ∞
−∞

(
φ1

)
d∆VTH ·

∫ ∞
−∞

(
φ4

)
d∆VTH

−
∫ ∞
−∞

(
φ2 · φ1

)
d∆VTH ·

∫ ∞
−∞

(
φ4

)
d∆VTH

=

∫ ∞
−∞

φ1 · Φ2 d∆VTH +

∫ ∞
−∞

φ1 d∆VTH −
∫ ∞
−∞

φ2 · φ1 d∆VTH

=

∫ ∞
−∞

φ1 d∆VTH

Since Φ1 is the initial distribution of all cells, the integral results in 1 which had to be shown.
e can be determined as follows:

e =

∫ ∞
−∞

(
P−AGED · Φ5 + P+AGED · (1− Φ5)

)
d∆VTH (11.21)

P−AGED = P− · Φ4 (11.22)

P− = Φ4 · (1− Φ2) (11.23)

P+AGED = P+ · φ3 (11.24)

P+ = φ1 · Φ2 (11.25)

e =

∫ ∞
−∞

(
φ1(1− Φ2) · φ4 · Φ5 + φ1 · Φ2 · φ3(1− Φ5)

)
d∆VTH (11.26)

e =

∫ ∞
−∞

(
φ1 · φ4 · Φ5 − φ1 · Φ2 · φ4 · Φ5 (11.27)

+φ1 · Φ2 · φ3 − φ1 · Φ2 · φ3 · Φ5

)
d∆VTH
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d∆VTH (11.29)

Matlab Implementation: In Figure 11.5 the results of the numerical Matlab implementation
are shown. The mismatch between the two transistors is assumed to be 30 mV (σ1). This is a
realistic value for a minimum size transistor in a deep sub-micron technology. The higher σ1, the
lower the error rate. Further important parameters are the distribution of the decision process (Φ2,
Φ5) and the distribution of the aging (φ3, φ4). For the latter, the mean value (µ3, µ4) is the crucial
parameter. The values which are used in the simulation are shown in Table 11.1.

Table 11.1.: Parameter values for Matlab simulation.

σ µ

Φ1 σ1=30 mV µ1=0 mV
Φ2 σ2=0.01 mV µ2=0
Φ3 σ3=0.01 mV µ3=0.02 mV
Φ4 σ4=0.01 mV µ4=-0.02 mV
Φ5 σ5=0.01 mV µ5=0

In Figure 11.6 the most interesting curves are plotted. In Figure 11.6a the original distribution
(φ1), the distribution of the aged cells P+AGED and P-AGED, and the distribution of the PUF output
(Φ5) are shown.

11.1.2. Increase the Mismatch of NUF Cells Only

The difference to the approach suggested above is that here only some of the cells are being treated.
The biasing is done for such cells that are maked as NUF in the first place.

As a first step, the cells are classified into cells with positive and negative mismatch. In a second
classification step, the cells are grouped into useful (UF) and not useful (NUF) cells. Due to their
small mismatch NUF cells are not assumed to produce a reliable output value.

In the following list the occurring distributions are defined:

• Φ1(σ1, µ1) : Mismatch distribution

• Φ2(σ2, µ2) : Classification distribution (+/-)

• Φ3(σ3, µ3) : Classification distribution (UF+/NUF+)
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In the figure below the main curves are plotted in one figure.. 

-0.2 -0.15 -0.1 -0.05 0 0.05 0.1 0.15 0.2
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

∆V
th

Forced PUF biasing (Increasing all cells)

 

 

φ1

P
+AGED

P
-AGED

Φ5

 
In the figure below a comparison of the error of different aging voltages are depicted. 

Figure 11.5.: Matlab simulation of increasing all cells.
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Figure 11.6.: (a) Matlab simulation results for mismatch increase of all cells; (b) Error rate.

• Φ4(σ4, µ4) : Classification distribution (UF-/NUF-)

• Φ5(σ5, µ5) : Aging distribution (+)

• Φ6(σ6, µ6) : Aging distribution (-)

• Φ7(σ7, µ7) : Readout distribution

The following equations are used to estimate the mismatch increase of the cells after biasing:

P+NUF = φ1 · Φ2(1− Φ3) (11.30)

P−NUF = φ1 · Φ4(1− Φ2) (11.31)

P+NUFaged = P+NUF · φ5 (11.32)

P−NUFaged = P−NUF · φ6 (11.33)

Since the Gaussian distribution is invariant with respect to convolution, the following assumptions
concerning the mean values can be made:

µ15conv = µ1 + µ5 (11.34)

µ16conv = µ1 + µ6 (11.35)

µ25conv = µ2 + µ5 (11.36)

µ35conv = µ3 + µ5 (11.37)

µ26conv = µ2 + µ6 (11.38)

µ46conv = µ4 + µ6 (11.39)

σ15conv =
√
σ21 + σ25 (11.40)

σ16conv =
√
σ21 + σ26 (11.41)

σ25conv =
√
σ22 + σ25 (11.42)
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Figure 11.7.: (a) Ideal distributions Φ1 −Φ4;(b) Real distributions Φ1 −Φ4; (c) Useful positive
PUF-cells(UF+); (d) Useful negative PUF-cells(UF-); (e) Positive increase φ5; (f)
Negative increase φ6; (g) Positive increased area P+AGED; (h) Negative increased
area P-AGED; (i) Distribution of all cells.
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σ35conv =
√
σ23 + σ25 (11.43)

σ26conv =
√
σ22 + σ26 (11.44)

σ46conv =
√
σ24 + σ26 (11.45)

Thus, the equations can be formulated as follows:

P+NUFaged = φ1 · Φ2(1− Φ3) · φ5 = φ15 · Φ25(1− Φ35) (11.46)

P−NUFaged = φ1 · Φ4(1− Φ2) · φ5 = φ16 · Φ46(1− Φ26) (11.47)

This simplification is important to gain a significant increase in performance of numerical calcu-
lation.

P+UF = φ1Φ2Φ3 (11.48)

P−UF = φ1(1− Φ4)(1− Φ2) (11.49)

P+AGED = P+NUFaged + P+UF (11.50)

P−AGED = P−NUFaged + P−UF (11.51)

e =

∫ ∞
−∞

(
P−AGEDΦ7 + P+AGED(1− Φ7)

)
d∆VTH (11.52)

ē =

∫ ∞
−∞

(
P−AGED(1− Φ7) + P+AGEDΦ7

)
d∆VTH (11.53)

Matlab Implementation: In Figure 11.8 the results of an numerical Matlab implementation
are shown. Again, the threshold voltage mismatch between two transistors is assumed to be 30 mV.
The residual parameter values, which are used in the simulation, are shown in Table 11.2.

Table 11.2.: Parameter values for Matlab simulation.

σ µ

Φ1 σ1=30 mV µ1=0 mV
Φ2 σ2=0 mV µ2=0
Φ3 σ3=0 mV µ3=0 mV
Φ4 σ4=0 mV µ4=0 mV
Φ5 σ5=0 mV µ5=0
Φ6 σ6=0 mV µ6=0
Φ7 σ7=0 mV µ7=0

In Figure 11.9 the most interesting curves are depicted. Figure 11.10 shows the error rate af-
ter biasing. It becomes clear that both, the amount of aging and the classification parameters
(UF/NUF) must be chosen carefully. The reason for the kink in the graphs is the dominant ef-
fect of UF/NUF classification over the biasing in the case where the amount of biasing exceeds a
certain value. For this case, the unbiased cells define the error behavior.
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Figure 11.8.: Matlab simulation of increasing only NUF cells.
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Figure 11.9.: (a) Matlab simulation results of partial biasing; (b) Matlab simulation of increasing
only NUF cells.
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Figure 11.10.: Error rate after partial biasing.
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11.2. Realization

To implement this approach the process properties have to be taken into account. Thus, it is very
important to know the aging behavior of the process as accurate as possible. If this is the case, an
appropriate aging process must to be chosen. To make sure that the circuit works, the following
properties should be fulfilled:

• The possible VTH increase must be sufficient (at least ∆VTH).

• The mismatch increase must be permanent.

• The aging process should be as fast as possible (to reduce the time-consumption of the initial
phase).

• The aging process should influence the other parts of the circuit as little as possible to
guarantee circuit functionality.
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Figure 11.11.: (a) Circuit to stress the Transistors with HCI; (b) Ageing of the cell.

Table 11.3.: Stress P1 or P2.

VDD Stress P1 Stress P2

N3 VSS VDD VSS
N4 VSS VSS VDD
P3 2xVDD VSS 2xVDD
P4 2xVDD 2xVDD VSS
P5 VSS VDD VSS
P6 VSS VSS VDD

SRAM cell. To do so, the transistors P3 and N3 are used as switches. In this example the transistor
P1 is connected to 2xVDD minus the potential drop over the switches. The voltage at the gate of
P1 is approximately VDD. A table showing the configurations for transistor stressing is shown in
Table 11.3.
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11.2.2. Stressing Circuitry Utilizing NTBI

An equivalent circuit can be realized for NBTI stressing. In Figure 11.12 a circuit to stress the
cells utilizing NTBI is shown.
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Figure 11.12.: (a) Circuit to stress the Transistors with NTBI; (b)Stress of P1.

As an example, the aging process of P1 is explained. The situation is depicted in Figure 11.12b.
It is assumed that the cell is powered up and it therefore has already settled to a stable state: In this
example, node A is at VDD (minus voltage at transistor P2: VDSP2) and node B is at VSS (plus
voltage on transistor P1: VDSP1). The transistors P3 and P6 are closed and the transistors P4 and
P5 are open. The voltage on the bulk of P1 is ≈ 2VDD and the voltage on the gate of P1 is ≈ VSS.
Hence, there is a perceptible difference between the gate and the bulk of these transistors. This is
necessary for NBTI to appear.

In Table 11.4, the potentials at the different transistors are shown for the three types of operation:
normal, stressing P1, and stressing P2.

Table 11.4.: Stress P1 or P2.

VDD Stress P1 Stress P2

P3 2xVDD VSS 2xVDD
P4 2xVDD 2xVDD VDD
P5 VSS VDD VSS
P6 VSS VSS VDD

Circuit to Classify UF and NUF Cells

A simple circuit to divide the useful and unuseful PUF cells is presented in Chapter 10.2 (see
Figure 10.13). The introduced circuit can be combined with the aging circuitry to provide full
functionality.

11.3. Summary

In this chapter a method to increase the stability of PUF cells was presented. This was done by
using an artificial aging process. To get an appropriate error rate a VTH change of some millivolts
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11.3. SUMMARY

is necessary. One big advantage of this approach is that the stability of the cells can be increased
without using an NVM.
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12. Two Stage PUF
by Christoph Boehm

The first chip that is introduced is a two-phase PUF chip. It utilizes the mismatch between two
current sources to produce an output. The chip was produced in a 90 nm technology. The design
was done by Marco Bucci and Raimondo Luzzi from Infineon Technologies Austria AG (see US
patent application US020120072476A1). Each chip consists of 4096 PUF cells. Each of the cells
provides one bit of output. The cells are read out serially. The frequency is chosen to be 1 MHz.
The cell size is approximately 2500 F2. A photograph of the chip is shown in Figure 12.1.

Figure 12.1.: Photograph of the testchip.

12.1. Circuit

In order to reduce the influence of noise on the PUF’s output, the decision process is done within
two phases: The amplification phase and the evaluation phase. Both phases are shown in the
timing diagram in Figure 12.2a. Figure 12.2b provides a schematic of the circuit.

During the amplification phase the switches trig_n are closed. The mismatch ∆I is amplified
at the positive feedback decision circuit (load). Thus, the differential voltage between out_p and
out_n is proportional to the offset current ∆I. The very high load impedance amplifies the differ-
ence strongly but without latching the output. Unlike a SRAM PUF in which noise during the
power-up phase may define the final output, the influence of noise during the amplification phase
is strongly reduced.

As soon as the trigger input is set to VSS(trig_ n = 0), the evaluation phase starts: The two
switches below the diodes open and the positive feedback pushes the outputs towards VDD and
VSS respectively (see Figure 12.2a). Therefore, offset amplification and decision/digitization are
two separate phases.

During the amplification phase, the circuit is insensitive to noise and settles to a value which is
mainly defined by ∆I. At the end of this phase, the amplified offset has reached a maximum value.
This is the moment of maximal signal-to-noise ratio. Now, the signal is converted into a digital
value. If noise should still be an issue, additional capacitances can be used at the outputs out_p
and out_n to reduce the thermal noise during the amplification phase.

The complete schematic of the PUF cell is shown in Figure 12.3. P1 and P2 are the current
sources which are optimized for maximum mismatch and minimal influence of gradients over the
wafer (e.g. gradients on oxide thickness). This is done by minimal transistor sizes and common
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Figure 12.2.: Two stage PUF (a) Timing diagram; (b) Concept.

centroid layout. P3 and P4 act as cascode transistors. N3 and N5, and N4 and N6 are building the
positive feedback decision circuit during the amplification phase. The transistors N7 and N8 are
working as switches. N9 and N10 are additional transistors to equalize the voltage drop at N7 and
N8. The transistors N5 and N6 in combination with the current sources are building a latch during
the evaluation phase.

If the cell is not selected, the transistors N1 and N2 are switched on and the node in between
is forced to zero. Due to the fact that the transistors N1 and N2 are working as switches and the
transistors P5 and P6 are cutting the current sources from the load, the output nodes are forced to
VSS and the cell is reseted.

12.2. Measurement Results

The measurement results of the presented test chip were used in Chapter 4 to demonstrate the
different specification parameters. For the sake of completeness the most important results are
presented again. The PUF chips of four wafers were tested directly on the wafer at different
environmental conditions. On each wafer 80 chips were analyzed to get a huge amount of data for
statistical evaluation. Furthermore, 10 chips were put in packages and measured under different
environmental conditions.

Mean Value

In Figure 12.4 the mean values of the 4096 output bits are being shown. The blue curve shows the
ideal binomial distribution. The mean values of the ten packaged test chips x lie within a statistical
accurate range.

Error Rate

The error rate of the test chips at 20°C is shown in Figure 12.5a.
The biggest error is at 120°C. At 20°C the distribution is binomial. This is obvious because

the errors occur due to the influence of noise. The BERs at -40°C and 120°C are not binomial
distributed. The errors are composed of the noise (which is almost in the same range than at 20°C)
and a change of the sign of the mismatch in some PUF cells. Thus, the error at upper and lower
temperature corners have the same deviation but another mean. So it is better to assume the BER
at the temperature corners as normal distributed.
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Figure 12.3.: Circuit of the two stage PUF.

In Figure 12.5b the BER between -40°C and 120°C is shown. Here, the reference vector was
chosen at 20°C. The graph nicely shows the nearly linear relationship between temperature and
error rate.

Correlation Between Bits

The correlation between bits is shown in Figure 12.6a. There does no correlation exist between
the bits of the chips.

0.4 0.42 0.44 0.46 0.48 0.5 0.52 0.54 0.56 0.58 0.6
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014
Mean Value of All Cells of Different Chips

Mean

P
ro

ba
bi

lty
 o

f O
cc

ur
en

ce
 (

B
in

om
ia

l D
is

tr
ib

ut
io

n)

Figure 12.4.: Mean value x of the different chips of the two-stage PUF.
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Figure 12.5.: Two stage PUF; (a) Intra chip Hamming distance HDintra (100 runs); (b) HDintra at
different temperatures.
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Figure 12.6.: Two stage PUF; (a) Correlation between bits; (b) Correlation between chips.

188



12.3. SUMMARY

Correlation Between Chips

The correlation between the chips (inter-chip Hamming distance) is shown in Figure 12.6b . All
values are laying near 50% which is the desired result.

Power and Energy Consumption

The current consumption of the test chip was 290 µA. At a voltage of 1.35 V this results in a power
consumption of 391.5 µW. By using a clock frequency of 1 MHz we get a power consumption
of 391.5 pJ per cell. During the design of the chip, no focus was put on energy consumption
optimization. Therefore, the power consumption can easily be reduced.

12.3. Summary

An overview of the results of the two-stage PUF is given in Table 12.1.

Table 12.1.: Properties of the two-stage PUF

Property Identifier Test chip

Mean value x̄ 0.51
Error rate HDintra(120◦C) <5 %
Corr. between bits Rxx ≈ 0
Power consumption E

bit 391.5 pJ
bit

As a conclusion, the test chip shows a good overall behavior. The results we received from the
measurements show that temperature shifts are the crucial source of error. Since the temperature
problem is a inherent problem of the involved transistors, no big error rate improvements can be
expected from re-designs. In contrast, improvements should easily be possible with respect to size
and power/energy consumption. An area-reduced version of the chip is shown in the next chapter.
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13. PUF With Shared Sense Amplifier
by Christoph Boehm

In this chapter a two-stage PUF with shared sense amplifier will be presented that was developed
by the author. The chip was produced in a 90 nm technology. The concept is a modification of the
chip presented in chapter 12. To save area the sense amplifier is shared by 16 cells. For the same
reasons no common centroid layout is used. The chip consists of 2048 PUF cells. Therefore, 128
sense amplifiers are included in one chip. The clock frequency is 1 MHz. A photograph of the
chip is shown in Figure 13.1. The cell array of the PUF cells lies inside the green box. The size is
approximately 440 µm x 250 µm. Thus, one cell has a size of 6630 F2.

Figure 13.1.: Photograph of the test chip.

13.1. Circuit

The circuit of the approach is shown in Figure 13.2. As already mentioned, the circuit is a simpli-
fied version of the approach of Chapter 12. A shared sense amplifier helps to save area. The idea
of this concept is to separate the mismatching components from those components which should
have minimal mismatch. However, even if the sense amplifier is designed for minimum mismatch,
mismatch may occur and have influence on the decision of the PUF cell. If a sense amplifier is
shared, it happens that the mismatch of the sense amplifier influences the output of all the involved
PUF cells. To reduce the risk of such kind of biasing, only a small number of PUF cells (in this
case 16) shares one sense amplifier.

The following text describes the circuit: the transistors P1.n (n=1..N) and P2.n are the mismatch
transistors. They work as current sources controlled by the gate voltage UBIAS. The transistors P3.n
and P4.n are used to connect the transistors to the sense amplifier and also as cascode transistors
for the current sources. The transistors P5 and P6 are used to select the hole block.

N1, N2, N3 and N4 build up the positive feedback decision circuit which is used during the
amplification phase. The transistors N5 and N6 work as switches. N7 and N8 are additional
transistors to equalize the voltage drop at N5 and N6. During the evaluation phase, the transistors
N3 and N4 in combination with the current sources build up a latch. If the cell is not selected,
the transistors N9 - N11 are switched on and the node in between the NMOS transistors is forced
to VSS. This step is necessary to avoid correlation between subsequent bits of the same sense
amplifier.
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Figure 13.2.: PUF circuit with shared sense amplifier.

13.2. Measurement Results

10 chips were packaged and tested in a temperature range from -40°C to 120°C. The bias current
was varied between 2 µA and 30 µA (nom. 16 µA) and the supply voltage was set to 1.25 V, 1.35 V
and 1.45 V. Each chip was read out up to 1000 times at each configuration.

The results of the chip specification are shown in the following section. The specification pa-
rameters are introduced in Chapter 4.

Mean Value

The mean values of the different chips are shown in Figure 13.3.
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Figure 13.3.: Mean values of the different chips (PUF with shared sense amplifier).

Not all chips are within the confidential interval (CI) of 95 % (0.478 and 0.522). Three chips are
outside the CI. Even if this could occur accidently, it is very likely that a systematic bias appears.
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The mean value of all chips is x = 0.51.

Error Rate

The bit error rate (intra-chip HD) of the chip is shown in Figure 13.4a. In Figure 13.4b its temper-
ature dependence can be seen. As in the first example, the error rate increases rapidly as soon as
the temperature changes. The value increases to more than five percent for the corner temperatures
compared to the reference vector (20°C).
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Figure 13.4.: PUF with shared sense amplifier: (a) Intra-chip Hamming distance HDintra (100
runs); (b) HDintra at different temperatures.

Correlation Between Bits

The correlation analysis is of special interest, since the influence of the sense amplifier on the
output can be measured. Due to the fact that 16 cells share one evaluation circuit, correlations
could occur within groups of 16 cells. To determine the correlation coefficients equation 4.8 is
used. The result is shown in Figure 13.5a. No significant correlation can be seen between the bits.
A more detailed analysis of the influence of the sense amplifier on the output is given in Section
13.2.

Correlation Between Chips

The correlation between the chips (inter-chip HD) is shown in Figure 13.5b. Since the mean value
of the bits is biased towards ’1’, outputs including more ones than zeros are more likely. Therefore,
some of the bit combinations are more likely to occur and HDinter is slightly biased towards zero.
The mean value of 255 chips is 49.55 % (ideal: 50 %).

Power and Energy Consumption

Due to the fact that there were two test chips in one package which all were supplied at the same
time, it was not possible to measure the current consumption for the shared sense amplifier PUF
alone. In simulation, the average current consumption per cell was 4 µA. At a voltage of 1.35 V
this results in a power consumption of 5.4 µW. By using a clock frequency of 1 MHz the energy
consumption gets 5.4 pJ per cell.

193



13. PUF WITH SHARED SENSE AMPLIFIER BY CHRISTOPH BOEHM

−2500 −2000 −1500 −1000 −500 0 500 1000 1500 2000 2500
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Lag

C
or

re
la

tio
n

(a)

40 42 44 46 48 50 52 54 56 58 60
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

Inter−Chip HD / %

P
ro

ba
bi

lit
y 

of
 O

cc
ur

re
nc

e

(b)

Figure 13.5.: PUF with shared sense amplifier: (a) Correlation between bits; (b) Correlation
between chips.

Summary

An overview of the results is given in table 13.1.

Table 13.1.: Summary of the Chip with shared sense amplifier.

Property Identifier Test chip

Mean value x̄ 0.5
Error rate HDintra(120◦C) 0 %
Corr. between bits Rxx ≈ 0
Corr. between chips HDinter 50 %
Power consumption E

bit 5.4 pJ
bit
a

a Value from simulation.

Output Bias Due to Sense-Amplifier Bias

In the case of the presented PUF additional analysis of the correlations between the cells connected
to one sense amplifier have to be carried out. As explained above, the test chip includes sense
amplifier (SA) sharing. This technique will be of interest as soon as the sense amplifier is large
compared to the part of the PUF cell which provides the mismatch. Since the sense amplifier
should not provide mismatch to the circuit it has to be designed large. Normally, it is convenient
to share the SA between a number of PUF cells. In the case of the test chip, each sense amplifier
is connected to 16 mismatch cells.

If sense amplifier sharing is used, one focus of the design should cover the optimization of that
part of the circuit, since influences of the SAs on the decision of the cells may lead to the situation
that all the 16 cells put out the same value in a worst case scenario. This is a severe security issue,
since a possible attacker can guess the output easier.

In Figure 13.6 three situations are depicted: the distribution of the number of ones in a block of
16 bits is shown. If the sense amplifier does not influence the decision of the cell and if the cells’
output mean is 0.5, the output distribution is the binomial distribution (blue dots). If the sense
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amplifier introduces a bias on the decision process, the distribution deviates from the binomial
distribution and flattens. If the influence of the SA is small, the output distribution looks like
the red distribution in Figure 13.6. Here, still the mismatch cells dominate the decision. If the
influence increases and the mismatch of the SA starts to dominate, the output distribution looks
like the one shown by the black curve. There are many blocks in which only zeros or only ones
show up at the output. This has to be prevented.
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Figure 13.6.: Ideal (blue) distribution of ones in a block of 16 output bits. Small (red) and strong
(black) influence of SA mismatch.

This type of plot in Figure 13.6 can also be used to analyze the behavior of the test chip. To
do so, the output of the ten packaged chips is grouped in 16-cell blocks, where 16 is the number
of cells that share one sense amplifier. Since one chip provides 2048 bits of output, the ten chips
provide in total 265*10=2650 blocks. The result is shown in Figure 13.7. To see if the test chip
provides values which are not expected by the binomial distribution, Figure 13.7 also shows the
3σ curves (black) for an ideal binomial distribution of 2650 data blocks. 99,73 % of the results
should occur within that area.
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Figure 13.7.: Ideal (blue) distribution of ones in a block of 16 output bits. The red curve shows
the results from the test ships. The black curves mark the 3σ (99,73 %) confidential
interval.

Two effects can be observed in Figure 13.7. Firstly, the red curve shows slightly the same
behavior as the red curve in Figure 13.6. This indicates a small influence of the SA on the decision.
Secondly, the curve tends to the right side. That shows a gradient on the decision which produces
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13. PUF WITH SHARED SENSE AMPLIFIER BY CHRISTOPH BOEHM

more ones than zeros. This behavior could already be observed in Section 13.2. If the non-ideal
behavior is acceptable, has to be decided from case to case. The bias towards ’1’ can be reduced
by post-processing.

To see the difference between a chip with sense amplifier sharing (and without common centroid
layout) and a chip without sense amplifier sharing (and with common centroid layout to avoid any
form of gradient at the output), Figure 13.8 shows the results of the two-stage PUF presented in
Chapter 12. In this case, the number of bits per chip is 4096. Thus, for ten chips the total number
of 16 bit blocks doubles and sums up to 10 ∗ 512 = 5120 blocks. This number is also used for the
evaluation of the 3σ curves.
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Figure 13.8.: Distribution of ones in a block of 16: First test chip (two-stage PUF).

Figure 13.8 shows that all results occur within the 3σ region and even within the 2σ region
which is not shown in this figure. As expected, no influence of a shared SA can be observed
and also no gradient on the output is visible. If no post-processing is provided, common centroid
layout and no SA sharing should be used for high security applications.

To see the effect of common centroid layout on the gradient Figure 13.9 shows the analysis
results of the second block (pre-selection) of the test chip (see Chapter 14). If the pre-selection
is deactivated, the output shows the nominal distribution of ones and zeros. Again, a block of
16bit is used. This time the output of 10 chips is used each providing 2048 bits. Most of the
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Figure 13.9.: Distribution from second block of second test chip.

points are within the 3σ area which can be expected, since this PUF does not use sense amplifier
sharing. Nevertheless, a bias towards the right side (more ones than zeros) can be observed. This
effect is most likely caused by the a VTH gradient on the chip. Since no common centroid layout
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13.3. PRE-SELECTION MULTIPLE READOUT

was applied, this gradient gets visible in the results. Again, if unbiased output is strongly desired,
common centroid layout should be used. If the biased output can be compensated for by post-
processing, common centroid layout can be omitted in exchange for smaller area consumption.

13.3. Pre-Selection Multiple Readout

By using the presented PUF the multiple readout pre-selection approach which was described in
Chapter 10.1 was realized. Due to the fact that no additional hardware is necessary, this kind
of pre-selection can be implemented easily in combination with any PUF chip. To evaluate the
performance of the approach four different configurations were tested:

• 1 temperature, 10 readouts each: 20°C.

• 1 temperature, 50 readouts each: 20°C.

• 3 temperatures,10 readouts each: -40°C, 20°C and 120°C.

• 3 temperatures,50 readouts each: -40°C, 20°C and 120°C.

Certainly, there are many other reasonable combinations. An initialization phase is used to pre-
select the stable cells. The initialization phase has to be done before the PUF is used for the first
time. The pre-selection phase can be done during the chip testing procedure, for example. The
choice of the temperatures depends on the future temperature range of the product and is limited
by the tester capabilities. The number of readouts depends on the available tester time. Generally,
testing time is expensive and a trade-off has to be made.

In the case of the introduced PUF the efficiency (selection rate) after pre-selection at constant
temperature is 97 %, the efficiency after pre-selection at three different temperatures is 81 %. The
advantage of pre-selection at different temperatures can be seen by looking at the error rate with
respect to temperature. Figure 13.10a (10 readouts) and Figure 13.10b (50 readouts) show the
BER depending on the temperature after pre-selection at constant temperature. The results for
pre-selection at three different temperatures can be seen in Figure 13.10c (10 readouts) and Fig-
ure 13.10d (50 readouts).

As expected, the multiple readout at constant temperature does not improve the error rate sig-
nificantly. Only the noise induced errors can be reduced. An overview of the BER of the different
settings is given in Table 13.2. There is still a worst case BER of 5.54 % (4.64 %) for the 10 (50)

Table 13.2.: BER of the different realizations.

Setting Readout Temperature Efficiency BER20◦C BERMAX

a 10 20°C 98.68 % 1.14 % 5.54 %
b 50 20°C 96.83 % 0.35 % 4.64 %
c 10 -40°C, 20°C, 120°C 88.13 % 0.33 % 0.61 %
d 50 -40°C, 20°C, 120°C 86.08 % 0.06 % 0.28 %

readouts case at the single temperature pre-selection. If the chip is meant to be used at different
temperatures (which can be assumed in general), the initialization has to be done at the corners
of the desired temperature range to minimize the BER. By comparing the results in Figure 13.10a
and Figure 13.10b it can be seen that the multiple readout at 20°C does not reduce the error rate at
-40°C and 120°C significantly. This effect indicates that the PUF cells change their stability when
temperature changes as described in Chapter 7. If the pre-selection is done at multiple tempera-
tures as shown in Figure 13.10c and Figure 13.10d, a significant improvement in terms of BER
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Figure 13.10.: BER of pre-selection multiple readout in dependence of the temperature
(a) 1 temperature, 10 readouts; (b) 1 temperature, 50 readouts; (c) 3 temperature,
10 readouts (d) 3 temperature, 50 readouts.

can be observed. In this case, also the improvement caused by increasing the number of readouts
gets visible. If the number is increased from 10 to 50, the BER reduces by nearly 50 % which also
means a reduction of BER of more then twice.

The mean value, the correlation between bits, and the correlation between chips are not affected
by the pre-selection process and remain quite constant compared to the results presented earlier
in the chapter. Due to the reduced efficiency and the serial readout the energy consumption is
increased to 5.47 pJ, 5.58 pJ, 6.14 pJ and 6.27 pJ per bit depending on the kind of readout.

After the pre-selection using multiple readouts, the BER still remains too high to be used as a
key for cryptographic purposes. Nevertheless, this kind of pre-selection could be a good approach
to reduce the BER in a way to allow for low-complexity error correction for the post-processing
of the output data. Furthermore, this pre-selection approach could be combined with one of the
other pre-processing approaches to further reduce the error rate.
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13.4. Summary

The shared sense amplifier of the presented chip helps to reduce the area of the chip significantly.
The number of transistors in a single PUF cell can be reduced four transistors. Nevertheless,
the design of such a PUF has to be done carefully to prevent a bias on the output caused by
mismatches inside the sense amplifier. This can be realized by either increasing the size of the
sense amplifier or by decreasing the number of cells that share one SA. As shown in Section 13.3,
the multiple readout pre-selection approach is only an efficient way to reduce the error rate if it
is done at different corner temperatures. The readouts have to be done at TMIN and TMAT of the
chip’s desired temperature range to get a significant reduction in BER over the whole region of
operation.
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14. PUF With Pre-Selection
by Maximilian Hofer

In the following Chapter a PUF including pre-selection circuitry will be presented. As in the
circuits of Chapter 12 and Chapter 13 the cell readout is also done in two phases. Additionally,
each cell includes required control circuitry for the pre-selection process [62]. The chip was
produced in a 90 nm technology. Each chip consists of 2048 PUF cells. The cells are read out
serially at a frequency of 1 MHz. A photograph of the chip is shown in Figure 14.1. The area
including the pre-selection PUF is surrounded by a red line.

Figure 14.1.: Photograph of the test chip.

The area consumption of the PUF is approximately 570 µm x 570 µm. The size of one cell is
19600 F2. Since the chip was not optimized with respect to the size, the area consumption is rather
high. For mass production, the size could be decreased in different ways: smaller transistors,
shared sense amplifier, only one level of pre-selection, optimized layout, etc. Some of them are
explained later in Section 14.4. To make it comparable to other approaches the cell is first analyzed
without the pre-selection feature followed by a complete analysis.

14.1. Circuit

The circuit of the cell is depicted in Figure 14.2. To make the circuit more readable the pre-
selection transistors are grayed out.

The transistors P3 and P4 are used as switches for reseting the circuit. If the two transistors
conduct, the nodes A and B are forced to VDD. The transistors N1 and N2 are the diode connected
mismatch transistors. To maximize the mismatch the size has to be minimized. N7 works as cur-
rent source and limits the current IMAX through the circuit. N5 and N6 are the selection transistors
and work as switches. If these two transistors are conductive, the cell is activated. Due to the
mismatch between the transistors N1 and N2 the nodes A and B settle at different voltages. If the
trigger signal is set, N8 is switched on. The circuit built by the transistors P1 and P2, and N3 and
N4 is a bistable circuit. Depending on the mismatches, one of the nodes moves towards VDD. The
other node moves towards VSS. Subsequently, the transistors N9 and N10 connect the nodes A
and B to each of the outputs respectively and the result can be read out. A timing diagram of the
different control signals is shown in Figure 14.3.
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Figure 14.2.: Circuit of test chip 3.
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Figure 14.3.: Timing diagram of the different control signals.
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14.2. Measurement Results Without Pre-Selection

Ten chips were tested in a temperature range between -40°C and 120°C, with bias currents between
2 µA and 30 µA (nom. 16 µA) and supply voltages of 1.25 V, 1.35 V and 1.45 V. Up to 1000
readouts where done for each configuration.

The chip was specified using the parameters listed in Chapter 4.

Mean Value

The mean values of the different chips are depicted in Figure 14.4. The mean value of all chips is
x̄ = 0.497.

0.4 0.42 0.44 0.46 0.48 0.5 0.52 0.54 0.56 0.58 0.6
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

Mean Output

P
ro

ba
bi

lit
y 

of
 O

cc
ur

re
nc

e

Figure 14.4.: Mean output values of 10 packaged test chips.

A clear bias towards ’1’ can be observed. This bias can be removed by post-processing steps for
high security application. For identification purposes, a small bias does not effect the functionality
of the PUF much.

Error Rate

The error rate (intra-chip HD) at the nominal temperature (25°C) and at the temperature corners
(-40°C, 120°C) is illustrated in Figure 14.5a. The BER over the whole temperature range is de-
picted in Figure 14.5. The maximal error rate shows up at 120°C. At this temperature the BER is
HDintra(120◦C)=4.43%.

Correlation Between Bits

There is no significant correlation between the different bits. Figure 14.6a shows the analysis
results.

Correlation Between Chips

There is little correlation between the chips (inter-chip HD). The inter-chip Hamming distances
between different chips is depicted in Figure 14.6b. The mean value of all chips is HDintra=
49.94%. The small correlation is caused by the bias towards ’1’ at the output of the chip.
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Figure 14.5.: PUF test chip 3: (a) Intra-chip Hamming distance HDintra (100 runs); (b) HDintra at
different temperatures.
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Figure 14.6.: PUF chip 3; (a) Correlation between bits; (b) Correlation between chips.

Power and Energy Consumption

Due to the fact that there were two different PUFs in one package and both used the same power
supply, it is not possible to measure the current consumption of the PUF cell exactly. Circuit
simulations have shown that the average current consumption per cell is 4 µA. At a supply voltage
of 1.35 V the power consumption results in 5.4 µW. At a clock frequency of 1 MHz the energy
consumption gets 5.4 pJ per cell.

Summary

An overview of the results is given in Table 14.1.
The presented chip without using the pre-selection functionality already shows a good error

behavior. All data in Table 14.1 are comparable to the results from the other test chips. Again, the
biggest problem seems to be the temperature behavior of the PUF cells and thus the error rate over
temperature. To get this problem under control the pre-selection functionality has to be used. The
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Table 14.1.: Summary of the chip without pre-selection.

Property Identifier Test Chip

Mean value x̄ 0.497
Error rate HDintra(120◦C) 4.43 %
Corr. between bits Rxx ≈ 0
Corr. between chips HDinter 49.94 %
Power consumption E/bit 5.4 pJ

bit
a

a Value from simulation.

results are shown in the next section.

14.3. Measurement Results with Pre-Selection Enabled

The circuit depicted in Figure 14.2 also includes a pre-selection block. Some components were
added to implement the approach described in Chapter 10.2 (pre-selection delta). For evaluation
purposes, 7 different levels of pre-selection bias can be added to each branch of the PUF. The
selection steps has been realized using a binary weighted network. The pre-selection level can be
controlled over five input pins at the test chip. The pins are listed in Table 14.2. The pin psen
must be high to activate the pre-selection. The branch is selected with psdir. psa defines the actual
level. If psa = 000 (level 0), no pre-selection bias is added. If psa = 111 (level 7), the highest
amount of pre-selection bias is added. Thus, 7 pre-selection steps are available.

Table 14.2.: Different Pins to control the pre-selection on the test chip.

pin Explanation

psen Pre-selection enable
psdir Pre-direction selection
psa
psa0 Pre-selection adress 0 (LSB)
psa1 Pre-selection adress 1
psa2 Pre-selection adress 2 (MSB)

The pins are only used during the initial phase. Afterwards, during the evaluation phase the
pre-selection circuit is disabled (psen=0).

In Figure 14.7 the PUF cell including the pre-selection circuit is depicted. The transistors
PPRE1N, PPRE2N and PPRE3N are pre-selection transistors and used to provide pre-selection bias
to the left branch (A). The pre-selection transistors are switched on and off with the transistors
PSEL1N, PSEL2N and PSEL3N. At the right branch (B), PPRE1P, PPRE2P and PPRE3P are the pre-
selection transistors and PSEL1P, PSEL2P as well as PSEL3P are used to switch them on and off. The
current of the pre-selection transistors is binary weighted. The size of the pre-selection transistors
is listed in Table .

The the size of the transistors P1 and P2 is chosen to be 500
90 . If the pre-selection transistors

are switched by the transistors PSEL(1..3)N or PSEL(1..3)P, the mean current through the particular
branch is increased depending on the selected pre-selection level. This biasing causes a shift in
the mean output value of all PUF cells. In Figure 14.8a this effect is shown. Figure 14.8b shows
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Figure 14.7.: PUF cell with pre-selection circuitry.

Table 14.3.: Size of the pre-selection transistors.

Transistor Size W
L

PSEL1N, PSEL1P
160
400

PSEL2N, PSEL2P
160
180

PSEL3N, PSEL3P
160
90
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the mean output of all available PUF cells in dependence of the pre-selection level. At level 1
only the transistor PSEL1N (PSEL1P) is switched on. At the highest level, level 7, all 3 pre-selection
transistors of one of the branches are switched on. The higher the pre-selection level, the higher
the shift in the mean output value.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

10

20

30

40

50

60

70

80

90

Mean Output Value

P
ro

ba
bi

lit
y

(a)

−6 −4 −2 0 2 4 6
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

M
ea

n 
O

ut
pu

t

Pre−Selection Level

(b)

Figure 14.8.: Mean of the test chip with pre-selection: (a) Distribution of mean output at differ-
ent pre-selection levels; (b) Mean output in dependence of the pre-selection level.

In Figure 14.9a the relationship between the pre-selection level and the number of selected PUF
cells (efficiency) is shown. At pre-selection level of 7 the efficiency is still e≈ 1

3 . Figure 14.9b
shows the correlation between the efficiency and the measured BER at the worst case temperatures
and nominal conditions (-40°C , 20°C , 120°C). The lower the efficiency, the lower the bit error
rate. The curves converge towards 0.
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Figure 14.9.: Effects of pre-selection on test chips: (a) Level vs. efficiency; (b) Efficiency vs.
BER at different temperatures.

Only at low pre-selection levels and at corner temperatures (-40°C and 120°C) a considerable
number of errors occur. During all measurements at pre-selection level 2 no error occurred at
20°C. At -40°C and 120°C there where no errors at level 6 and 7. In Table 14.4 the BER is
listed numerically. There are almost the same error rates at -40°C and 120°C without any pre-

207



14. PUF WITH PRE-SELECTION BY MAXIMILIAN HOFER

selection. Measurements with pre-selection show a significant higher number of errors at higher
temperatures. This is assumed to be caused by an increasing thermal noise, if temperature rises.

Table 14.4.: BER and efficiency, at 20°C, -40°C and 120°C.

Level 0 1 2 3 4 5 6 7

Efficiency 99,7 % 76,8 % 67,5 % 60,2 % 52,1 % 47,2 % 42,1 % 33,9 %

BER20◦C 0,469 % 0,0002 % 0,0002 % 0,0001 % 0 % 0 % 0 % 0 %
BER−40◦C 3,973 % 0,0979 % 0,0209 % 0,0462 % 0,0094 % 0,0105 % 0 % 0 %
BER120◦C 4,004 % 0,2635 % 0,1084 % 0,1031 % 0,0232 % 0,0242 % 0,0056 % 0 %

14.4. Possible Improvements

The pre-selection circuit introduced in this chapter is convenient to illustrate the functionality
of the pre-selection delta approach. The different pre-selection levels make a detailed analysis
possible. The design focus has to be changed for mass production. Here, the size of the circuit
plays an essential role and is one important parameter used to reduce production costs. Therefore,
the circuit has to be optimized in terms of area consumption. Some possible improvements are
suggested in the following part. One of the most profitable circuit improvements is to use a shared
sense amplifier. A large portion of the area of the existing cell is occupied by the evaluation and
pre-selection circuit. Thus, sense amplifier sharing can be used to group several PUF cells. As
shown in Chapter 13 sense amplifier sharing is a good approach as long as design and layout
is done with special care. As another step, it is not necessary to implement different levels of
pre-selection. It is sufficient to include just one level of pre-selection on each side for the use
in a high volume product. The level has to be defined in advance by using simulation and test
chip measurement results. It is important to remember that the level changes between different
technologies.

A circuit that includes sense amplifier sharing and also just one pre-selection level is shown in
Figure 14.10.

The transistors N1.n and N2.n (n = 1...N) are the mismatch transistors. The transistors N5:n are
working as switches. They are used to connect the different cells to the current source.

The transistor P1, P2, N3 and N4 are building up the sense amplifier as explained above. Tran-
sistor PPREN and PPREP are the pre-selection transistors and the transistors PSELN and PSELN are
working as switches to connect them to the sense amplifier. It is important to make sure to have
maximum mismatch between the transistors in the cells and minimum mismatch between the tran-
sistors in the sense amplifier to avoid correlations between the output bits. Hence, the cells have
to be designed small and the sense amplifier with pre-selection circuit must have a certain size to
keep its influence on the output as small as possible. One PUF cell consists of three transistors
only. That is why very small cell sizes can be reached. The sense amplifier and the switches have
to be designed very carefully in terms of mismatch, noise and leakage.

14.5. Summary

Pre-selection is a good approach to reduce the error rate of the PUF. In addition to the testchip,
an optimized version was suggested. The hardware afford can be kept small when using sense
amplifier sharing. This makes pre-selection a cheap alternative to complex error correction codes.
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15. A Microcontroller SRAM PUF
by Maximilian Hofer

Microcontrollers are a crucial part in modern electronic devices. Microcontrollers are wildly used
in all kinds of applications from automotive to communication systems.

Amongst others, microcontroller are used in systems in which data integrity is required. There-
fore, it has to be made sure that the data is secure even in hostile environments. Especially, if the
data is transmitted over public channels like radio links, the data has to be encrypted to prevent
adverse access. If data encryption is required, key material is needed that must not be visible to
the outside. Thus, the key material has also to be stored in a secure way.

Beside secure communications, software cloning is another problem that microcontrollers may
have to cope with. The microcontroller software is commonly stored in some non-volatile mem-
ory. Such memory include flash memory, in mask programmed ROMs, or external memory chips.
Unfortunately, NVMs can be read out easily by adversaries especially if the memory is placed
outside the microcontroller. Thus, if there is not be taken extra care, microcontroller system soft-
ware can be copied easily and the whole system can be cloned. One way to prevent cloning is to
encrypt the software data before storing, instead of storing the plain text inside NVMs. The code
is transfered to the system and decrypted on the microcontroller during a start up phase. Thus,
the plaintext of the code never leaves the microcontroller. The described approach is shown in
Figure 15.1. As in the data encryption case, the key that is needed to encrypt the plain text must
not be accessible from the outside. There are ways to store key material directly on the microcon-
troller in non-volatile SRAMs [142]. Special hardware and a battery is required to allow for such
a system.

SRAM initial 

values

decryption

ECC

key

Encrypted programcode

(extern)

Microcontroller

Programcode

(plaintext)

Figure 15.1.: Saving program code by encryption.

Secure key storage is also a strong requirement for other microcontroller applications. In some
cases, microcontrollers are used in Pay-TV systems. This means that the encrypted data stream
has to be decrypted using keys (see Section 2.2). In such systems at least a master key has to be
stored directly at the microcontroller. The master key is then used to decrypt the encryption keys
which are sent over a public channel to the pay-TV consumer.

As already mentioned above, different types of non-volatile memory is commonly used to store
the data. Even on-chip flash memory can be used to store the key material. Nevertheless, this
way of key storage can not be considered as secure. Even if the memory cannot be accessed
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directly over external contacts at the microcontroller, techniques exist with which adversaries can
access such data. Different approaches to attack secure flash memory is described in [1]. Similar
techniques can be used to get access to data that are stored in ROMs. Thus, new ways to store key
material on microcontrollers have to be found. One approach to solve this problem is to use the
SRAM that is available on the microcontroller. The SRAM can be utilized as SRAM PUF which
is used to generate/store the key material.

Nevertheless, it is a disadvantage that SRAM-based PUFs show high error rates. The error rates
of SRAM PUFs are commonly higher than those of dedicated PUF circuits. This is due to the
fact that the designer of PUF circuits can take extra care to maximize local mismatches and to
minimize the influence of noise. To reduce the error rate error correction codes (ECCs) are used.
Since SRAM PUFs show high error rates of ten percent and more, not all EECs are feasible. Many
ECCs are too complex to be implemented in microcontrollers.

In the following chapter an easy-to-implement SRAM PUF combined with a repetition code to
provide a negligible error rate is suggested [18].

15.1. Basic Concept

Microcontrollers (MCs) usually provide both, an SRAM as random access memory and a flash
memory as non-volatile memory. Figure 15.2 shows the memory map of a microcontroller. In this
case, the microcontroller is chosen to be an NXP LPC 1768.

By using the SRAM and the flash a PUF can easily be implemented in a microcontroller. This
PUF can be used to generate keys later. The concept is described as follows: after powering up
the microcontroller, the SRAM states are read out. Then the error correction data is generated and
stored into the flash. Here, the on-chip NVM is not important. Since the error correction data
does not include any information on the PUF output, the data can be stored externally as well.
This is certainly not true for the SRAM: the SRAM must be situated inside the microcontroller
since otherwise the communication between SRAM and microcontroller could be observed easily.
Furthermore, it is important to make sure that the data of the internal SRAM block is not accessible
from the outside. This means that no software is allowed to run that helps to provide this kind of
data on one of the microcontroller pins. Once the correction data is available, the PUF can be used
regularly. The software consists of two parts: the PUF is read out during the first part and during
the second part the error correction data is used to remove the errors in the current PUF output.

In Figure 15.2 the concept behind the approach is shown. The initialization bit is read out
during the start-up of the microcontroller. If the bit is not set yet, the PUF starts the initialization
in which the start up output of the PUF is used to generate the error correction data. After that,
the correction data is stored to the NVM and the initialization bit is set. If the initialization data is
already available (i.e. the initialization bit is set), the readout procedure starts and the correction
data is used to remove the errors from the data.

15.2. Error Correction Using the Repetition Code

As mentioned above, the error rates at SRAM-based PUFs are high due to their sensitivity to noise.
Thus, not all error correction codes are feasible. Moreover, not all microcontrollers are capable to
handle the complexity of some of the ECCs when it comes to very high error rates. One code that
may be used in a situation like this is the so-called repetition code. Although the error correction
capability is high, the complexity of the repetition code is very low. Thus, it can be implemented
in many microcontrollers easily.

The principle of the repetition code is as follows: a majority decision of a odd number (N) of
output bits is used to generate generate one output bit. At the initial phase, one of the bits is defined
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Figure 15.2.: Memory map and concept of the microcontroller SRAM PUF.

213



15. A MICROCONTROLLER SRAM PUF BY MAXIMILIAN HOFER

to be the nominal bit. To generate the correction data all N bits are XORed with the nominal bit.
Example:

power-up values 1001011

7x first bit 1111111

error correction bits 0110100

Later, during nominal PUF readout, the correction data is used to reduce the error rate. To do
so, the current PUF output is XORed with the correction data. After that, a majority decision is
made. If less than half of the bits are erroneous, the majority decision results in the right value.
The principle of a seven bit repetition code (Rep7) can be seen in the table below. The ideal value
after XORing the SRAM output with the correction data is presented in the first column. In the
second column the erroneous bits are shown. Finally, the outcome of the majority decision is listed
in the last column:

1 : 1111111 → 1011011 → 5×′ 1′and2×′ 0′ → 1
0 : 0000000 → 0110100 → 3×′ 1′and4×′ 0′ → 0
0 : 0000000 → 1101010∗ → 4×′ 1′and3×′ 0′ → 1
∗ too many errors

In the example of the third line too many errors show up. Thus, a ’1’ instead of a ’0’ is re-
turned by the majority decision. In Figure 15.3 the two phases of the error correction are depicted.
Figure 15.3a shows the initialization phase. In Figure 15.3b the key generation phase is depicted.

cncn-1�.c1c0 = anan-1�.a1a0

Init

a0=1

a0=0

anan-1�.a1a0

cncn-1�.c1c0 = anan-1�.a1a0

cncn-1�.c1c0    anan-1�.a1a0

More 1

More 0 0

1

(a)

cncn-1�.c1c0 = anan-1�.a1a0

Init

a0=1

a0=0

anan-1�.a1a0

cncn-1�.c1c0 = anan-1�.a1a0

cncn-1�.c1c0    anan-1�.a1a0

More 1

More 0 0

1

(b)

Figure 15.3.: (a) Initialization; (b) Key generation.

In Figure 15.4 the performance of three different repetition code length is shown: 11 bit, 21 bit,
and 31 bit. On the x-axis the error probability per bit is assigned. On the y-axis the error probability
after the error correction is shown. It can be seen for example, that a repetition code with repetition
factor of 31 reduces the initial error rate of 10 % to an error rate (BER) of 6.85E-07 %. The
correction capabilities of the repetition factors 21 and 11 can be seen in the BER after correction:
1.35E-04 % and 2.96E-02 % respectively.

15.3. Measurement Results

The concept was implemented in an NXP LPC1768 microcontroller. This microcontroller includes
an ARM Cortex M3 core, a 64 kB SRAM, and 512 kB of flash memory. The SRAM is divided
into two different blocks: 32 kB of SRAM are used for the stack and the heap memory, and 32 kB
are used for the peripheral components, like the Ethernet stack or the USB stack. A memory map
can be seen in Figure 15.2.

Both of the blocks were used in the concept implementation and analyzed towards their SRAM
PUF feasibility. The lower SRAM block is addressed from 0x1000 0000 to 0x1000 7FFF, the
upper SRAM block from 0x2007 C000 to 0x2008 3FFF. The lower SRAM block is denoted with
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Figure 15.4.: Performance of different repetition code lengths.

block A and the upper SRAM block is denoted with block B in the remainder of the text. To analyze
the performance the first 16 kB were used. Here, 16 kB were assumed to be sufficient to provide
enough bits for data and repetition code.

To specify the performance of the SRAM blocks the specification parameters described in Sec-
tion 4 are used. The following parameters are determined: mean value, error rate, the temperature
behavior(error rate at different temperature corners), correlation between bits, correlation between
chips and memory effect. The analysis results are presented in the following sections.

15.3.1. Mean Value

In an ideal case the mean value should be 0.5. In the case of the microcontroller PUF the mean
value of Block A was 0.5205, and the mean value of block B was 0.5559. As can be seen in
Figure 15.5 the results of both blocks are within an acceptable range on the binomial probability
density function (pdf). The pdf of a binomial distribution can be determined by using the following
equation:

P (k) =
(n
k

)
pkqn−k, (15.1)

where k is the number of ones (0 to n). n is the total number of bits (n = 16384) and p = q = 0.5
is the probability that a one/zero occurs. k is normalized by 1

n .
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Figure 15.5.: Mean of SRAM blocks A and B on binomial pdf.
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15.3.2. Error Rate

The intra-chip Hamming distance HDintra was determined for both SRAM blocks. The power-
down phases between the single measurements were >10 s to avoid hysteresis effects. At block
A the intra-chip HD is HDintraA = 8 %. At block B the intra-chip HD is HDintraA = 18 %. The
difference between the HDintra of the two blocks indicates a different structure of the two blocks.
The error rate of block A is less than half of the error rate of block B. Figure 15.6 shows the
Hamming disdance of both blocks. The results are shown in Figure 15.6. The error rate was also
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Figure 15.6.: Hamming distance of block A and block B at room temperature.

determined at two further temperatures. The temperatures were chosen to be 0°C and 80°C. The
BERs were determined with respect to the reference vector which was defined at 25°C. The fol-
lowing HDintra could be achieved:

HDintraA0◦C = 8.92 %
HDintraA80◦C = 8.22 %
HDintraB0◦C = 29.40 %
HDintraB80◦C = 22.20 %

15.3.3. Correlation Between Bits

The correlation between the different bits was determined as described in Equation 4.8. To move
the mean to zero all ’0’ were substituted by ’-1’. The correlation between the bits of block A can
be seen in Figure 15.7a. The correlation between the bits of block B is depicted in Figure 15.7b.
As can be seen in the figure, block A does not show any correlation between its bits. In contrast,
block B has some strong correlation at gaps of 256 bits and even stronger correlation at gaps of
2048 bits which again shows (like in the case of the error rate) that the two blocks must be built
up differently.

15.3.4. Memory Effect

To analyze the memory effect of the SRAM PUF, the following procedure was used: in a first
step, a ’0’ was written in all SRAM PUF cells. After one second the chip was restarted and read
out again. These two steps were repeated, but this time all PUF cells were set to ’1’ and then
read out again. The mean values of the second read out were: µA0 = 0.5253, µA1 = 0.4951,
µB0 = 0.5588 and µB1 = 0.4457. In a second test the bit error rate was evaluated: HDintraA0 =
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Figure 15.7.: (a) Auto-correlation of block A; (b) Auto-correlation of block B.

6.85 %, HDintraA1 = 7.15 %, HDintraB0 = 16.61 % and HDintraB1 = 17.39 %. The error rate does
not increase after writing in all cells being compared to the error rates in a nominal situation. This
either shows that only those cells are affected by the memory effect that are responsible for the
errors in first place, or that the time span in which the data was written into the SRAM was chosen
too short.

15.3.5. Correlation Between the Chips

The inter-chip HD, HDinter, was determined using three different microcontrollers (1-3). This
is a very small number but it should at least give a hint to the real performance. For block A
the following correlations were measured: HDinterA12 = 49.78 %, HDinterA23 = 48.34 % and
HDinterA13 = 49.40 %. Block B: HDinterB12 = 50.1 %, HDinterB23 = 49.71 % and HDinterB13 =
49.88 %. Since the six available inter-chip HDs are close to 50 % and the ideal result would be
around 50 %, the SRAM PUF seems to work well with respect to the correlation between the
chips. This desired bahavior is shown by both blocks.

15.3.6. Summary: Block A and block B

The results of the BER and the correlation between the chips show that the two SRAM blocks
were designed in different ways. Due to this difference, not both of the blocks show the required
properties. Block A is qualified much more than Block B. The high error rate as well as the strong
correlation makes block B unfeasible with respect to PUF purposes.

Table 15.1.: Measurement results of Block A and B

Property Block A Block B

Mean value 0.5205 0.5559
HDintra 8 % 18 %
Correlation between bits No Yes
HDinter 48.3 % -49.4 % 49.7 % -50.1 %
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15.4. Error Correction Code

Block A was used to test the error correction capability of the repetion code. Even if the error
rate is much smaller than that of block B, 8 % of BER is still a high value and thus a convinient
repetition code length has to be defined. In this case the repetition factor was chosen to be 31. A
2048 bit key was generated using block A. The correction bits were then generated and written to
the flash of the microcontroller using in-application programming (IAP) commands. The whole
implementaion of PUF and error correction required 308 byte of program memory for the initial
phase and 184 byte for the key generation phase, both in the program memory. To be able to store
the correction data, 7.75 kbit were used for the 2048 bit key (repitition factor of 31).

To test the implementation the key generation was repeated 1000 times at different temperatures
in the range between 0°C and 80°C. No errors were produced by the PUF in all of the measurement
runs after error correction. This is the expected result, since the theoretical error rate of a PUF with
8 % BER of a single bit, 2048 bit key and a repetition factor of 31 can be determined to be 6.85E-
07 %.

15.5. Summary

In this chapter a microcontroller-based SRAM PUF was presented. The approach utilizes the
internal SRAM cells as well as the internal flash to store the error correction data. Thus, the
production costs are very low with respect to the low error rates that can be achieved using the
repetition code. The analysis showed that before implementing a PUF on an internal SRAM the
SRAM has to be checked carefully towards its feasibility as a PUF: both, the inter-chip and the
intra-chip Hamming distance have to be within a pre-defined range. Furthermore, the memory
effect of cells should be checked, especially if the cells are also used during regular usage of the
SRAM. In the presented case, only the SRAM block A turned out to be feasible for PUF purposes.

In future microcontroller SRAM PUFs, the error correction code could be improved by adding
a block code to a smaller repetition code. Thus, the demand of NVM could be reduced. Never-
theless, a higher complexity of the error correction would lead to a higher computational effort on
the microcontroller which could turn out to be a problem for some microcontrollers.
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16. Conclusion
by Christoph Boehm and Maximilian Hofer

16.1. The PUF-Design Process

To conclude the work, the whole PUF design workflow is recapitulated in Figure 16.1. It includes
all the steps that are required to design a silicon PUF cell and that were carried out during the
design of the introduced test chips.

Specification

Application, 

Usage

Post-correctionPre-correction No-correction

HW design

ECCPre-processing

Test/

Verification

Specification

Production

Refine/Adapt 

Model

Figure 16.1.: PUF-design workflow.

First of all, the requirements must be defined (see Chapter 2, 3). If the use cases are known
and the future application is defined, a specification can be created (see Chapter 4). Depending
on the application and the specification, the type of PUF has to be chosen in a way to fit all the
requirements and to provide a small error rate at the same time. This is important, since there
are different requirements, for example between PUFs used for identification purposes and PUFs
used for cryptographic purposes. Furthermore, the models for the simulation have to be adapted
and refined for PUF simulation purposes (Chapter 7). The better the models are, the better the
estimation of future error rates will be and thus, error correction can be dimensioned already
during the design phase reliably.

Once the models are accurate and correction methods are chosen, the PUF cell can be designed
(Chapter 6,8 - 11, 12 -15). After the hardware design of the PUF cell, the error rate can be
estimated and so the pre-processing method or the error correction code can be implemented in
one of the two design methodologies. This can either be a hardware or a software implementation.
Afterwards the chips can be produced. To be able to evaluate the chip accurately, different wafer
corners should be available. As soon as hardware is available, the verification should be done in
the whole pre-defined region of operation (see chapter 4).
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16.2. Critical Points

16.2.1. PUF Simulation

As we have seen in chapter 7 the simulated results deviate from the real results a lot. Although the
existing models are sufficient enough for most circuits, the models are not suitable to predict the
error rate HDintraof the future chips, especially at the temperature corners.

16.2.2. The Simpler the Better

If the circuit is complex and many components are involved in the decision process of the PUF
cell, all the components influence the behavior of the circuit. Due to the inaccuracies of all com-
ponents, the mean mismatch becomes smaller and smaller with an increasing number of involved
components. Due to the smaller mismatch the error rates increases. However, one important goal
of PUF-cell circuit design must be to minimize the number of involved components. The best way
to do this is to design a simple circuit. If the circuit only consists of a few parts, the number of
parts influencing the output is also small. Due to this fact the simple statement can be declared:
the simpler the better.

16.2.3. Exact Specification Parameters

For different reasons, an exact specification is necessary. It is important for the design of the
error correction to predefine the maximal allowed error rate HDintra, for example. For specific
applications in the area of mobile devices the energy consumption may also be important. It can
be seen that different parameters are crucial for different applications (see Chapter 4).

16.2.4. Using Pre- and Post-Processing

As we have shown in Part 2 and Part 3 there are different basic approaches to PUF circuits. With-
out any implementation to error correction like pre-processing or post-processing methods it is
impossible to get stable PUF outputs. Intuitively, noise is the problem. Looking at the results
from the practical realizations the influence of changing temperature often causes higher error
rates than the influence of noise. Thus, if an error-free output is needed, additional steps have to
be undertaken. The first one was presented in Chapter 5. According to this approach extra helper
data were needed to reduce the error rate with an error correction code (ECC). Concerning high
error rates of few percentages these codes can be very complex. In Chapters 8 - 11 different pre-
processing approaches were introduced to reduce the error rate in order to make ECC simpler or
even needless.
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