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Kurzfassung

Im Laufe der letzten Jahrzehnte sind Komplexität und Integrationsdichte integrierter
Schaltungen und eingebetteter Systeme exponentiell gewachsen. Diese Entwicklung bringt
zahlreiche negative Nebeneffekte mit sich: Unter anderem kommt es zu einer verstärk-
ten Leistungsaufnahme und einer damit einhergehenden erhöhten thermischen Beanspru-
chung. Daneben führt dieser exponentielle Trend zu einem Anstieg gleichzeitig schaltender
Transistoren, wodurch Spannungsversorgungseinbrüche verursacht werden können. Fer-
ner beeinträchtigt die Verwendung neuartiger submikroner Fertigungstechniken die Zu-
verlässigkeit integrierter Schaltungen und eingebetteter Systeme.

Die vorliegende Arbeit behandelt die dargestellten Probleme, die während der Entwick-
lung integrierter Schaltungen und komplexer eingebetteter Systeme auftreten können. Sie
gliedert sich in die folgenden vier Phasen: Die erste Phase bietet einen Überblick über ak-
tuelle Schwachstellen eingebetteter Systeme, die als sicher gelten und geringe Leistung auf-
nehmen. Phase zwei präsentiert ein emulations- und simulations-basiertes Framework, das
Entwickler in allen Designstadien von eingebetteten Systemen unterstützen soll. Durch die
beispielhafte Anwendung des Frameworks an kontaktlosen Leser / Smart Card Systemen
(RFID, NFC) zeigt diese Arbeit wie wichtig es ist, eingebettete Systeme in ihrer Gesamt-
heit zu analysieren. Dabei wird ferner veranschaulicht, dass Designfehler frühzeitig erkannt
und behoben werden können. Phase drei sucht mit Hilfe des in Phase zwei eingeführten
Frameworks nach Leistungsaufnahme- und Sicherheitsoptimierungen für kontaktlose Le-
ser / Smart Card Systeme. Basierend auf den in Phasen eins bis drei gewonnen Erfahrun-
gen, wird in der letzten Phase dieser Arbeit eine auf RFID und NFC basierende sichere
Schnittstellentechnik präsentiert, die in jeglichen elektronischen Geräten integrierbar ist.
Diese Schnittstellentechnik benötigt zum Betrieb ausschließlich jene vom magnetischen
Feld zur Verfügung gestellte Energie und ermöglicht es, das angesteuerte elektronische
Gerät während der Standby-Zeiten komplett abzuschalten.
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Abstract

Over the past few decades, integrated circuits and embedded systems have increased ex-
ponentially in their complexity and in integration density. This complexity trend entails
many negative consequences: amongst others, it leads to a potential increase of power
consumption and thermal stress. Moreover, it leads to large numbers of simultaneously
switching transistors which may cause power supply issues. In addition, deep-submicron
manufacturing processes in conjunction with environmental disturbances adversely affect
the reliability properties of integrated circuits and embedded systems.

This doctoral thesis addresses the issues outlined above, which may arise during the
development of integrated circuits and complex embedded systems, and is divided into the
following four phases: phase one provides an overview of possible vulnerabilities of contem-
porary secure and low-power embedded systems. Phase two proposes an emulation-based
and simulation-based framework that supports engineers throughout the design phases.
By applying this framework to secure and contactless reader / smart card systems (RFID,
NFC), this work outlines the importance of complete system evaluations. Moreover, this
framework is used to detect and resolve design flaws and to evaluate design optimizations
early, before the tape-out. Phase three employs the same framework in order to explore
and propose optimization possibilities considering the security of reader / smart card sys-
tems and their management of electrical power. Based on the experiences made in phase
one to three, the last phase presents a secure RFID-based and NFC-based interface for
everyday electronic devices. This interface exploits the reader emitted electrical power
to provide a secure zero-energy communication interface and to support a zero-energy
standby mode for the targeted electronic device.
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Extended Abstract

As Gordon Moore postulated in 1955, we are experiencing a trend that shows an expo-
nential increase in the complexity of integrated circuits and embedded systems. Thanks
to the steady improvement of manufacturing processes (e.g., decreasing transistor sizes,
three dimensional integration), this complexity trend is still occurring and will continue
for a number of years. However, this complexity trend introduces unwanted side effects:
high integration densities may increase power consumption and thermal stress as well
as accentuate the negative impacts on the power supply if large numbers of transistors
switch simultaneously. In addition, dependability issues arise due to the deep-submicron
manufacturing processes which make integrated circuits more prone to environmental dis-
turbances.

When integrated circuits and embedded systems are developed, it is highly important
to test the hardware and software designs with regards to power, security, and depend-
ability threats. The earlier an issue can be detected during a product’s development cycle,
the lower the costs are to resolve the issue. In order to evaluate the functionality of a
given hardware / software design, simulation-based and hardware emulation-based tech-
niques are generally used. While simulation-based tools are flexible and provide both
functional and non-functional analysis data, they tend to require much processing time at
low abstraction levels. Emulation-based tools employ prototyping platforms, such as field
programmable gate arrays (FPGAs), in order to accelerate time-intense analysis calcula-
tions. However, the majority of these emulation-based tools are unable to provide crucial
non-functional analysis data such as power consumption and supply voltage behavior. In
order to compensate for this gap, the former projects POWERHOUSE and POWER-
MODES enhanced the hardware emulation analysis technique with power analysis and
fault injection techniques. While these projects focused on the evaluation of single and
isolated designs (e.g., a smart card design), they took crucial system aspects related to
complex embedded systems only partially into account. The current follow-up project,
META[:SEC:]1, aims to close this gap by regarding the system aspect of complex and
resource constrained embedded systems, such as reader / smart card systems.

The present doctoral thesis, which is part of the META[:SEC:] project, addresses
the highlighted threats when developing integrated circuits and complex embedded sys-
tems. It proposes a set of techniques and tools that support engineers during the design
phase in order to detect and resolve design flaws and to evaluate design optimizations as
soon as possible and preferably before the tape-out. The structure of this thesis can be
illustrated in Figure 1 with four fields, containing the initial phase and three follow-up

1Mobile Energy-efficient Trustworthy Authentication Systems with Elliptic Curve based SECurity, col-
laborative research project of the Graz University of Technology, Infineon Technologies Austria AG, and
Enso Detego GmbH. Funded by the Austrian Federal Ministry for Transport, Innovation, and Technology
under the FIT-IT contract FFG 829586.
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Figure 1: Doctoral thesis’ four phases of contributions: starting from an unoptimized contactless
reader / smart card system and heading to an optimized industrial prototype of an NFC interface.

phases of system analysis, explore optimizations, and optimized industrial prototype, which
will be explained in the following paragraphs. Starting from the initial phase where an
unoptimized embedded system (a contactless reader / smart card system) is given and
where its vulnerabilities are outlined2, this thesis presents in phase two a comprehensive
emulation-based design evaluation framework3,4. This framework enables an engineer to
test hardware and software designs with regards to functional and performance behavior,
as well as their impact on power consumption and supply voltage levels. The proposed
design evaluation technique is then enhanced in order to take into account crucial system
aspects related to complex embedded systems5. Instead of analyzing isolated designs, such
as a smart card, the total system consisting of reader, smart card, and the wireless commu-
nication channel can now be analyzed accurately. In a further step, this emulation-based
design evaluation methodology is extended with fault injection functionalities6. This ap-
proach improves the analysis capabilities by emulating the consequences of faults on the
system’s functionalities. This analysis is especially important for secure and dependable
embedded systems. Although state-of-the-art emulation-based techniques deliver accurate
analysis results for each clock cycle, they lack in flexibility (e.g., each VHDL/Verilog code
change needs to be re-synthesized, which is time consuming). Therefore, a flexible high-

2Druml et al., Vulnerabilities of secure and reliable low-power embedded systems and their analysis
methods - A comprehensive study, Industry and Research Perspectives on Embedded System Design, IGI
Global, March 2014.

3Druml et al., Industrial applications of emulation techniques for the early evaluation of secure low-
power embedded systems, Industry and Research Perspectives on Embedded System Design, IGI Global,
March 2014.

4Druml et al., Emulation-Based Test and Verification of a Design’s Functional, Performance, Power,
and Supply Voltage Behavior, 21stEuromicro International Conference on Parallel, Distributed, and
Network-Based Processing (PDP), Belfast, Ireland, 27thof February - 1thof March 2013.

5Druml et al., Emulation-Based Design Evaluation of Reader / Smart Card Systems, 24thIEEE Inter-
national Symposium on Rapid System Prototyping (RSP), Montreal, Canada, 3-4thof October 2013.

6Druml et al., Emulation-Based Fault Effect Analysis for Resource Constrained, Secure, and Dependable
Systems, 16thEuromicro Conference on Digital System Design (DSD), Santander, Spain, 4-6thof September
2013.
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level SystemC-based framework7 is proposed, which enables fast but less accurate design
analysis. This framework focuses on reader / smart card systems and features, besides
functional and power analyses, the analysis of the effects of faults which are caused by, for
example, power issues or thermal stress.

With the help of these emulation-based and simulation-based design evaluation tech-
niques, this doctoral thesis’ third phase is introduced: system-level power, thermal, and
security optimization techniques are explored for reader / smart card systems. The first
proposed power optimization approach estimates the smart card’s power consumption
and its supplied power, the latter being set by the strength of the alternating magnetic
field emitted by the reader8. Based on these estimates, the smart card’s voltage and
clock frequency parameters are adapted to save electrical power and to prevent hazardous
supply voltage variations. The second power optimization approach scales the strength
of the reader emitted magnetic field based on the smart card’s executed commands and
power consumption9. During the smart card’s low power consuming commands (e.g., read
memory) the magnetic field strength is reduced, during high power consuming commands
(e.g., cryptographic operations) the magnetic field strength is increased. As a result, the
reader / smart card system is able to save up to 54% of the electrical energy required for
its operation compared to static magnetic field strengths that are used nowadays. Such
system-level power savings are of high importance in the field of mobile applications (e.g.,
customs officers read passports with mobile battery powered reader devices). In addition
to these power optimizations, a thermal-aware smart card design is proposed for appli-
cations that face high magnetic field strengths. This thermal-aware design improves the
smart card electronics’ life time by up to 11% due to the reduction of thermal hot spots.
Finally, optimizations in the research field of elliptic-curve cryptography for resource con-
strained embedded systems, such as contactless reader / smart card systems, are proposed
and evaluated. First, hardware / software partitioning optimizations are analyzed in or-
der to accelerate elliptic-curve-based computations10. Second, protocol optimizations are
demonstrated that permit a shifting of computational effort from the resource constrained
embedded system to the computational powerful reader11.

During this thesis’ last phase, the insights gained from the system design analysis and
optimization phases are employed to develop an industrial prototype which introduces a

7Druml et al., Power and Thermal Fault Effect Exploration Framework for Reader / Smart Card De-
signs, 16thEuromicro Conference on Digital System Design (DSD), Santander, Spain, 4-6thof September
2013.

8Druml et al., Estimation Based Power and Supply Voltage Management for Future RF-Powered Multi-
Core Smart Cards, Design, Automation & Test in Europe Conference & Exhibition (DATE), Dresden,
Germany, 12-16thof March 2012.

9Druml et al., Adaptive Field Strength Scaling - A Power Optimization Technique for Contactless
Reader / Smart Card Systems, 15thEuromicro Conference on Digital System Design (DSD), Izmir, Turkey,
5-8thof September 2012.

10Höller et al., Hardware/Software Co-Design of Elliptic-Curve Cryptography for Resource-Constrained
Applications, 51thACM / EDAC / IEEE Design Automation Conference (DAC), San Francisco, USA,
1-5thof June 2014.

11Druml et al., A Flexible and Lightweight ECC-Based Authentication Solution for Resource Constrained
Systems, 17thEuromicro Conference on Digital System Design (DSD), Verona, Italy, 27-29thof August 2014
(under review).

ix



secure Near Field Communication (NFC) interface for everyday electronic devices12,13.
This interface employs the electrical power emitted by the reader to provide a zero-energy
communication interface and to support a zero-energy standby mode for the targeted
electronic device.

The research carried out during this doctoral thesis opens up possibilities for further
research topics in the fields of hardware / software design evaluation and of power man-
agement. Since the effects of the deep-submicron manufacturing process’ variability on
hardware and software is becoming a major issue, the emulation-based design evaluation
framework in this thesis could be enhanced with process variability parameters, which
would enable variability-aware software evaluations. The findings presented in this thesis
could also be used in the field of power and thermal behavior analysis of 3D-integrated
circuits. Since heat sinks of 3D-integrated circuits are implemented differently, software
running on these chips must be aware of this fact in order to prevent harmful thermal
hot spots. In addition to these design analysis techniques, power management of future
environmental powered and highly integrated circuits offers novel research opportunities.
Prediction-based and estimation-based power management techniques may act (e.g., throt-
tling the smart card CPU) before hazardous peak power consumption or supply voltage
drops happen. Whereas, state-of-the-art power management techniques that are currently
used are only able to react after a peak power consumption or a supply voltage drop have
been detected.

12Druml et al., NIZE - A Near Field Communication Interface Enabling Zero Energy Standby for Ev-
eryday Electronic Devices, 8thInternational Conference on Wireless and Mobile Computing, Networking
and Communications (WiMob), Barcelona, Spain, 8-10thof October 2012.

13Druml et al., A Zero-Energy NFC Solution for Everyday Electronic Devices, e & i Elektrotechnik und
Informationstechnik, November 2013.
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Glossary

Hardware Emulation
Hardware emulation is a technique that integrates a hardware design into a reconfigurable (e.g.,
FPGA-based) prototyping platform in order to permit the functional testing of a design-under-test
including its firmware. This way both hardware and software can be evaluated in a realistic setting.

Power Emulation
Power emulation extends the hardware emulation technique with power sensors and corresponding
power models in order to retrieve estimated power analysis data of the design-under-test.

Supply Voltage Emulation
Supply voltage emulation extends the hardware emulation and power emulation approaches with
a model of the design-under-test’s power supply network. Thus, design-under-test’s supply voltage
behavior can be estimated directly by the hardware.

Vulnerability
Vulnerability in the context of electrical engineering describes a certain inability of a system to
withstand the effects of an attack in a hostile environment.

Fault Attack
A fault attack is an intentional manipulation of the integrated circuit or its state, with the aim of
provoking an error within the integrated circuit in order to move the device into an unintended
state. The goal is to access security critical information or to disable internal protection mecha-
nisms.

Error
An error defines a deviation between the expected behavior and the actual behavior of a given
system. Errors are caused by faults that were activated.

Smart Card
A smart card is a device with an integrated circuit that includes its own memory and central pro-
cessing unit. Apart from a standard contact-based interface, it can also be powered contactlessly
by means of an alternating and modulated magnetic field, through which contactless communica-
tion is also enabled.

System-on-Chip
A System-on-Chip (SoC) represents an integrated circuit integrating all circuits and electronics
(such as analog, digital, mixed-signal, or RF components) necessary for a system on a single chip.

xvii





Chapter 1

Introduction

1.1 Motivation

1.1.1 Computational Performance Development - The Sixth Paradigm

Raymond Kurzweil, author, inventor, futurist, and director of engineering at Google Inc.,
portrayed in his book ”The Singularity Is Near: When Humans Transcend Biology”,
published in 2005, an exponential progress of human evolution [1]. Currently, major in-
novations are made approximately every ten years. However, the time between major
innovations is decreasing rapidly. Kurzweil predicts that a so-called point of singularity
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Figure 1.1: Exponential computational performance growth according to [1]. Obtained with
changes from [2].
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Figure 1.2: Integrated processing engines and power consumption trends of consumer portable
SoCs. Obtained with changes from [3].

will be reached once technical progress exceeds the human capability to comprehend it.
Apart from the field of computation performance, exponential development trends are
experienced in various other fields, such as miniaturization of mechanical devices, DNA
sequencing costs, data traffic, solar energy generation, etc. The exponential growth of
computation performance and integrated circuits, which has been postulated by Gor-
don Moore in 1965, is depicted in Figure 1.1. Kurzweil extended Moore’s vision and
classified the historical computational performance trend into five paradigms starting in
1900: electromechanical, solid-state relays, vacuum tube, transistor, and integrated circuit
technologies. He predicted that by around the year 2020 computational resources worth
$1,000 will compare to the performance of a human brain. However, at the same time,
the semiconductor industry expects to reach the limits of miniaturization in integrated
circuit technology. The technology that follows integrated circuits and ushers in the sixth
paradigm is still unknown, but nanotube circuits, optical-, quantum-, or DNA-computing
are promising candidates according to Kurzweil.

1.1.2 Challenges in Integrated Circuit Technology

Figure 1.2 highlights, according to the International Technology Roadmap for Semiconduc-
tors (ITRS) [3], the complexity trends in the field of consumer portable System-on-Chips
(SoCs) represented in terms of implemented processing engines (i.e., special purpose pro-
cessors such as cryptographic cores) and the SoC’s expected dissipated electrical power.
While the number of embedded processing engines should increase exponentially as pre-
dicted by Moore and Kurzweil, ITRS expects the power consumption to increase by a linear
factor. This linear power consumption development can be explained by the increasing
power awareness of software and hardware engineers, adoption of low-power integrated
circuit designs, and advantages gained from scaling the CMOS technology. In [17], Borkar
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outlines the main goals and achievements when performing a scale of one technology gen-
eration by means of the scaling theory:

• a reduction of the gate delay by 30% results in an increased operation frequency of
about 43%,

• the vertical and lateral dimension decrease by 30% which results in a doubling of
the transistor density,

• and a 65% reduction of energy per transistor switching activity is achieved which
saves 50% of the power.

However, due to the physical limits of photolithography, which is used during the pho-
tomask fabrication process of semiconductors, integrated circuit scaling is becoming more
difficult and more expensive. Apart from these costs, there are three other crucial is-
sues that grow in size as the size of transistors is reduced. First, static leakage power
consumption increases due to the reduction of the gate oxide thickness that allows more
electrons to tunnel through this gate oxide to the substrate. Second, the variability of the
manufacturing process increases which affects, among others, the performance and power
consumption behavior of the manufactured chip. Third, external influences such as alpha
particles, neutrons, or temperature, may charge nodes and hence cause memory cells or
logic latches to flip, which is called a ”single event upset”. As outlined by Borkar in [4]
and as illustrated in Figure 1.3, the semiconductor industry is facing an 8% increase of sin-
gle event upsets from one manufacturing technology to the subsequent smaller one. Chips
produced by means of deep-submicron (e.g., 16nm) manufacturing techniques, are approx-
imately 130 times more susceptible to these external influences compared to the 180nm
manufacturing technique. Single event upsets in memories can be detected and corrected
by means of hardware integrated parity checks and error correction codes. However, if
flip-flops are affected, single event upset detection and correction is difficult. Undetected
and uncorrected single event upsets are especially dangerous in the field of secure and
dependable embedded systems, because reliable operation should be provided even under
faulty hardware conditions.
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1.1.3 Verification Trends in The Semiconductor Industry

Test and verification are essential in order to cope with the issues previously mentioned
regarding the ever advancing complexity and scaling trends in integrated circuits. Fig-
ure 1.4 highlights the recent trends in the field of design verification in the semiconductor
industry, according to [5] and the 2012 Wilson Research Group study. The left graph de-
picts the usage ratio trend of emulation-based and hardware accelerated design techniques
during an Application Specific Integrated Circuit (ASIC) development process. This ratio
increased by 117% between the years 2007 and 2012. Considering that complexity and cir-
cuit sizes of novel ASIC developments have shown a steady increase, emulation-based and
hardware accelerated verification methods are employed frequently in order to cope with
the increasing computation time of simulation-based verification approaches. The right
graph of Figure 1.4 illustrates the ASIC development effort in terms of mean peak number
of design engineers and verification engineers involved per project. Although design com-
plexity and circuit sizes have increased according to Moore’s law, the development effort
has increased only slightly. This can be explained by the adoption of internal and external
Intellectual Property (IP) cores as well as automation-based productivity improvements.
However, the peak mean number of verification engineers has increased by a significant
75% during these five years, which approximately equals the amount of design engineer-
ing effort invested. This trend stresses the need for hardware accelerated evaluation and
verification tools that can be used during early product development phases: the earlier
design flaws are detected, the lower the cost are to resolve them.
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Figure 1.4: Recent trends in the field of design verification in the semiconductor industry. Ob-
tained with changes from [5].

1.1.4 Motivational Example: Contactless Reader / Smart Card System

The number of battery-powered RFID and Near Field Communication (NFC)-based sys-
tems has increased significantly over the last few years. The left diagram of Figure 1.5
illustrates a typical setup of a mobile and contactlessly powered reader / smart card sys-
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tem. The reader device emits an alternating magnetic field that is used to power by
electromagnetic induction the smart card and to transfer data by means of modulation.
Such reader / smart card systems can be found in our everyday life, e.g., in the fields of
access control, payment, loyalty and coupons, health care, logistics. According to a market
study recently published by IDTechEx (cf. [18]), the market value of RFID-based devices,
applications, and services will increase from $9.2 billion to $30.4 billion between the years
2014 and 2024. Due to this omnipresence and market penetration, security and power
awareness are important concerns in order to make these systems viable for use and cost
effective to operate. As illustrated by the right graph of Figure 1.5, contactlessly powered
reader / smart card systems are very constrained in terms of available electrical power,
computational resources, and chip size. During the smart card’s peak power consumption
(caused, e.g., by a high power consuming cryptographic algorithm), the supply voltage that
is provided by the magnetic field may drop below a hazardous threshold, which may hence
disrupt the smart card’s operational stability if not handled properly. Due to these power
supply constraints, reader devices commonly use high magnetic field strengths in order
to allow a smart card to work properly. As a consequence, this approach limits a mobile
reader’s battery lifetime drastically. In addition, since a contactless communication link
is used, security related threats exist, such as eavesdropping, man-in-the-middle attacks,
etc. Testing security features of individual components during the product development
phases may not be sufficient to cope with state-of-the-art security attacks: multi-attacks
that are conducted on both reader and smart card simultaneously could bypass security
precautions. Artificially injected faults within the reader could influence the smart card’s
power supply and, as a consequence, affect the smart card’s operational stability. In ad-
dition, significant power consumption changes provoked by intentionally injected faults
may disclose security relevant countermeasures, such as hardware resets or security traps.
Because of these power and security threats, it is imperative that engineers are provided
with fast and accurate power as well as security evaluation methodologies at system level
during early product development phases.
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consumption may cause hazardous supply voltage drops. Obtained with changes from [6].
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1.2 Design Evaluation Framework for Secure and Low-Power
Embedded Systems

1.2.1 The META[:SEC:] Project

This thesis is part of the ”Mobile Energy-efficient Trustworthy Authentication Systems
with Elliptic Curve based SECurity” project - META[:SEC:]1, which is a collaborative
research project of the Graz University of Technology, Infineon Technologies Austria AG,
and Enso Detego GmbH. The META[:SEC:] project features the research topics Design
Evaluation Framework, Power Optimization Techniques, Security and Dependability Con-
cepts, and Development Toolbox for Power Optimization with a focus on secure and con-
tactless reader / smart card systems, as depicted in Figure 1.6. This doctoral thesis places
emphasis on the first topic and regards additional research questions from the second and
third topics.
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Figure 1.6: The META[:SEC:] project covers power and security topics in the research field of
contactlessly powered reader / smart card systems.

1Funded by the Austrian Federal Ministry for Transport, Innovation, and Technology under the FIT-IT
contract FFG 829586.
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1.2.2 Problem Statement

Designing and developing integrated circuits and embedded systems is complex and re-
quires a high amount of test and verification effort, especially in the application field of
resource constrained, secure, and dependable embedded systems. This doctoral thesis con-
siders important issues that emerge when developing such secure and low-power embedded
systems. These issues can be summarized as follows:

• Exponentially increasing integration density and complexity trends of integrated
circuits affect power consumption and fault sensitivity negatively

• Dependability issues arise due to the increasing fault sensitivity of deep-submicron
manufactured integrated circuits

• Exhaustive test and verification coverage of novel designs is difficult to achieve due
to the exponentially increasing design complexity

• Simulation-based analysis of complex integrated circuits can increase the amount of
calculation time needed to a point where getting results in a reasonable amount of
time is unfeasible

• Lack of comprehensive hardware accelerated non-functional (power, supply voltage,
etc.) analysis data during an integrated circuit’s early design phases

• There are unexploited system-level power and security optimization potentials in the
application field of secure and low-power embedded systems, such as reader / smart
card systems

1.2.3 Contributions and Significance

This doctoral thesis provides the following two major contributions:

1. Design Evaluation Framework for Secure and Low-Power Embedded Systems: A
comprehensive, hardware emulation-based, and simulation-based design evaluation
framework is presented that permits engineers to evaluate not just hardware and
software designs but also complete system designs during early design phases. Design
flaws can be detected and resolved and design optimizations can be evaluated early
on, before the tape-out. Model-based analysis units are employed in order to evaluate
functional and performance behavior, as well as their impact on power consumption,
supply voltage levels, and thermal behavior. Furthermore, fault injection techniques
are featured in order to carry out security and dependability analyses.

2. Exploration of Innovative Power and Security Optimizations: The design evaluation
framework that is presented is used to explore innovative power management and
security optimization techniques in the field of contactlessly powered reader / smart
card systems. First, a smart card power management optimization technique is pro-
posed that estimates power consumption and magnetic field supplied voltage levels
and counteracts hazardous situations that are detected, such as peak power consump-
tion and supply voltage drops, by means of throttling the smart card’s processor core.
Second, a system-level power optimization approach is explored and proposed. This
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approach adapts the reader emitted magnetic field strength depending on the smart
card’s instantaneous power requirements. Third, optimization techniques are eval-
uated that permit a feasible integration of asymmetric cryptography into resource
constrained systems.

Based on the insights gained from evaluating embedded systems featuring Near Field
Communication, a prototype of a secure Near Field Communication interface is
presented that can be integrated into everyday electronic devices. This interface
employs the reader emitted electromagnetic power in order to provide a zero-energy
communication interface and to support a zero-energy standby mode for the targeted
electronic device. Furthermore, this interface can be used in industrial applications
and it enables secure configuration, monitor, and control tasks of the electronic
device.

1.2.4 Structure of the Work

This thesis is structured as follows. Chapter 2 gives an introduction into the related work.
First, selected research work is reviewed covering the topic of design analysis frameworks.
Second, power and supply voltage analysis techniques are presented as well as dedicated
management methods. Finally, an introduction into the analysis techniques of secure
and dependable embedded systems is given. In Chapter 3, the novel design evaluation
framework for secure and low-power embedded systems is introduced. Furthermore, it is
demonstrated how this analysis framework is used in order to explore and propose novel
power and security optimization techniques for contactless reader / smart card systems.
Finally, the secure industrial Near Field Communication Interface for everyday electronic
devices is presented. In the subsequent Chapter 4, result data is presented which was
gained from the usage of the design evaluation framework while analyzing and optimizing
embedded system designs, particularly contactless reader / smart card systems. This is fol-
lowed by Chapter 5, which concludes the doctoral thesis and outlines prospective research
possibilities. Finally, Chapter 6 presents a collection of publications, which represent the
detailed technical foundation of this doctoral thesis.



Chapter 2

Related Work

This doctoral thesis is based upon the foundation outlined in this chapter and covers three
important fields of research. First, functional design analysis frameworks are presented.
Then, an introduction into power analysis, which also includes supply voltage and thermal
analyses, and power management is given. The last part covers the important field of
security as well as dependability aspects in embedded systems. Finally, this chapter is
concluded by a short summary and a compilation of contributions and improvements
provided by this doctoral thesis.

2.1 Functional Design Analysis Frameworks

Functional design analysis can be performed during various design stages and at vari-
ous abstraction levels. As an example, high-level SystemC-based evaluation frameworks
that were used for design exploration tasks were presented by the authors in [19] and
[20]. Such simulation-based methods are widely used for design analysis, test, and ver-
ification purposes. However, if design complexity, circuit size, and test periods rise, the
amount of calculation time needed may increase to a point where getting results in a
reasonable amount of time is unfeasible. In order to avoid such time-intense calculations,
the functional hardware emulation technique can be considered. Hardware emulation is a
technique that integrates the design-under-test, which must be available in a synthesizable
hardware description language, into a prototyping platform (e.g., FPGAs). By using this
FPGA hardware support, a major performance increase can be achieved compared to the
simulation-based methods. In [21], the authors outlined this advantage. They demon-
strated an increase in speed of more than 106 compared to the simulation-based approach.
One of the first hardware emulation-based approaches, which was used to verify the func-
tionality of the K5 processor, was presented by the authors in [22]. An emulation-based
Multi-Processor System-on-Chip (MPSoC) hardware / software evaluation framework was
presented in [23]. In the case of big scale embedded systems, such as Multi- and Many-Core
processor systems, a multi-FPGA emulation approach can be employed, as described by
the authors in [24] and [25]. Further emulation-based design analysis frameworks focusing
especially on Network-on-Chip (NoC)-based systems were presented, e.g., in [26] and [27].

10
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2.2 Power Analysis and Management

Due to the fact that integrated circuits and embedded systems grow in complexity ex-
ponentially, power analysis and power management represent important fields of research
when it comes to coping with the increasing consumption of power. If not handled properly,
power mismanagement may cause reduced battery-lifetime in mobile embedded systems,
supply voltage drops that harm the operational stability, and increased thermal stress that
reduces the reliability of electronics.

2.2.1 Power Analysis

Thanks to the increasing power-awareness in the embedded systems industry, power analy-
sis has become an essential technique to determine the power consumption of electronic
circuits. Power analysis techniques can be classified into two major fields: measurement-
based and estimation-based techniques. While the measurement-based approach delivers
very accurate results, it requires expensive equipment, a manufactured prototype of the
targeted electronic circuit, and thus can only be used at a late stage of the product devel-
opment cycle.

In contrast to measurement-based analysis, the estimation-based power analysis can be
performed early on in the product development cycle. Estimation-based approaches can be
categorized into simulation-based and hardware accelerated methods, and can be carried
out at arbitrary abstraction levels. The work of Bergamaschi et al. [28] can be highlighted
as an example of simulation-based power-analysis. The authors presented a model-based
methodology to simulate the power and performance behavior of a multi-core processor
system. However, simulations of large integrated circuits at low abstraction levels may lead
to a significant amount of computation time. To cope with these time-intense computa-
tions, the hardware acceleration approach can be used, which integrates the synthesizable
analysis algorithm into hardware, e.g., FPGA prototyping platforms. In [29], Joseph and
Martonosi demonstrated a hardware accelerated approach, which employed performance
events and corresponding performance counters to estimate the power consumption of mi-
croprocessors. Performance events (e.g., cache miss, pipeline stall) were then mapped to
power estimates by means of a power model. The power emulation methodology, which
was coined by Coburn et al. in [30], estimates the power consumption of a dedicated
design-under-test hardware accelerated at register-transfer-level with the help of power
macromodels. Both, design-under-test and power models are integrated into an FPGA.
Power estimates can be gathered for each clock cycle, but a significant hardware overhead
is introduced. This power emulation method can also be adapted for higher abstraction
levels in order to reduce the hardware overhead, as presented by Genser et al. in [31].
Power sensors were used to monitor component states (e.g., read memory, write memory,
cache hit) of the design-under-test. A system-level power model then maps the moni-
tored component states to power estimates. The system-level power models used in this
approach are generated during a time consuming gate-level-based power characterization
process. Still, this prolonged characterization process can be carried out automatically for
any synthesizable hardware design, as demonstrated by Bachmann et al. in [32].
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2.2.2 Supply Voltage Analysis

During the past few decades, the number of integrated transistors has increased exponen-
tially. In order to cope with the resulting power consumption increase, supply voltage
levels of hardware designs have been decreased. However, the trend of low supply volt-
age levels and increasing numbers of simultaneously switching transistors, introduced a
major problem. According to (2.1), a changing electrical current di/dt provokes a voltage
across an inductance L which is defined by the hardware’s pins and wires. As the authors
highlighted in [33], this induced voltage makes the hardware prone to voltage drops, es-
pecially if the hardware’s supply voltage is low. As a consequence, state-of-the-art power
supplies need to be designed properly to cope with this supply voltage drop issue that is
also referred to as the ”di/dt problem”.

v(t) = L · di
dt

(2.1)

Devices that harvest energy from the environment face additional threats concerning
their supply voltage, because the amount of electrical energy generated is very limited.
In the case of contactlessly powered smart cards, energy is harvested from alternating
magnetic fields and is buffered within capacitors. As a consequence, the smart card’s
supply voltage fluctuates depending on its power consumption and the electrical power
that is provided by the environment. If the smart card’s power consumption exceeds a
certain limit or if the environment provided power does not suffice, the smart card’s supply
voltage will drop. If this supply voltage level drops below a hazardous threshold, the smart
card’s operational stability will be lost because the transistors will not be able to switch
states as quickly as expected by the timing of the chip. Thus, it is imperative that energy
harvesting-based embedded systems are aware of the supplied power, the consumed power,
and the resulting voltage level.

Supply voltage analysis can either be done during design-time or during run-time.
During run-time, for example, on-die circuits can be used in order to measure and detect
hazardous voltage variations, as demonstrated in [34]. Analog-to-digital converters, cf.
[35], and voltage comparators, cf. [36], are further methods that are commonly used
in integrated circuits and embedded systems. A simulation-based analysis method, which
models a power supply network, was presented by the authors in [33]. An emulation-based
approach, which can be used during early phases of the design process, was presented by
Genser et al. in [37]. The authors integrated model-based analysis units along with
the design-under-test, a contactlessly powered smart card, into an FPGA prototyping
platform. Thus, supply voltage estimates were gathered hardware accelerated for each
clock cycle.

2.2.3 Dynamic Power and Supply Voltage Management

Dynamic power management comprises of techniques to adapt a system’s power con-
sumption during run-time. Dynamic power management methods commonly use an ob-
server / controller approach, as summarized by Benini et al. in [38]. An observer moni-
tors the system’s power consumption, performance, load of computation, etc., while the
controller adapts certain system parameters based on the information gathered by the
observer. For this control purpose, a variety of control algorithms has been previously
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evaluated. One of the most commonly used control algorithms dynamically scales the
system’s voltage and frequency parameters (DVFS). According to (2.2), such voltage and
frequency parameter adjustments have a cubic dynamic power consumption impact on a
CMOS-based system. However, the system’s clock frequency f(t) is degraded in a linear
way. In addition, voltage and frequency cannot be assigned arbitrary values: for a given
frequency value, a minimum voltage level is required for the integrated circuit to operate
properly.

P (t) ≈ v(t)2 · f(t) (2.2)

A vast set of different observer methods were proposed and implemented in the past. A
very commonly used technique is the definition and modeling of power states. For example,
an embedded system may define an idle state and a run state. When the system transitions
from run to idle state, unused system components may be switched off completely or may
be reduced in their clock speed, which results in a reduced total power consumption.
Other observer implementations use, for example, analog-to-digital converters or analog
comparators. If a peak power consumption or a supply voltage drop is detected, the
system’s clock is throttled or paused completely until the emergency is resolved. However,
the sensor delay represents a drawback that limits the efficiency of these approaches.

Apart from observer / controller techniques, decoupling capacitors, asynchronous, or
semi-asynchronous architectures can be used in order to shape the electrical current and
thus reduce peak power consumption and supply voltage hazards, cf. [39]. In [34], the
authors employed on-die circuits to inject electrical currents of up to 100 mA into nodes
that faced supply voltage drops. A predictive-based method was presented by Reddi et
al. in [40]. Initially, signatures (e.g., micro architectural events such as cache misses, pro-
gram path sequences) of software programs which caused hazardous supply voltage drops
were collected. During run-time, live signatures are compared to the saved emergency
signatures. If a match is found, the processor is throttled in order to resolve the emer-
gency situation that was identified. This technique detected 90% of the tested emergency
situations but introduced a high amount of overheads.

For the case of energy harvesting-based embedded systems, such as RF-powered con-
tactless smart cards, a proper power and supply voltage management is crucial: sharp
power consumption changes of the smart card’s electronics may cause hazardous supply
voltage drops. This harmful voltage drop behavior is demonstrated by Haid et al. in [41]
by means of a simplified smart card power supply model. The authors stress the need
for power and supply voltage management implementations that take into account the
characteristics and sensibilities of such reader / smart card systems. In [11], Wendt et
al. presented a time discrete model of a smart card power supply network. This model is
used for the detection and counteraction of power and supply voltage emergencies caused
by critical source code regions (e.g., calculation intense cryptographic algorithms).

2.2.4 Thermal and Reliability Analysis

The steadily increasing power consumption trend of recent and future embedded systems,
cf. International Technology Roadmap for Semiconductors [3], is a major concern. Since
an integrated circuit’s consumed power is converted into heat, system engineers have to
cope with increasing thermal stress and reliability issues. In [42], the author outlined the
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hazardous impact of temperature on a hardware’s reliability: with increasing temperature,
the reliability, i.e. mean time to failure (MTTF), decreases exponentially. Atienza et al.
presented in [43] reliability aware design approaches. The authors optimized a compiler’s
register allocation algorithm. By achieving a spatial and temporal distribution of register
accesses, thermal hot spots were reduced. As a consequence, the register file’s MTTF was
increased by 20 %. In [44], the authors presented a hardware emulation framework that is
used to estimate functional, power, and thermal behavior of SoCs. The thermal behavior
was calculated in software with the help of the tool HotSpot. HotSpot, which estimates the
temperature behavior of individual SoC components by means of their power consumptions
and a thermal model, was introduced by Skadron et al. in [45]. The authors employed
the duality of heat transfer and linear electrical circuits: a heat transfer problem can be
transformed into an equivalent RC circuit that is then solved by means of an ordinary
differential equation solver.

2.3 Security and Dependability Aspects of Embedded Sys-
tems

Today, secure and dependable embedded systems are omnipresent in our everyday life.
They can be found in electronic devices and applications, such as, credit cards, cars,
airplanes, etc. According to Avizienis et al. in [46], important attributes of secure
and dependable embedded systems are: availability, reliability, safety, confidentiality, in-
tegrity, and maintainability. This chapter summarizes the latest developments in the fault
injection-based analysis techniques of secure and dependable embedded systems and out-
lines recent security threats and measures in the field of RFID and NFC-based embedded
systems.

2.3.1 Security and Dependability Analysis

Security and dependability analysis aims at achieving confidence in the capability to de-
liver a service that can be trusted, as coined by Avizienis et al. in [46]. However, given
the increasing cost and time-to-market pressure of novel embedded system developments,
a high analysis and test coverage is difficult to achieve. Yet, exhaustive test and verifi-
cation is particularly important in the field of dependable and secure embedded systems:
reliable operation should be provided even under faulty hardware conditions. In [47] and
[48], the authors stress the challenges during the design phase when developing secure
embedded systems. The authors underline the importance of supporting system engineers
with proper security-test and dependability-test capabilities during early design phases.
For this purpose, fault injection is a commonly used test approach: the reliable execution
of a secure or dependable application is tested whilst being affected by faults. This fault
injection method can be used during arbitrary product development phases.

During the design specification and concept phase, fault injection can be applied to
high-level SystemC models. Rothbart et al. presented in [49] a high-level SystemC-
based fault injection framework. The authors carried out attack simulations targeting
secure smart card designs. Further SystemC fault injection techniques were presented, for
example, by the authors of [50] and [51].
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During the embedded system’s design phases, as soon as the hardware is available in
a hardware description language, faults can be either injected by simulation or by emula-
tion on FPGAs. Simulation-based fault injection tools and methodologies were introduced
by the authors in [52] and [53]. Further research work regarded modular fault injection
controllers (cf. [54]), improvements to fault injection rates (cf. [55]), automated saboteur
as well as mutant placement (cf. [56]), and enhanced multi-level approaches (cf. [57]).
Rahimi et al. evaluated in [58] the vulnerability of the LEON3 SoC’s instructions while
varying temperature and voltage parameters by means of calculation intense gate-level
simulations. On the one hand simulation-based fault injection methods are flexible and
easy adaptable, but on the other hand, they lack fault injection speeds. A major accel-
eration can be gained by using hardware emulation-based evaluation and fault injection
techniques, as highlighted by the authors in [55] and [59]. An industrial and highly paral-
lelized fault emulation approach was presented in [60]. Multiple fault emulation platforms
were used simultaneously to maximize the fault injection rate. Kasper et al. presented in
[61] a versatile emulation-based fault injection platform focusing on secure embedded de-
vices. The authors successfully demonstrated a full key recovery from a contactless smart
card that featured a Triple-DES security algorithm. Another FPGA-based development
platform targeting RFID tags was presented by Plos et al. in [62]. This development
platform was used particularly for implementing and evaluating security related attacks.

If the manufactured hardware is available, faults can be injected either by software
(e.g., corruption of memory images) or by external sources, such as heat, radiation, volt-
age variations. Software-based fault injection tools, such as FIAT or FERRARI, were
presented in [63] and [64] respectively. In [65], the authors used heat as a source in order
to successfully attack and take over JAVA virtual machines.

Apart from pure functional analyses during faulty hardware conditions, an embedded
system’s power profile also represents important side-channel information. Security related
evaluation methodologies, such as Simple Power Analysis (SPA) and Differential Power
Analysis (DPA), can be employed to extract an embedded system’s internal secrets, as
summarized by Mangard et al. in [66]. In addition, significant power profile changes
caused, for example, by an injected fault can reveal security relevant countermeasures,
such as hardware resets or security traps, while executing security critical code regions.
As an example, Krieg et al. presented in [67] an emulation-based methodology which
permits power related and fault related security and dependability evaluations.

2.3.2 Security Threats and Measures in Smart Card and RFID Appli-
cations

Security controllers embedded in smart cards and RFID-based devices are deployed in
many markets in order to protect our privacy and to secure sensitive data. Smart card-
based systems are used in government applications (e.g., national IDs, e-passports, e-health
insurance cards), access control systems, mobile phones (subscriber identification module),
mobile payment applications (credit cards, public transport systems, NFC applications),
etc. An overview of various vulnerabilities of such electronic devices that feature RFID
and NFC was summarized by Haselsteiner et al. in [68], by Hutter et al. in [69], and by
Mangard et al. in [66]. For instance, the authors successfully demonstrated writing faulty
values into the RFID tag’s memory after a security attack was carried out. In [70] and
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[71], the authors successfully attacked secure RFID and NFC tags by means of differen-
tial power analysis, differential electromagnetic analysis, and remote side-channel analysis.
Further identified security threats are, for example, eavesdropping, man-in-the-middle at-
tacks, and data manipulation attacks. Cryptographic algorithms are commonly employed
in order to cope with the highlighted security threats. In [72] and [73], the authors eval-
uated various cryptographic algorithms (Secure Hash Algorithm, Advanced Encryption
Standard, Elliptic-Curve Cryptography, etc.) regarding their security strengths and re-
source requirements. On the one hand, AES shows low resource requirements, but on
the other hand, it suffers from being a symmetric cryptographic approach and the need
for carefully implemented key distribution mechanics. ECC, which is an asymmetrical
cryptographic method, requires significantly higher resources, but overcomes the key dis-
tribution problem of symmetric methods. In [74], [75], and [76], the authors give detailed
recommendations regarding key sizes of various symmetric and asymmetric cryptographic
methods. As an example, in order to achieve a targeted security level that is equivalent to
a symmetric key size of 112 bits, an ECC key size of 224 bits is suggested. Compared to
RSA’s required key size of 2048 bits, ECC is more suitable to be integrated into resource
constrained embedded systems due to the smaller key sizes. Aigner et al. demonstrated in
[77] that a low-cost ECC coprocessor can be feasibly integrated into resource constrained
embedded systems, such as smart cards. Further ECC implementations for resource con-
strained embedded systems were presented, for example, by the authors of [78], [79], and
[80]. A detailed comparison, which focused on resource consumption and performance,
of ECC implementations targeting three famous embedded processors (8-bit Atmel AT-
mega, 16-bit Texas Instruments MSP430, 32-bit ARM Cortex-M0+) was carried out by
Wenger et al. in [81]. However, if not implemented carefully, ECC can be vulnerable to
side-channel attacks, as outlined by the authors in [82].

2.4 Summary and Difference to the State-of-the-Art

Functional design analysis is a well-known technique for verifying the functional behavior
of a design-under-test. Hardware emulation-based analysis methods are commonly used to
accelerate analyses of large designs. However, recent emulation-based analysis approaches
only cover non-functional design and application issues, such as power consumption haz-
ards or supply voltage alterations, to some extent. Yet, such non-functional analysis is
especially important in the field of power sensitive and resource constrained embedded
systems, such as contactless RF-powered smart cards: a drop in power supply, caused for
example by a card movement within the magnetic field, can hazardously impact the smart
card’s functional behavior. Moreover, in the field of secure contactless reader / smart
card systems, research concentrated on isolated design analysis. System-level challenges
and optimization possibilities (e.g., power consumption, security features) resulting from
the wireless connection and interaction between the reader and a contactless smart card
have been investigated sparsely. The security-related and dependability-related emulation-
based and simulation-based research work that is presented here insufficiently evaluates,
apart from operational robustness, power consumption and supply voltage trends during
faulty hardware and faulty environmental conditions. In addition, most of the related
work regards only single fault event evaluations. As the author highlights in [83], proper
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security and dependability evaluations require more complex fault models that cope with
intentionally injected multiple faults.

This doctoral thesis aims to address these highlighted gaps in literature and related
work. With respect to the goals defined in Section 1.2.3, this doctoral thesis makes the
following contributions:

• Introduction of a comprehensive emulation-based and simulation-based design eval-
uation framework for secure and low-power integrated circuits and complex embed-
ded systems. Hardware / software designs can be explored and evaluated respecting
functional and crucial non-functional properties (e.g., power, supply voltage, tem-
perature, performance) simultaneously.

• Introduction of a system-level emulation-based analysis approach which is exempli-
fied by means of a secure contactless reader / smart card system.

In addition, this doctoral thesis establishes the following supplemental advances to
recent related work:

• Exploration and proposal of innovative power and security optimizations for the
application field of secure contactless reader / smart card systems.

• Introduction of a secure NFC interface for everyday electronic devices which enables
a zero-energy standby paradigm.



Chapter 3

Design Evaluation Framework for
Secure and Low-Power Embedded
Systems

3.1 Overview

For integrated circuits and embedded systems, the evaluation of hardware and software
designs during early product development phases is essential: the earlier design flaws can
be detected, the lower the costs are to resolve these flaws. The framework, techniques, and
tools proposed in this chapter aim at improving this crucial evaluation and verification
process. Figure 3.1 gives an overview of the contributions provided by this doctoral thesis,
which are divided into four phases. While this chapter intends to give an outline of
the contributions, Chapter 6 provides detailed information by means of the appended
publications.

Phase one initiates the research topic of this doctoral thesis. This initial phase, de-
scribed in Section 6.1, outlines the vulnerabilities and analysis methods of secure and
low-power embedded systems. In phase two, further introductions to the emulation-based
analysis techniques (power emulation, supply voltage emulation, performance evaluation,
security evaluations) and their application in the field of industrial embedded systems
are provided through Section 6.2. The comprehensive emulation-based design evaluation
framework, which employs model-based analysis units, is presented in detail in Section 6.3.
This framework enables an engineer to test hardware and software designs with regards to
functional and performance behavior, as well as their impact on power consumption and
supply voltage levels. In Section 6.4, the proposed design evaluation technique is enhanced
in order to take into account the crucial system aspect related to complex embedded sys-
tems, such as reader / smart card systems. In a further step, this emulation-based design
evaluation methodology is extended with fault injection functionality, which is presented
in Section 6.5. This approach particularly improves the analysis capabilities for secure
and dependable embedded systems. Although emulation-based techniques deliver accu-
rate analysis results for each clock cycle, these techniques lack in flexibility. Therefore,
a flexible high-level SystemC-based framework is proposed in Section 6.6, which enables
fast but less accurate design analyses, focusing on reader / smart card systems.

18
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Figure 3.1: Doctoral thesis’ four phases of contributions and the corresponding publications.

With the help of these emulation-based and simulation-based design evaluation tech-
niques, this doctoral thesis’ third phase is introduced: system-level power (Section 6.7
and Section 6.8) and security (Section 6.9 and Section 6.10) optimization techniques are
explored for reader / smart card systems.

During this thesis’ final phase, an industrial prototype that introduces a secure Near
Field Communication (NFC) interface for everyday electronic devices is presented in Sec-
tion 6.11 and Section 6.12. This interface employs the electrical power of the reader
emitted magnetic field in order to provide a zero-energy communication interface and to
support a zero-energy standby mode for the targeted electronic device.



3. Design Evaluation Framework for Secure and Low-Power Embedded Systems 20

3.2 Design Evaluation Framework

The design evaluation framework that is presented comprises of three parts: design em-
ulation, system emulation, and high-level simulation. This chapter outlines the working
principle of these three approaches.

3.2.1 Design Emulation

Test and verification of hardware and software designs is widely performed by means of
software-based and simulation-based approaches. However, if circuit size and test periods
increase, the amount of calculation time needed can grow to a point where getting results in
a reasonable amount of time is unfeasible. In order to improve test and verification speeds
of hardware designs, the hardware emulation technique can be used. Hardware emulation
integrates a synthesizable hardware design into a reconfigurable prototyping platform (such
as FPGAs), as depicted in Figure 3.2 and described in [22]. However, the main drawback
of this functional hardware emulation approach is the reduced coverage of non-functional
analysis data, such as power consumption, supply voltage, or performance information.
Therefore, this doctoral thesis proposes a comprehensive emulation methodology in order
to simultaneously test and verify the functionality, performance, power consumption, and
supply voltage behavior of a design-under-test. This is accomplished, using an FPGA
as a prototyping platform, by augmenting the design-under-test with data acquisition
units that supply model-based information on power, supply voltage, and performance.
Figure 3.3 illustrates the basic principle of this approach. The FPGA-based test bench is
designed to adapt the model-based analysis models to any specific design-under-test easily.
As the design-under-test and the model-based analysis units are integrated in hardware,
all analysis and verification data can be gathered in real-time and for each clock cycle.
As a consequence, this analysis technique grants a significant increase in speed compared
to simulation-based approaches. The FPGA-based test bench also features peripheral
interfaces (e.g., Ethernet) that are used by a host PC in order to control and setup the
test bench. In addition, all analysis results, whether they are results from functional
testing, performance testing, or power and supply voltage analyses, are transferred to the
host PC for further offline analysis tasks.

The power analysis approach used in this doctoral thesis is based upon the power em-
ulation technique introduced by Coburn et al. in [30] and which was refined by Genser
et al. in [31] for higher abstraction levels. Power sensors monitor the design’s component
states. Each sensor maps the monitored component state xi to a power value ci by means
of a power model. The linear combination of x and cT plus a static power consumption
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Figure 3.2: Hardware emulation principle: description of the hardware design is synthesized in
an FPA board for rapid prototyping and evaluation tasks.
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Figure 3.3: Comprehensive design emulation approach. Functional hardware emulation is aug-
mented with model-based non-functional analysis units. Obtained with changes from [6].

c0 define the total estimated power consumption of the hardware, which is given by (3.1).
The average estimation error ε is defined by (3.2). The parameters x, cT, and c0 are de-
termined during a time consuming gate-level power characterization process. As described
by Bachmann et al. in [32], this process can be performed automatically for any given
hardware design. If a manufactured hardware of the design-under-test is available (e.g.,
an ASIC), the power model can be refined with physical power measurements in order to
decrease the average estimation error ε.

P̂ (x) = c0 +

n∑

i=1

ci · xi = c0 + cT · x (3.1)

P (x) = P̂ (x) + ε (3.2)

Based on the design-under-test’s estimated power consumption, the influence on its
supply voltage can be estimated. Therefore, the electrical current i(t) that is drawn by
the design-under-test, is calculated by means of the estimated power P̂ (x). The supply
voltage behavior is then estimated through a power network model. Due to the fact that
power network models are specific to each design, this model needs to be individually
designed and implemented by the test bench designer.

Performance is analyzed by the design evaluation framework presented here with the
help of hardware performance counters (HPCs): a performance event e (e.g., cache hit,
pipeline stall) is defined by a function f over a set of input signals sn, according to (3.3).
Whenever the input signals sn satisfy the function f , the dedicated performance counter
is incremented. This performance data is then collected and transmitted to the host PC
for further offline analysis tasks. With the help of this HPC analysis data, hardware and
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software problems can be detected, which would for example violate worst-case execution
time or real-time constraints.

e(s) = f(s1, s2...sn) (3.3)

Further details concerning the presented design emulation concept are provided in
Section 6.3.

3.2.2 System Emulation

The design emulation approach presented in the previous Section 3.2.1 permits engineers to
evaluate hardware and software designs with regards to their functional and non-functional
behavior during early design phases. In a further step, fault injection capabilities are added
in order to permit security and dependability analyses. However, evaluating the behavior
of individual components under faulty conditions may not be sufficient when it comes to
distributed secure systems, such as contactless reader / smart card systems. For example,
multi-attacks that are carried out on both smart card and reader simultaneously, could
bypass security precautions. Therefore, this design evaluation technique is enhanced in
order to take into account crucial system aspects related to complex and secure embedded
systems, as illustrated in Figure 3.4.

Figure 3.5 describes the workflow used to setup a system-level emulation test bench.
First, the system-under-test, which must be available in a synthesizable hardware descrip-
tion language, is specified and corresponding security constraints (as well as dependability
constraints) are defined. During the target characterization and modeling phase, power
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Figure 3.4: System emulation approach. The system-under-test functional emulation is aug-
mented with model-based non-functional analysis units and fault injection techniques. Obtained
with changes from [7] and [8].
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Figure 3.5: Setup workflow of a system emulation test bench. Obtained with changes from [7].

and fault models are developed. The system-under-test is then augmented with these gen-
erated models and is synthesized for the reconfigurable prototyping platform during phase
three. The final fault effect analysis phase aims to carry out attack runs and to gather all
functional and non-functional (power consumption, supply voltage behavior, performance,
etc.) trace information for further evaluations.

Security and dependability analysis is performed by evaluating the system-under-test’s
behavior during intentionally injected faults. Injected faults can either be transient or per-
manent and are provoked by adapting the emulated system-under-test in order to integrate
faulty components or fault-inducing modules. This emulation-based fault injection tech-
nique permits high fault injection rates and fast security and dependability evaluations
at the cost of loss in flexibility compared to calculation intense but flexible simulation
methods. Two fault injection concepts, which are based on the work of Grinschgl et al.
[54], are featured:

• A mutant is a replacement of a specific hardware component that behaves identically
to the original hardware until it is triggered. If triggered, the replaced hardware’s
functionality is disturbed according to predefined patterns.

• A saboteur is a small hardware component that interposes a signal line. This sabo-
teur behaves transparently until it is triggered. If triggered, the signal line is dis-
turbed according to predefined patterns.
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In addition to fault injection-based analysis, a hardware’s power consumption also
represents important side-channel information for security evaluation methodologies, such
as Simple Power Analysis (SPA) or Differential Power Analysis (DPA). In order to facilitate
these security evaluation techniques, the system-level emulation power analysis approach
is enhanced with side-channel power analysis capabilities that were originally introduced
by Krieg et al. in [84]. The improved power analysis approach is given in (3.4) and
(3.5). The state-dependent and control-dependent (e.g., crypto core active state) power is
extended with data-dependent (e.g., switching data lines) power dissipation information.
This introduced data dependency permits the highlighted security relevant power analyses,
such as SPA and DPA, which would be infeasible if using only state-based and control-
based power information.

P̂ (x) = c0 +
m∑

i=1

csi · xsi +
n∑

i=1

cdi · xdi (3.4)

P̂ (x) = c0 + cTs · xs + cTd · xd (3.5)

In addition, detailed information regarding the presented system emulation technique
and the involved concepts can be found in Section 6.4 and Section 6.5.

3.2.3 High-Level Simulation

Although the emulation-based design evaluation techniques that have been presented de-
liver fast and accurate analysis results for each clock cycle, they lack in flexibility. Each
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VHDL/Verilog code change needs to be re-synthesized for the targeted reconfigurable pro-
totyping platform, which may be time consuming in the case of large designs or systems.
In addition, these techniques lack the support of engineers during a design’s early concept
and specification phases. This drawback is addressed by the presented high-level, flexible,
and SystemC-based simulation approach, which is described in detail in Section 6.6. The
concept of this approach is illustrated in Figure 3.6. A given high-level system-under-test
is simulated with power consumption and thermal models. Faults can be induced through
software-based fault injectors according to predefined patterns or thermal effect models.
Thus, an innovative and comprehensive design exploration and evaluation framework is
given which can be used during the whole development cycle and which delivers functional,
power, and thermal trace information.

Figure 3.7 presents the workflow used to setup a high-level simulation-based design
evaluation framework for a given design-under-test. This workflow is divided into the four
phases of specification, characterization, modeling, and augmentation. During the initial
specification phase, the design-under-test’s floorplan, packaging, and hardware description
are defined. The level of detail depends, of course, on the progress of the development
process. In addition, security guidelines are specified, with respect to the product’s se-
curity and certification levels. The following characterization phase aims to characterize
the design-under-test’s behavior as accurately as possible. This behavior information is
required to create corresponding models later on. In order to characterize a design-under-
test with regards to its power consumption behavior, the manufacturing technology and
extensive benchmarks are selected. If the hardware design is given in a hardware descrip-
tion language, gate-level simulations are carried out. Power models are then developed
based on the resulting data. If a manufactured hardware of the design is available, physical
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measurements of the hardware’s power consumption are carried out. In addition, fault
injection concepts (e.g., using saboteurs or mutants, where and when to inject faults) and
corresponding fault injection patterns are developed. The third phase aims to assemble
high-level models. First, a high-level SystemC model of the design-under-test is created.
Note, this model’s accuracy and level of detail directly influences the accuracy of the
power and thermal estimations. A power model maps signal and component activity to
power estimates. Its accuracy depends on the number of considered states and signals
and can be improved by considering the physical power measurements obtained from a
manufactured prototype. A thermal model is constructed with the help of packaging in-
formation, floorplan, and the thermal characteristics of the materials used. The resulting
thermal fault effect model takes into account the physical effects caused by heat (e.g.,
electromigration, changes to the critical path delay) and features various fault conditions
such as stuck-at and bit flips. During the final augmentation phase, the SystemC-based
model of the design-under-test is augmented with the power, thermal, and fault effect
models. Furthermore, fault injection units, such as saboteurs and mutants, are integrated
into the design according to the previously developed fault injection concept. After this
final augmentation phase, the design-under-test can be explored and evaluated regarding
functional, power, thermal, and fault behavior.

3.3 Exploration of Optimization Techniques

This doctoral thesis explores and proposes several power and security optimization tech-
niques in the research field of contactless reader / smart card systems. These optimization
techniques are presented in the following sections.

3.3.1 Estimation-Based Power Management for Smart Cards

A typical contactless smart card system consists of a reader device and a smart card, as
illustrated in Figure 3.8. The smart card is powered through an alternating and modulated
magnetic field that is emitted by the reader device. The induced electrical current in
the smart card’s antenna is used to power the smart card’s electronics. The harvested
electrical power is very limited. Therefore, attention must be paid to high average power
consumption, peak power consumption, and card movements within the RF field. These
issues may cause the smart card’s supply voltage to fluctuate. If the supply voltage
drops hazardously below a certain threshold, the smart card’s operational stability is no
longer guaranteed. Therefore, this doctoral thesis introduces an estimation-based power
management technique in order to cope with these hazardous supply voltage drops on the
smart card side.

The principle of the presented management technique works as follows. A power
estimation unit monitors the smart card’s component states (e.g., crypto core active) and
provides power estimation values for each clock cycle. This power estimation principle is
based upon an approach introduced by Genser et al. in [31]. The power estimation values
are then passed to a voltage estimation unit. Within this unit, the voltage that is supplied
to the smart card’s electronics is estimated through a model of the reader / smart card
system’s power supply network. Finally, a power management unit monitors the provided
power and supply voltage estimation values. If the power management unit detects a
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Figure 3.8: Concept of a reader / smart card system. The smart card features estimation-based
power management techniques in order to reduce power emergencies such as hazardous voltage
drops and peak power consumption.

power or supply voltage emergency, the smart card’s processor will be throttled according
to an implemented power management policy.

One of the crucial parts of this approach is the model of the power supply network,
because supply voltage values need to be estimated quickly and accurately. The hardware
accelerated voltage estimation principle presented in this doctoral thesis employs a power
supply model that is simplified through the Thévenin equivalent voltage source principle
(cf. [11]). Thanks to this simplification method, the complex equations of the original
power supply model (cf. [85]) are reduced to a 1storder ordinary differential equation that
is given by (3.6). Thus, supply voltage estimates can be feasibly computed in hardware.

v(t+ 1) =
QC(t) + vi(t)−v(t)

Ri
∆t− i(t)∆t

C
if v(t) < VZ (3.6)

As illustrated in Figure 3.9, vi(t) is defined by the magnetic field and physically related
parameters, such as distance between reader and smart card. Capacitor C buffers electri-
cal energy and the shunt resistor (depicted as a Zener diode for simplification purposes)
limits the voltage v(t), which is supplied to the electronics. The presented model-based
estimation approach permits a hardware accelerated power and supply voltage analysis for
each clock cycle featuring a minimized calculation delay. Thus, power and supply voltage
management with a small control delay is enabled.

Ri ii(t)

iC(t)

i(t)

vi(t) v(t)C

iZ(t)

RCPU(t)

Figure 3.9: Simplified equivalent circuit of a contactles reader / smart card system. Obtained
with changes from [10] and [11].



3. Design Evaluation Framework for Secure and Low-Power Embedded Systems 28

More detailed explanations concerning the presented estimation-based power manage-
ment technique as well as the concepts involved are presented in Section 6.7.

3.3.2 Adaptive Field Strength Scaling

As outlined in the previous section, a contactless smart card is powered by a reader
device through an alternating and modulated magnetic field. The power transferred to
the smart card is limited and depends on several system parameters, such as antenna
designs, antenna output gain, and smart card orientation as well as movement within the
magnetic field. A permanent and sufficient power supply is therefore uncertain. As a
consequence, many Near Field Communication (NFC)-based reader devices are designed
to emit a magnetic field at a maximum possible strength, although a lower field strength
would suffice. However, excessive electrical power is dissipated by the smart card’s shunt
resistor in order to prevent harmful electric surges. Since this power waste decreases
the run-time of mobile battery operated readers, it is of eminent importance to attack
this run-time limiting issue. Furthermore, the strong growth of mobile devices (e.g., NFC
enabled smart phones) and NFC-based applications (e.g., ticketing, payment, e-passports)
makes it a lucrative research field. As a consequence, this doctoral thesis explores and
proposes a power optimization technique for reader / smart card systems called Adaptive
Field Strength Scaling (AFSS). The working principle of AFSS is shown in Figure 3.10.
AFSS is a technique that adapts the strength of the reader emitted magnet field according
to the smart card’s instantaneous power consumption. While the H-Field Static curve
represents currently used approaches of generating a magnetic field of maximum strength,
H-Field Adaptated curve represents the AFSS technique. During periods where the smart
card requires a high amount of electrical power (e.g., due to performing cryptographic
operations), the reader increases the strength of the magnetic field. During low power
consuming periods (e.g., sleep or idle times), the reader decreases the strength of the
magnetic field in order to save electrical power. The presented AFSS technique supports
two different approaches:

• Each type of request sent from the reader to the smart card provokes a specific
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Figure 3.10: Adaptive Field Strength Scaling power saving technique: the magnetic field is
adapted to the instantaneous power requirements of the smart card. Obtained from [12].
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amount of power consumption at the smart card. The reader / smart card system
employs a smart card power model, which is based on this request-based power
knowledge, in order to optimize the magnetic field’s strength for the request that is
currently being processed. This approach can be implemented in software.

• The smart card monitors its instantaneous power consumption and supply voltage
level. If power can be saved or a power starvation situation is detected, the smart
card requests the reader to adapt the magnetic field strength. The reader / smart
card system’s power consumption can be optimized precisely, but hardware modifi-
cations at reader and smart card side are required.

A detailed description of this field strength scaling concept is given by Section 6.8.

3.3.3 Lightweight ECC-Based Authentication

Smart cards are the device of choice in order for providing authenticity and data integrity
in the fields of security related applications. However, it is difficult to integrate state-
of-the-art cryptographic methods in resource constrained systems, such as a contactless
reader / smart card system, and to maintain a high level of flexibility at the same time.
Therefore, this doctoral thesis introduces optimization techniques to permit the feasible
integration of an elliptic-curve-based authentication solution into resource constrained
systems.

In order to facilitate elliptic-curve-based cryptography in a resource constrained sys-
tem, as it is given in Figure 3.11, an optimized ECC-based one-way authentication protocol
is employed. This authentication protocol, which is based on the work of [78] and on the
Diffie-Hellman key exchange method, takes into account the highlighted contactless smart
card power constraints and timing constraints. It computes ECC point multiplications
with the help of Montgomery Domain transformations and employs only x-coordinates.
As a result, it permits a shifting of parts of the computationally intense ECC calcula-
tions from the smart card to the computationally powerful reader device. In addition,
a maximum level of flexibility can be maintained by employing on the smart card side
a state-of-the-art security controller that integrates a small processor core, such as an
Application Specific Instruction-set Processor.
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Figure 3.11: Concept of the lightweight authentication system. Obtained from [13].
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Detailed explanations concerning the presented security optimization techniques are
presented in Section 6.9 and Section 6.10.

3.4 Industrial NFC Interface Prototype

The RFID and NFC technologies can be utilized to implement an electronic device with
an ultra-low or even suppressed standby power consumption by employing an innovative
communication paradigm. Whilst in standby, the targeted electronic device is switched off
completely instead of letting it poll or wait for user activity and hereby wasting electrical
standby energy. Only on demand when the user wants to interact with the electronic
device, it is powered up with electrical energy that is provided by NFC. Based on this
conceptual idea, an industrial prototype of an innovative NFC Interface is presented that
provides a zero-energy communication interface and facilitates a zero-energy standby mode
for the targeted electronic device. The simplified conceptual design of this NFC Interface is
presented in Figure 3.12. Whenever the user starts interacting with the target device, the
reader device (e.g., an NFC-enhanced smart phone) emits an alternating and modulated
magnetic field. The analog front end of the target device harvests electrical power from the
provided magnetic field. The harvested electrical power is forwarded to the power supply
control unit that switches on the target device’s power supply. Then, the rest of the target
device, which represents the actual electronic device the user wants to interact with, starts
its operation. After all interactions between user and target device are finished, the power
supply control unit switches off the target device’s power supply. Thus, no electrical power
can be dissipated by the target device during standby and idle times. Apart from standby
power management, the presented interface technique features cryptography, innovative
hardware abstraction and user interface concepts, and it facilitates configuration, monitor,
and control tasks of the targeted electronic device.

Section 6.11 and Section 6.12 provide further detailed information regarding the pre-
sented interface technique.

NFC Reader Target Device

Rest of Target Device 
(RoTD)

Power Supply

Analog
Front
End

NFC Chip, 
Analog
Front
End

Power Supply Control

CPU
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Figure 3.12: Conceptual design of the secure zero-energy NFC Interface. Obtained with changes
from [14] and [15].





Chapter 4

Results and Case Studies

This chapter presents the results that were gained during the evaluation of the proposed
techniques and tools. First, the involved components and environments that were used
during this evaluation process are presented in Section 4.1. Section 4.2 illustrates selected
case studies and the detailed approach of the design evaluation framework for secure and
low-power embedded systems. This is followed by Section 4.3, which presents selected
evaluation results of the previously introduced optimization techniques for contactless
reader / smart card systems. Finally, this chapter is concluded by Section 4.4 that shows
the industrial prototype which introduces the secure Near Field Communication Interface
for everyday electronic devices.

4.1 Evaluation Systems

Two evaluation systems were employed in order to evaluate the techniques and tools pre-
sented by this doctoral thesis. The first evaluation system uses Infineon security controllers
of the SLE 70 platform. The second evaluation system adopts a freely available LEON3
multi-processor system. Apart from these controllers and SoCs, reconfigurable prototyp-
ing platforms are employed to facilitate the emulation-based analyses. For this purpose,
Xilinx Spartan 3, Virtex 5, and Virtex 6 FPGA platforms were chosen. Simulation and
synthesis tasks were carried out on a six-core AMD Phenom II 3.2 GHz processor system
with 16 GB RAM. In the following, the basic architectures and features of the LEON3
and the Infineon security controllers are elucidated.

4.1.1 Infineon Security Controller System

The Infineon SLE 70 security controller platform represents a prime example of contempo-
rary low-power and secure embedded systems. For instance, the SLE 77CFX2400P, which
is a derivative of the SLE 70 platform [86], implements a 16-bit processor core that runs
with a clock frequency of up to 30 MHz. This security controller is manufactured with a
90nm process and features hardware integrated crypto cores to accelerate symmetric (AES,
DES, 3DES) and asymmetric crypto implementations (ECC, RSA). Furthermore, it fea-
tures state-of-the-art side-channel countermeasures. Apart from the contactless interface,
this security controller also supports a contact-based interface.

32
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Figure 4.1: Architectural overview of the LEON3 processor core and a set of supported periph-
erals. Obtained with changes from [16].

4.1.2 LEON3 Open Source Processor System

The LEON3 processor is a VHDL-based IP core developed by Aerflox Gaisler on behalf
of the European Space Agency. It is a 32-bit multi-core processor, compliant with the
SPARC V8 architecture, and is available under the GNU GPL license that permits an
unlimited use for research. This processor comes with a variety of additional modules
and peripherals, which makes it very suitable for System-on-Chip solutions. Its basic
architecture is depicted in Figure 4.1. Thanks to its open architecture, it can be easily
adapted, extended, and employed in FPGA-based prototyping environments.

4.2 Design Evaluation Framework

The comprehensive design evaluation framework, which was introduced in Section 3.2, was
evaluated thoroughly on various Xilinx prototyping platforms. Selected results relating to
the design emulation, system emulation, and high-level simulation techniques are presented
in the following.

4.2.1 Design Emulation

Figure 4.2 shows the architecture of an emulation-based test bench that features the pro-
posed design emulation technique from Section 3.2.1. A design-under-test is integrated
into a prototyping platform, such as an FPGA, with model-based analysis units. A power
estimation unit, which is connected to the design-under-test, monitors the design-under-
test’s internal states x(t). This power estimation unit delivers power estimates P̂ (x(t))
according to its integrated power model and the monitored states x(t). The power esti-
mates are then scaled by an attached dynamic voltage and frequency scaling (DVFS) unit
in accordance with the currently set voltage VDD(t) and frequency f(t) parameters. The
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Figure 4.2: Architecture of the proposed design emulation test bench. The design-under-test
is integrated into an FPGA along with model-based analysis and verification units. The gained
analysis data is transferred to a host PC. Obtained with changes from [6].

resulting power estimates P̂ (x(t), f(t), VDD(t)) are then forwarded to the supply voltage
estimation unit, which models the design-under-test’s power supply network. This unit
estimates the design-under-test’s supply voltage behavior v(t) based on its power con-
sumption and the implemented power network model.

The online verification unit surveys the provided functional, performance, power, and
supply voltage data with regards to predefined constraints and breakpoints. If a predefined
constraint is violated or a breakpoint is reached, the design-under-test is stopped and
a step-by-step debugging can be carried out. In addition, the test bench features an
Ethernet-based control and debug interface. This control and debug interface is employed
by a host PC to control and setup the test bench with specific test patterns and verification
constraints. Moreover, all analysis data, whether they are results from functional testing,
performance testing, or power and supply voltage analyses, are transferred through this
interface from the test bench to the host PC. Then, on the PC side, this data can be
archived or used by software tools for further offline analysis and verification tasks.

For the following test, a contactlessly powered smart card design is synthesized in a
Xilinx Spartan 3 FGPA board. During this test, it is evaluated whether the smart card is
able to execute a software-based AES encryption feasibly without violating certain power
or timing constraints. The left graph of Figure 4.3 illustrates the smart card’s behavior
while using a clock frequency of 31 MHz. The monitored power consumption profile
reveals a low-power initialization phase of the application and three high-power consuming
AES encryption phases. The smart card’s supply voltage profile shows hazardous voltage
drops below a critical threshold of 1 V as soon as the calculation intense and high-power
consuming AES encryption starts. As a consequence, the smart card’s operational stability
would be compromised. The right graph of Figure 4.3 demonstrates a possible solution
for the detected power issue. If the smart card reduces the clock frequency of its CPU
during the AES encryption, the smart card will dissipate less power and its supply voltage
level will stay above the crucial 1 V threshold. As a result, the smart card’s operational
stability is provided at the cost of an increased benchmark run-time of 17%.
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Figure 4.3: Impact of a contactless smart card’s clock frequency scaling functionality: if the
frequency is reduced, power dissipation and supply voltage drops will be reduced during the cal-
culation intense AES encryption. As a result, the smart card’s operational stability is provided.
Obtained with changes from [6].

Table 4.1 demonstrates the acceleration of the analysis process that can be gained
by employing the design emulation approach. This table shows several benchmarks and
the corresponding consumed time for simulation and emulation approaches. Simulations
were performed with Mentor Graphics’ ModelSim on a six-core AMD Phenom II 3.2 GHz
processor system with 16 GB RAM. Note, a certain amount of time is needed to setup
a design emulation test bench. Since this initial setup is required only once, it is not
regarded in this comparison.

Table 4.1: Comparison of Simulation and Design Emulation Analysis Speeds, cf. [6].

Benchmark RTL Simulation Time Emulation Time Speed-up

String Search 18 min 52 sec 5.5 ms 20581
FFT 22 min 39 sec 7.7 ms 17142
Basicmath 49 min 50 sec 17.3 ms 17283
Quicksort 31 min 43 sec 9.9 ms 19222

4.2.2 System Emulation

The system emulation approach extends the previously presented design emulation ap-
proach. Now, the crucial system aspect is taken into account and techniques are employed
in order to enhance security and dependability related analysis. For this purpose, fault
injection techniques are used and the power emulation technique is improved to permit
side-channel analysis. Figure 4.4 shows the architecture of a test bench that evaluates a
trustworthy mobile authentication system with elliptic-curve based security. The evalu-
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ated system consists of a reader, smart card, and a model of the contactless RFID-based
communication interface. All components are synthesized into an FPGA-based prototyp-
ing board. Those components that are relevant for analysis are augmented with fault
injectors (saboteurs or mutants) and model-based power consumption as well as supply
voltage analysis units. A platform controller provides interfaces for test engineers to con-
figure the test bench. In addition, all analysis data that is gathered is transferred to a
host PC through the platform controller’s interface. Further offline data analysis tasks
can then be carried out on the host PC. This innovative system-level evaluation approach
permits a test engineer to implement novel analysis methods and attack scenarios, which
are unfeasible if only individual components are considered.

The following test demonstrates the usage of the system emulation test bench by a
verification engineer. The pictured test evaluates the data transmission resistance against
corrupted data packets of the contactless communication link between reader and smart
card. Apart from malicious attacks, such data corruption effects can also be caused, for
instance, by radiation or electromagnetic interference induced by an industrial environ-
ment. The basic concept of this data corruption test is illustrated in Figure 4.5. Data
packets are generated within the reader device and are marked with an incrementing num-
ber. The packets are sent through the faulty channel to the smart card and then back to
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Figure 4.5: Concept for evaluation of a reader / smart card system’s resistance against data
corruption attacks. Obtained with changes from [7].

the reader. In this example, the data corruption effect is emulated by injecting stuck-at
multi-bit-upsets randomly into the hardware FIFOs of the data interfaces of reader and
smart card. Both reader and smart card carry out hardware checks and CRC checks in
order to detect corrupted data packets. If a corrupted packet is detected, the packet will
be dropped.

Table 4.2 shows the results of the conducted data corruption test. More than 300,000
faults were injected into the hardware FIFOs of reader and smart card. However, not
every injected fault also results in a corrupted data packet. According to the obtained
test results, the data consistency checks performed within reader and smart card were able
to detect all corrupted packets. As a consequence, the implementations of the tested data
interfaces can be considered as resistant against this specific data corruption fault attack.

Table 4.2: Data Corruption of Reader / Smart Card Data Channel, cf. [7]

Seq. # Component Packets Sent Corrupted Packets Dropped

1 Reader 9148 -
2 Smart Card - 963
3 Smart Card 8185 -
4 Reader - 995

Table 4.3 summarizes the FPGA utilization of the system emulation test bench that
features the reader / smart card system. This test bench was synthesized with Xilinx ISE
and targeted a ML507 prototyping board from Xilinx. The highest area is consumed by
the platform controller that implements a small CPU. Thanks to this CPU-based approach
a maximum level of flexibility can be maintained.

4.2.3 High-Level Simulation

Figure 4.6 illustrates the basic architecture of the high-level SystemC-based simulation
test bench that permits power-aware and thermal-aware evaluations. In this case study,
the presented simulation test bench targets a contactless reader / smart card system,
which consists of three transaction-based components: reader model, RF channel model,
and augmented smart card model. As shown in the figure, the reader emits a magnetic
field that is generated by the electrical current iR(t). The transferred data d(t) and
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Table 4.3: FPGA Utilization of Components of the System Emulation Test Bench, cf. [7]

Test Bench Component Slices LUTs

System Fault Emulation Controller 437 436
Fault Trigger Module 70 150
Power Consumption Emulation 206 440
RF and Power Supply Emulation 464 756
Platform Controller (CPU) 5752 4308

transferred power P (t) to the smart card is represented by the model of the RF channel.
The power aware and thermal aware smart card model is made of several sub-modules. The
power model provides power consumption estimates according to the smart card’s internal
states x(t) and its current temperature T (t). These power estimates PCPU (t), PShunt(t),
etc. are then forwarded to the thermal model unit. This unit simulates the temperature
behavior of the smart card according to its floor plan, packaging, temperature coefficients
of used materials, etc. A modified version of the tool HotSpot, which was developed and
introduced by the authors in [45], is used for the temperature computations T (t). These
temperature estimates T (t) are forwarded to the thermal effect model, which estimates
the effects of thermal stress, such as Mean Time To Failure (MTTF) and critical path
delays. Finally, a fault injection controller translates these thermal fault effects into the
modeled functionality of the reader / smart card system by controlling saboteur and
mutant units. Faults F (t) can be either injected into reader, into the RF channel, or into
the smart card. Thus, a comprehensive design exploration, evaluation, and verification
environment is created, which can support engineers during the whole development process
of a contactless reader / smart card system.

The following test analyzes the temperature behavior of a smart card. Both graphs of
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Figure 4.6: Architecture of the high-level power-aware and thermal-aware simulation framework
that features a contactless reader / smart card system. Obtained from [9].
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Figure 4.7: Steady-state temperature distribution of a smart card featuring a single shunt resistor
and a smart card featuring a distributed shunt resistor. Obtained with changes from [9].

Figure 4.7 illustrate a smart card’s steady-state temperature distribution while applying a
high magnetic field of 7 A/m with an environmental temperature of 20 ◦C. The left graph
shows a smart card that implements a single shunt resistor. The simulation shows a single
hot spot of 45.96 ◦C, which is caused by the shunt resistor’s high power consumption. The
power dissipation and temperature influence of all other smart card units is diminishing at
a low level in the case of such a high magnetic field strength. The right graph of Figure 4.7
demonstrates an innovative floor plan approach to partitioning the shunt resistor into
five parts and distributing it evenly throughout the chip. Therefore, the shunt resistor
distributes its generated heat better and the maximum chip temperature decreases to
44.52 ◦C. As a consequence, the lifetime of the smart card’s electronics is prolonged by
11%, which is especially important in application fields, such as automotive industries,
that require an extremely low or even zero chip error rate.

4.3 Exploration of Optimization Techniques

This section presents selected results that were obtained whilst exploring and evaluat-
ing the optimization techniques, which were introduced in Section 3.3, for contactless
reader / smart card systems.

4.3.1 Estimation-Based Power Management for Smart Cards

The architecture of a multi-core smart card that is enhanced with the estimation-based
power management technique, which was introduced in Section 3.3.1, is shown in Fig-
ure 4.8. Each power estimation unit monitors a processor core’s states xi(t) and provides
corresponding power consumption estimates P̂ (xi(t)). These power estimates are then
scaled by a DVFS unit according to currently set voltage VDDi and frequency fi parame-
ters. The power consumption results of each process core P̂ (xi(t), fi(t), VDDi(t)) are then
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Figure 4.8: Architecture of the multi-core smart card design that features estimation-based power
management. Obtained from [10].

collated and are forwarded to the supply voltage estimation unit. This unit estimates the
smart card’s supply voltage behavior v(t) with the help of a model of the reader / smart
card power supply network. The power consumption P̂S(t) and supply voltage v(t) es-
timates are then evaluated by the supply voltage management unit. Finally, this unit
adapts the individual smart card cores’ DVFS parameters VDDi and fi, according to cer-
tain guidelines, in order to flatten the power consumption profile and to reduce hazardous
supply voltage drops.

0

0.5

1

Quicksort

P
ow

er
 [N

or
m

al
iz

ed
]

PS(t)

0

1

2

V
ol

ta
ge

 [V
]

v(t)
vi(t)

10

20

30

Fr
eq

ue
nc

y 
[M

H
z]

fC1(t)
fC2(t)

0 0.2 0.4 0.6 0.8 1
1

1.5

2

V
ol

ta
ge

 [V
]

Time [Normalized]

VDDC1(t)
VDDC2(t)

0

0.5

1

Quicksort DVFS Managed

0

1

2

10

20

30

0 0.2 0.4 0.6 0.8 1
1

1.5

2

Time [Normalized]

PS(t)

VDDC1(t)
VDDC2(t)

fC1(t)
fC2(t)

v(t)
vi(t)

Figure 4.9: The left graph shows the unmanaged smart card behavior with hazardous voltage
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The presented estimation-based power management approach was evaluated with the
help of the design evaluation framework that was introduced in Section 3.2 and Section 4.2.
The left graph of Figure 4.9 shows the unmanaged smart card’s power and supply volt-
age behavior during the execution of a Quicksort benchmark. Arrows mark critical peak
power consumptions P̂S(t). These power consumption hazards cause the smart card’s
supply voltage to drop below the crucial threshold of 1 V. As a consequence, the smart
card’s operational stability is compromised. The right graph of Figure 4.9 shows the
managed smart card behavior. The power consumption profile is flattened and a defined
supply voltage setpoint of 1.7 V is maintained. Thus, the smart card’s operational stabil-
ity is maintained. However, due to the DVFS adaptions, the run-time of the Quicksort
benchmark increased by 3.3%.

4.3.2 Adaptive Field Strength Scaling

This section presents a detailed case study and evaluation results of the Adaptive Field
Strength Scaling technique for contactless reader / smart card systems, which was in-
troduced in Section 3.3.2. AFFS supports two basic approaches, the request-based AFSS
and the instantaneous power consumption-based AFSS. The concept of the request-based
AFSS approach is illustrated in Figure 4.10. The reader generates a request r and sends
it to the smart card. The smart card evaluates the power requirements in order to process
the request r by means of a power model. This power model takes into account certain
parameters, such as current power consumption or strength of the magnetic field, and
provides a power estimate P̂ (r). The AFSS policy unit then decides whether the strength
of the magnetic field suffices, needs to be increased to meet the power requirement P̂ (r),
or decreased to save electrical energy. If the strength of the magnetic field needs to be
adapted, then a corresponding message hr is transmitted to the reader. Finally, the reader
receives this message hr and adapts the magnetic field strength accordingly.

The Adaptive Field Strength Scaling principle was evaluated thoroughly with the help
of the previously presented design evaluation framework. Figure 4.11 depicts the resulting
behavior of a smart card design that supports the request-based AFSS technique. During
the high power consuming cryptographic operations, the reader was requested to increase
the field strength. As a consequence vi(t), which is defined by the magnetic field, equaled
3.9 V. During the low power consuming operations, the magnetic field strength was re-
duced and vi(t) decreased to 3 V. Only a small amount of electrical power was wasted by
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Figure 4.10: Concept of the request-based AFSS power optimization technique. The magnetic
field strength can be adapted according to the smart card’s power requirement. Obtained from
[12].
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Figure 4.11: Behavior of a smart card that features the request-based AFSS technique. The
magnetic field strength is adapted according to the current power requirements. Obtained from
[12].

the reader / smart card system, which is demonstrated by the Zener diode’s minimized
power consumption P̂Z(t). 25% of the electrical energy was saved during this benchmark
compared to a reader / smart card system without AFSS support. In addition, the crucial
voltage v̂(t), which is provided to the smart card’s electronics, did not drop below the
hazardous threshold VT . Thus, the smart card’s operational stability was maintained.

4.3.3 Lightweight ECC-Based Authentication

A proof of concept of the lightweight ECC-based authentication solution, which was intro-
duced in Section 3.3.3, was implemented. This section gives more detailed implementation
information and evaluation results with regards to this proof of concept that features a
contactless reader / smart card system. Figure 4.12 depicts the sequence of the one-
way authentication between reader and smart card. The reader computes a challenge x̃A,
which was transformed into the Montgomery Domain, and sends it to the smart card. The
smart card computes the response x̃B. x̃B, the public key xT , and a signature ST are then
sent back to the reader. The reader verifies the signature, computes x̃C , and transforms
x̃C and x̃B back to the original domain. Finally, if xC equals xB, an authentication was
successfully completed. The smart card can process this one-way authentication protocol
very efficiently, because only one Montgomery operation Mont needs to be carried out
and only x-coordinates are considered.

This protocol was evaluated with the help of an Android 4.3 Samsung Galaxy i9300 S3
smart phone as a reader device and a smart card featuring an Infineon security controller
running at 30 MHz. The NFC-based communication link was configured to the lowest
possible transmission rate of 106 kBit/s. Figure 4.13 illustrates the timing behavior of the
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Figure 4.12: ECC-based one-way authentication protocol used between reader and smart card.
Computation effort is shifted from the smart card to the reader device by operating in the Mont-
gomery Domain. Obtained from [13].

one-way authentication protocol, which was executed 500 times, without the signature
verification process. The average amount of time required to process the protocol was
as low as 26.2 ms. Note, the non-deterministic timing spikes in Figure 4.13 were caused
by the Android operating system. These benchmark results show that the authenticity
of a resource constrained embedded system, such as a smart card, can be verified very
efficiently if the whole authentication system is aware of the given constraints.

0 50 100 150 200 250 300 350 400 450 500 
20

25

30

35

40

45

50

55

60

65
Timing of Authentication Protocol

Rounds [1]

Ti
m

e 
[m

s]
 

Figure 4.13: Required time for processing the ECC-based authentication protocol without sig-
nature verification while using an NFC data rate of 106 kBit/s. Obtained from [13].



4. Results and Case Studies 44

4.4 Industrial NFC Interface Prototype

This section presents implementation details and results of a proof of concept that fea-
tures the industrial NFC Interface prototype, which was introduced in Section 3.4. The
architecture of an exemplary system that is enhanced with this NFC Interface is shown
in Figure 4.14. According to this figure, the system consists of an NFC-enabled reader
device (e.g., an NFC-enabled smart phone) and a target device. The reader device com-
prises of an NFC Interface software stack and the NFC chip with its analog frontend. The
target device consists of an analog frontend, a magnetic field-powered NFC Interface chip,
power supply and control units, the rest of the target device (RoTD) and its optional
interface chip. The RoTD represents the actual electronic device the user wants to in-
teract with (e.g., payment terminal, access control terminal). The conceptual idea works
as follows. During idle and standby modes, the RoTD is disconnected from its power
supply. Electrical power is transferred from the reader to the target device only when the
user wants to interact with the RoTD. This transferred electrical energy is then used to
switch on the RoTD’s power supply. After the RoTD has finished its designated tasks,
it goes back into standby mode and its power supply is switched off. Thus, no electrical
power is dissipated whilst in standby mode. Apart from standby power management, the
NFC Interface supports further important tasks, such as monitoring, configuration, and
control of the RoTD, as well as authentication and secured data transfer. Thus, a secured
field-powered communication interface is given that supports a zero-energy standby mode
for the targeted electronic device.

As a proof of concept, a contactless smart card-based access control terminal was
enhanced with the NFC Interface concept. Whilst in standby, the access control terminal
(RoTD) is switched off and no standby power is dissipated. When a user wants to perform
an authentication, he or she activates NFC on the NFC-enabled smart phone. The emitted
magnetic field powers up the access control terminal. Then, the smart phone starts the
NFC communication and performs the secured authentication. If the authentication was
successful, the access control terminal opens the door. After the door closed, the RoTD
returns to the zero-energy standby mode by disconnecting its power supply. Figure 4.15
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Figure 4.14: Architecture of the secure zero-energy NFC interface solution for everyday electronic
devices. Obtained from [15].
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Figure 4.15: While the original access control terminal dissipated at least 0.44 W during standby,
the NFC Interface enhanced version eliminated standby power dissipation. Obtained with changes
from [14].

shows the standby power savings that were achieved with the NFC Interface enhanced
access control terminal. The card reader hardware of the original terminal consumed on
average 0.49 W if the magnetic field and a card detection polling duty cycle of 10% were
activated. In contrast, the NFC Interface enhanced access control terminal reduced any
standby power consumption to 0 W.

Figure 4.16 shows an industrial prototype assembly of a target device that features the
NFC Interface. In this case, the RoTD implemented a simulation of a smart meter device.

Figure 4.16: This figure shows the NFC Interface demonstrator featuring a smart meter target
device simulation. Obtained from [15].



Chapter 5

Conclusion and Future Work

5.1 Conclusion

Integrated circuits and embedded systems have increased exponentially in their complex-
ity and integration density over the past few decades. However, this complexity trend
introduces negative side effects that need to be tackled by engineers, such as, a poten-
tial increase of power consumption accompanied by thermal stress and power supply
issues caused by large numbers of simultaneously switching transistors. Furthermore,
deep-submicron manufacturing processes make the integrated circuits more prone to en-
vironmental disturbances and therefore increase dependability issues. These issues, in
combination with increasing time-to-market pressures and shorter product development
cycles, make it difficult to achieve a high verification coverage for innovative designs.

This doctoral thesis addresses the highlighted issues when developing integrated cir-
cuits and complex embedded systems. It proposes a comprehensive design evaluation
framework that supports engineers during the design phase in order to detect and resolve
design flaws and to evaluate design optimizations early, before the tape-out. This evalu-
ation framework enables an engineer to test hardware and software designs with regards
to functional and performance behavior, as well as their impact on power consumption
and supply voltage levels. Analysis data can be obtained hardware accelerated and for
each clock cycle. This framework also stresses the importance to take into account crucial
system aspects when developing complex embedded systems. In addition to this system
evaluation approach, fault injection techniques are added to the framework, which im-
proves its analysis capabilities particularly for secure and dependable embedded systems.
Although the presented hardware accelerated analysis techniques deliver accurate data
for each clock cycle, they lack in flexibility. This drawback is addressed by extending
the analysis framework with a flexible high-level SystemC-based analysis approach. This
high-level solution enables fast but less accurate design analysis and focuses on contactless
reader / smart card systems.

The next part of this doctoral thesis explores innovative power, thermal, and security
optimizations for secure and contactless reader / smart card systems, which were evaluated
with the previously introduced design evaluation framework. First, an estimation-based
power optimization technique is presented. This power optimization technique regards a
smart card’s power constraints and is able to reduce peak power consumption and sup-
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ply voltage drops. Second, a system-level power optimization approach is explored and
proposed that adapts the reader emitted magnetic field strength depending on the smart
card’s instantaneous power requirements. This part of the doctoral thesis is concluded
with optimizations in the research field of elliptic-curve cryptography for resource con-
strained systems. While hardware/software partitioning optimizations are proposed to
accelerate ECC point multiplications, protocol optimizations are demonstrated that shift
computational effort from the constrained device to the powerful reader.

The final part of this doctoral thesis introduces a secure Near Field Communication
Interface for everyday electronic devices, which was designed with the insights gained
from the preceding design analysis and optimization phases. This interface employs the
electrical power emitted by the reader to provide a zero-energy communication interface
and to support a zero-energy standby mode for the targeted electronic device.

5.2 Directions for Future Work

The research carried out during this doctoral thesis opens up possibilities for further
research topics in the fields of integrated circuit analysis, embedded system analysis, and
power management techniques.

5.2.1 Process Variability Emulation

Transistor sizes continually grow smaller due to the improving semiconductor manufac-
turing processes. However, the smaller the feature sizes, the higher the variability of
the manufactured transistors. This trend negatively affects an integrated circuit’s power
consumption, performance, fault sensitivity, etc. In addition, this process variability not
only affects different chips, but also sub-components of large heterogeneous SoCs. The
emulation-based design evaluation framework, which was introduced in this doctoral the-
sis, could be extended in order to take into account these crucial variability effects. This
extension would permit variability-aware hardware and software evaluations, which will be
highly important for future circuits built using deep-submicron manufacturing processes.

5.2.2 Hardware Accelerated Thermal Analysis for 3D-Integrated Chips

3D-integration is one of those technologies that will push the limits of integration density
and performance capabilities of integrated circuits even further. However, heat manage-
ment of future 3D-integrated chips is becoming a major problem. Traditional heat sinks
are not able to efficiently remove the generated heat due mainly to physical reasons (e.g.,
small surface for heat dissipation, chip’s material composition, limitation in temperature
difference between the chip and the environment). Thus, an accurate understanding of the
thermal behavior of 3D-integrated chips is a huge and important field of research. This
includes, for instance, thermal modeling and thermal simulation of 3D-integrated chips
in order to detect hazardous thermal hot spots. However, these models and simulations
are complex and costly to calculate. If hardware accelerated analysis techniques are em-
ployed, these complex simulations (e.g., how to remove the heat from within the 3D-chip
efficiently) will be solved many times faster and in a feasible way. As a consequence, the
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development of complex 3D-integrated chips will be accelerated and Moore’s law would
be kept alive for a longer period of time.

5.2.3 Prediction-based Power Management

Next generation SoCs and embedded systems will integrate more transistors in their de-
sign and will run at lower supply voltage levels compared to contemporary systems. As a
consequence, supply voltage emergencies that are caused by high numbers of simultane-
ously switching transistors will occur more frequently. In addition, next generation energy
harvesting-based embedded systems will face even worse supply voltage behaviors due to
their constrained power supplies. Prediction-based methods that are based on power and
supply voltage estimation techniques are promising candidates for future power manage-
ment techniques to cope with these challenges. These prediction-based approaches may act
(e.g., throttling the embedded system’s CPU) before a hazardous peak power consumption
or supply voltage drop occurs. Whereas, traditional power management techniques rely
on analog components in order to measure these electrical parameters. As a consequence,
they are only able to react with a certain delay after an emergency has been detected.





Chapter 6

Publications

This chapter presents the contributions provided by this doctoral thesis. The highlighted
publications give detailed information concerning the methodology that is contributed and
introduced by Chapter 3. In addition to Chapter 4, further case studies and evaluation
results are depicted. Furthermore, the related work of each involved concept, which was
summarized in Chapter 2, is analyzed thoroughly.

Publication 1: Druml et al., Vulnerabilities of secure and reliable low-power embedded systems
and their analysis methods - A comprehensive study, Industry and Research Perspectives on Em-
bedded System Design Book, IGI Global, 2014.
Publication 2: Druml et al., Industrial applications of emulation techniques for the early eval-
uation of secure low-power embedded systems, Industry and Research Perspectives on Embedded
System Design Book, IGI Global, 2014.
Publication 3: Druml et al., Emulation-Based Test and Verification of a Design’s Functional,
Performance, Power, and Supply Voltage Behavior, 21st Euromicro International Conference on
Parallel, Distributed, and Network-Based Processing (PDP), Belfast, Irland, February-March,
27th – 1th 2013.
Publication 4: Druml et al., Emulation-Based Design Evaluation of Reader / Smart Card Sys-
tems, 24th IEEE International Symposium on Rapid System Prototyping (RSP), Montreal, Canada,
October, 3th – 4th 2013.
Publication 5: Druml et al., Emulation-Based Fault Effect Analysis for Resource Constrained,
Secure, and Dependable Systems, 16th Euromicro Conference on Digital System Design (DSD),
Santander, Spain, September, 4th – 6th 2013.
Publication 6: Druml et al., Power and Thermal Fault Effect Exploration Framework for Reader
/ Smart Card Designs, 16th Euromicro Conference on Digital System Design (DSD), Santander,
Spain, September, 4th – 6th 2013.
Publication 7: Druml et al., Estimation Based Power and Supply Voltage Management for Fu-
ture RF-Powered Multi-Core Smart Cards, Design, Automation & Test in Europe Conference &
Exhibition (DATE), Dresden, Germany, March, 12th – 16th 2012.
Publication 8: Druml et al., Adaptive Field Strength Scaling - A Power Optimization Technique
for Contactless Reader / Smart Card Systems, 15th Euromicro Conference on Digital System De-
sign (DSD), Izmir, Turkey, September, 5th – 8th 2012.
Publication 9: Höller et al., Hardware/Software Co-Design of Elliptic-Curve Cryptography for
Resource-Constrained Applications, 51th ACM / EDAC / IEEE Design Automation Conference
(DAC), San Francisco, USA, June, 1th – 5th 2014.
Publication 10: Druml et al., A Flexible and Lightweight ECC-Based Authentication Solution
for Resource Constrained Systems, 17th Euromicro Conference on Digital System Design (DSD)

50



6. Publications 51

(Under Review), Verona, Italy, August, 27th – 29th 2014.
Publication 11: Druml et al., NIZE - A Near Field Communication Interface Enabling Zero
Energy Standby for Everyday Electronic Devices, 8th International Conference on Wireless and
Mobile Computing, Networking and Communications (WiMob), Barcelona, Spain, October, 8th –
10th 2012.
Publication 12: Druml et al., A secure zero-energy NFC solution for everyday electronic devices,
e & i Elektrotechnik und Informationstechnik, November, 2013.

Figure 3.1 gives an overview of the contributions provided by this doctoral thesis, which
are divided into four phases. Publication 1, which is shown in Section 6.1, initiates this
doctoral thesis. It outlines the vulnerabilities and analysis methods of secure and low-
power embedded systems.

Section 6.2 introduces phase two and gives further introductions to the emulation-based
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analysis techniques (such as power emulation, supply voltage emulation, performance eval-
uation, security evaluations) and their uses in the field of industrial embedded systems.
Section 6.3 introduces the comprehensive emulation-based design evaluation framework.
This is followed by Section 6.4, which enhances the proposed design evaluation technique
in order to take into account crucial system aspects related to complex embedded sys-
tems, such as reader / smart card systems. Section 6.5 extends this system-level design
evaluation methodology with fault injection functionality, which particularly improves the
analysis capabilities for secure and dependable embedded systems. The publication of
Section 6.6 introduces a flexible high-level SystemC-based evaluation framework in order
to cope with the lack of flexibility in emulation-based analysis methods. This high-level
analysis approach enables fast but less accurate design analyses and focuses on contactless
reader / smart card systems.

Based on these analysis techniques, Section 6.6 starts this doctoral thesis’ phase three,
which concerns the exploration of power and security optimization techniques in the field of
contactless reader / smart card systems. Section 6.7 introduces an estimation-based power
management technique for contactlessly powered smart cards. Section 6.8 explores and
proposes a power optimization technique called Adaptive Field Strength Scaling, which
takes into account the critical power constraints of contactless reader / smart card systems.
In Section 6.9, hardware / software partitioning optimizations are evaluated in order to
accelerate elliptic-curve-based computations. Protocol optimizations are demonstrated in
Section 6.10 that permit a shifting of computational effort from the resource constrained
embedded system to the reader which has more computation power.

This thesis’ final phase presents in Section 6.11 and Section 6.12 an industrial prototype
that introduces a secure zero-energy Near Field Communication Interface for everyday
electronic devices.
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ABSTRACT 
Due to the increase in popularity of mobile devices, it has become necessary to develop 
a low-power design methodology in order to build complex embedded systems with the 
ability to minimize power usage. In order to fulfill power constraints and security 
constraints, if personal data is involved, test and verification of a design’s functionality 
are imperative tasks during a product’s development process. Currently, in the field of 
secure and reliable low-power embedded systems, issues such as peak power 
consumption, supply voltage variations, and fault attacks are the most troublesome.  
This book chapter will present a comprehensive study over design analysis 
methodologies that have been presented in recent years in literature. During a long 
lasting and successful cooperation between industry and academia, several of these 
techniques have been evaluated and the identified sensitivities of embedded systems 
are presented. This includes a wide range of problem groups, from power and supply 
related issues to operational faults caused by attacks as well as reliability topics.  
 

INTRODUCTION 
Tremendous steps forward in improving the density of silicon integration in recent years 
have introduced significant challenges for system engineers. An increasing number of 
new features have been integrated while development and implementation cycles have 
simultaneously decreased. This System on Chip (SoC) design complexity trend for 
portal devices is highlighted by Figure 1, as presented by the International Technology 
Roadmap for Semiconductors (ITRS Working Group, 2012, ITRS). Apart from consumer 
electronics, such highly integrated portable SoCs are also used in critical fields with high 
reliability and security demands. Because of this ever-increasing complexity, exhaustive 
test coverage of novel designs is difficult to achieve. As a consequence, support of 
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system designers is needed during the whole design phase to test new hardware and 
software designs for possible weaknesses, as outlined by Ravi et al. (2004).  
In addition to design flaws caused by complexity, there is the increasing fault probability 
provoked by deep sub-micron silicon integration technologies, as outlined by the latest 
ITRS report (ITRS Working Group, 2012, ITRS). This is a major issue especially for high 
safety applications (e.g., automotive, space, aviation). Therefore, a wide variety of fault 
injection techniques have been developed during the last few years to test the 
resistance of hardware/software designs against random faults, cf. for example 
Leveugle (2007). 
 

 
 

Figure 1: Design complexity trend of portable SoCs. 
 
 
The portable SoCs’ trend of complexity increase is accompanied by an increase of 
power consumption, as depicted by Figure 2. This power consumption increase 
introduces major problems in several aspects. For example, mobile devices come with a 
limited power budget due to the limitations of batteries: the higher the power 
consumption, the lower the operational time. As another example, state-of-the-art 
integrated circuits use low supply voltage levels. This low-voltage approach causes high 
changing electrical currents, which requires sophisticated power supply networks to 
cope with the dynamic impedance of the chip. This is especially a problem for energy 
harvesting systems such as contactless reader / smart card systems. 
In addition to complexity and power consumption challenges, secure embedded 
systems face the problem of the potential leak of critical information through side 
channels. A device’s power consumption, for example, may disclose such crucial 
information, because of its data dependency. Thus, an adversary is able to deduce the 
internal secrets simply by observing the device’s power consumption.  
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Figure 2: Power consumption trend of portable SoCs. 
 

OBJECTIVES 
Given all these complexity, power consumption, and security related issues, system 
engineers face difficult design challenges these days. Therefore, the objective of this 
chapter is to present an extensive study of recent challenges in designing low-power 
and secure embedded systems. Furthermore, this chapter will highlight state-of-the-art 
design evaluation methodologies used in the industry and will propose some industry-
proven design recommendations used to cope with the outlined design challenges.  
 

BACKGROUND 
The background of this chapter outlines state-of-the-art methods in the fields of power 
analysis, supply voltage analysis, performance and benchmarking analysis, as well as 
fault resistance analysis. With the help of these methods, an embedded system’s 
vulnerabilities in these mentioned fields can be identified. Based on this knowledge, 
design optimization techniques can be proposed to counteract these vulnerabilities. 

Power Analysis  
With the advent of low-power digital design techniques, power profiling has emerged as 
a standard method in order to evaluate their effectiveness. Power profiling can be 
performed in manifold ways that can be subdivided in two main categories, (i) 
measurement-based and (ii) estimation-based methods. 
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If prototypes are available, measurement-based methods benefit from taking actual 
physical measurements, which results in high accuracy compared to all other methods. 
However, additional measurement equipment is required. 
Estimation-based power profiling makes expensive measurement equipment obsolete 
by modeling the power consumption of embedded systems, even before sample 
implementations of the embedded system are available. Power modeling is usually less 
accurate compared to pure measurements and requires more computational effort. 
However, it provides more flexibility, since power modeling can be carried out on 
multiple layers of abstraction. 
 

Measurement­based methods 
In Flinn (1999), PowerScope gives an energy profiling tool for mobile applications. A 
run-time measurement is automatically carried out by a digital multimeter. Measurement 
data is transferred to a host computer to be processed for further analysis. 
Texas Instruments has proposed another measurement power profiling technique 
(Texas Instruments, 2002). They developed a proprietary visualization in order to 
display current measurement data in their software development environment. 
 

Estimation­based methods 
Estimation-based methods for power analysis can be carried out on multiple levels of 
abstraction influencing estimation accuracy. Furthermore, the level of abstraction 
impacts on computational effort. In the following, an overview on academic and 
industrial research contributions is given tackling challenges accompanying the diverse 
field of power estimation.  
Power estimation started with simulation-based methods by executing algorithms in 
simulators in order to acquire power information by evaluating power models integrated 
into these simulators. In recent years, an increasing number of hardware-accelerated 
methods have emerged that diminish a major drawback of estimation-based methods: 
their increased run-time compared to measurement approaches.  Power models are 
integrated into hardware, which can yield power profiling speedups of multiple factors 
compared to purely simulation-based approaches. Real-time power profiling is limited to 
hardware-accelerated approaches. 
Industry state-of-the-art power estimation tools operate on a low level of abstraction, 
e.g., gate- or register transfer level (RTL) (Flynn et al., 2005). This requires extensive 
computational effort, which is the reason that these simulations are most often 
performed on server farms. Estimation accuracies are comparably high, however the 
extensive run-times limit this approach to organizations that can afford to provide this 
high degree of computational power. Hence, raising the level of abstraction by 
compromising the estimation accuracy has been a recent way in order to relieve this 
burden and provide power estimation tools to embedded software developers as well. 
Tiwari et al. (1994) proposed a simulation-based power estimation method on 
instruction-level. The implemented power model considers base costs and circuit state 
overhead costs, which translates to the power consumption during instruction execution 
and the power consumption during the transition of two consecutive instructions, 
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respectively. Additional micro-architectural effects, in order to improve the instruction-
level power model, are considered by Sami et al. (2002). The authors extended the 
power model by means of pipeline awareness for Very-Long-Instruction-Word (VLIW) 
architectures. Lajolo et al. (2002) introduced a co-simulation approach for power 
estimation for System-on-Chips (SoCs). The power estimation is performed on system-
level. If higher accuracy is required, various system components can be simulated on a 
lower-abstraction level. Another SoC power estimation approach is proposed by Lee et 
al. (2006). Power models are implemented for the processor, memories, and custom IP 
blocks. The simulator provides power values cycle-accurately in a dedicated power 
profile viewer. 
Hardware-accelerated power estimation migrates power models from software to 
hardware. These power models map states of hardware blocks (CPU idle/active, 
memory read/write, etc.) to dedicated power values, which have been determined 
during a power characterization process. 
Bellosa (2000) implemented hardware event counters in order to derive thread-specific 
energy information from operating systems. According to Joseph et al. (2001) the 
system’s power consumption is derived by exploiting performance counters of a 
microcontroller. A coprocessor dedicated for power estimation has been proposed by 
Haid et al. (2003). The central controller tracks energy sensors deployed in the system. 
It requires extra hardware but also speeds up power estimation compared to simulation-
based methods. 
Finally, power emulation has emerged as an alternative approach for hardware-
accelerated power estimation. A system equipped with power estimation hardware is 
deployed on an FPGA-platform. These platforms can then be used to carry out not only 
functional verification but also real-time power estimations. 
The power emulation principle has first been proposed by Coburn et al. (2005) claiming 
run-time improvements of about 10x to 500x compared to commercial state-of-the-art 
power estimation tools. Moreover they proposed hardware overhead reduction 
techniques. Ghodrat et al. (2007) extended this approach to a hybrid power estimation 
methodology for complex SoCs by combining simulation and emulation techniques. This 
reduces power profiling times by a large amount. Power emulation in order to guide 
process migration between different cores has been proposed by Bhattacharjee et al. 
(2008). 
 
 

Supply voltage issues, analyses, and countermeasures 
The fact that embedded systems grow in complexity means that the number of 
simultaneously switching transistors during operation grows as well. At the same time, 
the operational voltage level of high-end integrated circuits decreases. As a 
consequence, such high-end integrated circuits provoke significant electrical current 
changes during a relatively small amount of time. This situation introduces several 
problems for power supply networks and the integrated circuit itself:  

A. Using a low supply voltage reduces the noise margin. Thus, the integrated 
circuit’s vulnerability against voltage drops increases and, e.g., the following 
hazardous affects may arise: false triggering logic, missing clocked pulses, or 
double clocking. 
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B. Power supply networks come with significant parasitic inductances, due to wires, 
pins, etc. Electrical current changes across an inductance cause voltage 
variations, according to (1), as demonstrated by Grochowski et al. (2002). If 
these voltage variations exceed a certain limit, the electronics may malfunction. 
This issue is referred to as the di/dt problem. 

   
 

dt
diLV ⋅=  (1)

 
C. Voltage variations are caused within power and ground busses if a high electrical 

current flows between these busses. According to Bai et al. (2001), the gate 
delay and thus the critical path are affected by these voltage variations. This is a 
problem especially for integrated circuits that are operated at high clock 
frequencies. 

D. Energy harvesting embedded systems (e.g., contactlessly powered smart cards) 
obtain their electrical energy from the environment. Since this very limited 
available electrical energy is buffered within capacitors, sharp electrical current 
changes of the electronics may cause hazardous supply voltage drops.  

 
Supply voltage issues can be coped with either during design-time or during run-time. 
For example, by using semi-asynchronous architectures or by adding decoupling 
capacitors, supply voltage hazards can be reduced during design-time. A simulation 
approach was presented by Grochowski et al. (2002). Based on a current simulator and 
a detailed power supply network model, the supply voltage behavior is estimated. A 
feedback loop is then used to control the supply voltage by means of 
activating/deactivating processor components and deactivating the clock. The 
presented approach was also tested on a processor die. Only little performance and 
power degradation was introduced. Hardware emulation solutions were proposed by 
Genser et al. (2011) and Druml et al. (2013). The design-under-test, which was 
integrated into an FPGA prototyping board, was augmented with model-based power 
and supply voltage analysis units. Thus, supply voltage estimates were gathered in real-
time and for each clock cycle.  
During run-time, hazardous supply voltage drops can be measured with on-die circuits 
as Holtz et al. (2008) demonstrated. By injecting electrical current into selected nodes, 
supply voltage drops can be reduced. Analog-to-digital converters and voltage 
comparators represent further sensing approaches. However, the sensor delay is a 
drawback that limits their efficiency. Grochowski et al. (2002) proposed shift registers to 
delay clock gated processor components. As a result, the number of simultaneously 
switching transistors was reduced and a reduction of voltage alterations was achieved. 
A predictive approach was presented by Reddi et al. (2009). First, signatures (program 
path sequences and micro architectural events such as cache misses, etc.) of programs 
which provoked hazardous voltage drops were collected. During runtime, if the currently 
executed program’s signature matched an emergency signature, the processor was 
throttled. This approach detected 90% of the tested emergency situations but 
introduced a high amount of overhead. An estimation-based technique to reduce supply 
voltage drops was presented by Druml et al. (2012). The authors enhanced the design 
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of a contactlessly powered smart card with model-based analysis units at low hardware 
overhead costs. If a supply voltage hazard was detected, the smart card’s processor 
was throttled. 
 

Performance analysis and benchmark characterization 
In order to carry out performance measurements and activity analyses, hardware 
performance counters (HPCs) are commonly used in modern processor systems and 
embedded systems. Typically, an HPC consists of a counter and dedicated trigger logic, 
which monitors the hardware component or circuitry of interest. This approach enables 
the analysis of low-level processor events (e.g., cache misses, pipeline stalls) without 
the need for time-consuming simulations at RTL level. Sweeney et al. (2004) 
demonstrate the importance of providing software developers with low-level activity and 
performance information by means of the Java virtual machine. With the help of such 
analysis data, software/hardware issues can be found which violate real-time 
constraints or worst-case execution time requirements. In addition, software-based 
performance optimization can be explored. HPCs are also used in computing centers, 
as outlined by the Ganesan et al (2008). They measured the workload of IBM’s Blue 
Gene supercomputer. Based on such workload analysis data, software developers can 
then optimize the workload distribution to increase the overall computing performance. 
Apart from pure performance analyses, HPCs are also used to estimate the momentary 
power consumption of embedded systems with the help of power models, as presented 
for example by Bhattacharjee et al. (2008). 
The generation of well-balanced power models and accurate fault models is based on 
the characterization of the system using benchmark applications. Generic benchmark 
applications are used for the performance evaluation of high-level system properties 
and hence, are usually done at a very high software level, where system calls, 
instructions, and runtimes are evaluated. First basic rules for the task of benchmark 
characterization have been described by Conte et al. (1991). In this work, several 
benchmarks and the corresponding evaluation results are shown for different cache 
configurations and physical memory sizes. Micro-architecture dependent and 
independent characteristics are described in the work introduced by John et al. (1998). 
Further investigations specializing in the temporal and spatial locality properties of 
selected applications have been presented. Still, small embedded systems were not 
well covered in literature concerning workload characterization. Therefore, Guthaus et 
al. (2001) introduced the MiBench suite directly targeting such implementations. The 
characterization methodology is still the same as used in applications used for larger 
scale systems. For the sake of completeness we would also like to mention the new 
EEMBC benchmark suite introduced by Poovey et al. (2009), which has also been 
characterized for memory activity, parallelism, and branch efficiency. 
Concerning fault and power modeling there is therefore still significant work needed to 
lay a foundation for the generation of accurate models. 
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Fault Injection for the evaluation of reliable and secure systems 
Systems operated in very harsh environments, such as radioactive or space flight 
applications, are prone to suffer from reliability issues caused by operational faults. 
These problems lead to the publication of a wide range of works concerning test 
techniques using fault injection techniques. The system level on which such fault 
injection runs are applied can be varied depending on the evaluation target. Depending 
on this abstraction level different injection methods are needed, e.g., completely 
manufactured devices can be attacked using radiation. Early stage testing during the 
design phase can be realized using manipulation of the hardware description. 
Simulation techniques for high-level hardware descriptions can be applied at very early 
stages when only very rough models exist. This advantage can also be exploited for the 
implementation of fault injection using standardized simulation tools. 
MEFISTO was a first attempt to implement a fault-aware simulation methodology for 
VHDL models, cf. Jenn et al. (1998). To integrate saboteur and mutant models into such 
a simulation-based setup, the principle has been enhanced using automatized insertion 
strategies in the VFIT tool (Baraza et al., 2005). In addition to improvements of the 
injection simulation performance, emulation approaches have been shown in the work 
of Valderas et al. (2007).  
While simulation certainly provides a high grade of flexibility, the need for higher fault 
injection coverage made it necessary to increase research activity on hardware-
accelerated emulation methodologies. The expected significantly higher injection rates 
of such implementations have been shown (Leveugle et al., 2000). Emulation promises 
and also enables the possibility to evaluate more possible fault configurations than 
using simulation. The introduction of novel partial reconfiguration capabilities of certain 
new FPGAs allowed fault injection without modification of the system hardware 
description, as described by Antoni et al. (2003). Performance and practicality of this 
approach have been continuously improved in many following publications, such as the 
works by Zheng et al. (2008) and Daveau et al. (2009). While previous techniques 
mostly relied on the emulation of RTL-level descriptions, the work presented by 
Guzman-Miranda et al. (2009) showed how the import of netlists into an FPGA-based 
evaluation platform can be done. Furthermore, proximity information is used for correct 
and fast Multi-Bit Upset (MBU) robustness investigations. 
Up to this point, the main reason behind these works has been reliability evaluations 
using random fault patterns. If this random fault model is replaced by the model of an 
adversary that intentionally injects faults into a system, (security) evaluations result in 
more complex fault scenarios. This is first caused by the possibility that such an 
attacker injects multiple faults at once. Such an MBU scenario now has to be 
considered for modern deep sub-micron process technologies as well. Hence, Leveugle 
et al. (2007) suggested considering multiple fault models.  Contrary to dependability 
testing, such security investigations also have to handle cases where an adversary 
knows where to place faults to gain best results; the worst case is the most likely one.  
In the automotive industries domain, hardware-accelerated emulation-based system 
fault testing is already widely accepted (Abke et al., 1998). Gate-level fault emulation is 
often the first choice, which has the advantage of being very accurate but on the other 
hand can only be applied at a late stage which could be unwanted for early software 
evaluations. Especially for automotive communication systems the work presented by 
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Corno et al. (2004) and Armengaud et al. (2008) introduced systematic high-level 
methodologies. A parallelized approach, as presented by Daveau et al. (2009), can help 
to increase emulation capacity and performance, but still the authors of this work only 
considered random fault distributions and single hardware modules. Hence, a bridge 
between low-level hardware and higher level system verification needs to be created to 
avoid possible evaluation gaps. 
Therefore, the introduction of hybrid platforms combining the advantage of state-of-the-
art verification systems (Baronti et al., 2011), multi-level testing environments (Entrena 
et al., 2012), and deep low-level emulation methodologies (Myaing et al., 2011), is 
needed. If information leakage is an evaluator’s primary concern, our work presented by 
Krieg et al. (2011a) highlighted the importance of using accelerated evaluation 
techniques for software security verification.  
 

SENSITIVITY OF LOW-POWER EMBEDDED SYSTEMS 
Secure and reliable low-power embedded systems face important sensitivity issues that 
a system designer must be aware of, e.g., peak power consumption and consequently 
supply voltage drops, as well as fault induced security and reliability interferences. This 
section highlights these sensitivity issues and outlines commonly used techniques used 
in industry to deal with these issues. 

Sensitivity to power and supply voltage 
The adequate availability of supply voltage and power is a major requirement to ensure 
reliable embedded systems operation. However, sharp changes of an embedded 
system’s electrical current consumption caused, for example, by a high number of 
simultaneously switching transistors, may provoke hazardous supply voltage drops. If 
the supply voltage drops below a certain threshold, the hardware’s operational stability 
is compromised. As a consequence, the analysis of the hardware’s power consumption 
and supply voltage behavior are of high importance, especially in the field of resource 
constrained embedded systems.  
As a well-known example for low-power embedded systems, this section highlights the 
power and supply voltage vulnerabilities of an industrial smart card. Applications for 
smart cards have increased drastically during the last years. Applications can be found 
in our everyday life, for example, in the fields of payment, loyalty and coupons, 
transportation, healthcare, logistics, and access control. However, a secure, RF-
powered, contactless smart card is very constrained in terms of power supply and 
computational resources: power is transferred from a reader device to the smart card by 
means of a time-varying magnetic field. The induced electrical voltage is rectified and 
electrical energy is then buffered within a capacitor. A shunt resistor protects the smart 
card’s electronics from power surges and reduces security-related side channel 
footprints. Data is transferred by means of Amplitude Shift Keying (from reader to smart 
card) and load modulation (from smart card to reader). Because of the smart card’s low 
power budget, it may face hazardous supply voltage drops and power starvation 
periods, e.g., due to the following reasons. For example, variations in the magnetic 
field’s strength or changes of the smart card’s orientation within the magnetic field can 
cause a loss in harvestable electrical power. As a consequence, the smart card’s 
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internal capacitor discharges and the voltage which is supplied to the electronics drops 
accordingly. Another example of supply voltage emergency is depicted in Figure 3. The 
smart card performs a certain benchmark application. During the processor’s peak 
power consumption, more electrical power is consumed than electrical power can be 
harvested from the magnetic field. As a consequence, the smart card’s capacitor 
discharges and the electronics’ supply voltage drops hazardously below a level of 1 V. If 
a certain threshold is crossed, then the operational stability is lost. 
 

 
 

Figure 3: Supply voltage emergencies during peak power consumption. 
 
 
Besides operational stability concerns, an embedded system’s data dependent power 
consumption analysis is of high interest for security-related side channel evaluations, 
such as Simple Power Analysis (SPA) or Differential Power Analysis (DPA) 
methodologies. SPA and DPA techniques can be used, e.g., to extract internal secrets 
from an embedded system’s power profile while performing cryptographic operations. In 
addition, significant changes of the embedded system’s power consumption may reveal 
security relevant countermeasures (e.g., security traps or hardware resets) against 
intentionally provoked hardware faults. Thus, an attacker may detect when security 
critical code is executed. Figure 4 illustrates an example of applying the DPA technique 
on an embedded system’s power profile while the embedded system performs 
cryptographic operations. As highlighted by the figure, DPA can successfully extract the 
embedded system’s secret key, if the system is not properly protected. This example 
demonstrates the worst possible scenario for a supposed ‘secure’ embedded system, 
because internal secrets, like cryptographic keys, must not be disclosed. 
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Figure 4: DPA-based key extraction from power profiles 
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Recommendation – Power analysis and power management techniques 
Given the described power and supply voltage vulnerability of low-power and secure 
embedded systems, several improvements and solutions have been developed in 
recent years. Here we outline the most important and most commonly used industry-
proven techniques. 

Dynamic power management  
Dynamic power management encompasses techniques to adapt a system’s power 
consumption during runtime. Dynamic power management methods often use an 
observer / controller approach, as summarized by Benini et al. (2000). The observer 
monitors the system’s performance, load of computation, power consumption, etc. 
Based on this information, certain system parameters are manipulated by the controller 
with the help of a dedicated control algorithm. Various control techniques are used in 
state-of-the-art embedded systems. A very well-known way to control an embedded 
system’s power consumption is the dynamic scaling of its voltage or frequency 
parameters (DVFS). According to (2), voltage and frequency alterations have a cubic 
impact on the power consumption of a CMOS-based system. However, voltage and 
frequency cannot be assigned arbitrary values. There are certain constraints that need 
to be considered when designing a system featuring the DVFS technique (e.g., when 
setting a certain frequency value, a minimum voltage level is required to operate the 
circuitry properly). 
 
 )()()( 2 tftVtPCMOS ⋅≈  (2)
 
In the past, a lot of observer techniques have been proposed and implemented. A 
common technique is the modeling and definition of system power states. For example, 
an embedded system’s idle state may define minimized computational activities. If the 
system enters this state, unused system components (e.g., coprocessors, peripherals) 
may be reduced in their clock speed or switched off completely. Another commonly 
implemented observer approach is the usage of fast analog comparators. If the 
comparator detects a power or supply voltage emergency, the system’s clock is 
throttled or paused completely until the emergency is resolved. 

Offline power analysis techniques 
Besides online power management techniques, offline analysis methodologies are 
commonly also used. Such simulation-based and emulation-based techniques can be 
used early during a product’s development cycle. They are able to estimate power 
consumption profiles based on the executed source code and power models. Then, 
analyses can be carried out to detect source code regions which provoke power or 
supply voltage hazards. If such critical source code regions are detected, engineers can 
then resolve these issues using the following techniques given as example: by 
modifying the source code or by throttling the processor core while being in this critical 
code region. As an example of application, Figure 5 illustrates an emulation-based 
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power estimation approach, according to Genser et al. (2009) with extensions. Power 
models are used to estimate the embedded system’s state dependent (SD) and data 
dependent (DD) power consumption hardware accelerated while performing a 
benchmark application. Estimation errors of less than 9% can be achieved. Emulation-
based supply voltage analysis techniques, as presented for example by Druml et al. 
(2012), achieve estimation errors of approximately 2%. 
 

 
 

Figure 5: Model-based power estimation technique used for offline analyses. 
 

Side channel information suppression 
It is of high importance for a secure embedded device to prevent internal secrets to be 
leaked to adversaries through side channels, such as the power consumption profile. 
This field of research is moving at a high pace because novel attack methods and 
corresponding countermeasures are being constantly developed.  
A commonly used method of hiding an embedded system’s data dependent power 
profile works as follows. The embedded system adds a variable amount of power 
consumption to its original changing power consumption to achieve permanently 
constant total power consumption. This approach makes it complicated for an adversary 
to extract data dependent side channel information. However, as a drawback, the total 
embedded system’s power consumption increases.  
Another commonly used and easy to implement side channel suppression method was 
demonstrated by Krieg et al. (2011b). The power profile is randomly scrambled with the 
help of available on-chip units. For example, during security critical calculations cache 
flushes are randomly provoked or unused processor units are activated or deactivated. 
As a consequence, an adversary requires a lot more effort to extract internal secrets. 
This side channel suppression method requires no additional hardware components, 
but as a drawback the embedded system’s performance may be reduced. 
 

Sensitivity to fault attacks and semiconductor reliability issues 
The continuous increase in semiconductor implementation density has been strongly 
driven by the shrinkage of technology nodes to a level where isolation thickness 
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decreases to few atomic layers. With the exception of leakage power (which is 
significantly worsened if manufacturing techniques such as Silicon-on-Insulator (SOI) 
are not used), small transistor sizes have a positive effect on power consumption. On 
the other hand, available chip integration space, thinner isolation, and shorter transistor 
channels introduce problematic reliability issues. Novel problems also include 
accelerated device aging and process variability that impact operation stability of 
modern processing systems. The significance of the latter is visualized in Figure 6 
showing fault probabilities based on data from the latest ITRS report (ITRS Working 
Group, 2012, ITRS). 
 

 
 

Figure 6: Fault probabilities for deep sub-micron technologies 
 
A wide variety of research concerning fault detection, recovery, and fault-robust devices 
has been triggered by this development. In high-reliability, security, and safety 
implementations system-level duplication, such as triple-module-redundancy, is still the 
preferred choice. In low-cost embedded systems though, the additional hardware effort 
cannot be spent, hence, novel strategies for such system-level techniques that do not 
rely on duplication are strongly needed. 
 
Processes, as described above, are of a random nature, unlike faults resulting from fault 
attack scenarios. This results from the fact that an attacker deliberately injects faults into 
a system to change the system behavior while having knowledge where an attack is the 
most efficient. Therefore, significant precautions have to be taken as such attacks can 
be easily applied because of the huge number of external parameters an attacker has 
access to. As introduced earlier, intensive research has provided a wide variety of 
different tools to simulate or emulate fault scenarios during early design phases. 
Particularly, the influence of fault sources on the design can be evaluated using fault 
emulation in a very efficient way. Especially the tremendously increasing capacity of 
modern FPGAs provides the flexibility that is needed to make FPGA-based investigation 
platforms a reasonable alternative to simulation-based approaches. 
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Until recently, system emulation came with the disadvantage of not being able to allow 
the concurrent investigation of the power consumption side-channel while performing 
fault injections. As shown in Figure 7, this side-channel can give information to an 
adversary if the attack had a successful effect on the system or not. As described 
beforehand, the introduction of power emulation made the concurrent evaluation of the 
attack and its side-channel finally possible. 
 

 
 

Figure 7: Power consumption side-channel during fault attacks 
 
 
Modern reliability or fault attack evaluations call for a multi-bit fault model resulting in 
significantly more complex fault interdependencies than in SEU models. In the case of 
attacks, the time frame and location space of such faults is even larger as these have to 
be considered as being of a non-random nature. Thus, in dependability evaluations, 
similar types of sensitive sub-circuits will much likely fail at the same time. In security 
analyses, this dependency is defined by the attack scheme of the adversary. 
 

Recommendation – System-level fault detection and recovery 
Under the assumption that faults can threaten system integrity at any point of time, the 
detection of operational faults during the execution of critical software sequences is 
urgent. Hence, this topic has been a very active field of research for many decades. For 
this work, we will mainly consider signature-based approaches to detect and manage 
faults on three different abstraction levels: only the software-level using software-based 
signature mechanisms, on the hardware-level using hardware-based signature 
mechanisms, and complete hardware-software co-design solutions. 
 

Software­Based Signature Mechanisms 
The automatic or semi-automatic generation of source-code signatures is the technique 
of choice if signature checking is to be done on the software-level. Based on these 
signatures, changes in the program control flow, resulting from tampering or 
environmental influences, can be detected. While directly embedding them into the 
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executed binaries allows the checking procedure itself to be done using processor 
internal resources, this could detrimentally influence the program run-time. 
The application of extensive redundancy was the first choice to achieve software fault 
detection and recovery. Additionally, control flow checking can be applied to recognize 
unforeseen execution behavior. By generating these signatures during compile time, no 
hardware needs to be involved in any stage of the generation process. On the other 
hand, software-only approaches have the significant disadvantage of influencing the 
execution performance (up to 40 - 600% performance and memory overhead). From a 
security perspective such software checks have also to be considered as an additional 
risk in security critical systems, as they could be manipulated by an adversary.  

Hardware­Based Signature Mechanisms 
Historically, integrity checking of hardware blocks has been commonly solved by the 
integration of hardware monitors. The applicability of this approach depends highly on 
the way in which pre-computed signatures are stored while the hardware 
implementation can be done in highly efficient way. On the other hand when large 
memories are needed for storage, this is often not affordable in low-cost designs. Also, 
the current state-of-the-art does not sufficiently cover the selection of the monitored 
system region. The heterogeneous nature of modern System-on-Chip designs calls for 
approaches that cover more than only a processor’s pipeline. If hardware monitors are 
to be used in such configurations, system complexity could be dramatically increased, 
decreasing area efficiency. 
Another point that has to be considered concerning monitoring hardware blocks is the 
impact of the monitoring process on the execution performance. In order to significantly 
reduce it, direct access to hardware resources needs to be granted. Therefore, 
dedicated monitoring hardware has been introduced to enable control flow-monitoring 
implementations. Initially watchdog-type modules have been used for dedicated 
monitoring purposes. The integration of specialized monitoring circuits has been 
described by Mao et al. (2010) and Lukovic et al. (2010) specifically targeting sensitive 
parts of the system. 
Contrary to techniques that rely on an external view of the supervised elements, on-line 
control flow evaluation methods make use of the modification of a processor’s pipeline. 
Such techniques are very effective when evaluating applications that mostly rely on a 
central processor, but again, lack proper applicability for heterogeneous System-on-
Chip implementations. These could be System-on-Chips that include various different 
processing units like coprocessors or dedicated DSPs. 

Hardware/Software Co­Design Solutions 
Wide fault detection coverage in recent years has resulted in various hardware/software 
co-design based methodologies. These techniques make use of the possibility to adapt 
both software and hardware layers to solve the detection coverage problem with low 
memory overhead and performance degradation. Application-specific instruction-set 
processors (ASIP) are by design optimal for the direct integration of fault detection 
functionality, as introduced by several publications such as Patel et al. (2011). For other 
than in ASIP-based architectures such methodologies can only be used in cases of 
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highly adaptable target architectures or when strong interventions in existing 
development flows are allowed because of an early stage in the design process. 
An alternative, if these changes in the design flow cannot be applied, is the generation 
of representative signature values to enable tracking of control changes. There are 
various different possible sources for these values, for example the test infrastructure 
such as scan-out-chains. Unfortunately, the on-line testing property is only partially 
applicable in case of test reuse, because periodic tests influence the operational 
performance (although the hardware area overhead is quite low). If the architectural 
state needs to be directly analyzed, fingerprinting techniques based on system hash-
values can be applied. The high frequency of the changing hash-values in high 
performance systems leads to high demands on circuit bandwidth that cannot always be 
provided. Large chip multi-processors require additional improvements and extensions 
to this technique such as those introduced by Khan et al. (2011). 

 

 
 

Figure 8: Power estimator-based fault detection 
 
We have shown (Krieg et al., 2012) that emulation-based power estimation 
infrastructure can also be used as a source for the on-line generation of operation 
signatures. These signatures can then be checked during operation in order to detect 
execution variations that could have been a result of an attack or a reliability issue. 
Such architecture is depicted in Figure 8, but different implementations are possible 
depending on the target system. 
 

FUTURE RESEARCH DIRECTIONS 

Variability analysis 
As shown in Figure 6 and described in previous sections the fault sensitivity of circuits 
increases tremendously with the reduction of the semiconductor feature size. A novel 
problem that has been identified in state-of-the-art System-on-Chips is strong process 
variations not only between different chips, but inside large heterogeneous SoCs. A 
very good overview is given by Gupta et al. (2013) over the many problems resulting 
from this issue. 
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As the evaluation of System-on-Chip implementations as well as the corresponding 
software is of highest priority, first steps to conquer this problem have been taken in 
recent years. Kozhikkottu et al. (2011) introduced a novel methodology to enable the 
evaluation of variability effects on an FPGA-based evaluation platform. 

Thermal analysis management for 3D-integration 
The limits of 2D-silicon integration density are about to be reached. 3D-integration is 
one of those technologies which enables a further density and performance increase. 
However, 3D-integration introduces major challenges in handling the generated heat, 
because computational elements are stacked above each other. The heat density 
increases, but standard heat sinks are insufficient to remove the generated heat; cf. 
Coskun et al. (2009). 
A very important future research field is the thermal understanding of 3D-integrated 
circuits. This includes, for example, thermal modeling and thermal simulation of 3D-
integrated chips while running dedicated benchmark applications to detect hazardous 
thermal hot spots. With the help of this analysis data, novel heat sink techniques (e.g., 
integration of mini heat pipes within the package) are about to be integrated. 
Furthermore, novel task distribution and power management algorithms are required to 
regard the 3rd dimension and to reduce these hazardous thermal hot spots. If these 
methods are applied properly, the circuit’s reliability and lifetime can be significantly 
increased. 

CONCLUSION 
The integration capability of the semiconductor industry has increased tremendously 
during the last years. Thanks to these improvements, the supported features of recent 
embedded systems have increased exponentially. However, this increase in complexity 
introduces problems that a system engineer needs to be aware of: a high amount of 
simultaneously switching transistors causes abruptly changing electric currents; deep 
sub-micron silicon integration technology is prone to random faults that need to be 
coped with during runtime, etc. 
In this chapter, we presented a comprehensive study of issues that engineers face 
when developing embedded systems. We described design analysis methodologies that 
were presented in recent years, and we outlined state-of-the-art techniques from 
industry to cope with the presented issues. These topics were discussed with a focus on 
reliable and secure low-power embedded systems, which play an important role in our 
more and more mobile environment. 
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KEY TERMS & DEFINITIONS 
 
Fault: 
A fault constitutes a deviation of normal internal system states or signals.  Such 
deviation could lead to the generation of wrong results, but it could also be masked by 
the current system state. 
 
Error: 
An error describes a deviation from the expected system behavior caused by a fault.  
Therefore, an error is a final consequence after a fault was activated and the result is 
stored by internal or external resources. 
 
Fault Attack: 
A fault attack is an intentional manipulation of the integrated circuit or its state, with the 
aim to provoke an error within the integrated circuit in order to move the device into an 
unintended state. The goal is to access security critical information or to disable internal 
protection mechanisms. 
 
Vulnerability: 
Vulnerability describes a certain inability of a system to withstand the effects of an 
attack in a hostile environment. 
 
Hardware Emulation: 
Hardware emulation is a technique that integrates a hardware design into a 
reconfigurable (e.g. FPGA-based) prototyping platform in order to allow the functional 
testing of a design-under-test including its firmware. This way both hardware and 
software can be evaluated in a realistic performance setting. 
 
Power Emulation: 
Power emulation extends the hardware emulation technique with power sensors and 
corresponding power models in order to gather estimated power analysis data of the 
design-under-test. 
 
Smart Card: 
A smart card is a device with an integrated circuit including its own memory and central 
processing unit. Besides a standard contact-based interface, it can also be powered 
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contactlessly by means of an alternating and modulated magnetic field, through which 
contactless communication is also enabled. 
 
System-on-Chip: 
A System-on-Chip (SoC) is an integrated circuit integrating all circuits and electronics 
(such as analog, digital, mixed-signal, or RF components) necessary for a system on a 
single chip. 
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ABSTRACT 
Embedded systems that follow a secure and low-power design methodology are, 
besides keeping strict design constraints, heavily dependent on comprehensive test and 
verification procedures. The large set of possible test vectors and the increasing density 
of System-on-Chip designs call for the introduction of hardware-accelerated techniques 
to solve the verification time problem. As already described earlier, emulation-based 
methodologies based on FPGA evaluation platforms prove capable of providing a 
solution compared to traditional system simulation. 
This book chapter gives an introduction into a multi-disciplinary emulation-based design 
evaluation and verification methodology that is based on various techniques that have 
been presented in the chapter “Vulnerabilities of secure and reliable low-power 
embedded systems and their analysis methods - A comprehensive study”. Test and 
verification capabilities are enhanced by the augmentation of this approach using 
model-based analysis units: gate-level-based power consumption models, power supply 
network models, event-based performance monitors, and high-level fault modes. The 
feasible usage of this verification methodology in the field of contactlessly powered 
smart cards is finally demonstrated using several industrial case studies. 
 

INTRODUCTION 
Semiconductor industry advances have led to technology capabilities permitting the 
integration of an increasing number of features on the same chip size. This comes 
along with a number of challenges, first, the increasing susceptibility of these systems to 
power and supply voltage variations translating to higher demands in system reliability. 
Second, a growing number of these highly integrated systems are deployed in security 
applications (electronic passports, electronic payment, etc.), yielding higher 
requirements in system security.  
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In recent years, however, the industry has faced a multitude of design challenges. First, 
the lack of rich design tools and effective design methodologies has caused an 
emerging productivity gap between the potential of presently available technology and 
the exploitation of its potential (ITRS Working Group, 2012, ITRS). Second, the late 
design phase applicability of many tools has blocked designers from investigating the 
potential design issues and introducing countermeasures early in the design phase. 
Early design phase monitoring of the following physical parameters such as, system 
performance, power and supply voltage, and security-relevant system behavior, is 
essential in order to reduce the productivity gap and to further push semiconductor 
advances.  
 
Figure 1 illustrates a typical industrial near-field communication (NFC) system giving a 
prime example of contemporary power-constrained embedded systems. A smart-phone, 
a multi-feature and inherently power-constrained device, must provide power to the 
contactless smart card system (through a wireless air interface, e.g., ISO-14443 
standard) by electromagnetic induction. This way of powering a device is described as a 
loosely power-coupled system. On the smart card end, power management is a critical 
issue due to the varying nature of its power supply and power consumption. While the 
strength of the electromagnetic field is set by the reader, the consumption is directly 
dependent on the smart card functions: it rises according to an increase in activity in its 
arithmetic and logic units and vice-versa. If power consumption is higher than power 
supply for a duration that cannot be compensated by draining the capacitor of its 
charge, then hazardous supply voltage drops can occur, which lead to operational 
failures. Contrarily, if power supplied is higher than power consumed for a duration that 
cannot be compensated by charging the capacitor up to its maximum voltage, then the 
excess energy is bled out of the system via the shunt resistor ShuntR , which is depicted 
by a Zener diode in a simplified way. Its purpose is to protect the smart card electronics 
against power surges and to reduce side-channel information leakage. 
 

 
 

Figure 1: Reader / smart card system and dedicated smart card power / voltage trends. Peak power 
consumption provokes hazardous supply voltage drops which may compromise the smart card’s operational 

stability. 
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In addition, smart card systems may be the target of security attacks. Such attacks must 
be countered by the smart card and, at the same time, it has to perform its normal 
functions in a reliable fashion and, whenever it is possible, with the best possible 
performance. 
 

OBJECTIVES 
Figure 2 shows our proposed comprehensive early design phase evaluation platform. It 
enables functional, power consumption and supply voltage, as well as performance and 
fault-attack investigations of power-constrained embedded systems.  
A characterization process is required initially in order to model power consumption and 
supply voltage as well as performance and fault-attacks. The design-under-test is then 
synthesized on an FPGA prototyping platform incorporating all models. The functional 
emulation of the design-under-test coupled with all established models on the 
prototyping platform delivers much information (i.e., power, supply voltage, performance 
information, etc.) about all system parameters, as discussed previously. 
 
The objectives are to gain insights by using early evaluation based on emulation 
techniques and to integrate the effective feedback of this information into the 
development process. They are essential in order to reach truly secure and power-
aware embedded systems. 
 

 
 

Figure 2: Principle of the early design phase evaluation flow. 
 
 

Background  

Smart card applications in power-constrained insecure and secure environments 
Security controllers embedded in smart cards are deployed in many today’s markets in 
order to secure sensitive data and to protect our privacy. Smart card systems are used 
in government applications such as national IDs, e-passports, or e-health insurance 
cards. Moreover, they are used in mobile phones (subscriber identification module), in 
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mobile payments (credit cards, NFC applications, public transport systems) or secure 
platforms such as personal computers or pay-TV applications. 
 

Critical infrastructure 
New markets for smart cards are evolving in critical infrastructure. Efficiency 
enhancements and a sustainable energy supply are crucial to our society. Future smart-
grids must cope with highly heterogeneous energy supply networks incorporating many 
decentralized energy producers. A highly automated smart-grid together with smart-
metering is required in order to automate the network’s load control and the customer 
billing system. Moreover, the customer can remotely control their home’s energy 
consumers. Hence, these systems can be vulnerable to hacker attacks. Smart card 
systems can act as security anchors that control data integrity and prevent unauthorized 
manipulations.  
 

Industrial control 
The German government coined an initiative Industrie4.0. One focus is ‘smart factories’ 
to connect decentralized fully automated production sites. In addition, the initiative 
targets ‘smart production’ having a logistics network of multiple companies.  
Supervisory Control and Data Acquisition (SCADA) has been introduced to control and 
monitor industrial processes that can range over multiple sites and long distances.  
Data integrity of all involved components, remote terminals, or deployed sensors must 
be ensured. Smart cards are the device of choice in order to sustain hacker attacks and 
maintain secure system operation in Industrie4.0 applications.  
 
The impact of failures in industrial environments on the safety of humans and the 
environment requires highly reliable and secure data processing and transactions, while 
these systems are often deployed in power-constrained environments. These smart 
cards must fulfill highest security requirements, hence they are complex System-on-
Chips holding analog components as well as a multitude of peripherals (I2C, SPI, USB, 
etc.). Not to mention that these systems are loosely powered via their contactless power 
interface. 
 
In order to fulfill the security requirements for a broad range of industrial application 
fields, Infineon has released a new security concept called Integrity Guard. Integrity 
Guard stores and processes on-chip data (including computations in the CPU itself) 
entirely encrypted. Moreover, to allow comprehensive error detection, the concept of 
two redundant on-chip CPUs checking each other’s results is utilized. 
 
The increasing complexity of these systems renders the maintenance of high test 
coverage a challenge, not only from a functional perspective, but also from the system’s 
power and supply voltage behavior, as well as fault attack resistance.  
Increasingly long redesign cycles emerge if potential failures are not detected in an 
early design phase before the first prototype is available.  
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We believe that emulation techniques provide early design phase investigation tools to 
fulfill comprehensive verification of complex System-on-Chips, while maintaining high 
test coverage. This early design phase approach avoids long redesign cycles and 
moreover decreases time-to-market. 
 

EMULATION TECHNIQUES FOR THE EARLY DESIGN EVALUATIONS 
In this section, we will present a comprehensive emulation methodology that is used in 
industry for design evaluations early in a product’s development cycle. This 
methodology comprises power consumption analysis, supply voltage analysis, 
performance and activity analyses, as well as fault injection techniques for security and 
reliability analyses. The presented methodology uses hardware emulation techniques. It 
is performed by hardware-accelerated calculations, design-under-test evaluations are 
carried out in real time, and results are delivered for each clock cycle. Thus, engineers 
are supported with accurate and fast tools to explore and evaluate novel 
hardware/software designs.  

Power Emulation 
Power emulation, first introduced by Coburn et al. (2005) as a variant of estimation-
based power profiling techniques, derives power information from evaluating power 
models. In principle, these power models can be implemented on various levels of 
abstraction, which influences their accuracy and complexity. Power emulation is 
operated on a relatively high level of abstraction in order to limit the model complexity 
and in turn hardware costs, which is a key requirement for low-power implementations 
of contactless smart cards. Models on this level of abstraction are often based on linear 
regression methods as depicted in (1). 
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(1)

 
[ ]nxxxx ,..., 21=  gives the vector of model parameters and [ ]ncccc ,..., 21=  represents the 

model’s coefficients. In its simplest form, model parameters are mapped to system 
states such as smart card’s low-power modes (e.g., sleep / halt) or memory read / write 
accesses. The vector of model coefficients ci contains power information that is 
dissipated during the active phase of a certain system state xi. The linear combination of 
the model coefficients ci and the model parameters xi form the power estimate )(ˆ xP . 
Model coefficients ci are determined in a power characterization process (Krieg et al., 
2011), which is explained in further detail below.  
 
Apart from performing pure power profiling on an embedded system (e.g., contactless 
smart cards), the hardware’s power consumption gives important information for 
security evaluation methodologies as well. Simple Power Analysis (SPA) and 
Differential Power Analysis (DPA) are representatives of this group. Moreover, faults 
injected by such security evaluation techniques can induce significant power 
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consumption changes. If these are detectable by power estimation methods, security 
relevant countermeasures can be exploited (e.g., security traps or hardware resets). 
The proposed system-level fault analysis concept extends the power emulation 
approach based on linear regression models explained above. Security relevant power 
information leakage can be extracted and evaluated, which gives room for design 
corrections before tape-out. The concept is illustrated by Krieg et al. (2012). The power 
model stated in (1) is extended according to (2).  
 
 )(ˆ)(ˆˆ)(ˆ xxx cDataDynamiicStateDynamStatic PPPP ++=  (2)
 
The model distinguishes between static power consumption StaticP̂ and dynamic power 

consumption DynamicP̂ . Moreover, it allows for the separation of state-dependent 

icStateDynamP̂ and data-dependent power consumption information cDataDynamiP̂ . State-
dependent power consumption information is covered by the simple power model in (1). 
The power estimates’ data dependency is introduced in order to support security 
relevant power analysis, such as SPA and DPA as shown in (3).  
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Relevant signal states six  and dix  and corresponding model coefficients sic  and dic , 
respectively, are determined during a power characterization process (Krieg et al., 
2011). A vector-based representation of the power model is given in (4). The difference 
between the real power consumption and the estimates given by the developed model 
is described by ε  as depicted in (5). The average estimation error ε  can be reduced by 
considering more system information in the form of additional states and their 
corresponding model coefficients. Finally, power sensors map state-dependent (SD) 
and data-dependent (DD) system states of the system-under-test to corresponding 
power value estimates. Estimation accuracies of greater than 90% compared to 
physical measurements can be achieved. 
 
 xcxcx dscP ++= 0)(ˆ  (4)
 
 ε+= )(ˆ)( xx PP  (5)
 

Power Characterization 
The established power model highly influences power-profiling quality. The choice of 
model parameters that represent most power-relevant system states are of great 
importance. Model parameters and their corresponding model coefficients are 
determined during the power characterization process as illustrated in Figure 3. The 
proper number and the right choice of these model parameters impacts on the model’s 
complexity and accuracy. 

6. Publications Publication 2 - IRP-ESD 2014 83



 
 

7

First, an exhaustive benchmarking suite is executed on the design-under-test on a gate-
level basis. These benchmarks should be designed in a way that they cause system 
activity across the entire system in order to reach representative results in terms of 
power consumption.  
These simulations uncover activity information for any signal of interest within the 
system. Once acquired, they form the basis for power simulations resulting in 
corresponding power values.  
Activity and power information is processed in the model-parameter selection process. 
A relevancy analysis using statistical methods must be performed in order to select the 
most relevant power parameters. Finally, a linear regression model fitting process is 
performed determining relevant power model coefficients 0c , sc , and dc . 
 

 
 

Figure 3: Power characterization flow. 
 
Supply voltage estimation techniques form another important field of research. Supply 
voltage information of a system can shed light on its susceptibility to supply voltage 
variations and, in turns, to its reliability. This is of particular importance for contactless 
smart card systems.  
Because of the mathematical relationship between power and voltage, power 
information is a key prerequisite in order to gain insights into supply voltage behavior. 
Hence, power emulation provides a good basis for supply voltage analysis emulation 
techniques. 

Supply voltage characterization and emulation 
A smart card system’s contactless power transfer is very limited. As a consequence, a 
smart card is prone to supply voltage drops caused for example by high power 
consuming computations or an insufficient magnetic field strength. A smart card 
hardware/software engineer must be aware of these power supply issues. Therefore, it 
is of high importance to support engineers with accurate and fast supply voltage and 
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power consumption estimation tools early during the design phase. Here we present a 
methodology featuring the evaluation of a contactlessly powered smart card’s supply 
voltage behavior early during its hardware/software design time. This methodology 
comprises the following three phases: power network model characterization and model 
creation, augmentation, and emulation. 
During the first phase, the power supply network of the reader / smart card system is 
characterized. A contactless smart card is powered by a magnetic field that is emitted 
by a reader device. Figure 4 illustrates the equivalent circuit of a reader / smart card 
system, as introduced by Finkenzeller (2003). It is analytically defined by (6). This 
analytical approximation is based on the law of Biot-Savat and is therefore only valid for 
rectangular shaped antennas. The reader generates a magnetic field with the help of a 
fixed voltage 1v , the resonance circuit RC , RL , and RR , and an alterable resistor )(Re tR l . 
By means of inductive coupling, electrical power is transferred contactlessly to the smart 
card. The coupling factor between smart card and reader is defined by the parameter k . 
After rectification, electrical energy is buffered within the capacitor BC . The capacitor’s 
charge level )(tQc  sets the crucial voltage )(tv , which is supplied to the electronics. The 
shunt resistor ShuntR , which is depicted in a simplified form of a Zener diode, prevents 
the adjacent electronics from power surges and reduces security related side-channel 
information leakage. The changing resistor of the smart card’s CPU is given by )(tRCPU . 

)(tRL  comprises the smart card electronics’ total changing resistance. Depending on the 
smart card CPU’s power consumption and the power provided by the magnetic field, 
capacitor BC  charges or discharges. It is crucial to provide a proper voltage level )(tv  to 
the electronics. If this voltage )(tv  drops below a certain threshold, the electronics’ 
operational stability is lost. 
However, in order to develop an appropriate model of a smart card’s power network 
which can be feasibly calculated by dedicated Arithmetic and Logic Units (ALUs) within 
an FPGA prototyping board, further simplifications need to be performed. Therefore, the 
electrical current and voltage characteristics of the reader / smart card system are 
measured. Based on these characteristics, a Thévenin voltage source is introduced, as 
proposed by Wendt et al. (2008) and depicted by Figure 4. The resulting equivalent 
circuit can now be expressed by a first order differential equation (if the shunt resistor’s 
functionality is simplified). With the help of a charge-based approach, which is defined 
by (7), the behavior of the supply voltage )(tv  can be easily computed in hardware. It 
should be noted that the voltage level of )(tvi  depends on physically related parameters 
such as antenna characteristics, distance between reader and smart card, orientation of 
the smart card within the magnetic field, etc. The amount of electrical current )(ti  that is 
consumed by the smart card’s CPU is estimated by the dedicated power estimation unit, 
which was introduced in the previous section. The presented model-based supply 
voltage analysis technique accounts for a maximum estimation error of only 2%, 
according to Wendt et al. (2008) and Druml et al. (2012).  
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During the augmentation phase, a smart card design-under-test is enhanced with the 
presented power supply network model and the dedicated power emulation unit. All 
components, which are available in a hardware description language, are then 
synthesized in an FPGA prototyping board. Now, the design-under-test is ready and can 
be emulated. Supply voltage and power consumption estimates are gathered in real-
time and for each clock cycle.  
 

 
 

Figure 4: Equivalent circuits of a reader / smart card system’s power supply network. 
 

Emulation-based fault-attack and bit-flip emulation  
In the previous section, an evaluation platform for power and supply voltage 
investigation was presented, which was tested in an industrial environment. In this 
section, we will show how the integration of fault models can extend its functionality to 
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mimic fault attacks or reliability issues. For this specific case study, we introduce an 
emulation methodology for attacks on the memory sub-system of a smart card. Attack 
scenarios are mapped on the cache data bus of the target, which can be a LEON3 
processor or security controller, using integrated saboteur modules (specific hardware 
elements to influence selected parts of the system in a controlled manner). A 
programmable fault injection controller controls these attack runs. It is connected to the 
verification system’s serial interface. This enables the parameterization through 
standard APDU (Application Protocol Data Unit) commands. This simple modification 
already allows for a wide variety of security robustness tests of fault-attack hardened 
smart card operating systems. The APDU command integration permits the seamless 
integration of the platform into a standard software verification system. For more details 
on this emulation system please refer to the work shown in Grinschgl et al. (2013). 
 
The high performance of the FPGA-based emulation platform allows high fault attack 
coverage of real-world applications using a multitude of attack vectors. On the other 
hand, as described in Krieg et al. (2013), a saboteur-based implementation for 
dependability evaluation has to be created in a completely different way. The random 
nature of these fault effects comes with the need of the integration of a large number of 
saboteurs. For this type of fault-injection testing, zones in the target implementation 
have to be defined, where faults would most likely directly result in disturbed operation. 
 

Performance emulation 
If a design-under-test is given which needs to fulfill certain real-time or performance 
constraints, it is of high importance to carry out performance evaluations during early 
design stages in order to detect hardware/software design flaws as soon as possible. 
For this performance analysis purpose, the use of Hardware Performance Counters 
(HPC) represents a common technique. An HPC represents a small circuit that is 
integrated into the design-under-test and monitors performance events e  of signals or 
hardware units of interest. Given the fact that the design-under-test is available in a 
hardware description language, HPCs can be added to any component easily without 
changing the component’s original functionality. A performance event e  is triggered if a 
logical function f  over a set of input signals ns  is satisfied, according to (8). These 
trigger events are captured by incrementing their dedicated performance counters. For 
example, if a processor system is being evaluated regarding its performance, 
performance events of interest can be memory accesses, cache misses, pipeline stalls, 
etc. within a certain period of time. The HPC data is gathered and can then be 
evaluated online by the design-under-test’s software or hardware components. If HPCs 
are used in an early design phase prototyping board, as presented in this paper, all 
HPC data is transferred to a host PC in order to perform offline analysis and verification 
tasks. The presented performance analysis technique helps detect and correct 
hardware and software problems, which would otherwise violate worst-case execution 
time or real-time requirements.  
 
 ),...,,()( 210 nssssfse =  (8)
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Activity emulation 
The first task includes the analysis of the LEON3 processor implementation in order to 
collect all relevant control signals of the system. A set of general benchmark 
applications is then executed to retrieve global control signal activity values. For this 
purpose, we relied on an adapted version (for the SPARC architecture) of the 
benchmark programs described in the following work (Bachmann et al., 2010). These 
applications are partially based on widely used benchmark suites like MiBench, 
Dhrystone, and Coremark. Furthermore, standard algorithms such as the quick-sort and 
AES encryption implementations have been added to better cover the application used 
on our embedded system. 
The generated temporal tracing results are, for example, extracted from the Coremark 
benchmark by evaluating three system modules of the LEON3 processor. Detailed 
activity information can be extracted from such traces to be used in accurate fault 
injection models. Such an investigation for the Coremark benchmark shows a high even 
activity in the integer unit and MMU, but quite low control activity in the cache 
management modules. Fault injection into these cache management modules would 
therefore not be successful for targeted attack runs. 
Also power estimation models are in need for such activity evaluations as, for example, 
large data buses have an impact on power consumption of System-on-Chip designs, 
which cannot be ignored. Hence, a characterization process also needs to include data 
signals to reduce the estimation error. However, bus line capacitances, which are the 
cause for this kind of power consumption, are only available after at least a preliminary 
physical implementation has been prepared. 
 
The following metrics have been defined as a base for activity emulation evaluations: 
 
 Nmax = number of observed signal lines (9)
 Ncycles = number of observed clock cycles (10)
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Industrial Case Studies 
In the following two sections, we outline evaluation results of our emulation 
methodology which was applied to an industrial smart card design and a freely available 
LEON3 processor design. We evaluated power and supply voltage behaviors, and we 
evaluated the design’s resistance against fault attack test runs. 
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Case study - smart card power and supply voltage evaluations 
Figure 5 depicts the basic setup of the early design phase emulation platform. It 
consists of an FPGA prototyping board and a host PC. The FPGA board implements the 
design-under-test, which must be available in a hardware description language (e.g., 
VHDL, Verilog). Power consumption sensors, supply voltage sensors, activity sensors, 
and fault injectors are added to any component of interest. The data of each individual 
sensor is gathered by dedicated control units in real-time and for each clock cycle. The 
fault injection controller’s task is to inject faults into specified components at specified 
points in time by means of saboteur or mutant techniques. Trigger units are used for this 
decision process, which monitors specified signals (providing trigger information of the 
selected target application or hardware module). If the monitored signals match a 
specified pattern, a fault is triggered to be injected into the predefined target component. 
A platform controller is used to configure and control all units of the emulation platform. 
Furthermore, it temporarily buffers all gathered analysis data into the FPGA board’s 
memory. At the same time, the analysis data is transmitted to the host PC by means of 
a high-data-rate interface. On the host PC, the data is archived and offline analyses can 
be carried out. 
 

 
 

Figure 5: This figure depicts the basic emulation platform setup consisting of the FPGA prototyping board 
and a host PC for offline analysis tasks. 

 
 
The presented early design phase emulation platform was set up for an industrial RF-
powered contactless smart card design, which was used as design-under-test; cf. Druml 
et al. (2013). The aim of this test was the evaluation of the question whether an AES 
encryption application can be feasibly implemented. The left subplot of Figure 6 
illustrates the smart card’s power consumption and supply voltage behavior when 
operating the smart card with a maximum clock frequency of 31 MHz. The monitored 
power consumption profile reveals a low power consuming initialization phase and high 
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power consuming cryptographic operations. During these cryptographic operations, the 
smart card’s supply voltage drops below the crucial threshold of 1 V. As a consequence, 
the operational stability of the smart card would be compromised. Because of these 
early design phase evaluation capabilities, an engineer is able to detect power and 
supply voltage issues caused by hardware and software implementations before the 
tape-out or before software is released. 
Thanks to dynamic voltage and frequency capabilities of the smart card, the detected 
instability can be resolved, for example by reducing the hardware’s clock frequency. 
The right subplot of Figure 6 depicts this approach. After the low power consuming 
initialization phase, the hardware’s clock frequency is reduced to 25 MHz 
programmatically. As a consequence, the AES encryptions dissipate less electrical 
power and hazardous supply voltage drops can be omitted. The smart card’s 
operational stability is maintained. However, due to the clock frequency reduction, the 
total execution of this test case is prolonged by 17%.  
 

 
 

Figure 6: Power, supply voltage, and clock frequency trends of a smart card performing AES encryptions. 

Case study - LEON3 fault attacks 
As described in previous sections, an industrial fault injection platform has been created 
that permitted the automated long-term testing of smart card systems. The combination 
of a high-security operating system and controller implementation resulted in strongly 
secured system that could not be successfully attacked. For the documentation of these 
results, please refer to the work presented in Grinschgl et al. (2013). For demonstration 
purposes, a more general approach based on the LEON3 System-on-Chip will be 
presented. Please note that this configuration cannot be directly transferred to a smart 
card system (e.g., there is no Ethernet interface in smart cards) but the same principles 
apply. For a general dependability evaluation, saboteurs have been placed at various 
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positions of the design such as the integer pipeline and an Ethernet interface controller. 
The injection architecture for these tests and the injection results is depicted in Figure 7. 
 

 
 

Figure 7: Long-time fault injection implementation 
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The following conclusions can be drawn from these tests: 

- Fault injection into the communication channel itself results in lost data 
packages, meaning data failures are correctly detected and the packets are not 
accepted. The larger benchmark results in more lost packages because of the 
longer turn-around time. 

- The second set of tests shows that if faults do not happen in the communication 
channel but within the controller memory, fault detection in the communication 
protocol fails and corrupted packets are transmitted. 

- The same characteristics can be observed if faults happen in the processor 
memory itself, again the communication protocol provides no protection. 

- Self-test routines provide very high fault coverage by design, which could also be 
verified using fault injection into the processor hardware. 

 
In conclusion, our saboteur-based approach allows simplified automated fault 
evaluation at various levels of communication abstractions. 

Case study - Improving fault injection evaluation and power characterization 
As described in Section “Power Characterization”, benchmark characterization tasks 
have to be executed, after which an existing power modeling flow can be evaluated. To 
achieve optimal characterization applications, the generated activity information can be 
used in a further process.  
Another important field of application for fault injection testing is self-test routines as 
they are used in the safety domain. Such software-based self-tests for processor cores 
need to have a deterministic behavior while providing high stuck-at fault coverage. Such 
deterministic applications and their evaluation have been shown in the work of 
Paschalis et al. (2001) introducing tests with a high fault coverage. We extended these 
test applications after a first exhaustive investigation to provide testing of all investigated 
sub-modules. For such simple self-tests, a very evenly distributed and high activity 
could be identified for both control and data signals. 
 

 
 

Figure 8: Benchmark characterization 
 
To enable a comparison of a benchmark-based power characterization processes using 
traditional test applications and an emulation-supported activity analysis approach, we 
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retrieved the application sets from the work shown in Bachmann et al. (2010). We 
applied power and signal correlation filters to select model coefficients, the same way it 
has been done in previous work. For the hardware implementation and application 
behavior characterization both approaches have been integrated into a LEON3-based 
FPGA system. By using a new application selection based on our activity emulation 
approach, we achieved similar power emulation accuracy while reducing the size of the 
power macro model by up to 20%. This allows for less complicated characterization and 
simpler hardware implementation, simplifying the testing of large multi-processor 
systems. 

Recommendation – Application­specific benchmarks 
The following conclusions can be drawn from such application investigations. First, as 
expected the automotive application of the MiBench suite shows similar signal activity. 
Further temporal evaluations of the associated signal traces also show that their 
temporal performance is similar, as expected from a domain-specific benchmark. 
Second, MiBench, quick-sort, most memory test and AES cryptography applications did 
not make use of any specialized arithmetic hardware like multipliers and dividers. 
Therefore, these and the remaining test candidates that also only resulted in little impact 
on arithmetic hardware activity were not well suited for an accurate power 
characterization process. 
 
Data from exhaustive activity evaluations suggests the selection of less domain-specific 
characterization benchmark applications. Hence, applications with an evenly distributed 
high activity spectrum have been chosen. In the end, a final selection consisted of 
generic arithmetic; logical, cache, and RAM test applications. The control set contained 
benchmarks from the widely used Coremark and Dhrystone suites. 
As described earlier, although the coefficient set shrunk by about one fifth because of 
the better activity mix, comparison showed similar or even better emulation results. This 
results in a strong call for more specific testing suites, and evaluation systems that allow 
a detailed look into the target system. 
 
 

FUTURE RESEARCH DIRECTIONS 

Static and formal analysis for high-level power and security properties 
A major challenge during and after the design of a novel implementation is the provision 
of trust between the manufacturer and a customer of high security products. In order to 
enable a defined level of trust between all participants, system certification aims at 
securing the supply chain of security critical products. Common Criteria, for example, 
defines such assurance levels to describe how well documented the design process 
(besides other processes) of such a product needs to be. High assurance levels, as 
applied to certain types of smart cards, include the necessity that certain fault attack 
scenarios are tested by independent test laboratories. The software verification platform 
introduced in this work is targeted at the preparation of software and hardware 
implementations for such artificial tests and real-world attacks. It has to be noted that 
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such emulation-based testing as well as physical tests are suspect to limitations 
concerning observability. Therefore, they cannot provide a guarantee that the 
investigated system covers all possible attack scenarios. 
Another point that has to be taken care of is the increasing complexity of smart card 
systems, which also causes a widened evaluation space. The verification problem that 
is also known from functional verification creates a strong need for an extended use of 
formal methods during the design and verification phases of the implementation. 
Recently published literature shown in academia and industry tried to solve these 
problems, but so far, it has not been possible to find comprehensive solutions 
responding to the specific needs of this industry sector (secure embedded systems). 

System-level power and security evaluations of mobile systems 
Payment and personal ID sectors have seen a massive introduction of smart cards in 
recent years that have come with an increasing introduction of mobile reader systems 
that are needed to communicate with these devices. Smart card and reader systems 
are closely examined for the power and security related challenges they are facing. 
Unfortunately, research has concentrated on the resolution of issues for only these 
isolated problem domains. Challenges resulting from the wireless connection and 
interaction between a contactless smart card and the reader system have not been 
sufficiently investigated. Therefore, possible security problems could have been missed 
and power consumption issues on the reader side could emerge, as the transmission 
power is kept at a maximum level at all time. The latter results from the fact that 
currently neither smart card nor reader system have detailed information about 
transmission channel properties. 

 

Estimation-based and prediction-based power-management strategies for lower-
power systems 
Power emulation can serve the needs for novel power management techniques, without 
requiring analog components. In traditional approaches, analog measurements provide 
information to power management algorithms. Instead, power information from 
emulation techniques enables power management with low hardware overhead in a 
purely digital manner. This reduces the power management complexity and eases on-
chip integration. 
This approach can directly steer dynamic voltage and frequency scaling (DVFS) 
approaches that vary system frequency and supply voltage in order to optimize the 
system’s power consumption. 
Next generation embedded systems that harvest energy from the environment require 
even more sophisticated power management techniques. High load changes can 
severely harm these systems and compromise reliable system operation. Power and 
supply voltage emulation techniques extended with prediction techniques can help to 
tackle these challenges. Monitoring internal system information in order to estimate 
power and supply voltage information could be complemented with observing pipeline 
information in order to predict future load changes and supply voltage drops. 
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Conclusion 
In this chapter we presented a multi-disciplinary early design evaluation methodology 
that is capable of evaluating a design-under-test’s functionality, power and supply 
voltage behavior, performance, temporal activity of components, and fault robustness. 
The design-under-test was integrated into an FPGA prototyping board along with 
model-based analysis and fault-injection units. Results were gathered hardware 
accelerated in real-time and for each clock cycle. 
Smart cards are enabler products for new industrial applications in critical 
infrastructures such as smart-grids or cloud-controlled industrial fabrication sites.  
We demonstrated the applicability of our approach on a number of case studies 
executed on our evaluation platform. The reliability of a smart card system was 
investigated by power and supply voltage profiling in order to detect harmful supply 
voltage drops. Security strength was illustrated in a fault-attack scenario carried out on 
the emulation-based evaluation platform. A benchmarking characterization study 
showed how to improve power and fault injection characterization by means of 
emulation techniques.  
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KEY TERMS & DEFINITIONS 
 
Fault: 
A fault constitutes a deviation of normal internal system states or signals.  Such 
deviation could lead to the generation of wrong results, but it could also be masked by 
the current system state. 
 
Error: 
An error describes a deviation from the expected system behavior caused by a fault.  
Therefore, an error is a final consequence after a fault was activated and the result is 
stored by internal or external resources. 
 
Fault Attack: 
A fault attack is an intentional manipulation of the integrated circuit or its state, with the 
aim to provoke an error within the integrated circuit in order to move the device into an 
unintended state. The goal is to access security critical information or to disable internal 
protection mechanisms. 
 
Vulnerability: 
Vulnerability describes a certain inability of a system to withstand the effects of an 
attack in a hostile environment. 
 
Hardware Emulation: 
Hardware emulation is a technique that integrates a hardware design into a 
reconfigurable (e.g. FPGA-based) prototyping platform in order to allow the functional 
testing of a design-under-test including its firmware. This way both hardware and 
software can be evaluated in a realistic performance setting. 
 
Power Emulation: 
Power emulation extends the hardware emulation technique with power sensors and 
corresponding power models in order to gather estimated power analysis data of the 
design-under-test. 
 
Smart Card: 
A smart card is a device with an integrated circuit including its own memory and central 
processing unit. Besides a standard contact-based interface, it can also be powered 
contactlessly by means of an alternating and modulated magnetic field, through which 
contactless communication is also enabled. 
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System-on-Chip: 
A System-on-Chip (SoC) is an integrated circuit integrating all circuits and electronics 
(such as analog, digital, mixed-signal, or RF components) necessary for a system on a 
single chip. 
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Abstract—Test and verification are essential parts during a
product’s development cycle. Simulation and emulation are well
known techniques to test and verify the functionality of a
design-under-test (DUT) before its tape-out. However, there are
additional issues like peak power consumption and supply voltage
drops, which can compromise a hardware’s functionality. These
issues are only partly covered by nowadays functional hardware
emulation test and verification approaches.

This paper presents a comprehensive emulation methodology.
It combines functional hardware emulation with model-based
performance, power, and supply voltage analysis techniques.
The DUT, which has to be available in a hardware description
language, is integrated into a FPGA along with designated
analysis units. These analysis units implement models of the
DUT’s performance, power consumption, and supply voltage
behavior. The presented emulation methodology allows a designer
to test designs in such a way that the cycle accurate results
are taken online, in real-time, and verify both functional and
performance behavior, as well as power consumption and supply
voltage levels.

The proposed comprehensive emulation methodology is used,
as an example of application, to verify the design of a LEON3
multi-core processor system as well as a RF-powered contacatless
smart card. The depicted results demonstrate that this emulation
approach is suitable to detect functional misbehavior caused by
power and supply voltage hazards and how they influence the
performance of the system.

Index Terms—Verification, Test, System Abstraction Level,
Power Estimation, Supply Voltage Estimation

I. INTRODUCTION

Simulation-based approaches are widely used for test and
verification purposes of hardware designs. However, if circuit
size and test periods rise, the amount of calculation time
needed can increase to a point where getting results in a rea-
sonable amount of time is unfeasible. To improve the test and
verification speed of hardware designs, functional hardware
emulation can be used. In [1], the authors demonstrate a speed-
up exceeding 106 gained by functional hardware emulation

We would like to thank the Austrian Federal Ministry for Transport,
Innovation, and Technology, which funded the project META[:SEC:] under
the FIT-IT contract 829586.
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Fig. 1. This graph illustrates the severe influences of high power consumption
changes on a RF-powered contactless smart card’s supply voltage. If the
supply voltage drops below a critical threshold, the functionality of the smart
card’s electronics is compromised.

over software simulations. Functional hardware emulation is
a technique that integrates the synthesizable hardware design
into a FPGA prototyping platform. In [2], a microprocessor
functional hardware emulation flow used for test and verifica-
tion purposes is presented.

However, functional hardware emulation approaches cover
important design and application issues, like power consump-
tion hazards or supply voltage alterations, only to some extent.
In [3], the authors highlight the severity of supply voltage
variations and supply voltage drops, which are caused by
fast and high electrical current changes. Fig. 1 illustrates the
impact of high power consumption changes on the supply
voltage by means of a RF-powered contactless smart card.
If the supply voltage drops below a hazardous threshold, the
functionality of the smart card’s electronics is compromised.
Approaches to detect power consumption and supply voltage
hazards have been presented by [4] and [5]: model-based
estimation techniques are added to a functional hardware
emulation environment. Thus, the power consumption and the
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supply voltage behavior of a target device can be estimated
cycle accurately and in real-time. If a power consumption or
a supply voltage hazard is detected, countermeasures can then
be performed.

Furthermore, it is important to test for performance related
issues as well, in order to see if the design-under-test (DUT) is
able to perform its function while respecting its real-time con-
straints. In [6], the number of cache misses, pipeline stalls, etc.,
are analyzed and optimization possibilities are investigated.
Typically, hardware performance counters (HPCs) are used
for such analysis purposes. The usage of HPCs in a hardware
emulation environment is practicable. The HPCs can be easily
embedded into a DUT that is available as synthesizable code.

This paper makes the following contributions:
• It presents a comprehensive emulation methodology. A

DUT’s functional hardware emulation is enhanced with
performance as well as model-based power and supply
voltage analysis techniques.

• Functional, performance, power consumption, as well
as supply voltage tests and verifications of a DUT are
performed online, cycle accurately, and in real-time.

• It introduces an innovative design debugging technique
using functional, performance, power consumption, as
well as supply voltage breakpoints.

This paper is structured as follows. Section II gives a short
introduction into the related work covering the topics power,
supply voltage, performance analysis, and hardware emulation
frameworks. In Section III our emulation-based design space
exploration approach is presented. Followed by Sections IV
and V demonstrating the evaluation of a LEON3 System-
on-Chip (SoC) and a state-of-the-art RF-powered smart card
processor with the help of our emulation framework. Finally,
our results are concluded and some details about our future
work are given in Section VI.

II. RELATED WORK

A. Power Analysis

Power analysis describes methods to determine the power
consumption of electric circuits. There are two basic tech-
niques: measurement-based or estimation-based. Estimation-
based power analysis can be conducted at any abstraction level
and can be subdivided into simulation-based and hardware
accelerated techniques. Simulations of large circuits at low
abstraction levels may cause a significant amount of calcula-
tion time. A high level simulation-based approach for power
analyses and power management evaluations is presented by
the authors in [7]. To speed up these time intense calcula-
tions, a hardware accelerated approach can be used. This is
achieved by integrating the analysis algorithms in hardware,
e.g., FPGA-based prototyping platforms. A hardware acceler-
ated power analysis approach is presented in [8]. Coburn et
al. introduced in [9] the Power Emulation methodology. The
power consumption is estimated by integrating a dedicated
DUT as well as register-transfer-level power macromodels into
a FPGA. Thus, power information is gained cycle accurately.

The power emulation technique can also be conducted at
system-abstraction level, as presented in [4].

B. Supply Voltage Analysis

Supply voltage analysis is a methodology that is used to
determine the supply voltage of integrated electric circuits.
This can either be done at run-time or at design-time. In [3],
a simulation-based approach is presented, which models a
power network. On-die circuits are used in [10] to measure
the voltage level and to detect hazardous voltage drops.
Voltage comparators [11] or analog-to-digital converters [12]
can also be used for hazardous supply voltage level detections.
Hardware emulation approaches using model-based analysis
units, as described in [4] or [5], are also feasible for supply
voltage analysis tasks. The DUT as well as a supply voltage
analysis unit are integrated into a FPGA. Thus, supply voltage
estimates are delivered cycle accurately and in real-time.

C. Performance Analysis

Hardware performance counters (HPCs) are commonly used
in nowadays processor systems for performance measure-
ments. With the help of these HPCs, the occurrences of certain
processor internal events (e.g., cache misses, pipeline stalls)
are measured. The low level system behavior can be evaluated
without the need of slow hardware simulations. The authors of
[13] highlight the importance of supporting software develop-
ers with such low level application behavior information: Java
applications are exemplarily analyzed regarding their low level
performance. Based on such analysis data new performance
optimizations can then be developed to respect certain real-
time or worst-case execution time constraints. In [6], the
authors describe the usage of HPCs to measure the workload
of IBM’s Blue Gene supercomputer. HPCs are also used
in conjunction with power models to estimate a processor’s
power consumption, as presented in [14] and [15].

D. Hardware Emulation Frameworks

Several hardware emulation frameworks were presented
to cope with the speed limitations of software simulation
approaches. One of the first processor verifications using
functional hardware emulation was performed by the authors
of [2]. In [15], the authors present a hardware emulation frame-
work using hardware performance counters to analyze a de-
sign’s power consumption behavior. A method to explore and
validate Multi-Processor System-on-Chip (MPSoC) designs
is depicted by [16]. Another MPSoC emulation framework,
with particular emphasis on Network-on-Chip (NoC) based
systems, is presented in [17]. Besides Xilinx tools, analytic
models are used to estimate technology-related parameters of
prospective ASIC implementations.

Our comprehensive emulation approach combines state-of-
the-art functional, performance, power, and supply voltage
analysis techniques with innovative test and verification meth-
ods within one single framework. Thus, system developers
are assisted during the whole development process with cycle
accurate analysis data, which is provided in real-time.
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Fig. 2. Principle of the comprehensive emulation methodology. The DUT is
synthesized along with dedicated analysis units within a FPGA prototyping
board. Trace information is acquired in real-time and is sent to a host PC for
further analysis tasks.

III. COMPREHENSIVE EMULATION APPROACH

Our comprehensive emulation approach represents a
methodology to test and verify a DUT’s functionality, per-
formance, power consumption, and supply voltage behavior
simultaneously. This is achieved by developing a FPGA-based
emulation test bench. This test bench integrates and emulates
the DUT and uses model-based analysis and verification units.
The test bench’s architecture is designed to adapt the analysis
models to any specific DUT easily. Fig. 2 illustrates the basic
principle of the presented emulation methodology. The fact
that DUT, the model-based analysis units, as well as an online
verification unit are integrated in hardware, all analysis and
verification tasks are performed cycle accurately and in real-
time. The presented technique grants a significant speed-up
compared to simulation-based approaches.

The architecture of the proposed emulation test bench is
depicted in Fig. 3. The DUT is integrated into a FPGA. A
power estimation unit is attached to the DUT and monitors
the DUT’s internal system states x(t). The DUT’s power con-
sumption P̂ (x(t)) is estimated according to these system states
x(t) by means of the power estimation unit’s power model. If
a DUT supports the dynamic voltage and frequency scaling
(DVFS) power management technique, a DVFS emulation
unit is used. This unit models the DUT’s currently selected
voltage VDD(t) and frequency f(t) parameters and outputs the
corresponding power estimates P̂ (x(t), f(t), VDD(t)). This
power consumption information is then forwarded to the
supply voltage estimation unit. This unit implements a model
of the DUT’s power network. Based on the power consumption
information and the power network model, the DUT’s supply
voltage behavior v(t) is estimated. An online verification unit
monitors the provided functional, performance, power, and
supply voltage information. All status information is then
analyzed and verified according to predefined constraints and
breakpoints. If these predefined verification constraints are
violated, the DUT is stopped and a step-by-step debugging
can be performed.
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Fig. 3. Architecture of the proposed comprehensive emulation test bench.
The DUT is synthesized within a FPGA along with dedicated model-based
analysis and verification units observing the DUT. Gathered analysis data is
forwarded to the host PC.

The presented emulation test bench supports an Ethernet-
based control and debug interface. This interface is used by
a host PC to control and setup the test bench with specific
test patterns and verification constraints. Furthermore, all
test results, whether they are results from functional testing,
performance testing, or power and supply voltage analyses,
are transmitted from the test bench to the host PC. At the
PC side, the data is archived and sophisticated software tools
can be used for further offline analysis and verification tasks.
In the following, each test bench component is described in
detail.

A. Power Estimation

The power estimation technique used in our emulation
approach is similar to a method described by the authors
in [4]. A linear regression based power model is featured,
which is presented by the authors in [18]. Fig. 4 illustrates
the working principle of the power estimation technique.
The DUT’s internal system states xi (e.g., CPU idle, cache
hit, memory write) are monitored by dedicated power sensor
units. A power model coefficient ci defines the amount of
power dissipated while being in the corresponding system
state xi. Then, the system states xi and power coefficients
ci are concentrated into the vectors x = [x1, x2, x3, ...] and
cT = [c1, c2, c3, ...]

T , respectively. Based upon the system
states x and the corresponding power model coefficients cT,
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Fig. 4. Power estimation unit observes the DUT’s system states. Power
sensors map component states to power values. Obtained with changes from
[4].
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the DUT’s power consumption is estimated according to (1)
and (2). The linear combinations of x and cT plus c0, which
defines the static leakage power dissipation, form the power
estimates P̂ (x). The difference between power estimates P̂ (x)
and the real power consumption P (x) is covered by the error
ε, according to (3). Because system states can change at
any clock cycle, a time dependency is finally introduced by
P̂ (x(t)).

P̂ (x) = P̂stat + P̂dyn (1)

P̂ (x) = c0 +

n∑

i=1

ci · xi = c0 + cT · x (2)

P (x) = P̂ (x) + ε (3)

To determine the power model parameters c0, cT, and x for
a given DUT, a power characterization process is conducted.
This characterization flow can be performed automatically for
any synthesizable hardware design, as described by the authors
in [19]. The estimation error ε depends on the number of
considered system states during the DUT’s power characteri-
zation process: the more system states considered, the lower
the estimation error.

B. DVFS Emulation

Power estimates P̂ (x(t)) are based upon a DUT, which
is operated at a fixed clock frequency f . This fixed clock
frequency is selected during the previously executed DUT’s
power characterization procedure. To cope with DUTs that
alter their processor clock frequencies, a DVFS emulation unit
is attached to the power estimation unit. In this case, the power
estimation unit delivers power estimates P̂ (x(t)), which are
based on a clock frequency of 1 MHz. These power estimates
P̂ (x(t)) are then scaled according to (4) with the currently
set processor clock frequency f(t) and the processor’s voltage
level VDD(t).

P̂ (x(t), f(t), VDD(t)) = P̂ (x(t)) · f(t) · VDD
2(t) (4)

A lookup table (LUT) approach is used to map each supported
processor clock frequency f(t) to a dedicated needed voltage
level VDD(t). The architecture of the hardware integrated
DVFS emulation unit is depicted in Fig. 5.

C. Supply Voltage Estimation

Fig. 6 illustrates the principle of the supply voltage estima-
tion unit. First, the electrical current i(t) that is drawn by the
DUT, is calculated by means of the DUT’s power estimates
P̂ (x(t), f(t), VDD(t)). Then, the DUT’s supply voltage v(t)
is estimated by means of a dedicated power network model.
The calculation of i(t) as well as the power network model
are specific to each DUT and need to be implemented by the
test bench designer.
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Fig. 5. Architecture of the DVFS emulation unit. A lookup table approach
is used to scale the 1 MHz based power estimates P̂ (x(t)).

D. Performance Evaluation

HPCs are used to evaluate performance matters of the DUT.
Due to the fact that the DUT is available in a synthesizable
hardware description language, HPCs can be added to any
DUT component of interest easily.

A performance event e is defined by a function f over a
set of input signals sn, according to (5). Whenever the input
signals sn satisfy the function f , the dedicated counter is
incremented. If a processor system is given as DUT, typical
performance events of interest are cache misses, memory
accesses, pipeline stalls, etc. The HPC data is then collected
and evaluated against predefined constraints within the online
verification unit. Additionally, the HPC data is transmitted to
the host PC for storage as well as further offline analysis and
verification tasks. With the help of these HPC analysis data,
hardware and software problems can be detected, which would
violate real-time or worst-case execution time constraints.

e(s) = f(s1, s2...sn) (5)

E. Online Verification

The online verification unit monitors and verifies infor-
mation such as: function, performance, power consumption,
and supply voltage. This information is cycle accurate and is
available in real-time. The online verification unit is configured
by the host PC with dedicated test patterns and verification
constraints. A set of innovative emulation breakpoints can be
specified by the test bench operator for debugging purposes:

• A functional breakpoint is triggered if a predefined in-
struction or a sequence of instructions is processed by
the target design.

Power 
Network 
Model

P�(x(t), f(t), 
VDD(t)) v(t)Calc 

i(t)

i(t)

Supply Voltage Estimation Unit

T
v(t-1)

Fig. 6. Principle of the supply voltage estimation unit. The supply voltage
v(t) is estimated with the help of the power consumption information and an
appropriate power supply network model.
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vo
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time

Break
point

Host PC
...
sll  %i4, 0x0002, %o5
add  %l5, -0x0001, %l3
add  %o3, 0x0001, %o3
st  %l3, [%o2 + %o5]
...

Fig. 7. Working principle of functional, performance, power, and supply
voltage breakpoints. If a breakpoint is triggered, the responsible sequence of
instructions can be determined.

• A performance breakpoint is triggered if the dedicated
performance constraint is violated, e.g., the number of
cache misses reaches a maximum allowed number.

• A power breakpoint is triggered if the dedicated power
consumption constraint is violated, e.g., the DUT’s power
consumption exceeds the defined threshold.

• A supply voltage breakpoint is triggered if the dedicated
supply voltage constraint is violated, e.g., the DUT’s
supply voltage drops below the defined threshold.

Fig. 7 illustrates the principle of the breakpoint mechanics. If
a breakpoint is triggered, the execution of the DUT is stopped
by deactivating its clock. The host PC, which receives all
status and verification data, can then perform a detailed offline
analysis, e.g., which kind of instruction sequence triggered the
specific breakpoint.

F. Configure and Control Unit

The configure and control unit provides two important
functionalities. First, it is used to configure the emulation
test bench with specific test patterns, verification constraints,
and breakpoint settings. Second, a step-by-step debugging
functionality is supported by controlling the DUT’s clock
accordingly. In conjunction with the online verification unit’s
breakpoints, a test bench operator is able to monitor step-by-
step the propagation of a fault within the DUT.

IV. CASE STUDY: LEON3 PROCESSOR

This case study demonstrates a comprehensive emulation
test bench for a two-core LEON3 processor system. LEON3
is a SPARC V8 open source processor [20], which has
been developed by the company Aeroflex Gaisler on behalf
of the European Space Agency. This case study analyzes
the LEON3’s power consumption behavior during benchmark
executions. A voltage stabilized power supply is used. Power
breakpoints are used to detect and to debug hazardous power
consumption peaks, which may destabilize the system.

A. LEON3 Processor Power Network

The architecture of the LEON3’s power network as well
as its voltage / current characteristic is depicted in Fig. 8.
In this very simplified case study, the LEON3 processor is
operated with a regulated, constant voltage source v(t). If the
electrical current i(t) rises above a critical threshold, then the
supply voltage v(t) drops to zero. The electrical current i(t)
is derived from the LEON3’s power consumption, which is
estimated by the designated power estimation unit.

v(t) LEON3 
Cores 1-nVDD, f

Electr
onics

i(t)

0 0.2 0.4 0.6 0.8 1
0

1

2

Voltage / Current Characteristic

v(
t)

 [V
]

i(t) [Normalized]

Fig. 8. Power network and supply voltage / current characteristic of the
LEON3 processor case study. If the drawn current i(t) exceeds a certain
value, the supply voltage v(t) drops hazardously.

B. Results

The LEON3 specific emulation test bench is integrated
in a Xilinx Spartan 3 FPGA board. The MiBench bench-
marking suite [21] has been chosen for reproducible testing
purposes. Fig. 9 illustrates the execution of a string search
algorithm while operating the LEON3 processor cores at a
clock frequency f(t) of 31 MHz. The first subplot shows
the total power consumption of the LEON3 cores. Although
the LEON3 is operated mostly within the power consumption
margin, several power consumption peaks exceed the crucial
threshold and trigger power consumption breakpoints. In this
special use case, the power supply is not able to compensate
these power peaks. Thus, the supply voltage drops to zero and
the operational stability of the real LEON3 hardware would be
lost. The third subplot of Fig. 9 illustrates the application of
HPCs to count the number of cache events. In this simplified
performance evaluation approach, a cache event is either a data
or instruction cache hit or miss. The presented curve depicts
the sum of all cache events during a specific time segment.
Comparing both subplots with each other reveals the high
correlation between cache events and the power consumption
of the LEON3. Based on such performance information, a
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Fig. 9. LEON3 behavior during a string search benchmark. Power peaks
above the threshold cause supply voltage drops and trigger power and supply
voltage breakpoints. The operational stability is compromised.
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TABLE I
COMPARISON OF HARDWARE SIMULATION AND REAL-TIME HARDWARE

EMULATION SPEEDS.

Benchmark RTL Sim. Time Emu. Time Speed-up
String Search 18 min 52 sec 5.5 ms 20581
FFT 22 min 39 sec 7.7 ms 17142
Basicmath 49 min 50 sec 17.3 ms 17283
Quicksort 31 min 43 sec 9.9 ms 19222

developer is able to analyze already during design time if
an application running on the DUT would violate its real-
time and worst-case execution time constraints. Fig. 10 depicts
the sequence of operations triggering the power consumption
breakpoint, which is marked with an arrow in Fig. 9. To
resolve the demonstrated system instabilities, the following
three approaches could be applied exemplary:

• Modifying the source code to reduce the number of
cache misses, which cause additional power dissipation
by accessing the RAM.

• Reducing the clock frequency of the LEON3 processor
cores.

• Adding a capacitor to the LEON3’s power supply network
to reduce the hazardous supply voltage drops.

Table I illustrates the speed-up gained by the presented real-
time emulation approach compared to hardware register trans-
fer level simulations in Mentor Graphics ModelSim. Simula-
tions are performed on a six-core AMD Phenom II 3.2 GHz
processor system with 16 GB RAM. However, the initial setup
of such a comprehensive emulation framework takes some
time, which is not regarded in this comparison.

V. CASE STUDY: RF-POWERED SMART CARD

This case study exemplifies a comprehensive emulation test
bench for a state-of-the-art single-core RF-powered contactless
smart card CPU. Fig. 11 depicts the basic setup of a reader
/ smart card system. The reader device generates a magnetic
field H(t), which is used to power the contactless smart card
and to communicate with it. Thus, smart card application
designers need to be aware of the very limited power supply.
Peak power consumption or a high average power consumption
result in a dropping supply voltage of the smart card’s elec-
tronics. If the supply voltage drops below a hazardous thresh-
old, the smart card’s operational stability is compromised.

...
2827737ns CPU2: 0x4000265c  sll  %i4, 0x0002, %o5
2827771ns CPU2: 0x40002660  add  %l5, -0x0001, %l3
2827804ns CPU1: 0x4000a864  bne  0x4000a8c8
2827804ns CPU2: 0x40002664  add  %o3, 0x0001, %o3
2827804ns CPU1: 0x4000a868  ldub [%o1], %g1
2827837ns CPU2: 0x40002668  st   %l3, [%o2 + %o5]
...

Break
point

Fig. 10. This figure depicts the identified sequence of instructions that
provoked the marked power consumption peak from Fig. 9. The online
verification unit stopped the DUT. The test bench operator is able to analyze
step-by-step the cause and the propagation of this power bug.

H(t)

Electronics

Smart Card

C
iZ(t)Reader

Device v(t)

Fig. 11. Principle of a smart card / reader system. The reader generates a
magnetic field, which is used to power the smart card and for communication
purposes. The capacitor stores electrical energy and the Zener diode prevents
the electronics from power surges.

The smart card design presented in this case study supports
basic DVFS power management functionalities. The CPU’s
clock frequency f(t) and voltage VDD(t) parameters can be
modified programmatically. If power management algorithms
are applied correctly, power consumption, and supply voltage
hazards can be minimized.

A. 13.56 MHz Contactless Smart Card Power Network

Fig. 12 depicts the equivalent circuit of a contactless smart
card’s power network using a 13.56 MHz magnetic field, as
presented by the authors in [22]. An implementation of a
smart card power network model has been demonstrated by
the authors of [4] using a charge-based approach, according
to (6).

v(t) =
QC(t)

C
(6)

A similar implementation approach has been chosen for the
supply voltage estimation unit used in this smart card em-
ulation test bench: the rectified voltage vi(t) is supplied by
the magnetic field and powers the smart card. A Zener diode
protects the smart card’s electronics from power surges. The
capacitor C buffers electrical charges and defines the supply
voltage v(t) according to (7). v(t) is supplied to the smart
card’s electronics.

v(t+1) =
QC(t) +

vi(t)−v(t)
Ri

Δt− i(t)Δt

C
if v(t) < VZ (7)

Depending on the CPU’s power consumption, the capacitor
C is charged or discharged. Thus, the supply voltage v(t) alters

Ri ii(t)

iC(t)

i(t)

vi(t) v(t) CPUVDD, fC
Electr
onics

iZ(t)

Fig. 12. Equivalent circuit of a smart card power network, obtained with
changes from [22]. The rectified voltage vi(t) is supplied by the magnetic
field. Capacitor C buffers electrical energy during undersupply periods and a
Zener diode protects the electronics from power surges.
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accordingly: if the smart card CPU’s power consumption is
too high, the voltage v(t) drops consequently. If this supply
voltage v(t) drops below a certain hazardous threshold, the
functionality of the smart card’s electronics is compromised.
According to [22] and [4], an average power estimation error
of 8.4% and an average supply voltage estimation of 2% are
introduced by the presented smart card power network model.

B. Results

The emulation test bench for a RF-powered contactless
smart card has been integrated in a Xilinx Spartan 3 FPGA
board. The smart card design is tested with an AES encryption
application. Fig. 13 shows the smart card’s behavior while
applying a clock frequency of 31 MHz. According to the
monitored power consumption profile, the application’s ini-
tialization phase and three AES encryptions are identifiable.
The supply voltage drops hazardously below a level of 1 V
as soon as the calculation intense AES encryption algorithm
starts. Thus, the smart card’s operational stability would be
compromised. Supply voltage breakpoints are triggered by the
emulation test bench and the faulty source code can be identi-
fied. The fact that the tested smart card design supports DVFS
functionalities, the demonstrated instability can be resolved by
reducing the smart card CPU’s clock frequency. Fig. 14 depicts
this approach. After the application’s initialization phase is
finished, the smart card CPU’s clock frequency is reduced
to 25 MHz programmatically within the application’s source
code. Thus, the power consumption of the calculation intense
AES encryption algorithm is reduced and no hazardous supply
voltage drop occurs. The smart card’s operational stability is
given. Because the clock frequency is reduced to 25 MHz, the
total execution time of the benchmark application is increased
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Fig. 13. This figure illustrates a RF-powered contactless smart card
performing an AES encryption benchmark. During the AES encryption rounds
high power consumption peaks cause hazardous supply voltage drops, which
would compromise the smart card’s stability.

TABLE II
EMULATION TEST BENCH AREA CONSUMPTION BREAKDOWN.

Component Area Overhead
Configure and Control Unit 60%
Power Estimation Unit 8.1%
Supply Voltage Estimation Unit 5.5%
Online Verification Unit 4.2%

by 17%.
The presented smart card specific emulation test bench

requires an additional area overhead of 77%. A detailed area
breakdown is depicted by Table II. The highest amount of
area is required by the configure and control unit, because it
implements a processor core to ease configuration and control
tasks. These results are gained from synthesis on a Xilinx
Spartan 3 FPGA platform.

The presented smart card specific power estimation and
supply voltage estimation units can also be used in a smart card
ASIC for high sophisticated on-chip power management. With
the help of these analysis units and DVFS techniques, a smart
card’s operational stability can be optimized. Hence, these
units are downsized to implement only the most important
functionality. Verification and control units are omitted.

VI. CONCLUSION

Test and verification are indispensable tasks during a hard-
ware’s development process. Simulation and functional hard-
ware emulation approaches are commonly used for these
purposes. However, not all design and application issues can be
verified practicably, like hazardous peak power consumption
or supply voltage drops.
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Fig. 14. This figure depicts the usage of the RF-powered contactless smart
card’s DVFS functionality. During the AES encryption rounds the power
consumption is reduced and hazardous supply voltage drops are minimized.
The smart card’s operational stability is preserved.

334334

6. Publications Publication 3 - IEEE PDP 2013 106



This paper presents a comprehensive emulation methodol-
ogy: the functional hardware emulation approach is enhanced
with model-based analysis techniques and real-time verifica-
tion capabilities. Such a comprehensive emulation test bench is
constructed by integrating a DUT as well as additional analysis
and verification units into a FPGA-based prototyping platform.
Thus, the DUT’s functional, performance, power consumption,
and supply voltage behavior can be analyzed online, cycle
accurately, and in real-time. A hardware integrated online
verification unit monitors and verifies the gathered analysis
data according to predefined constraints. Functional, perfor-
mance, power, and supply voltage breakpoints can be defined
for innovative hardware debugging purposes. If triggered, the
responsible sequence of instructions can be determined.

The presented case studies depict the suitability of our
emulation methodology to detect application and hardware
design bugs affecting functional, performance, power, and
supply voltage behaviors already during a product’s design
phase. As an example of application, a LEON3 multi-core
processor system is verified. A dedicated emulation test bench
reveals power supply issues if the LEON3’s power consump-
tion rises. A second case study verifies the design of a RF-
powered contactless smart card. The presented smart card
test bench is able to detect hazardous supply voltage drops.
The usage of power and supply voltage breakpoints reveals
the responsible source code sequences. Based on the gained
debug information, the source code is adapted to reduce the
processor’s clock frequency programmatically. Thus, the smart
card’s operational stability is regained.

Our future work concerns the integration of fault effect
analysis into our design space exploration framework. This
is accomplished by adding emulation-based fault injection
techniques to our comprehensive design space exploration
framework. Thus, faults affecting a DUT’s functionality, per-
formance, power, and supply voltage can be evaluated already
during the design phase.
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Abstract—Design exploration and evaluation are essential tasks
during a product’s development cycle. Simulation and hardware
emulation are common techniques to explore and evaluate the
functionality of hardware / software designs. However, when
it comes to distributed secure applications, like contactless
reader / smart card systems, non-functional design properties
and system aspects (e.g., conctactless power transfer, power con-
sumption) have to be regarded too. State-of-the-art simulation-
based and emulation-based design exploration tools cover these
design issues and system aspects only to some extent.

Here we present a design exploration framework for complete
reader / smart card systems using state-of-the-art model-based
emulation and estimation techniques. This novel system-based
approach is of high importance because of the high availability
of battery powered mobile readers (i.e. smart phones) and
novel mobile application fields. Contactless power transfer and
power consumption analyses of reader and smart cards can be
performed for each clock cycle and in real time. Thus, novel
system-level power and security optimization techniques can be
evaluated considering the reader / smart card system as a whole.
We demonstrate the application of our exploration framework by
means of a typical Diffie-Hellman key exchange between reader
and smart card and highlight power optimization possibilities.

Index Terms—Design Exploration, Hardware Emulation,
Power Emulation, RF Channel Emulation

I. INTRODUCTION

The number of available mobile battery-powered RFID
and Near Field Communication (NFC)-enhanced readers (i.e.
smart phones) and mobile applications has increased drasti-
cally during the last years. Such applications can be found
in our everyday life, e.g., in the fields of transportation,
payment, loyalty and coupons, logistics, healthcare, access
control. Thus, a reader / smart card system’s security and
power consumption characteristics are of high importance.
Fig. 1 depicts the working principle of such a reader / smart
card system. The reader emits an alternating magnetic field,
which is used to power the smart card and to exchange data
with it. As depicted by Fig. 2, smart cards are very constrained
in terms of available electrical power, chip size, and computa-
tional resources. During a smart card’s peak power consump-
tion or during low magnetic field supply periods, the smart
card’s supply voltage may drop below a hazardous threshold,
which would result in a loss of operational stability. Given

H(t)

Electronics

Smart Card

C
iZ(t)Reader

Device v(t)

Fig. 1. This figure illustrates the working principle of a reader / smart card
system. A reader emits a magnetic field which is used for powering the smart
card and for communication purposes. Obtained with changes from [1].

these constraints, mobile reader devices commonly use high
magnetic field strengths to ensure a proper working smart card.
This approach limits the reader’s battery lifetime drastically.
However, during a smart card’s low power consuming period,
a reduced magnetic field strength would suffice and would
prolong the reader’s battery lifetime. Thus, it is imperative to
support hardware and software designers with evaluation tools
that provide a system-view of reader / smart card systems. This
is the only way of evaluating and implementing novel system-
level power optimizations and security concepts.

State-of-the-art simulation and emulation tools, which are
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Fig. 2. Power consumption and supply voltage trends of a contactlessly
powered smart card. Peak power consumption causes hazardous supply
voltage drops. Obtained with changes from [1].
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used for design exploration and evaluation tasks, cover these
system-based power and security aspects only to some extent.
Our presented reader / smart card exploration framework sup-
ports hardware and software developers with accurate system-
level power, functional, and RF channel analysis data during
the design time. Thus, novel system-level power optimizations
and security concepts can be explored and validated. Fur-
thermore, system-level power and security bugs can be found
early during a product’s development process, which reduces
development costs and time-to-market intervals.

This paper makes the following contributions:
• It introduces an innovative emulation-based and

estimation-based design exploration approach
encompassing complete reader / smart card system
designs.

• It features an RF channel model supporting power and
data transfer evaluations.

• It demonstrates the evaluation of a typical Diffie-Hellman
key exchange by means of the proposed framework and
highlights system-level power optimization possibilities.

This paper is structured as follows. Section II gives a short
introduction into the related work covering the topics hardware
emulation frameworks, hardware accelerated power estima-
tion, and RF power transfer. In Section III our emulation-
based design exploration approach is presented. Followed by
Section IV demonstrating the evaluation of a Diffie-Hellman
key exchange between a reader and an RF-powered smart card.
Furthermore, it is demonstrated how our framework is used for
rapid software prototyping and verfication tasks. Finally, our
results are concluded and some details about our future work
are given in Section V.

II. RELATED WORK

A. Functional Hardware Emulation

Hardware emulation is a common technique to evaluate
hardware / software designs: the hardware design, which must
be available in a synthesizable hardware description language,
is integrated into an FPGA-based prototyping platform. Thus,
a major performance improvement can be achieved com-
pared to simulation-based approaches. The authors of [2]
demonstrated a speed-up of more than 106. One of the first
hardware emulation approaches, which verified the function-
ality of the K5 processor, was introduced by the authors of
[3]. A technique to evaluate Multi-Processor System-on-Chip
(MPSoC) designs was presented by [4]. In [17], the authors
depicted another MPSoC emulation framework with particular
emphasis on Network-on-Chip (NoC) based systems.

B. Hardware Accelerated Power Estimation

Hardware accelerated power estimation is performed by
adding dedicated estimation hardware to a given system.
The author of [5] used hardware event counters to estimate
the thread specific power consumption of operating systems.
Bircher et al. demonstrated in [6] the power characterization
of a complete embedded system by means of performance
counters. They achieved an estimation error of less than

9%. In [7], the authors augmented the functional hardware
emulation technique with hardware performance counters for
power analysis purposes. Coburn et al. [8] combined the
hardware emulation method with power analysis techniques
using register-transfer-level power models. Thus, a hardware
accelerated anaylsis method is given, which speeds up power
analyses compared to simulation-based techniques. A higher-
level power emulation solution was presented by the authors
of [9]. They were able to reduce the hardware overhead, but
analysis accuracy decreased at the same time. In [1] and [10],
the authors used power models and estimation techniques
to optimize a smart card’s power consumption by means of
dynamic voltage and frequency scaling.

C. RF Power Transfer

In [11], the authors outlined the relation between the
strength of the reader emitted magnetic field and the maximum
communication distance. Further analyses were performed by
[12] and the main conclusion was that the maximum power
that can be transferred within an NFC-based system from
reader to transponder is as high as 100 mW. However, state-
of-the-art smart cards are designed to be operated with only
a few mW of transferred electrical power. Considering these
facts, the authors of [13] proposed a power stepping RFID
inventory algorithm to reduce the overall power consumption
of RFID readers. In [14], a verification methodology was
presented, which evaluates the provided RF power and the
actual consumed power of the smart card’s electronics. In [15],
the authors presented a reader / smart card RF channel simula-
tion framework using high level SystemC models. The power
optimization techniques presented there were also verified on
a real reader / smart card system.

Especially in the field of mobile and secure reader / smart
card systems, it is imperative to regard all system aspects like
power transfer, power consumption of reader and smart card,
etc. The gap in literature of fast emulation-based design explo-
ration and prototyping frameworks focusing on these important
system aspects and regarding complete reader / smart card
systems, is addressed in our work.

III. DESIGN EXPLORATION FRAMEWORK

Fig. 3 depicts the concept of our reader / smart card system
design exploration framework. The hardware designs of reader
and smart card are integrated into an FPGA prototyping board
along with control and model-based analysis units. Functional
(executed instructions) and non-functional (power consump-
tion, supply voltage, performance, etc.) traces are gathered for
each clock cycle and in real time. These traces are then sent via
Ethernet to a host PC for further sophisticated analyses. Given
such an exploration framework, software and hardware can
be prototyped, tested, and verified rapidly. Furthermore, the
presented exploration methodology grants a significant speed-
up compared to register-transfer-level simulations.

The architecture of the framework is depicted by Fig. 4.
Power sensors are placed throughout the design to gather
power consumption estimates for each component of reader
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Fig. 3. This figure depicts the concept of our design exploration framework.
Reader, smart card, and model-based analysis units are integrated into an
FPGA prototyping board along with model-based analysis units. Functional
and non-functional traces are transmitted to a host PC for analysis purposes.

and smart card. The smart card’s power supply information is
estimated by the model-based RF channel emulation approach.
A framework controller unit represents the interface to the host
PC, controls the reader, smart card, and analysis units, and
gathers all available analysis information. In the following,
the individual concepts are explained in more detail.

A. Power Emulation

Our power estimation approach is based upon the power
emulation technique introduced by [8] and [9]. The working
principle of the power estimation unit is depicted by Fig. 5
and is defined by (1) and (2). Power sensors monitor the
hardware’s internal component states x. Each sensor maps
its dedicated component state xi to a corresponding model
coefficient ci, which defines the amount of dissipated power.
The linear combination of x and cT plus a static power con-
sumption c0 defines the total estimated power consumption.
The average estimation error ε, which is given by (3), can be
as low as 4.71% for a characterized smart card architecture,
as highlighted by the authors of [16].

P̂ (x) = P̂stat + P̂dyn (1)

P̂ (x) = c0 +

n∑

i=1

ci · xi = c0 + cT · x (2)

P (x) = P̂ (x) + ε (3)

x, cT, and c0 are determined during a gate-level power char-
acterization process, which can be performed automatically
for any given hardware design, as described by the authors
of [16]. The more component states considered during the
characterization process, the lower the estimation error ε. If
the manufactured ASIC hardware of the design-under-test is
available, the power model can be further refined with physical
measurements to reduce the estimation error.

B. Power Characterization

To determine the power model parameters c0, cT, x, and
ε for a given design-under-test, a power characterization pro-
cess is conducted. Fig. 6 depicts this power characterization
process, which can be performed automatically for any synthe-
sizable hardware design. It is based on an approach presented
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Fig. 4. Architecture of the reader / smart card evaluation framework. Power
sensors gather power estimates from any component of interest. Wireless
power and data transfer are modeled by the RF emulation unit. A controller
unit is used to configure and control the framework by means of a host PC.

by [16]. First, the design-under-test, its target technology, and
an exhaustive benchmark affecting all design components are
selected. Then, gate-level simulations are executed to get the
raw activity and power data. Thereafter, this power and activity
data needs to be post-processed. During this task, unneeded
and redundant data is filtered. Finally, after a regression-based
model fitting process, which is similar to the method presented
by [17], the relevant power data cT, c0, and system states x
are identified. If an ASIC hardware of the design-under-test is
already available, the power model can be further refined with
power measurements to decrease the power model’s estimation
error ε.

C. RF Power Emulation

An imperative part of this work consists of the emulation of
the RF channel between reader and smart card. With the help
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Fig. 5. Working principle of the power emulation approach. Power sen-
sors monitor component states and provide corresponding power estimates.
Obtained with changes from [16].
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of power transfer and data transfer models, the reader / smart
card system’s behavior can be explored during various physical
conditions (e.g., distance, antenna alignments, antenna param-
eters). Fig. 7 depicts the equivalent circuit of the RF channel’s
power transfer, according to [18]. This RF channel model is
defined by (4), as presented by [15]. The reader sets a magnetic
field strength with the help of the fixed voltage v1 and the
adjustable resistance RRel(t). Electrical power is transferred
contactlessly to the smart card by means of inductive coupling
and a resonance circuit. k defines the coupling factor between
reader and smart card. The total smart card’s resistance is
given by RL(t). A shunt resistor, depicted as a Zener diode,
prevents the smart card’s electronics from power surges and
reduces leaking side channel information. After a rectification,
which is performed by diodes D1 up to D4, electrical energy is
buffered in capacitor C, which defines the crucial voltage v(t).
This capacitor C is either charging or discharging depending
on the strength of the supplied magnetic field and the changing
smart card CPU’s power consumption. As a consequence, the
voltage level v(t) fluctuates during operation. To guarantee a
proper working smart card, it is imperative to prevent v(t)
from dropping below a crucial threshold VT .

v2 =
ωk

√
LRLT iR√

(ωLT

RL
+ ωRTCT )2 + (1− ω2LTCT + RT

RL
)2

(4)

However, to integrate a model of an RF channel feasibly in
an FPGA prototyping hardware, the presented analytical model
needs to be simplified. A feasible simplification approach
was presented by the authors of [19]. By measuring the
current / voltage characteristics of the reader / smart card
system, a Thévenin voltage source can be introduced, which
is defined by voltage vi and resistance Ri. The resulting
equivalent circuit is depicted by Fig. 8. This reader / smart
card power transfer model accounts for a maximum estimation

RRel(t)

CT

RR

LR

RT

LT

RCPU(t)

iR

v1

CR

iZ(t)

v2(t)
D1 D2

D3 D4 C v(t)

RL(t)

Fig. 7. Equivalent circuit of a reader / smart card system. Power is transferred
by means of inductive coupling and resonance circuits. Obtained with changes
from [18].

error of only 2%. As highlighted by the authors in [1] and
[15], the voltage level vi of (5) depends on physical relation
parameters like distance d between reader and smart card,
antenna characteristics, field strength, orientation of the smart
card within the field, etc. The final RF channel model is
defined by (6). By using this electrical charge-based approach,
the voltage v(t) can be calculated in hardware feasibly.

vi(t) = f(d(t), AntennaCharacteristic, ...) (5)

v(t+1) =
QC(t) +

vi(t)−v(t)
Ri

Δt− i(t)Δt

C
if v(t) < VZ (6)

D. RF Data Emulation

The RF data transfer model features bidirectional FIFOs
between reader and smart card hardware. Data rates can
be adapted according to the ISO standards. Furthermore, it
supports the emulation of a faulty RF channel with increased
bit error rates. It is of high importance to test if security related
software is resistant against such faulty data transmission
conditions.

E. RF Channel Emulation Unit

The final RF channel emulation unit is depicted by Fig. 9. It
consists of RF data emulation and RF power emulation units.
Bus accesses are provided to configure the individual units
and to exchange data between reader and smart card with the
help of the data emulation approach. RF power transfer is
emulated by defining a certain reader emitted magnetic field
strength. Based on the given magnetic field strength value,

Ri ii(t)

iC(t)

i(t)

vi(t) v(t)C

iZ(t)

RCPU(t)

Fig. 8. Simplified equivalent circuit of the reader / smart card power
transfer. vi(t) is defined by the magnetic field. Capacitor C buffers electrical
energy and the Zener diode limits the voltage v(t), which is supplied to the
electronics. Obtained with changes from [1] and [19].
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the smart card sets the voltage level of vi(t), which respects
the physical relation (distance, orientation within field, etc.)
between reader and smart card. Finally, based on the smart
card’s power consumption P̂ (x) and vi(t), the crucial voltage
v(t) is calculated hardware accelerated, in real-time, and for
each clock cycle according to (6).

F. Framework Controller

The framework controller represents the interface between
the user and the emulation framework. It is accessed from
a host PC over Ethernet and is responsible to configure
and control all analysis units and designs-under-test. To ease
these configuration and controlling tasks, it implements a
dedicated processor core. It gathers and buffers all analysis
data and forwards it to the host PC for further evaluation
tasks. Furthermore, to facilitate software verification tasks,
predefined conditions can be set (e.g., the smart card’s supply
voltage must be higher than 1 V during operation). If such
a condition is violated, the emulation framework is paused.
Such functionality supports hardware and software designers
the find the root causes of identified issues.

IV. CASE STUDIES

A. Case Study - Key Exchange

This case study evaluates a typical Diffie-Hellman key
exchange procedure between a reader and a smart card in terms
of power consumption and timing. Due to security related
disclosure policies, the original reader / smart card designs
were adapted. Both reader and smart card hardware designs
were exchanged with LEON3-based designs. LEON3 is a
SPARC V8 open source processor [20]. Fig. 10 illustrates the
used key exchange procedure. Reader and smart card decide
on using the public information g and p. Reader generates
A based on its secret a and sends it to the smart card. The
smart card computes B based on its secret b and sends it to
the reader. Both reader and smart card are then capable to
compute the shared secret s.

Fig. 11 depicts the power and voltage analyses of this
case study. P̂R represents the reader’s power consumption.
After computing and sending A, it waits for the smart card’s
response. During this period, the reader’s power consumption
is reduced. When the reader receives the response, it computes

Reader Smart Card
A

B s = Ab mod p

A = ga mod p

s = Ba mod p

B = gb mod p

Fig. 10. Use case of a Diffie-Hellman key exchange between reader and
smart card.

the shared secret s and as a result its power consumption rises
again. P̂SC(t) denotes the smart card’s power consumption.
During idle times, the smart card stays in a sleep state and con-
sumes very low power. P̂Z(t) shows the power consumption
trend of the smart card’s Zener diode. Any power dissipated
by this component can be considered as wasted power, which
could be saved by the reader. Therefore, one aims to keep
P̂Z(t) as low as possible to make the reader / smart cart
system more efficient in terms of electrical energy usage. This
efficiency analysis is of high importance if a battery-operated
mobile reader is given. The voltage trends are shown by the
last graph. vi(t) denotes the voltage which is provided by
the magnetic field, VZ represents the Zener voltage, and VT

shows the crucial electronics’ threshold voltage. If v(t) drops
below VT , the smart card’s operational stability will be lost. In
summary, the smart card is operated properly (no v(t) voltage
drops below VT ) but inefficiently (P̂Z(t) > 0).

Based on the presented traces, a system engineer is able to
analyze the reader / smart card system’s power and timing
behavior and is able to explore system-level optimization
possibilities. To increase the system’s power consumption effi-
ciency, the strength of the reader emitted magnetic field could
be adapted according to the smart card’s power requirements:

• During the smart card’s sleep state, a minimized magnetic
field strength is supplied thanks to the reduced power
supply requirements.

• The power requirements for each smart card request are
evaluated and maximum transmission ranges are defined.
The reader then adapts the magnetic field to fulfill these
power requirements. For example, high power consuming
cryptographic operations require higher magnetic field
strengths than operations accessing only the smart card’s
memory.

Due to the lower emitted magnetic field strengths, the reader’s
power consumption is then reduced as well. This idealized
approach is depicted by Fig. 12. vi(t) is lowered during the
smart card’s idle times and is only increased if the smart card
is performing the power intense Diffie-Hellman calculations.
According to the presented power and voltage traces, v(t)
stays above the crucial threshold VT and P̂Z(t) is minimized.
Thus, the smart card is operated in a stable state and the
reader’s battery life time can be prolonged at the same time. If
such a system-level power optimization technique is deployed
on a real reader / smart card system, energy savings of more
than 26% are achievable, as demonstrated in [15].
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Fig. 11. Power and voltage traces of a typical Diffie-Hellman key exchange
procedure. The reader emits a magnetic field of high strength and is unaware
of the smart card’s low power consuming periods. Thus, power PZ(t) is
wasted within the smart card’s protection circuit.

B. Case Study - Faulty Key Exchange, Software Verification

Besides software and hardware design explorations, the
presented reader / smart card emulation framework can also
be used for rapid software prototyping and verification tasks.
For this purpose, the manufactured hardware is characterized
precisely, by considering a lot of component states, according
to the presented characterization flows. Thus, the provoked
estimation error ε is minimized.

Fig. 13 illustrates the non-functional verification of a faulty
key exchange software implementation. The traces of the
smart card’s supply voltage v(t) as well as voltage vi(t),
which depends on the magnetic field strength, show sharp
drops. Because v(t) drops below the crucial VT threshold, an
important verification rule is violated. The smart card faces
a power starvation period and its stability is not provided
anymore. The software developer is now able to analyze the
functional traces (executed instructions) and non-functional
traces. By repeating the tests and defining functional or non-
functional breakpoints, the software developer is able to find
the potential root cause of such an error.

If this test was performed on a real reader / smart card
system, this smart card power supply violation would not be
found because of the following reasons:

• The smart card’s emergency power management precau-
tions (e.g., pausing the clock) would be able to compen-
sate the power starvation period. Thus, the software de-
veloper would not recognize any power starvation issues.
However, the capabilities of these compensation circuits
are limited and would fail for longer lasting starvation
periods.

• If the distance between reader and smart card is shorter
than intended, the smart card will receive more electrical
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Fig. 12. Optimized Diffie-Hellman key exchange procedure. The reader
is aware of the smart card’s low power consuming periods and decreases the
magnetic field vi(t) accordingly. Only during high power consuming periods,
the magnetic field is increased. Thus, power can be saved by the reader.

power. Therefore, there will not be any power starvation.

C. FPGA Area Overhead

Table I highlights the FPGA area needed by our
reader / smart card emulation framework, based on a Xilinx
Virtex-6 LX240T synthesis. The total area overhead of all
analysis, control, and debug units is as high as 5654 slices and
9461 LUTs. The high amount of area needed by the control
and debug units is due to the integration of a processor core
to ease control and debugging tasks.

V. CONCLUSION

Design exploration and evaluation represent essential tasks
during a product’s development process. In the applica-
tion field of mobile, contactlessly powered, and secure
reader / smart card systems, it is imperative to regard system
aspects like power transfer, power consumption, security, etc.
to provide a proper working system. However, state-of-the-art
design evaluation approaches consider these system aspects
only to some extent. Furthermore, recent mobile reader devices
operate smart cards with a high magnetic field strength without
respecting a smart card’s low power consuming periods. By
disregarding these important system aspects, battery lifetime
of mobile readers is reduced drastically.

TABLE I
FRAMEWORK - FPGA AREA CONSUMPTION BREAKDOWN

Component Slices LUTs
Reader Model (LEON3-Based) 3829 7574
Smart Card Model (LEON3-Based) 3834 7576
Power Estimation Units 260 497
RF Power Transfer Model 216 609
RF Data Transfer Model 430 428
Control and Debug Units 4748 7927
Total Area Overhead 5654 9461
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Fig. 13. Rapid software prototyping and verification: an error in the reader’s
software causes a drop of the magnetic field’s strength. The smart card’s
supply voltage drops therefore below the crucial threshold and its operational
stability is not provided anymore.

This paper presents a design exploration framework for
reader / smart card systems. By emulating reader, smart card,
and a model of the RF interface, an important system view
is provided to hardware and software developers early during
the product’s development process. The framework supports
state-of-the-art power estimation techniques to provide power
consumption and power transfer information of reader, smart
card, and the RF channel. Functional and non-functional traces
are acquired for each clock cycle and in real time. Thus, novel
system-based power and security optimization techniques can
be explored and evaluated. We depict the feasible application
of our framework by means of a typical reader / smart card
key exchange procedure. We demonstrate the exploitation of
the smart card’s low power consuming periods to reduce the
reader’s magnetic field and thus to prolong the reader’s battery
lifetime.

Our future work concerns the integration of fault effect
analysis into our reader / smart card system exploration frame-
work. This is accomplished by adding emulation-based fault
injection techniques. Thus, faults affecting the reader’s or the
smart card’s functionality, performance, power consumption,
and power supply can be evaluated early during the design
phase.
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Abstract—Testing hardware and software components regard-
ing their fault detection and fault handling capabilities is of
vital importance. However, considering the fact that security
systems are built using several distributed hardware components
(e.g., reader / smart card authentication system), testing each
component individually is insufficient. Because novel system-wide
multi-fault attack campaigns can be conducted, fault propagation
as well as fault handling of the entire system must be regarded.
State-of-the-art emulation-based fault analysis approaches ne-
glect this system aspect as well as the fault impact on power
dissipation and power supply.

Here, we present a novel analysis methodology that character-
izes the behavior of complete systems during the design phase,
in terms of fault handling, power dissipation, and power supply.
Emulation-based techniques are applied to provide cycle accurate
analysis information of the system-under-test in real time. The
presented approach is of importance when it comes to test re-
source constrained, dependable, and high secure system designs.
We demonstrate the application of this approach by means of
a reader / smart card authentication system. Furthermore, we
show how system level-based multi-fault attacks can be emulated
and how the resulting system behavior (e.g., power consumption,
power supply, information leakage) can be exploited to extract
security relevant information.

Index Terms—Fault Emulation, Hardware Emulation,
Estimation-based Techniques, Power Analysis

I. INTRODUCTION

Given the cost and time-to-market pressure of novel hard-
ware and software developments, exhaustive test coverage is
difficult to achieve. Especially in the field of dependable and
high secure systems, test and verification are very important.
The authors of [1] and [2] present the challenges when facing
the area of secure embedded system designs. These publica-
tions highlight the importance to support the system engineers
with security-test capabilities already during a product’s design
state. Functional hardware emulation can be used for this
purpose, which is a technique that integrates the synthesizable
hardware design into an FPGA prototyping platform. However,
functional hardware emulation covers important design and
application issues, like hazardous power consumption or power
supply alterations, only to some extent. A combination of
functional hardware emulation with state-of-the-art estimation-
based power consumption, power supply, and information-
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Fig. 1. Power consumption and supply voltage trends of a passively-powered
contactless smart card performing AES encryptions. High power consumption
peaks cause the capacitor’s voltage level to drop. If the voltage drops below a
certain threshold, the smart card’s operational functionality is compromised.

leakage analyses, enables engineers to test and verify hardware
designs as well as dedicated software more precisely. Thus,
design and implementation problems can be detected and
fixed in time before the tape-out, as demonstrated in [3].
Fig. 1 demonstrates a power emulation of a passively-powered
contactless smart card performing an AES encryption bench-
mark. In this example, peak power consumption affects the
electronics’ supply voltage stability hazardously, which may
disrupt the smart card’s functionality if not handled properly.

However, evaluating the behavior of individual components
under faulty conditions is insufficient when it comes to dis-
tributed high security systems, such as reader / smart card
systems. The complete system’s behavior must be regarded:
for example, multi-attacks, which are conducted on both reader
and smart card side simultaneously, could bypass security
precautions. Faults within the reader could impact the smart
card’s power supply and, as a consequence, affect the op-
erational stability of the smart card. Furthermore, significant
power consumption changes provoked by intentionally injected
faults can reveal security relevant internal countermeasures,
e.g., security traps or hardware resets. Because of these threats,
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it is imperative to provide fast fault injection as well as fault
effect evaluation methodologies at system level already during
a product’s design phase.

This paper makes the following contributions:
• It presents a novel fault effect analysis methodology not

only for individual components or chips but for complete
system approaches as well.

• State-of-the-art emulation-based and model-based tech-
niques are used to evaluate faults that affect power
dissipation, power supply, and information leakage in
targeted designs. Cycle accurate analysis information is
provided in real time.

• It exemplifies the application of system level fault at-
tack scenarios encompassing and affecting an entire dis-
tributed mobile energy-efficient trustworthy authentica-
tion system.

This paper is structured as follows. Section II gives a
short introduction into the related work covering the topics
fault injection and security analysis in application fields of
RFID and smart cards. In Section III our fault effect analysis
approach is presented. Followed by Section IV demonstrating
the fault effect evaluation of an RF-powered reader / smart
card system with the help of our approach. Finally, our results
are concluded in Section V.

II. RELATED WORK

There is a lot of ongoing research covering the topics
of fault awareness and fault injection. If the final hardware
is available, faults can be injected either by software (e.g.,
corrupting memory images) or by external sources, such as
radiation. During a hardware’s design phase, faults can be
injected by modifying the hardware description. If such hard-
ware description modifications are conducted, fault injections
can either be simulated or emulated on FPGAs. Early fault in-
jection tools and methodologies were proposed by the authors
of [4] and [5], focusing on the simulation technique. High level
simulation approaches using SystemC were presented by [6]
and [7]. Many tools were introduced in the field of software-
based fault injection, e.g., FIAT [8] or FERRARI [9]. Further
research work focused on modular fault injection controllers
[10], automated saboteur as well as mutant placement [11],
improving fault injection rates [12], and enhanced multi-level
approaches [13].

On the one hand simulation and software-based fault eval-
uation techniques are flexible and easy to adapt, but on the
other hand, they lack in fault injection speeds. A speed-up can
be established by using hardware emulation-based injection
and evaluation methods, as highlighted by the authors in [12]
and [14]. A partial reconfiguration approach was presented by
the authors of [15]. In [16], the authors presented a highly
parallelized fault emulation approach. Multiple fault emula-
tion platforms are used simultaneously to increase the fault
injection rate. Disadvantageous is the usage of netlists, which
are available late in the chip design process and represent high
security properties in the field of reader / smart card systems.

Power Emulator

System Level Analysis Approach

Functional
Analysis

Security and
Dependability

Analysis

Power Consumption and
Power Supply Analysis

System Design
System Level

Architecture LevelDevice 1 Device n...

Fault
Emulator

Fig. 2. Concept of the presented system level fault analysis methodology. A
system-under-test design is enhanced with various emulator techniques. Thus,
functional, fault, power consumption, as well as power supply analyses can
be conducted during a system’s design phase.

In the application field of RFID-based systems, the authors
of [17] summarize feasible fault attacks on the physical device.
They demonstrate the vulnerability of such systems by making
it possible to write faulty values into tag memories. In [18],
the authors highlight sever security issues in the field of
RFID-based credit cards. In [19], an FPGA-based RFID-tag
development platform was presented, which can be also used
for implementing and evaluating security attacks.

However, none of the presented simulation-based or
emulation-based research work is able to observe power dis-
sipation and power supply trends during faulty environmental
or faulty internal conditions. Furthermore, most of the related
work focuses on single fault event evaluations. As the author
highlights in [20], proper security evaluations require more
complex fault models capable to cope with intentionally in-
jected multiple faults.

III. SYSTEM LEVEL FAULT EFFECT ANALYSIS CONCEPT

The concept of our system level fault analysis approach is
depicted in Fig. 2. The target system, which may consist of
several distributed subcomponents, is extended with model-
based fault injection, power consumption, and power supply
sensor units. Functional, security and dependability, power
consumption, and power supply analysis can be performed
cycle accurately and in real time. Fig. 3 describes the flow to
generate a system level fault effect testbench, which is divided
into four phases. At first, the system-under-test, which must
be available in a synthesizable hardware description language,
and appropriate security as well as dependability constraints
are specified. Based on these specifications, power and fault
models are generated during the second phase. Phase three
augments the target system with the generated models. After
the synthesis on FPGA, the attack campaigns are conducted
and all gathered functional, fault, power consumption, and
power supply trace information is evaluated. In the following
paragraph, the individual concepts are described in more detail.
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Fig. 3. Emulation-based fault effect analysis flow, consisting of the phases
specification, characterization and modeling, augmentation, and fault effect
analysis.

A. Security and Dependability Analysis

Security and dependability analyses are conducted by evalu-
ating and verifying the system-under-test’s behavior during in-
tentionally injected faults. Faults can be transient or permanent
and are injected either in a simulation of the system-under-test
or by adapting the system-under-test to integrate fault-inducing
modules or faulty components. The simulation-based approach
is very flexible. However, if circuit size and test periods
rise, the amount of calculation time needed can increase to
a point where getting results in a reasonable amount of time
is unfeasible. Thus, the presented system level fault analysis
concept favors the adaptation-based analysis approach. The
adaptation-based fault injection method modifies the behavior
of selected components in the target design, which must be
available as synthesizable code. If adaptation-based techniques
are used in conjunction with functional hardware emulation,
high fault injection rates can be accomplished. However,
emulation-based fault injections come at the cost of flexibility
loss. Two approaches of adaptation-based fault injections are
featured by our concept:

• Mutants are replacements of specific hardware compo-
nents. Mutants behave like the original hardware until
they are triggered. If triggered, the hardware component’s
functionality is disturbed according to predefined pat-
terns.

• Saboteurs are small hardware components that are
plugged into signal lines. Saboteurs behave transparently
until they are triggered. If triggered, the signal line is
disturbed according to predefined patterns.
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Fig. 4. The power estimation principle: The system-under-test is enhanced
with power sensors monitoring the system’s state and data activity. Power
estimation traces are then forwarded to further analysis units. Obtained with
changes from [22].

B. Power Consumption Analysis

A hardware’s power consumption represents an important
side channel information for security evaluation methodolo-
gies, such as Simple Power Analysis (SPA) or Differential
Power Analysis (DPA). Furthermore, significant power con-
sumption changes provoked by an injected fault can reveal
security relevant countermeasures, e.g., security traps or hard-
ware resets. Thus, security critical code execution can be
detected. Our proposed system level fault analysis concept
supports state-of-the-art power analyses based on estimation
techniques, which can be used during early design phases.
Thus, security relevant power information leakage can be
evaluated and then, the design can be corrected, if required, in
time before its tape-out. Fig. 4 illustrates the power estimation
concept used. It is based upon the power emulation principle
introduced by [21]. According to (1), (2), and (3) the estimated
power consumption P̂ (x) can be subdivided into dynamic and
static power P̂Static. The dynamic power itself is composed
of state-dependent P̂StateDynamic (e.g., crypto core active)
and data-dependent P̂DataDynamic (e.g., switching data lines)
power dissipation. The data dependency P̂DataDynamic is
introduced to support security relevant power analyses, such as
SPA and DPA, which would be unfeasible using only control-
based power information. A power characterization process,
as described for example by the authors in [22], spots relevant
signals / states, xsi as well as xdi, and associated power
coefficients, csi as well as cdi. Power sensors finally map the
state-dependent (SD) and data-dependent (DD) activity of the
system-under-test’s components to corresponding power value
estimates. A vector-based representation is introduced by (3).
The difference between real power P (x) and estimated power
P̂ (x) is finally given by ε in (4). This average estimation error
can be reduced by considering more states and more power
coefficients during the characterization process. Finally, these
power information traces are then forwarded to attached power
evaluation units.

P̂ (x) = P̂Static + P̂StateDynamic + P̂DataDynamic (1)
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P̂ (x) = c0 +
m∑

i=1

csi · xsi +
n∑

i=1

cdi · xdi (2)

P̂ (x) = c0 + cTs · xs + cTd · xd (3)

P (x) = P̂ (x) + ε (4)

C. Power Characterization

A power characterization process needs to be conducted
to determine the power model parameters c0, cT, x, and ε
for a given design. This power characterization process is
depicted by Fig. 5 and is based on an approach presented by
[23]. Such a power characterization process can be performed
automatically for any synthesizable hardware design. At first,
the design-under-test, its target technology, and exhaustive
benchmark are selected. These benchmarks should affect all
design components available by the design-under-test. Then,
gate-level simulations are performed. As a result, activity
information and power information are gained. This power
and activity information is then post-processed by filtering
unneeded and redundant information. During the final step,
a regression-based model fitting process is conducted, which
identifies relevant power information cT, c0, and system states
x. If a manufactured hardware of the design-under-test is
available (e.g., an ASIC), the power model can be further
refined with power measurements to decrease the estimation
error ε.

D. Power Supply Analysis

Reliable hardware operation is, at least, dependant on ade-
quate availability of voltage and power. Power supply analysis
is especially important in the field of resource constrained
applications. In the case of environment powered smart cards,
electrical power is supplied to the smart card by the reader
via a time-varying magnetic field of sufficient amplitude. The
smart card operation could be compromised if, after the result
of a fault in the reader, the magnetic field strength drops

Design-Under-Test, Benchmark, and
Target Technology Selection

Gate-Level Simulations Power Measurements

Hardware
Available?

Post-Processing

Power Model Fitting

Yes

Model Refinement

Power Model: x, cT, c0,

No

Fig. 5. The used gate-level-based power characterization flow. Obtained with
changes from [23].
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Fig. 6. Working principle of contactless authentication system. The reader
emits an alternating magnetic field to power the smart card and to exchange
data with it.

below the safe operation level. Furthermore, supply voltage
fluctuation could occur in the smart card if it is involved
in high power consuming operations, such as cryptographic
calculations, without taking into account how much power the
reader can give at any given time. It is essential for such a high
security hardware to detect and handle these power supply and
supply voltage variations properly. Thus, it is mandatory to test
a hardware’s behavior during harsh and faulty environmental
conditions regarding its low power and low supply voltage
handling.

Our emulation-based fault effect analysis methodology fea-
tures power supply analysis by means of emulation-based
models. A power supply model is generated by a dedicated
characterization process. The characterization process and the
resulting power supply model are specific to each system-
under-test and need to be implemented by the test bench
designer. For example, in the application field of reader / smart
card systems, current / voltage characteristics are measured
during the characterization process. With the help of these
characteristics, a simplified equivalent circuit is developed,
which can be feasibly used as an emulation-based power
supply model.

IV. CASE STUDY - META[:SEC:]
This case study demonstrates the system level fault

emulation methodology’s potential by means of the
META[:SEC:] project, which focuses on Mobile Energy-
efficient Trustworthy Authentication Systems with Elliptic
Curve based SECurity. Fig. 6 illustrates the principle of such
a contactless authentication system. A reader device emits
an alternating magnetic field, which induces a voltage within
the smart card’s antenna. This contactless power transfer is
used to power the smart card. Data is transmitted by means
of magnetic field modulation. A capacitor is used to buffer
electrical energy for magnetic field undersupply periods.
A shunt resistor, depicted as a Zener diode, prevents the
electronics from power surges. Fig. 7 shows the platform’s
architecture, which is used to evaluate the authentication
system’s behavior and fault resistance. Reader, smart card,
and models of communication interfaces as well as peripheral
interfaces are available as synthesizable code. All components,
which are relevant for tests and analyses, are extended with
fault injection, power consumption sensor, and power supply
sensor units. Then, they are integrated into an FPGA along
with dedicated control units. A platform controller unit is
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Fig. 7. Architecture of the reader / smart card system fault emulation
platform. Reader and smart card designs as well as an RF model are integrated
into an FPGA. Components of interest are enhanced with power sensors
and fault injectors. Thus, comprehensive information about functional, power
consumption, and power supply effects caused by faults can be gathered.

used as interface between test engineer and platform for
configuration and online analysis tasks. All gathered analysis
data is finally forwarded to a PC for further evaluation tasks.
This innovative approach allows a test engineer to implement
novel attack scenarios and analysis methods, which are
unfeasible if only individual components are considered. In
the following section the platform components are described
in detail.

A. Power Emulation

Our conducted gate-level-based power characterization pro-
cess resulted in a power model causing an average estimation
error ε of 8.4%. If a higher accuracy is needed, this estimation
error can be further reduced by considering more states x
and more power coefficients cT during the characterization
process.

B. Power Supply Emulation - RF Interface Emulation

RF interface emulation units are introduced in both reader
and smart card designs. These units model the power as well
as the data transfer between reader and smart card. The power
transfer model is based upon approaches from [24], [25], and
[26], which is depicted in Fig. 8. The magnetic field, which
is emitted by the reader, induces a varying voltage within
the smart card’s antenna. Thus, power is transferred from the
reader to the smart card. With the help of measurements the
system’s current / voltage characteristics are recorded and a
Thevenin voltage source, vi(t) and Ri, is introduced, which
models this power transfer (see [25]). Capacitor C buffers
the electrical charges. Its charge level QC(t) sets the voltage
v(t). A shunt resistor, in the form of a Zener diode, protects
the adjacent electronics from electric surges. If the smart

Ri ii(t)

iC(t)

i(t)

vi(t) v(t)C Electronics

iZ(t)

Fig. 8. Simplified equivalent circuit of a contactlessly powered smart card.
vi(t) represents the magnetic field induced and rectified voltage. A Zener
diode protects the electronics from electrical surges. The charge level of
the capacitor C sets the voltage v(t), which must not drop below a certain
threshold. Obtained with changes from [24] and [25].

card’s electronics dissipates more electrical power than the
magnetic field is able to supply, then the capacitor’s charge
level decreases and its voltage level v(t) drops accordingly. It
is imperative for a smart card’s power management to keep
its supply voltage always above a safe operation level. If the
voltage drops hazardously below this level, the functionality of
the smart card’s electronics would be compromised. The smart
card’s RF interface emulation unit implements a charge based
mathematical model of the shown equivalent circuit, which is
given by (5) and (6). The vital smart card’s supply voltage can
therefore be estimated with an average estimation error that is
as high as 2%.

v(t) =
QC(t)

C
(5)

v(t+1) =
QC(t) +

vi(t)−v(t)
Ri

Δt− i(t)Δt

C
if v(t) < VZ (6)

C. Fault Emulation

Simulation-based and adaptation-based fault emulation tech-
niques are supported by our presented concept. In the pre-
sented use case, adaptation-based methods are used to facilitate
high fault injection rates. This section presents our fault
emulation controller, which is based on work from [10], in
a generic way: trigger modules Tn monitor program counters,
cache addresses, any signal line of interest, etc. and output a
logic high signal if a predefined set of input conditions fTi()
masked by MTi is met, given by (7). The trigger outputs of Tn

are forwarded to the fault emulation controller. fPi(), which is
shown by (8), defines which kind of pattern Pi is used, given a
certain set of trigger conditions Tn and a mask MPi. A pattern

x0

xn

...

...

x0

xn

...

fTn(x0...xn)
Tn

fT0(x0...xn)
T0

fP0(T0...Tn)

fPn(T0...Tn)

...

P0

Pn

FI0 1

FIn 1

...

FI0

...

FIn

...

Fault Emulation Controller

Fig. 9. Generic architecture of the fault emulation controller. Fault injectors
FIn are triggered based on patterns Pn, logical conditions fPn, and input
conditions Tn.
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TABLE I
SUPPORTED FAULT MODELS

Fault Fault Type Description
Stuck-at-0 Permanent Signal is set to 0 until reset
Stuck-at-1 Permanent Signal is set to 1 until reset
Bridging Fault Permanent No output propagation until reset
Indetermination Permanent Undefined value until reset
Negation of Input Permanent Input is negated
Delay Transient Delay of input to output
Bit flip Transient Flips the value of a signal

Pi represents a table that defines which fault injectors FIi (i.e.
mutants or saboteurs) are activated or deactivated. All pattern
outputs, which drive the same fault injector FIi, are finally
combined in a dedicated logical OR element. Fig. 9 depicts
the generalized fault injection controller’s architecture. During
runtime, the masks MTn and MPn, patterns Pn, as well as
certain trigger settings can be configured by software. Table I
summarizes the supported fault models.

fTi = f(x0, x1, ..., xn) ∧MTi (7)

fPi = f(T0, T1, ..., Tn) ∧MPi (8)

V. EXAMPLES OF APPLICATION

In the following two sections we demonstrate the potential
of our fault analysis approach. Multiple faults are injected
into the system-under-test, which was presented in the case
study section, by means of two attack scenarios. Fault ef-
fects on functionality, power consumption, and power supply
are analyzed cycle accurately and in real time. There is
no fault emulation or fault simulation work, to the best of
our knowledge, capable to analyze fault effects in a similar
comprehensive, accurate, and rapid way at the same time.

A. Example of Application - Authentication, Replay Attack

This test aims to compromise the emulated reader / smart
card system in a specific way to make a replay attack possible.
It checks if the emulated reader as well as the smart card hard-
ware and software parts are designed properly to withstand
such a replay attack. As the authors of [18] highlight, certain
RFID based reader / smart card devices are vulnerable against
replay attacks. Fig. 10 and Fig. 11 illustrate the principle flow

Reader Smart Card
Challenge

Response
Generate
ResponseVerify

Response

Attacking Device

Challenge

Recorded ResponseVerify
Response

Generate
Response
Disturbed

Fig. 10. This figure illustrates the replay attack principle. The smart card’s
challenge response is recorded by the attacker device. Further smart card
challenge responses are disturbed by the attacker device (e.g., by detuning
the magnetic field) and the recorded response is sent instead.

Start Reader / Smart Card Authenticaion and

Entry

Reset the Reader and wait for the
Challenge

De-tune the Magnetic Field,
Smart Card is slowed down or reset

Transmit recorded Challenge Response
by Attack Device

Verification
Succeeded? No

Yes

Fig. 11. Flow graph of the emulated replay attack. After a smart card’s
challenge response is recorded an attack iteration starts: The reader is reset,
the magnetic field is detuned to disturb the smart card, and the recorded
challenge response is sent to the reader. If the attacker device is able to
authenticate itself at the reader, the attack was successful.

of a replay attack by means of an asymmetric authentication
procedure. The reader transmits a challenge to the smart card.
The smart card generates a challenge response based on its
internal private key and transmits the result back to the reader.
This response is recorded by an attacker device, which is able
to monitor any communication conducted within the magnetic
field. The reader then verifies this challenge response. If the
verification succeeds, the smart card is authenticated. The
next time an authentication is performed, the smart card
is disturbed. This disturbance is achieved by detuning the
magnetic field with the help of the attacker device, which is not
powered by the magnetic field. As a consequence, the smart
card is not supplied sufficiently. It slows its clock regularly
to reduce its power consumption, but enters a power supply
trap or is reset after a certain time period of power starvation.
After the smart card was disturbed properly, the attacker device
sends the recorded challenge response to the reader. The replay
attack succeeded, if the attacker device is authenticated at the
reader properly.

State-of-the-art high security reader / smart card systems are
in general resistant against replay attacks. Countermeasures,
such as timestamps or one-time numbers, are used. However,
besides undetected design bugs in novel products, there are
several scenarios that can make reader / smart card systems
vulnerable against replay attacks, e.g.:

• Timestamps are derived from the reader’s reset event.
• Random number generators may be affected by artificial
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Fig. 12. Smart card behavior during the replay attack. When the magnetic
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a certain time period the smart card enters a power supply trap and is
deactivated.

radiation to generate predictable values.
• Counters with insufficient bit lengths may overflow.

Thus, it is imperative to test secure reader / smart card de-
signs before tape-out and product releases whether predefined
security requirements are met.

Fig. 12 illustrates the smart card’s power and voltage trends
during the emulated attack campaign. Note, due to disclosure
policies, the presented traces are approximated. At the moment
the challenge is received, the attacker device detunes the
magnetic field, which results in a hazardous v̂i(t) power supply
drop within the smart card. The smart card detects this power
starvation problem and slows its clock regularly to reduce its
power consumption P̂ (t). After a certain amount of time a
power supply trap is triggered, and the smart card deactivates
itself. The monitored power and voltage trends verify that the
smart card handles this power fault situation properly. The
voltage v̂(t) never drops below the crucial threshold VT , which
would otherwise lead to a nondeterministic logic behavior of

Reader Smart Card
Data Packet

Data Packet

Hardware
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(1)

(2)(3)

(4)

Hardware
Check

CRC
Check

CRC
Check

Fig. 13. Concept of the data corruption attack. Data packets are sent from
the reader to the smart card and back. Packets may be corrupted for example
by electromagnetic interferences. Hardware and CRC checks are performed
to detect corrupted packets.

TABLE II
DATA CORRUPTION OF READER / SMART CARD DATA CHANNEL

Seq. # Component Packets Sent Corrupted Packets Dropped
1 Reader 9148 -
2 Smart Card - 963
3 Smart Card 8185 -
4 Reader - 995

the smart card’s electronics. In addition, the attacker device
was not able at all to authenticate itself with the recorded
challenge response at the reader. This was verified with the
help of functional trace information. The reader’s software
implementation worked properly. Thus, the system emulation
test bench verified that the emulated reader / smart card system
is resistant against this specific attack type.

B. Example of Application - Data Corruption

This test exemplifies the evaluation of a reader / smart card
system’s data transmission resistance against data corruptions.
The effect of corrupted data can be caused, for example,
by electromagnetic interferences within the RF channel, as
depicted in Fig. 13. This effect is emulated by injecting stuck-
at multi-bit-upsets randomly into the data interfaces’ hardware
FIFOs of reader and smart card. Data packets are generated
within the reader and are branded with an incrementing
number. The packets are then sent from the reader to the
smart card. Within the smart card, a data interface hardware
check and a CRC check are conducted. Corrupted packets are
dropped and non-corrupted packets are sent back to the reader.
Again, a hardware check and a CRC check are conducted
within the reader.

Table II highlights the results of this data corruption test.
More than 300.000 faults were injected into reader and into
smart card hardware FIFOs. Note, not every injected fault
results in a corrupted packet. Hardware checks within the
controller hardware combined with CRC checks detected all
corrupted packets. Thus, the tested software and hardware
implementations of the data interface are resistant against this
specific data corruption effect.

C. FPGA Utilization

Table III highlights the FPGA utilization of important
platform components that are available to the public. These
hardware components were synthesized with Xilinx ISE tar-
geting a ML507 evaluation board from Xilinx. Note, the size of
trigger modules varies because of different trigger conditions.
Moreover, the fault emulation controller was synthesized to
support 32 different fault patterns Pn.

TABLE III
FPGA UTILIZATION OF PLATFORM COMPONENTS

Component Slices LUTs
System Fault Emulation Controller 437 436
Fault Trigger Module 70 150
Power Consumption Emulation 206 440
RF and Power Supply Emulation 464 756
Platform Controller CPU 5752 4308
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VI. CONCLUSION

It is of high importance to test dependable as well as
high security hardware and software systems under faulty
conditions. However, testing individual hardware components
against single event upsets may not be sufficient. Because
novel system-wide multi-fault attacks can be conducted, the
fault propagation and fault behavior of the complete system
must be regarded. Furthermore, information leakage by means
of control-based and data-based power dissipation must be
regarded. For the case where the system-under-test contains
resource constrained components, like passively-powered con-
tactless smart cards, it is imperative to test if power supply
starvation periods are handled properly.

In this paper we present a novel approach of evaluating
a complete system’s fault behavior during its design phase.
State-of-the-art estimation and emulation techniques are used
to evaluate functional stability, power dissipation, as well
as power supply issues. Thus, novel, comprehensive, and
system-wide fault propagation and fault effect analyses can
be performed in real time and for each clock cycle. Power
and security bugs can be detected and fixed in time before the
tape-out. We demonstrate our concept’s usability by means of
a secure contactless reader / smart card system. A system-
wide multi-attack campaign is conducted exemplarily and
functional, power, and security, fault effects are evaluated.

Our future work concerns the evaluation of efficient fault
recovery methodologies in the application field of secure
reader / smart card systems.
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Abstract—Power consumption and thermal behavior are im-
portant characteristics that need to be explored and evaluated
during a product’s development cycle. If not handled properly,
the consequences are, for example, increased mean-time-to-
failure and fatal timing variations of the critical path. In the field
of contactlessly powered reader / smart card systems, a magnetic
field strength exceeding the allowed maximum threshold may
harm the smart card’s hardware. Thus, secure smart cards must
be designed to cope with faults provoked by power oversupply
and thermal stress. Proper fault detection and fault handling are
imperative tasks to protect internal secrets. However, state-of-
the-art design exploration tools cover these smart card specific
power and thermal stress issues only to some extent.

Here we present an innovative high level simulation approach
used for exploring and simulating secure reader / smart card
systems, focusing on magnetic field oversupply and thermal stress
evaluations. Gate-level-based power models are used besides RF-
channel models, thermal models, and thermal effect models.
Furthermore, fault injection techniques are featured to evaluate
the fault resistance of a smart card system’s software implemen-
tation. This framework grants software and hardware designers
a novel opportunity to detect functional, power, thermal, and
security issues during the design time. We demonstrate the usage
of our exploration framework and show an innovative hardware
design approach to prolong the lifetime of smart card electronics,
which are exposed to high magnetic field strengths.

Index Terms—Smart Card, Power Simulation, Thermal Sim-
ulation, Fault Effect Simulation

I. INTRODUCTION

The number of RFID and NFC applications in our every
days life has increased drastically during the last years.
Applications can be found, e.g., in the fields of healthcare,
access control, and payment. Thus, security and reliability
concerns are of high importance. The working principle of
such an RFID-based contactless reader / smart card system is
depicted by Fig. 1. The reader emits an alternating magnetic
field. This magnetic field induces an alternating voltage within
the smart card’s coil, which is used to power the smart
card’s electronics. Data is transferred by means of magnetic
field modulation. A capacitor buffers electrical energy that is
used during magnetic field undersupply periods. The shunt
resistor (depicted as a Zener diode) prevents the electronics

H(t)

Electronics

Smart Card

iShunt(t)Reader
Device RShunt

C

Fig. 1. Working principle of a reader / smart card system. The reader emits
a magnetic field for power and communication purposes. A shunt resistor
protects the electronics from power surges. High magnetic field strength
causes the shunt resistor to heat up the smart card, which may cause hazardous
material fatigue.

from power surges. If the distance between reader and smart
card is low and the magnetic field strength is high, this
shunt resistor dissipates a high amount of power and heats
up the smart card’s electronics. For example, in the field
of industrial applications, transponders face harsh ambient
conditions (high environmental temperatures, electromagnetic
pollution, etc.) and may require high magnetic field strengths
for proper operation. As a result, this power and thermal stress
makes the electronics prone to silicon interconnection fatigue,
junction fatigue, electrical parameter shifts, etc. Being unaware
of these faulty conditions may cause unpredictable hardware
and software behavior. Especially in the field of high secure
smart cards, software must be designed in way to not disclose
internal secrets even under faulty hardware conditions.

Given the highlighted smart card specific design challenges,
it is imperative to support hardware and software designers
with appropriate tools to explore a reader / smart card system’s
power and thermal behavior. Furthermore, it is imperative
to test a secure smart card design’s resistance against fault
effects caused by magnetic field oversupply and thermal stress.
Several tools haven been proposed so far dealing to some
extent with low-level smart card power evaluations [1], thermal
evaluations of integrated circuits in general [2], or high-level
fault injections [3]. However, there is a major gap in literature
combining these important research fields for the application
field of secure reader / smart card systems, which is addressed

6. Publications Publication 6 - IEEE DSD 2013 124

c© 2013 IEEE. Reprinted, with permission, from Proceedings of 16thEuromicro Conference on Digital
System Design (DSD).



by our work.
This paper makes the following contributions:
• It presents a novel high level power aware and thermal

aware design exploration and evaluation framework fo-
cusing on secure reader / smart card systems.

• It features an RF channel model and fault effect models
supporting magnetic field oversupply and thermal stress
evaluations.

• It demonstrates the evaluation of a reader / smart card
system by means of the framework and proposes a
thermal optimized hardware design approach.

This paper is structured as follows. Section II gives a short
introduction into the related work covering the topics power
and thermal analyses, high level fault injection, and high level
design exploration frameworks. In Section III and Section IV
our high-level design exploration approach is presented. Fol-
lowed by Section V demonstrating the evaluation of an RF-
powered reader / smart card system with the help of our
framework. Finally, our results are concluded in Section VI.

II. RELATED WORK

Power analysis in the field of reader / smart card systems
has been performed by the authors of [1], [4], and [5]. In
[6], the authors regarded the power transfer between a reader
and a smart card. Based on this power analysis, they were
able to optimize the system’s power consumption by adapting
the magnetic field strength. Various antenna tag classes were
analyzed by the authors of [7]. Depending on the antenna size
and the physical relation (distance, orientation, etc.) between
reader and tag, different amounts of power are extractable
from the magnetic field. Thus, if a reader system is designed
to operate with various antenna classes, class 1 tags are
facing power oversupply. Skadron et al. introduced in [2]
the software tool HotSpot, which is used to estimate the
temperature behavior of individual SoC components based on
their power consumptions. The impact of temperature on a
hardware’s reliability was outlined by [8]. Reliability aware
design approaches were presented by [9]. By optimizing a
compiler’s register allocation algorithm, they were able to
reduce thermal hotspots. Thus, the register file’s mean time to
failure was increased by 20 %. In [10], Atienza et al. presented
a hardware emulation framework to estimate functional and
power behavior of SoCs. Furthermore, thermal estimations in
software were featured. The used thermal estimation method
was based on the work of [2].

A lot of research has been conducted in the fields of fault
injection and security analysis. Early simulation-based fault
injection tools were presented by the authors of [11] and
[12]. In [13], Kasper et al. presented a versatile fault injection
platform focusing on secure embedded devices. They demon-
strated successfully a full key recovery from a contactless
smart card which features Triple-DES security algorithms. In
[14], the authors used heat to successfully attack JAVA virtual
machines. By provoking single bit errors they were able to take
over the virtual machines. In [15], the authors evaluated the
vulnerability of instructions during temperature and voltage
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Fig. 2. Concept of the presented power aware and thermal aware
reader / smart card design exploration framework.

variations. Gate-level simulations of a LEON3 SoC were
analyzed. The authors of [16] outlined hazardous CMOS delay
variations due to temperature fluctuations. Furthermore, they
presented a design methodology to reduce this temperature
induced delay variation. Hutter et al. summarized in [17]
the vulnerability of RFID devices against artificially induced
errors. In [3], the authors presented a SystemC-based fault
injection framework. Their work focused on security attack
simulations of smart cards. Further SystemC fault injection
tools were presented for example by [18] and [19].

The presented related work is admittedly trend-setting.
However, it lacks in combining and applying these research
fields (power analysis, thermal analysis, as well as security
and reliability analyses) to the very important domain of
secure reader / smart card systems, where disclosure of internal
secrets may lead to huge financial loss.

III. SIMULATION FRAMEWORK

This chapter presents our power aware and thermal aware
exploration framework. It is divided into the following parts.
At first the concept and the flow to setup the exploration
framework are described. Then, the architecture and our fault
injection approach are shown.

A. Concept

Fig. 2 illustrates the concept of our presented exploration
framework. A given high-level reader / smart card design-
under-test (DUT) is simulated along with RF power trans-
fer, power consumption, and thermal models. Faults can be
injected into the design based on predefined patterns or
thermal effect models. Functional, power, and thermal trace
information is gathered, analyzed, and verified according to
predefined constraints. Thus, an innovative and comprehensive
design exploration, evaluation, and verification tool is given,
which supports engineers during the whole development cycle
of a reader / smart card system.

B. Framework Setup Flow

Fig. 3 depicts the framework’s setup flow. It is divided
into the phases specification, characterization, modeling, and
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Fig. 3. Exploration framework setup flow, which consists of the phases
specification, characterization, modeling, and augmentation.

augmentation. In the following, each phase is described in
detail.

1) Specification Phase: During this initial phase, the DUT’s
floorplan, packaging, and hardware description are specified.
Furthermore, security guidelines are defined, which respect the
product’s security and certification levels. If a manufactured
hardware is available, it can be used later on for measurements
and model refinements.

2) Characterization Phase: This phase aims to characterize
the DUT’s behavior as accurate as possible. This informa-
tion is later on needed to create corresponding models. To
characterize the DUT in terms of power consumption, the
target technology and exhaustive benchmarks are selected.
Then, gate-level simulations are conducted, resulting in signal
switching activity and power information. In a final step,
irrelevant and unneeded data is filtered. If the manufactured
hardware is available, power consumption measurements are
conducted. Based on the security specifications made before-
hand, dedicated fault injection concepts (e.g., where to inject
faults, using saboteurs or mutants) are evaluated and fault
injection patterns are developed.

3) Modeling Phase: Based on the characterization data,
a high-level power model is constructed. This power model
maps signal and component activity to corresponding power
estimates. The model’s accuracy can be adjusted: the more
signals and states are considered, the more accurate is the
correlation between activity and power. The thermal model is
developed with the help of the DUT’s floorplan, packaging
information, and the thermal characteristics of the used mate-
rials. If power or thermal measurements of the manufactured
hardware are available, both models are refined to reduce
estimation errors. The thermal effect model describes the
physical effects caused by heat, e.g., electromigration, changes
to the critical path delay. Based on these physical effects, a
fault model is developed, which describes fault effects caused
by heat, e.g., bit flips, stuck-at conditions. Furthermore, a
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Fig. 4. Architecture of the power aware and thermal aware reader / smart
card exploration framework.

SystemC-based high-level model of the DUT is created. The
level of detail and accuracy of this model directly influences
the accuracy of power and thermal estimations.

4) Augmentation Phase: During this phase, the SystemC-
based DUT model is augmented with the power model,
thermal model, and fault effect model. Fault injection units,
i.e. saboteurs and mutants, are placed in the design according
to the predefined fault injection concept. After this integration,
the power aware and thermal aware reader / smart card design
can be explored and evaluated. Functional, power, thermal,
and fault injection traces are logged and can be evaluated
afterwards with sophisticated software tools.

C. Architecture of the Framework

Fig. 4 depicts the architecture of the presented power aware
and thermal aware reader / smart card design exploration
framework. It consists of three transaction-based components:
the reader model, the RF channel model, and the augmented
smart card model. The reader is responsible to initiate the
communication and sets the strength of the magnetic field by
means of iR(t). Data d(t) and power transfer P (t) to the smart
card are modeled by the RF channel model. For this purpose,
an equivalent circuit of the smart card power supply network is
used. The power aware and thermal aware smart card consists
of several modules. A power model estimates the smart card’s
power consumption by means of its internal states x(t) and
its current temperature T (t). The power estimates of the smart
card’s modules PCPU (t), PShunt(t), etc. are forwarded to the
thermal model. This unit contains accurate information of the
smart card’s floorplan, packaging, temperature coefficients of
used materials, etc. A modified version of HotSpot, which
was introduced by the authors of [2], is used to simulate the
temperature behavior of the individual smart card components.
Note, any other thermal simulator could be used as well,
thanks to the framework’s modular approach. The temperature
information T (t) is then forwarded to a thermal effect model.
This model estimates the effects of thermal stress to the smart
card hardware, e.g., mean time to failure (MTTF), critical
path delays. Finally, fault injection units are used to evaluate
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Fig. 5. Demonstration of using saboteurs and mutants, which are triggered
by a controller unit, to simulate the effect of hardware faults. Obtained with
changes from [3].

the resistance of reader and smart card software against fault
effects caused for example by thermal stress or RF channel
disturbances. Faults F (t) can be either injected into reader,
into RF channel, or into smart card.

D. High-Level Fault Injection

Testing a secure hardware / software design during faulty
hardware behavior is an important task during the product’s
development cycle. Our framework is capable of simulating
fault effects caused by malfunctioning hardware. Thus, soft-
ware can be tested whether a required level of fault resistance
is actually achieved or not, e.g., is the used CRC algorithm
able to cope with a certain amount of RF channel errors. In
general, faults can be either permanent or transient and are
injected during the simulation. This high-level, simulation-
based, and adaption-based approach is very flexible compared
to low-level hardware emulation approaches. Our fault injec-
tion technique is based upon a method proposed by the authors
of [3]. The design-under-test can be adapted with mutants or
saboteurs.

• A mutant represents a replacement of a module. The
mutant behaves like the original module until it is trig-
gered. If triggered, the module’s functionality is disturbed
according to predefined patterns.

• A saboteur is a small module that is plugged into module
connections. A saboteur behaves transparently until it is
triggered. If triggered, the connection’s functionality is
disturbed according to predefined patterns.

Fig. 5 depicts the usage of fault injection controller, sabo-
teurs, and mutants. The fault injection controller unit is con-
nected to the power and thermal effect model units. If one
of these units triggers a fault, the controller unit is notified
to trigger the dedicated saboteur or mutant. Table I highlights
the supported fault modes.

TABLE I
SUPPORTED FAULT MODELS

Fault Fault Type Description
Stuck-at-X Permanent Signal is set to X until reset
Bridging Fault Permanent No output propagation until reset
In-determination Permanent Undefined value until reset
Bit Flip Transient Change of the value
Delay Transient Delay of input to output

RF Channel Model

Reader
RF Frontend

Smart Card
RF Frontend

Physical
Relation

Measurements

Specification
Phase

Measuring
Phase

Modeling
Phase

Fig. 6. Development flow of an RF channel model consisting of the phases
characterization, measuring, and modeling.

IV. SIMULATION FRAMEWORK - USED MODELS

The following chapter describes the RF, power, and thermal
models used in our reader / smart card exploration framework.
Furthermore, we highlight how these models are developed.

A. RF Channel Model

To simulate the power and data transfer between reader and
smart card, an RF channel model is used. The verification
if software and hardware designs work properly during over-
supply and undersupply is of high importance. The flow to
develop a proper RF channel model is depicted by Fig. 6. At
first, the reader’s and the smart card’s analog RF frontend need
to be specified, e.g., number of coils, resonance frequency,
maximum reader output power. In addition, the physical rela-
tion between reader and smart card is defined. This physical
relation describes further attributes that influence the power
transfer, e.g., distance, smart card’s orientation within the
magnetic field. Finally, measurements need to be performed
to refine and calibrate the model.

Fig. 7 represents a reader / smart card system’s equivalent
circuit. This model, which is given by (1), is based on [20], [4],
and observations made by [6]. The reader sets the magnetic
field output power with the help of the fixed output voltage v1
and the adjustable resistance RRel(t). By means of inductive
coupling and a resonance circuit, electrical power is transferred
contactlessly to the smart card. The coupling factor between
reader and smart card is defined by k. A rectification is
conducted by the diodes D1 up to D4. Capacitor CB buffers
electrical energy and sets the voltage v(t). RL(t) represents
the changing resistance of the smart card’s electronics. De-
pending on the smart card CPU’s power consumption and
the amount of power gained from the magnetic field, the
capacitor CB is either charging or discharging. The shunt
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RCPU(t)

iR(t)
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CR

iShunt(t)

v2(t)
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D3 D4 CB
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v(t)
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Fig. 7. Equivalent circuit of a reader / smart card system. Obtained with
changes from [20].
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Fig. 8. Simplified equivalent circuit of a reader / smart card system. Obtained
with changes from [4].

resistor RShunt (depicted by a Zener diode) prevents the smart
card’s electronics from power surges. In case of a low distance
between reader and smart card and a high magnetic field
strength, this shunt resistor generates a significant amount of
heat. If not handled properly, this heat source may influence
the hardware’s dependability hazardously.

v2 =
wk

√
LRLT iR√

( (wLT )
RL

+ wRTC2)2 + (1− w2LTC2 +
RT

RL
)2

(1)

The equivalent circuit of Fig. 7 can be further simplified
by introducing a Thevenin voltage source vi and resistance
Ri. Fig. 8 illustrates this simplification approach. The values
of vi and Ri are determined by measuring the power supply
network’s voltage / current characteristics. According to [4],
an estimation errors of only 2% can be achieved with such a
simplified equivalent circuit model. Voltage v(t) can now be
easily computed for example with a charge-based approach,
as depicted in (2).

v(t+1) =
QC(t) +

vi(t)−v(t)
Ri

Δt− i(t)Δt

C
if v(t) < VZ (2)

B. Power Model

The framework’s power estimation model is based upon
a technique from the authors of [21] and [5]. To generate
an appropriate power model, a power charaterization process
must be conducted beforehand. According to [5], such a char-
acterization can be performed automatically for any kind of
design which is available in a hardware description language.
At first, the target technology is selected and exhaustive bench-
marks are defined, which have to cover every functionality
provided by the design. Then, gate-level simulations of these
benchmarks are executed resulting in signal activity and power
information. After a post processing step, only relevant power
and activity data remains. Finally, a linear regression technique
is used to fit signal activity xi to model coefficients ci. A
model coefficient ci defines the amount of power that is
dissipate during the corresponding state xi. The total power
estimation P̂ (x) is calculated by the linear combination of x
and c plus a static power consumption c0, according to (3).

P̂ (x) = P̂stat + P̂dyn = c0 +

n∑

i=1

ci · xi = c0 + cT · x (3)
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Fig. 9. Working principle of the power estimation unit. Power sensors monitor
component states and provide corresponding power estimates. Obtained with
changes from [5].

The difference between power estimates and real power con-
sumption P (x) is defined by ε, according to (4). The more
states x considered, the lower this estimation error ε.

P (x) = P̂ (x) + ε (4)

Fig. 9 depicts the working principle of the power estimation
unit, which is used in our framework. Power sensors observe
the component states xi (e.g., memory read, memory write,
crypto core active) and provide corresponding power estimates
ci. The individual power estimates are then forwarded to the
thermal model and are summed up to form the total smart
card’s power consumption.

C. Thermal Model

Fig. 10 illustrates the basic flow of our thermal model’s
development. This development process can be subdivided
into two phases. During the initial specification phase, the
chip’s floorplan, the packaging dimensions, and the thermal
characteristics of the used materials are defined. Afterwards,

Floorplan

Package Dimensions

High-Level Thermal Modeling and Refining

Verification with FEM Reference Model

Accuracy
Sufficient?

No

Yes

Thermal Model

Specification
Phase

Modeling
Phase

Thermal Parameters of used Materials

Fig. 10. Development flow of our thermal model, which is subdivided in
specification and modeling phases.
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Fig. 11. The left subplot shows the floorplan of the smart card chip consisting
of CPU, memory, shunt resistor, and additional units denoted by CTRLX. The
right subplot depicts the modeled heatpath in the middle of the smart card
chip, consisting of die, globtop, and PVC.

during the modeling phase, the smart card’s thermal behavior
is modeled by means of an equivalent RC network in a
modified version of the software tool HotSpot, which was
originally introduced by [2]. The accuracy of this RC network
thermal model is then verified against a very accurate, but
complex and time-consuming, finite element method (FEM)
thermal reference model. Finally, the HotSpot RC network
model is further refined until a required thermal estimation
accuracy is reached. A low-single-digit percentage estimation
error is achievable.

The left subplot of Fig. 11 depicts the smart card chip’s
floorplan. It consists of memory unit, the CPU core, the shunt
resistor unit, and several co-processors denoted by CTRX. The
shunt unit represents the most important component during
high magnetic field strengths, because it dissipates the most
amount of power and therefore heats up the smart card chip.
The right subplot of Fig. 11 illustrates the modeled heatpath in
the middle of the smart card chip. Due to security disclosure
reasons, the floorplan and the heatpath are only approximated
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Fig. 12. MTTF trend compared to a MTTF reference at a temperature of
20 ◦C, according to (5).
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Fig. 13. Trend of the simplified CMOS inverter delay model, according to
[22].

for publication.

D. Thermal Effect Models

Thermal stress provokes errors like electromigration, time-
dependent dielctric-breakdown, stress migration, etc., as out-
lined by [9]. Due to disclosure policies, this work uses a
relative value for the MTTF analysis, given by (5), where Ea

denotes the activation energy and k the Boltzmann’s constant.
The relation between a reference temperature Tref and the
actual temperature T , provides information to analyze how
design variations in hardware and software affect the aging
of the circuitry. Fig. 12 illustrates the trend of MTTFrel

compared to a reference temperature of 20 ◦C.

MTTFrel =
MTTF (Tref )

MTTF (T )
= exp{Ea

k
· ( 1

Tref
− 1

T
)} (5)

The framework implements also models to estimate vari-
ations in the circuit’s critical path delay. Again, because of
disclosure policies, the presented framework uses a simplified
CMOS inverter delay model, which was introduced by the
authors of [22]. By comparing these values to a reference value
at 20 ◦C, a worsening prediction of the delay depending on
the target temperature can be made, as shown in Fig. 13. To
estimate when a fault occurs due to timing violations, critical
path variation data from the authors of [15] is used. This data
was gathered by gate-level simulations made on a LEON3
open source processor platform.

V. CASE STUDIES AND RESULTS

In the following, various case studies and results are pre-
sented demonstrating the application of the reader / smart
card exploration framework. Due to security related disclosure
reasons, the accuracy of the used functional, power, and
thermal models has been reduced. However, the focus of this
paper is to highlight the conceptual possibilities provided by
this design exploration framework.
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Fig. 14. Transient thermal analysis during a magnetic field strength of 3 A/m
and 20 ◦C environmental temperature.

A. Transient Temperature Evaluations

Fig. 14 and Fig. 16 depict transient temperature trends
for 3 A/m and 7 A/m magnetic field strengths. Because the
ISO/IEC 14443-2 standard defines a maximum magnetic field
strength of 7.5 A/m, RFID and NFC applications must be eval-
uated during high magnetic field strength corner cases. During
both evaluations an environmental temperature of 20 ◦C is
given. No temperature hotspots are detectable. However, the
shunt resistor heats up the whole chip. As expected, a magnetic
field strength of 7 A/m causes more heat and thermal stress
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Fig. 15. Steady-state temperature distribution during 20 ◦C environmental
temperature and a magnetic field of 7 A/m. The shunt resistor dissipates the
highest amount of power and thus heats the chip most.
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Fig. 16. Transient thermal analysis during a magnetic field strength of 7 A/m
and 20 ◦C environmental temperature.

than a magnetic field strength of only 3 A/m.

B. Steady-State Temperature Evaluations

Fig. 15 illustrates the steady-state temperature distribution
while applying a high magnetic field strength of 7 A/m. An
environmental temperature of 20 ◦C is given. Due to the high
power dissipation of the smart card’s shunt resistor, the chip’s
maximum temperature rises to a value of 45.96 ◦C. The power
dissipation caused by all other units is vanishing low and
hardly affects the temperature distribution, in case of such high
magnetic field strengths. Compared to the 3 A/m approach,
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temperature and a magnetic field of 7 A/m. Shunt resistor is evenly distributed
over the chip area.
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Fig. 18. Varying CMOS inverter delay depending on the chip’s temperature,
based on the model of [22].

which causes a maximum steady-state chip temperature of
only 32.48 ◦C, the MTTF is reduced by 59%.

Fig. 17 shows an innovative approach of dividing the shunt
resistor into five parts and distributing it evenly throughout
the chip. Thus, the heat generated by the shunt resistors is
now distributed better. The maximum temperature caused by
the 7 A/m approach is decreased from 45.96 ◦C down to
44.52 ◦C. As a consequence, the MTTF value is increased
by 11%. Thus, the electronics’ lifetime is prolonged by 11%.
Such temperature and aging explorations and optimizations
are of high importance in applications fields that require an
extremly low or even zero chip error rate, e.g., automotive
industries.

C. Thermal Aware Fault Injection

This use case demonstrates the usage of the fault injection
capabilities by means of a very simplified software evaluation.
Fault effects are simulated, which are caused by thermal stress.
For demonstration and disclosure purposes, the smart card uses
a LEON3 processor design and LEON3 temperature effect
models, given by [15]. The reader emits a very high magnetic
field and an environmental temperature of 80 ◦C is given.
This results in a CPU core temperature of 125 ◦C. Such

d = ReadMemory()

c = CRCX( d )

packet = encrypt( d, c )

SendPacket( packet )

( d, c ) = decrypt( packet )

packet = ReceivePacket()

CRCX( d, c )

CRC Error? Error Detected?

Smart Card Reader

Fig. 19. Thermal-based fault effect testing of a simplified data exchange
protocol, which features a software-based encryption algorithm.
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Fig. 20. CRC8 and CRC16 algorithms’ detection rate of injected thermal
effect faults.

high temperature and high magnetic field environments can be
found for example in the field of industrial applications, where
transponders are exposed to harsh ambient conditions. Fig. 18
highlights the transient CMOS inverter delay variations based
on a simplified model presented by [22]. Such delay variations
may cause serious problems to a processor’s critical path.
According to [15], a LEON3 multiply instruction is failing
under similar conditions with a probability of 4.2%, because
of its sensitivity to critical path delays. In the outlined work,
the hardware is operated at a voltage level of 1.1 V.

Based on these assumptions, the reliability of a software-
based encryption protocol is evaluated against temperature-
based fault effect. Fig. 19 illustrates the conducted evaluation
sequence. The smart card reads data d from its memory and
performs a CRC calculation. The CRC result c and the data
d are then encrypted and assembled in a packet. Afterwards,
this packet is sent to the reader, which conducts a decryption
and a CRC check. The aim of this test is the evaluation if
the used error detection algorithms (CRC8 and CRC16) are
sufficient to counteract the error prone multiply instruction,
which is used by the encryption algorithm.

The presented test procedure was executed 100.000 times
for various data lengths and two different CRC implementa-
tions. Fig. 20 illustrates how many injected bit flip faults were
detected by the individual CRC versions. As expected, the
CRC16’s error detection rate is superior over the CRC8 version
and should be used to counteract the fault effects caused by
thermal stress.

However, state-of-the-art secure smart cards use on-chip
temperature sensors for monitoring purposes. If the monitored
temperature exceeds a certain threshold, which would affect
the critical path delay hazardously, the smart card enters a
thermal trap and stops executing its software. Thus, thermal
induced critical path delays are typically counteracted. Note,
the fault injection use case presented here can also be used
for RF channel disturbance analyses.
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TABLE II
SIMULATION TIME NEEDED FOR ONE SECOND REAL TIME

Simulation Mode Average Time Needed
Without Thermal Model 0.01 s
With Transient Thermal Block Model 0.85 s
With Transient Thermal Grid Model 148 s

D. Simulation Time

Table II illustrates the framework’s average consumed sim-
ulation time needed to calculate power and temperature values
for one second of real time. The simulations were performed
on an Intel four-core i5-760 2.80GHz CPU featuring 4 GB
RAM.

VI. CONCLUSION

Power and thermal effect evaluations are important tasks
during a product’s development. Especially in the field of
secure contactless reader / smart card systems, hardware
and software must be tested against fault effects caused by
magnetic field oversupply and thermal stress. Internal secrets
must not be revealed, even under faulty conditions.

This paper presents a novel high-level design exploration
framework focusing on secure contactless reader / smart card
systems and thermal stress effects caused by high magnetic
field strengths. Fault injection techniques are used to test soft-
ware designs against fault effects caused by power oversupply
and thermal stress. Thus, a framework is given, which allows
hardware and software engineers to test their designs and
explore design alternatives early during a product’s develop-
ment phase. We demonstrate the usage of this framework by
means of a typical reader / smart card system. Furthermore, we
present an innovative hardware design alternative to prolong
the lifetime of smart card electronics, which is exposed to high
magnetic field strengths.

Our future work concerns the integration of the thermal
models into an emulation-based reader / smart card exploration
framework. This approach enables fast hardware accelerated
power and thermal behavior explorations.
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Abstract—RF-powered smart cards are constrained in their operation
by their power consumption. Smart card application designers must pay
attention to power consumption peaks, high average power consumption
and supply voltage drops. If these hazards are not handled properly, the
smart card’s operational stability is compromised.

Here we present a novel multi-core smart card design, which improves
the operational stability of nowadays used smart cards. Estimation based
techniques are applied to provide cycle accurate power and supply voltage
information of the smart card in real time. A supply voltage management
unit monitors the provided power and supply voltage information, flattens
the smart card’s power consumption and prevents supply voltage drops
by means of a dynamic voltage and frequency scaling (DVFS) policy.

The presented multi-core smart card design is evaluated on a hardware
emulation platform to prove its proper functionality. Experimental tests
show that harmful power variations can be reduced by up to 75% and
predefined supply voltage levels are maintained properly. The presented
analysis and management functionalities are integrated at a minimal area
overhead of 10.1%.

I. INTRODUCTION

A smart card system is generally divided into two components: A
reader device and the smart card itself. The reader device generates an
RF field, which is used for both power supply and communication
purposes. This RF field induces an electrical current in the smart
card’s antenna to power the smart card’s electronics. Fig. 1 illustrates
this principle. In order to ensure a reliable operation of the smart card,
the following aspects need to be considered.

The available electrical power is very limited and depends on the
distance between smart card and reader device, antenna design and
orientation, etc. Attention must be paid to high average power con-
sumption, high power peaks and card movements within the RF field.
These issues may cause the processor’s supply voltage to fluctuate. In
case the supply voltage drops below a certain threshold, the system’s
operational stability can not be guaranteed anymore. Fig. 2 shows the
severe impact of high power consumption changes on the smart card’s
supply voltage: The greater the power consumption increase, the more
severe the supply voltage drops. A smart card power management
system must consider the following crucial points:

• The power consumption needs to be flattened to reduce the
possibility for supply voltage drops.

Reader 
Device

H(t)

Electr
onics

Smart Card

Fig. 1. Principle of a smart card system consisting of the smart card
and a reader device, which generates a RF field for power supply and
communication purposes.
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Fig. 2. This graph shows the influences of power consumption changes on
the smart card system’s supply voltage. The greater the power consumption
increases, the more severe the supply voltage drops. If the supply voltage
drops below the threshold, operation stability is lost.

• The processor’s supply voltage must not drop below a certain
threshold to avoid malfunctions.

This paper makes the following contributions. It presents a novel
multi-core smart card design, which is enhanced with estimation
based power and supply voltage analysis capabilities to detect haz-
ards, such as high average power consumption, power consumption
peaks and supply voltage drops. Furthermore, a supply voltage man-
agement unit is used to dynamically adapt the smart card processor
cores’ clock frequency and voltage parameters. With the help of a
dynamic voltage and frequency scaling (DVFS) policy, the smart
card’s power consumption is being flattened and supply voltage drops
are avoided. Thus, the stability of the smart card is improved.

II. RELATED WORK

A. Power Analysis

Power analysis is a technique to determine the power consump-
tion of electric circuits. It is basically done either measurement
based or estimation based. Power estimation is conducted at any
abstraction level and can be further subdivided into simulation based
and hardware accelerated techniques. Depending on the abstraction
level and the circuit size, simulation based approaches can con-
sume a significant amount of calculation time. Hardware accelerated
power estimation is performed to speed up the complex and time
intense calculations. It is achieved by integrating synthesizeable
power simulation algorithms and estimation algorithms in hardware.
Implementations are presented in [1] and [2]. Coburn et al. coined in
[3] the term Power Emulation by integrating a design-under-test as
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well as register transfer level power macromodels into an FPGA to
estimate the power consumption of the design-under-test. A system-
level power emulation implementation is presented in [4].

B. Power Management

Dynamic power management describes techniques to save power
in integrated circuits according to their states of operation. Tiwari et
al. describe in [5] several methodologies like clock gating, guarded
evaluation, bus deactivation, etc. In contrast to other dynamic power
management methods, DVFS offers an elegant way for power con-
sumption adjustments of integrated circuits according to the CMOS
dynamic power consumption equation. Multi-core DVFS approaches
can be divided into per-core and chip-wide DVFS. Investigations
regarding these two strategies are conducted in [6] and show that
power saving improvements of up to 21% can be achieved if per-
core DVFS strategies are applied in a four-core processor system.
Various DVFS policy implementations are evaluated in [7] and [8].

C. Supply Voltage Analysis

Supply voltage analysis covers methodologies to determine the
supply voltage of electric circuits. Supply voltage analysis is either
done at design time or at run time. A simulation based approach,
which models a power supply network, is presented in [9]. Voltage
drops are detected in [10] with the help of on-die circuits. Analog-
to-digital converters [11] and voltage comparators [12] are further
possibilities to detect hazardous supply voltage levels. A supply
voltage emulation approach is suggested in [13]. In this estimation
based method, the design-under-test as well as a supply voltage
analysis unit are integrated into an FPGA. Supply voltage estimates
are performed in hardware and in real time.

D. Supply Voltage Management

Supply voltage management methods are based upon supply
voltage analysis techniques and are applied to control an electric
circuit’s supply voltage level. On-die circuits are presented in [10]
to compensate supply voltage drops. Up to 100 mA are injected
into specific nodes. In [14], supply voltage drops are prevented by
shaping the electrical current with the help of a semi-asynchronous
architecture. A predictive approach is presented in [15]. Signatures of
the running program are compared to hazardous patterns. In case of a
match, the processor is throttled and the supply voltage regenerates.
Supply voltage emulation approaches, as presented in [13], are also
used in conjunction with DVFS techniques to prevent supply voltage
hazards.

III. ESTIMATION BASED POWER / VOLTAGE ANALYSIS AND

MANAGEMENT

The proposed novel smart card design consists of a symmetric
dual-core processor, which is enhanced with estimation based power
consumption and supply voltage analysis units as well as a supply
voltage management unit. In the following paragraph, each smart card
component will be described in detail.

A. Power Estimation Unit

The used power estimation unit is based upon an approach from
[4]. Its task is to derive power consumption information of the smart
card processor cores based on their internal system states. The basic
functionality is depicted in Fig. 3. The power estimation unit features
a linear regression based smart card power model, which is based
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Fig. 3. Power estimation unit gathering power information by observing the
system activity, obtained with changes from [4].

upon [16]. This hardware integrated power model is defined by (1)
and (2).

P̂ (x) = P̂stat + P̂dyn = c0 +

n∑

i=1

ci · xi = c0 + cT · x (1)

P (x) = P̂ (x) + ε (2)

x = [x1, x2, x3, ...] is a vector, whose elements specify a certain
system state (e.g., memory read, memory write, CPU running, etc).
Every system state xi has a model coefficient ci from the vector
cT = [c1, c2, c3, ...]

T assigned to itself. A model coefficient ci de-
fines how much power is dissipated while being in the corresponding
system state xi. These model coefficients ci and the leakage power
consumption c0 are obtained from a power model characterization
process. The linear combinations of xi and ci plus c0 form the power
estimates P̂ (x). The difference between the estimated value P̂ (x)
and the real value P (x) is given by the error ε. A time dependency
is introduced by P̂ (x(t)), because system states may change at any
clock cycle.

B. DVFS Scaling

Power estimates P̂ (x) are based upon a smart card processor core,
which is operated at a clock frequency f of 1 MHz. To respect the
possibility of operating a processor core at various clock frequencies
and voltage parameters, a DVFS scaling unit is introduced. This unit
scales the 1 MHz based power estimates P̂ (x(t)) according to (3).

P̂ (x(t), f(t), VDD(t)) = P̂ (x(t)) · f(t) · VDD
2(t) (3)

A lookup table (LUT) approach is used in this unit, which maps
each supported processor clock frequency f(t) to a dedicated voltage
VDD(t). The architecture of the hardware integrated DVFS scaling
unit is depicted in Fig. 4.

C. Supply Voltage Estimation Unit

According to [17], an equivalent electrical circuit of a contactless
smart card power supply network can be drawn as depicted in Fig.
5. vi(t) represents the rectified voltage, which is supplied by the RF

LUT
f  f·VDD

2
f·VDD

2

P(x(t),f(t),VDD(t))
x

f(t)

P(x(t))

DVFS Scaling Unit

Fig. 4. Architecture of the DVFS scaling unit.
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Fig. 5. Equivalent circuit of a smart card power supply network, obtained
with changes from [17]. v(t) represents the crucial supply voltage, which is
applied to the smart card’s electronics.

field to the smart card’s antenna. A voltage sensor is typically used
to retrieve the voltage level of vi(t). Capacitor C buffers electrical
charges and is charged / discharged depending on the processor’s
power consumption. The charge level of this capacitor C defines the
supply voltage v(t) of the smart card’s electronics according to (4).

v(t) =
QC(t)

C
(4)

i(t) is derived from the power consumption information, which is
estimated and delivered by the power estimation unit. An electri-
cal charge based mathematical model computes the crucial supply
voltage v(t+ 1) according to (5). Δt represents the reciprocal
value of the currently set processor clock frequency. The presented
calculations can be implemented in hardware easily. Modeling the
transient behavior of a switching capacitor is normally expressed by
an exponential based function. With the help of the introduced charge
based approach, an expensively hardware integrated exponential
function is bypassed.

v(t+ 1) =
QC(t) +

vi(t)−v(t)
Ri

Δt− i(t)Δt

C
(5)

The functionality of the hardware integrated supply voltage estima-
tion unit has been verified with SPICE simulations of the underlying
model. A mean squared error in the range of only 10−5 is detectable.
Fig. 6 illustrates the results. Note, according to [17], the maximum
error between physical measurements and the smart card’s power
supply network model is as high as 2%.

D. Supply Voltage Management Unit

The DVFS technique is used to modify the power consumption
of each smart card processor core by modifying voltage VDD and
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Fig. 6. Accuracy comparison of the hardware integrated supply voltage
estimation unit and SPICE simulations of the underlying model.
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Fig. 7. Flow chart of the proposed per-core DVFS policy dealing with supply
voltage and power consumption hazards.

frequency f parameters. DVFS has a cubic impact on the power
consumption but a linear impact on the performance. Fig. 7 illustrates
the per-core DVFS policy, which is optimized for multi-core smart
cards. This policy uses the provided supply voltage and power
consumption estimates for DVFS control decisions. Therefore, fast
power consumption changes as well as slightly slower and delayed
supply voltage variations are handled simultaneously. The DVFS
policy supports a user defined supply voltage setpoint.

• For the case where the instantaneous supply voltage v(t) is
lower than the supply voltage setpoint or a power consumption
hazard is detected, the processor core with the highest power
consumption has its clock frequency f and voltage level VDD

decreased.
• Otherwise, if the instantaneous supply voltage v(t) is higher than

the supply voltage setpoint and no power consumption hazard is
detected, the processor core with the lowest power consumption
is accelerated and its voltage level is increased.

A control delay is added to cope with the switching delays and
settling times of on-chip voltage and frequency regulators. This DVFS
policy is designed to flatten the smart card’s power consumption
and to prevent supply voltage drops simultaneously. Furthermore,
the performance of the smart card is optimized regarding the defined
supply voltage setpoint constraint.

E. Power and Supply Voltage Aware Smart Card

Fig. 8 shows the proposed architecture of the novel power and sup-
ply voltage aware multi-core smart card. The processor cores’ system
states xi(t) are monitored and their associated power consumption
information P̂ (xi(t)) is delivered by power estimation units. Then,
P̂ (xi(t)) is scaled according to the currently set voltage VDDi and
frequency fi parameters. The results, P̂ (xi(t), fi(t), VDDi(t)) are
summed up and form the power consumption value P̂S(t). P̂S(t)
is then forwarded to the supply voltage estimation unit. The supply
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Fig. 8. Architecture of the proposed power and supply voltage aware multi-
core smart card.
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voltage estimation unit delivers the supply voltage v(t) information of
the smart card’s electronics by means of the presented power supply
network model. The supply voltage v(t) and power consumption
P̂S(t) information is then forwarded to the supply voltage manage-
ment unit. This unit controls the smart card processor cores’ DVFS
parameters VDDi and fi according to the proposed per-core DVFS
policy.

IV. HARDWARE EMULATION

Experimental results are gained by performing functional emula-
tion as well as power and supply voltage emulation of the proposed
future multi-core smart card. Fig. 9 illustrates the basic concept of this
emulation approach. The emulation system is built by integrating the
smart card processor cores as well as the power estimation, supply
voltage estimation and management units into a Xilinx Spartan 3
FPGA. Relevant trace information is generated and transmitted with
the help of an Ethernet interface to a host PC. The data is collected
by the PC and further analysis and verification tasks are performed.
This method allows power consumption and supply voltage analysis
of a design-under-test early in its design stage. Power bugs within
the smart card design can be found and corrected before the tape-out.

V. EXPERIMENTAL RESULTS

The smart card’s power estimation and supply voltage estimation
units are used to survey the power consumption and supply voltage
behavior while executing various benchmarks. The supply voltage
management unit is used during these tests to monitor and control
the stability of the smart card. A supply voltage setpoint of 1.7 V
is defined and DVFS techniques are applied to maintain it. MiBench
[18], a representative benchmarking suite for embedded systems, is
used for reproducible testing purposes. Table I explains the shown
parameters of the following figures.

The left subplots of Fig. 10 and Fig. 11 illustrate the unmanaged
curves of FFT and Quicksort benchmarking tests while operating the
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Fig. 9. Principle of the emulation system, obtained with changes from [4].

TABLE I
DESCRIPTION OF THE USED FIGURE PARAMETERS

Parameter Description

P̂S(t) Processor cores 1 and 2 power consumption summation.
v(t) Supply voltage, which is applied to the smart card’s

electronics.
vi(t) Rectified supply voltage, which is generated by the RF

field.
fCi Clock frequencies, which are applied to processor cores

1 and 2.
V DDCi Voltage values, which are applied to processor cores 1

and 2.
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Fig. 10. The left subplots show the unmanaged behavior of the smart card
while performing a Quicksort benchmark and applying a fixed clock frequency
of 25 MHz. v(t) drops below 1 V. The right subplots show the DVFS managed
smart card behavior. The power consumption P̂S(t) is flattened and v(t)
supply voltage drops are avoided.
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Fig. 11. The left subplots show the unmanaged behavior of the smart card
while performing an FFT benchmark and applying a fixed clock frequency of
25 MHz. v(t) drops below 1 V. The right subplots show the DVFS managed
smart card behavior. The power consumption P̂S(t) is flattened and v(t)
supply voltage drops are avoided.

smart card at a fixed clock frequency of 25 MHz. Arrows mark signif-
icant P̂S(t) power consumption increases. These power consumption
hazards cause supply voltage drops below 1 V. Thus, the operational
stability of the smart card is compromised. The right subplots of
Fig. 10 and Fig. 11 show the curves of the smart card’s behavior
while taking advantage of the supply voltage management unit. The
user defined supply voltage setpoint of 1.7 V is maintained and the
power consumption P̂S(t) is flattened simultaneously. Arrows mark
significant DVFS parameter reductions when v(t) supply voltage
hazards are recognized. Thus, the smart card’s operational stability
is provided. Due to the DVFS interventions, the total runtime of
Quicksort and FFT benchmarks are increased by 3.3% and 4.4%,
respectively.

Table II shows standard deviation delta values of the total power
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TABLE II
COMPARISON OF STANDARD DEVIATION AND PERFORMANCE VALUES

Benchmark Setpoint Δσ(P̂S(t)) Δσ(v(t)) Perf. Degrad.
Quicksort 1.70 V -69% -72% 3.3%
Basicmath 1.70 V -75% -78% 13.6%
FFT 1.70 V -75% -76% 4.4%
Quicksort 1.66 V -68% -72% 0%
Basicmath 1.50 V -62% -67% 0%
FFT 1.61 V -71% -74% 0%

consumption P̂S(t) and the supply voltage v(t) as well as per-
formance degradation values of three selected benchmarks. The
standard deviation metric is an indicator for the severity of power
consumption peaks and supply voltage drops. The higher the power
consumption standard deviation, the higher the possibility for severe
supply voltage drops, and consequently the lower the smart card’s
stability. Comparisons are done between an unmanaged smart card
running at 25 MHz and the DVFS managed smart card, which
is controlled at a supply voltage setpoint of 1.7 V. Furthermore,
results of benchmarks with supply voltage setpoints are presented,
which do not cause any performance degradation compared to the
25 MHz reference. This is achieved by reducing a supply voltage
setpoint, which speeds up the processor cores. According to the
presented results, power consumption standard deviation reductions
of up to 75% can be obtained during the FFT benchmark while
degrading the performance by only 4.4% . If the FFT benchmark’s
supply voltage setpoint is reduced by 0.09 V, a power consumption
standard deviation reduction of 71% can still be accomplished without
degrading the performance.

A. Performance Degradation Investigations

If DVFS modifications are conducted, then the runtime of the
executed program can be influenced. Fig. 12 illustrates the perfor-
mance degradation trend of the FFT benchmark depending on the
selected supply voltage setpoint. Results are obtained from hardware
emulations. A smart card constantly running at 25 MHz is used
as performance reference. The higher the supply voltage setpoint,
the lower the power dissipation, but the higher the performance
degradation.

If the smart card’s electronics allow a supply voltage setpoint
reduction, then the processor cores can be operated at a higher
clock frequency than the 25 MHz reference. According to Fig. 12, a
FFT benchmark performance increase is detectable if supply voltage
setpoints of less than 1.61 V are applied.
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Fig. 12. FFT benchmark performance degradation, compared to a reference
smart card running at 25 MHz. The higher the supply voltage setpoint, the
higher the performance degradation.

B. Accuracy of the Results

The accuracy of the proposed smart card’s analysis and manage-
ment units is mainly controlled by the power estimation unit: Supply
voltage estimates are based upon power consumption estimates and
DVFS decisions are based upon supply voltage estimates. According
to [4], the maximum average error of the power estimation unit
is as high as 8.4%. Comparisons are conducted between power
consumption estimates and gate-level power simulations. The power
estimation unit’s accuracy can be improved easily by considering
more signals of the smart card’s processor during the power model
characterization process.

[17] shows that the model of the smart card’s power supply
network, which is implemented in the supply voltage estimation unit,
accounts for an average error of 2%. The difference between SPICE
and hardware integrated power supply network model is in the range
of only 10−5 and can therfore be neglected.

C. Area Overhead

The proposed enhanced smart card design requires only an ad-
ditional area overhead of 10.1%. Table III shows a detailed area
breakdown of each smart card component. These results are gained
from synthesis on a Xilinx Spartan 3 FPGA platform. There is still
optimization potential available. For example, the size of the power
and supply voltage estimation units can be reduced significantly if
less accuracy would be sufficient or if only one processor core would
be supported.

VI. CASE STUDY: SMART CARD MOVEMENTS

In the following case study, a reader device generates an RF field
and the smart card is moved within this field. Fig. 13 depicts the
case study’s setup. Due to the smart card movement, the smart card
is exposed to a varying RF field strength. A varying RF field strength
induces a varying electrical current in the smart card’s antenna.
Consequently, the supply voltage vi(t), the charge level QC(t) of the
capacitor C as well as the smart card electronics’ supply voltage v(t)
are affected. The smart card movement is modeled by a triangular
characteristic of vi(t). The aim of this case study is to verify if the
proposed power and supply voltage aware smart card is able to cope
with such instable environmental conditions.

The left subplots of Fig. 14 illustrate the unmanaged power
consumption, supply voltage and DVFS parameter curves of the
Quicksort benchmark while vi(t) changes. As a result, the crucial

TABLE III
AREA CONSUMPTION BREAKDOWN OF THE PROPOSED POWER AND

SUPPLY VOLTAGE AWARE MULTI-CORE SMART CARD

Component Area Overhead
Two-Core Smart Card Processor -
Power Estimation Units 4.8%
Supply Voltage Estimation Unit 3.8%
Supply Voltage Management Unit 1.4%
Total Area Overhead 10.1%

Smart 
Card

Reader 
Device

H(t)

Fig. 13. Illustration of the case study’s setup. The smart card is moved
within the RF field. Therefore, a varying amount of electrical power is drawn
from the RF field.
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Fig. 14. The left subplots show the unmanaged smart card behavior while
moving the smart card within the RF field and performing a Quicksort
benchmark. No v(t) stability is given. The right subplots show the same test
but with activated DVFS management. v(t) stability is provided properly.

supply voltage v(t) shows a high amount of instability and drops
several times down to 0.5 V. The operational stability of the smart
card is compromised. The right subplots of Fig. 14 show the be-
havior of the DVFS enhanced smart card. It is able to stabilize the
supply voltage v(t) at the predefined setpoint of 1.7 V properly. No
hazardous supply voltage drops are detectable, even under these chal-
lenging environmental conditions. Thus, the smart card’s operational
stability is given. As a further consequence of DVFS interventions,
a performance degradation of 22% is observable.

VII. CONCLUSION

RF-powered smart cards are constrained in their operation by their
power consumption. At the time a smart card and its corresponding
application is designed, attention must be paid to high average power
consumption, power peaks and supply voltage drops. If these power
and supply voltage variations are not handled properly, the operational
stability of a smart card can be compromised.

This paper proposes a novel multi-core smart card design, which is
enhanced with analysis and management functionalities to cope with
power consumption and supply voltage hazards. Power estimation and
supply voltage estimation units are used to provide cycle accurate
power consumption and supply voltage information of the smart
card in real time. This information is passed to a supply voltage
management unit. The supply voltage management unit flattens the
smart card’s power consumption, prevents supply voltage drops and
optimizes the smart card’s performance for a predefined supply
voltage setpoint by means of a DVFS policy. Experimental results
show that the smart card’s power consumption standard deviation can
be reduced by up to 75%. The enhanced smart card design also copes
with varying RF field strengths and maintains a predefined supply
voltage threshold properly. The suggested analysis and management
units can be integrated into a smart card design with an additional
needed area overhead of only 10.1%.
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Abstract—Many near field communication (NFC)-based
reader / smart card applications are operated at a maximum
magnetic field strength to increase the smart card’s operational
stability. However, a maximum magnetic field strength is worth-
while only in situations of high smart card power requirements
(e.g., performing cryptographic operations) or long distance
communications. As a result, electrical power is wasted, which
limits the run-time of mobile battery-operated reader devices.

Here we present an adaptive field strength scaling (AFSS)
methodology. The strength of the reader’s emitted magnetic field
is modified depending on the instantaneous power consumption
requirements of the smart card. When the smart card consumes
less power, the magnetic field strength is reduced. Whereas
when it consumes more power, the magnetic field strength is
increased. Thus, the power consumption of the reader / smart
card system as a whole is optimized while preserving the smart
card’s operational stability.

In this work, we present the design and implementation of
two different AFSS approaches. A reader / smart card hardware
emulation platform is used to prove the AFSS technique’s feasi-
bility and proper functionality. Experimental tests demonstrate
that the energy consumption of the AFSS enhanced reader / smart
card system can be reduced by up to 54% compared to current
commonly used approaches. Furthermore, we show that the
smart card’s stability is preserved if the AFSS technique is
applied.

I. INTRODUCTION

A smart card system, as depicted in Fig. 1, consists of a
reader device and the smart card itself. The reader generates a
magnetic field, which is used to power the smart card and
for communication purposes. The transferred power to the
smart card is very limited and depends on several system
characteristics, e.g., antenna designs, smart card placement
within the magnetic field, antenna output gain. Communication
between reader and smart card is performed by means of
magnetic field modulations. A permanent and sufficient power
supply is uncertain. As a consequence, many near field com-
munication (NFC)-based applications are designed to operate

We would like to thank the Austrian Federal Ministry for Transport,
Innovation, and Technology, which funded the project META[:SEC:] under
the FIT-IT contract 829586.

H(t)

Electronics

Smart Card

C
iZ(t)

Reader
CPU

Antenna Gain Unit

Analog Frontend

v(t)

Fig. 1. Principle of a reader / smart card system. The reader generates a
magnetic field for power supply and communication purposes. The induced
electrical current is rectified and afterwards buffered within the capacitor C.
A Zener diode prevents the electronics from electric surges.

the reader at a maximum possible magnetic field strength, even
if a lower field strength would suffice. If the electrical power
provided by the reader’s magnetic field is higher than the
smart card’s power consumption, the smart card’s integrated
capacitor stores the excessive electrical power. However, if
the voltage across the capacitor exceeds a certain level, the
smart card’s shunt regulator (in Fig. 1 represented by a Zener
diode) dissipates the excessive electrical power to prevent
electric surges. This approach to using a maximum possible
field strength increases the smart card’s operational stability
but electrical power is wasted at the same time. This power
wastage results in a reduced run-time of mobile battery-
operated readers. This run-time limiting issue is of eminent
importance because of the increasing number of NFC enabled
smart phones and the increasing availability of NFC-based
applications, e.g., payment, ticketing, e-passports.

According to Fig. 1, the reader generates a magnetic field
H(t) that is used for communication and power supply pur-
poses. The strength of the magnetic field can be varied by
the antenna gain unit. The magnetic field induces a variable
electrical current in the smart card. This electrical current is
rectified and the electrical charges are then buffered within
the capacitor C. Depending on the smart card’s power con-
sumption, the charge level of the capacitor changes. If the
smart card’s current consumption is lower than the induced
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current by the magnetic field, then the capacitor’s charge level
increases. If this behavior is left unchecked, the smart card’s
electronics may be damaged by a power surge caused by
excessive supply voltage. This problem is solved by adding
a shunt regulator, in the form of a Zener diode, that lim-
its the supplied voltage v(t) by bleeding off any excessive
electrical charges. An improvement to save electrical power
at a reader / smart card system abstraction level would be
to adapt the strength of the emitted magnetic field to the
instantaneous power requirements of the smart card. If the
smart card consumes a high amount of electrical power (e.g.,
during cryptographic operations), the reader increases the
magnetic field strength. Otherwise, during idle times and low
power consuming periods, the reader decreases the magnetic
field strength to save electrical power. Thus, the reader / smart
card system’s power consumption is optimized, the run-time
of battery-operated readers is prolonged, and the operational
stability of the smart card is preserved.

This paper makes the following contributions:
• It proposes a novel reader / smart card system operational

technique, called adaptive field strength scaling (AFSS).
• AFSS optimizes the reader’s power consumption and

preserves the smart card’s operational stability simulta-
neously. This is achieved by adapting the strength of the
magnetic field dynamically according to the instantaneous
power consumption requirements of the smart card.

• A hardware emulation approach is used to prove the
feasibility and proper functionality of the proposed AFSS
methodology.

II. RELATED WORK

A. Power Analysis

Power analysis techniques are performed to determine the
power consumption of electric circuits. Analyses can ei-
ther be conducted measurement-based or estimation-based.
Estimation-based analyses are conducted simulation-based or
hardware accelerated. To speed-up the time-intense simulation
algorithms, the hardware accelerated approach can be used.
In [1], hardware performance counters are used to estimate
the power consumption of the target device by means of a
dedicated power model. Coburn et al. presented in [2] the
Power Emulation technique. Power Emulation integrates the
design-under-test as well as a power model into an FPGA.
By means of this technique, the design-under-test’s power
consumption can be estimated cycle accurately at register-
transfer level. Thus, power bugs can be found during a
hardware’s design stage and can be corrected before the tape-
out.

B. Power Aware Approaches in RFID and NFC

In [3] and [4], the authors propose novel power optimized
reader architectures. In [5], the electrical power, which is
available to a smart card, is estimated depending on certain
coupling factors. Then, these results are compared to various
cryptographic power requirements. Thus, estimates can be
conducted to test if a certain cryptographic algorithm can

be feasibly implemented. A power-aware smart card design
is presented by [6]. An adiabatic circuit design is used to
minimize the power consumption. Further power optimization
methods have been proposed in the field of RFID protocols.
In [7], the authors present a novel power optimized RFID
inventory estimation algorithm. An automatic power stepping
algorithm is presented by [8], which estimates the number of
available RFID tags by increasing the reader’s power output
gain continuously. Thus, the reader is able to save up to 60%
of its power consumption.

C. Supply Voltage Analysis and Management

Supply voltage analysis describes techniques to determine
the supply voltage of electric circuits. Analysis and manage-
ment of a circuit’s supply voltage is of importance, because a
high amount of simultaneously switching transistors draws a
lot of current from the capacitor and that can cause hazardous
supply voltage variations. Proposed methodologies can be
subdivided into design-time and run-time approaches. In [9],
the authors highlight the problem of voltage variations in
microprocessor systems. They also demonstrate a way to
simulate and control such voltage variations by modeling the
power supply network. A smart card power supply network
model has been presented by the authors in [10], which
is used in simulations to detect hazardous supply voltage
drops. Using a semi-asynchronous architecture [11] or adding
decoupling capacitors [12] are further design-time techniques
to reduce voltage variations. During run-time, analog-to-digital
converters [13] and voltage comparators [14] can be used for
analysis purposes. In [15], the authors compare signatures of
the running program with hazardous signatures to counteract
voltage emergencies. Another way to resolve voltage drops
has been presented by [16]. On-die circuits are used to inject
electrical current into nodes that are affected by hazardous
voltage variations.

III. ADAPTIVE FIELD STRENGTH SCALING

Adaptive field strength scaling (AFSS) is a methodology to
adapt the strength of the magnetic field, which is generated
by the reader, according to the smart card’s instantaneous
power consumption. Figure 2 illustrates this principle. The H-
Field Static curve represents current approaches of generating
a magnetic field of maximum strength. The H-Field Adapted
curve represents the novel AFSS approach. During the smart
card’s high power consuming periods (e.g., performing cryp-
tographic operations), the reader increases the magnetic field
strength. Otherwise, during the smart card’s idle times and low
power consuming periods, the reader decreases the magnetic
field strength to save electrical power. This paper presents two
different AFSS approaches:

• Magnetic field strength scaling decisions are based upon a
smart card request power model. Each smart card request
provokes a specific smart card power consumption. The
magnetic field is adapted to optimize the power consump-
tion for the currently processed request. This approach
can be implemented in software.
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Fig. 2. Principle of the Adaptive Field Strength Scaling methodology. The
magnetic field that is generated by the reader is adapted to the instantaneous
power consumption of the smart card. During the smart card’s high power
consumption periods, the magnetic field strength is increased, otherwise it is
decreased. Thus, electrical power can be saved compared to traditional static
magnetic field strength approaches.

• The smart card evaluates its instantaneous power con-
sumption and supply voltage level. The reader is notified
to modify the magnetic field strength. The reader / smart
card system’s power consumption is optimized very pre-
cisely. This approach requires hardware modifications at
reader and smart card side.

In the following paragraph both approaches will be described.

A. Request-Based AFSS

Many types of contactless NFC applications (e.g., payment,
e-passport) provoke a distinct smart card power consumption
profile. This knowledge is exploited by a request-based smart
card power model. Each request that is sent from the reader
to the smart card has a specific smart card power consumption
value assigned, e.g., authentication requests that use cryp-
tographic calculations provoke a higher smart card power
consumption than reading out an identification number. These
power values are obtained from a smart card power model
characterization process. During this process, the requests
are issued on the target smart card and power consumption
measurements are performed. Most applications (ticketing,
payment, etc.) always use the same type of smart card, which
reduces the effort needed for the characterization process. Here
we present two implementations of the request-based AFSS
technique, whether the power model is implemented in the
reader or in the smart card. All AFSS implementations can be
done within software, no costly hardware modifications are
needed at all.

1) Reader: In this approach, the reader firmware imple-
ments the request-based smart card power model. Thus, the
reader knows which kind of request r changes the smart
card’s power profile significantly. Fig. 3 depicts the reader’s
AFSS architecture. The reader’s application generates a smart
card request r. This request r is forwarded to the power
model firmware. The request-based smart card power model
provides an estimated smart card power consumption P̂ (r)
that is provoked by the specific request r, according to (1).
If additional information regarding the smart card’s internal
system states x (e.g., usage of a cryptographic core) or

Reader

P�(r)Power 
Model

Firmware

AFSS 
Policy

Firmware

Antenna 
Gain Unit

Analog Frontend

Smart Card 
Request

Generation

CPU, Firmware

r hr

r

Fig. 3. Principle of the reader AFSS request-based approach. A smart card
request r is generated and passed to the power model firmware. A power value
P̂ (r) is estimated, which is needed by the smart card to process the request
r properly. Based on this information, the AFSS policy firmware signals the
antenna gain unit by means of a message hr to adapt the magnetic field
strength.

the reader / smart card system’s coupling factor k are given
(physical characteristics, distance, etc.), the resulting power
requirement P̂ (r) can be calculated more precisely.

P̂ (r) = f(r,x, k) (1)

The AFSS policy firmware then decides if the magnetic field
strength needs to be adapted and forwards a corresponding
magnet field adaptation request hr to the antenna gain unit:

• The magnetic field strength is decreased if a smart card
request r is sent to the smart card that provokes a low
smart card power consumption, e.g., basic calculations.

• The magnetic field strength is increased if a smart card
request r is sent to the smart card that provokes a
high smart card power consumption, e.g., cryptography
operations.

2) Smart Card: In this approach, the request-based smart
card power model is implemented by the smart card, instead
of the reader. Fig. 4 illustrates the presented approach. The
reader’s application generates a smart card request r. This
request is transmitted to the smart card by means of magnetic
field modulation. The smart card’s application forwards the
request to the power model firmware. Then the smart card’s
power requirement P̂ (r) for processing this specific request r
is estimated according to (2). Additional crucial information
can be available to the smart card, e.g., internal system states x
(e.g., usage of a cryptographic core), supply voltage v(t), the
Zener diode’s state (conducting, blocking), or more detailed
smart card request power states. Thus, the required electrical

Smart CardReader
Power 
Model

Firmware
AFSS 
Policy

Firmware

CPU
Analog 

Frontend
Antenna 
Gain Unit

Analog 
Frontend

CPUr
r

P�(r)

r

hr
hrhr

hr

Fig. 4. Principle of the smart card AFSS request-based approach. A smart
card request r is generated by the reader and is transmitted to the smart card.
The smart card forwards r to the power model firmware and estimates the
needed power P̂ (r) to execute the request properly. Then the AFSS policy
firmware checks if a magnetic field strength adaptation is needed and sends a
message hr to the reader. The reader evaluates this message hr and modifies
the magnetic field strength accordingly.
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power P̂ (r) can be estimated precisely. This smart card-based
approach enables finer magnetic field strength adaptations than
the reader-based approach.

P̂ (r) = f(r,x, k, v(t), ZenerDiodeState) (2)

The power consumption estimate P̂ (r) is then forwarded to the
AFSS policy firmware, which decides whether the magnetic
field strength suffices, needs to be increased to meet the new
power requirement or decreased to save electrical energy. If
a magnetic field adaptation is required, then a corresponding
magnetic field adaptation message hr is transmitted to the
reader. The reader receives this message hr and adapts the
magnetic field strength with the help of the antenna gain
unit. The advantage of this smart card-based approach is that
the reader does not need to know the physical characteristics
of the smart card it is communicating with. As a drawback,
transmitting magnetic field adaptation messages to the reader
slows down the reaction time and decreases the system’s
maximum data transmission rate.

B. Instantaneous Power Consumption-Based AFSS

This AFSS approach enables precise magnetic field adap-
tations. Magnetic field adaptation decisions can be performed
without any smart card power models, knowledge about cou-
pling factors, etc. Both smart card and reader are enhanced
with hardware AFSS units. This hardware-based approach en-
sures a speed up for the AFSS technique. No slow software in-
teractions are needed at all. The smart card’s AFSS unit mon-
itors crucial internal stability parameters, e.g., the electronics’
supply voltage v(t). If a modification of the magnetic field
strength is needed, then a dedicated high priority magnetic
field adaptation messages hr is sent from the smart card to
the reader. The reader’s AFSS unit monitors the incoming data
stream. If a magnetic field adaptation message is recognized,
then the antenna gain unit is immediately signaled to change
the field strength accordingly. In the following paragraphs
the hardware enhancements of smart card and reader are
described.

1) Reader: The architecture of the proposed AFSS en-
hanced reader is depicted in Fig. 5. The received data stream
r, hr from the smart card is forwarded through the analog
frontend, which is responsible for demodulation purposes, to
the AFSS unit. The AFSS unit monitors the data stream and is

Reader

Antenna Gain Unit

CPU Analog 
Frontend

AFSS 
Unit

hr

r,hrr r,hr

Fig. 5. Architecture of the AFSS unit enhanced reader. The received data r ,
hr from the smart card is monitored within the AFSS unit. If a field adaptation
message hr is detected, then the AFSS unit signals the antenna gain unit to
modify the magnetic field strength accordingly. No slow software interactions
are needed.

triggered by specific, high priority magnetic field adaptation
messages hr. If a magnetic field adaptation message hr is
detected, then the reader’s output gain is modified with the
help of the antenna gain unit. The antenna gain modification
is performed by selecting the dedicated resistor in the antenna
output circuit. The whole procedure of adapting the magnetic
field strength is accomplished without the need of any slow
software interactions. Thus, a minimum delay is achieved,
which makes the AFSS approach feasible.

2) Smart Card: Fig. 6 illustrates the equivalent circuit of
the proposed AFSS enhanced smart card. The smart card’s
analog frontend is responsible to rectify the electrical current
that is induced by the magnetic field. Correspondingly, a
supply voltage vi(t) is provided to the smart card. Capacitor
C buffers the provided electrical charges. The Zener diode
prevents electric surges, which may disrupt the smart card’s
electronics, by bleeding off any excessive electrical charges.
The voltage level of v(t), which supplies the rest of the chip,
is crucial for a proper smart card functionality:

• If v(t) drops below the threshold VLow, then the smart
card’s operational stability is lost. The smart card’s elec-
tronics is reset by a reset circuit. Safety precautions (e.g.,
deactivating the smart card’s clock) should be performed
to prevent hazardous drops below VLow.

• If v(t) reaches the threshold VZ , then the Zener diode acts
as a perfect wire and bleeds off any excessive electrical
charges.

The AFSS unit’s purpose is to monitor the voltage v(t) and to
control it within the range of VLow < v(t) < VZ by means of
the AFSS methodology. By controlling v(t) within the upper
VZ and lower VLow boundaries, less electrical power is wasted
and the smart card’s operational stability is preserved at the
same time. Fig. 7 depicts the basic architecture of the AFSS
unit, which implements three main functionalities:

• The Zener diode is monitored to derive the charge level
of the capacitor C. Two states can be evaluated: The
voltage across the capacitor C equals VZ (the Zener diode
conducts) or the voltage level is below VZ (the Zener
diode blocks).

• Two voltage comparators check the voltage v(t) against
reference voltage levels VREF1 and VREF2. The more
voltage comparators are implemented, the finer the v(t)
analysis and magnetic field adaptations are.

Analog 
Frontend

Smart Card
Ri

Cvi(t)

iZ(t)

AFSS Unit
Load 

Modulation

Rest of Chip

CPU ...
v(t)

Rmod

hrhr

Fig. 6. Equivalent circuit of the AFSS enhanced smart card. The AFSS unit
monitors the smart card’s stability parameters and uses the load modulation
unit to transmit high priority magnetic field change messages hr to the reader.
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Fig. 7. The results of the voltage comparator and the Zener diode evaluator
units are forwarded to the AFSS policy unit. Based on the provided infor-
mation, the AFSS policy unit signals the load modulation unit if a magnetic
field increase or decrease message should be sent.

• An AFSS policy unit implements the logic when mag-
netic field adaptations should be requested. Magnetic field
adaptation decisions are based upon the policy presented
in Fig. 8. If v(t) drops below a threshold VREF1, then
the magnetic field should be increased. Otherwise, if the
Zener diode conducts or v(t) is above VREF2, then the
magnetic field should be reduced to save electrical power.

The AFSS unit is directly connected to the smart card’s load
modulation unit, which is responsible for any data transfers
from the smart card to the reader. Thus, any slow software
interactions are avoided. The load modulation unit handles
incoming magnetic field adaptation notifications with highest
priority. Therefore, magnetic field adaptation messages are
sent to the reader with a minimum delay.

IV. HARDWARE EMULATION PLATFORM

All experiments are performed with the help of a hardware
emulation platform, which is similar to an approach described
in [17]. The hardware emulation platform’s architecture is
depicted in Fig. 9. It supports cycle accurate power and supply
voltage analyses in real time. Smart card, power estimation
and supply voltage estimation units are synthesized into an

v(t) < VREF1
Increase Magnetic 

Field Strength by H1
Yes

Wait until Control Delay is 
Reached

v(t) > VREF2 

or 
iZ(t) > 0

Decrease Magnetic 
Field Strength by H2

Yes

No

No

Entry Point

Fig. 8. AFSS policy: If v(t) drops below a threshold VREF1, then the
magnetic field should be increased. Otherwise, if the Zener diode conducts
or v(t) is above VREF2, then the magnetic field should be reduced to save
electrical power.

Data 
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P�(x(t)), iZ(t)x(t)

vi(t)

v�(t)vi(t)
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r

Fig. 9. Hardware emulation platform that is used to evaluate the novel
AFSS approaches. The estimates of power and supply voltage estimation units
are sent over Ethernet to a host PC for further data analysis tasks. Average
estimation errors of 8.4% and 2% are caused respectively.

FPGA. The value of supply voltage vi(t), which is embossed
by the magnetic field, as well as the smart card requests r
are provided to the smart card. During the processing of the
requests r, the smart card’s internal system states x change.
The power estimation unit monitors these states and estimates
the dissipated power according to (3). Each smart card system
state xi is a corresponding power dissipation value ci assigned.
Vectors x and cT are then formed. The linear combination of
x and cT plus c0, which defines the leakage power dissipation,
results in the total power estimate P̂ (x). A time dependency
is finally introduced by P̂ (x(t)), because system states may
change at any clock cycle. A power characterization process
is needed to determine the parameters c0, cT and x. The
difference between estimated and real power consumption is
defined by ε, according to (4). The average estimation error is
as high as 8.4%.

P̂ (x) = P̂stat + P̂dyn = c0 +

n∑

i=1

ci · xi = c0 + cT · x (3)

P (x) = P̂ (x) + ε (4)

The power estimates P̂ (x(t)) are then forwarded to the supply
voltage estimation unit. This unit implements an electrical
charge-based model of the smart card’s power supply network,
similar to [10] and [18]. The smart card’s supply voltage is
estimated according to (5). The average estimation error is
given by ε, which is as high as 2%.

v̂(t) = v(t) + ε =
QC(t)

C
+ ε (5)

All relevant data is then sent over Ethernet to the host PC for
further analysis tasks.

V. EXPERIMENTAL RESULTS

This chapter presents the results of magnetic field strength
experiments. All experiments execute the same benchmark,
which is divided into two subsequent parts. During the first
part, the reader requests the smart card to perform some
security relevant and high power consuming SHA calculations.
After these calculations are finished, the second part starts.
The reader requests the smart card to allocate a string array
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TABLE I
DESCRIPTION OF THE USED FIGURE PARAMETERS

Parameter Description

P̂ (t) The estimated power consumption of the smart card’s
electronics.

vi(t) Supply voltage, which is generated by the magnetic field
and rectified by the smart card’s analog fronted.

v̂(t) Estimated supply voltage, which is applied to the smart
card’s electronics.

VT Supply voltage threshold (1 V). To guarantee a proper
working smart card, v(t) should not be below this
threshold longer than a specific amount of time tLow .

VZ Zener diode’s threshold voltage (2.5 V).
P̂Z(t) Estimated power dissipation of the Zener diode. The

higher this value, the higher the power wastage of the
smart card / reader system.

and to perform Quicksort on it. Both benchmark parts, SHA
and Quicksort, are taken from the MiBench benchmarking
suite [19] for reproducibility purposes. Table I elucidates the
variable names used in this chapter’s figures.

The mathematical background of the presented results is
defined as follows: The reader transfers electrical power to the
smart card according to (6). The amount of transferred power
PSmartCard(t), which is usable by the smart card, depends on
the coupling factor k. According to (7) and (8), PSmartCard

can be split up into the electrical power PZ(t), which is wasted
by the Zener diode, and P (t), which is dissipated by the rest
of the smart card.

PReader(t) = PSmartCard(t) · k (6)

PReader(t) ∼ PZ(t) + P (t) (7)

PReader(t) ∼ iZ(t) · VZ + P (t) (8)

A. Maximum Field Strength

Fig. 10 depicts the smart card’s behavior of current
reader / smart card system approaches. The reader emits a
magnetic field at the highest possible magnetic field strength.
As a consequence, the magnetic field embosses a high rectified
supply voltage level vi(t) of 4 V. In this benchmark, the
electronics’ supply voltage v̂(t) never drops below the crucial
threshold VT . This method guarantees the smart card a high
amount of operational stability. However, a high amount of
electrical power is needed to upkeep the magnetic field, which
limits the run-time of mobile battery-operated reader devices.
During the smart card’s low power consuming periods, v̂(t)
reaches the Zener diodes threshold VZ . Therefore, the Zener
diode conducts and bleeds off the excessive electrical current
iZ(t) to prevent electric surges. Electrical power is wasted.

B. Insufficient Field Strength

Fig. 11 illustrates the smart card’s behavior if a magnetic
field of insufficient strength is generated by the reader. The
magnetic field provokes a supply voltage vi(t) of only 2.5 V.
As a consequence, the smart card electronics’ supply voltage
v̂(t) drops continuously below the threshold VT of 1 V during
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Fig. 10. This figure illustrates the smart card behavior of current RFID
and NFC application approaches. A maximum magnetic field is generated to
guarantee a high smart card operational stability. No hazardous v̂(t) voltage
drops below VT are recognizable during this benchmark. P̂Z(t) represents
the amount of electrical power that is wasted by the Zener diode.

the execution of the SHA benchmark. The smart card’s opera-
tional stability is compromised. Voltage drop countermeasures,
e.g., deactivating the smart card CPU’s clock, have to be
conducted to improve the smart card’s stability during these
magnetic field and supply voltage starvation periods. Because
of the magnetic field starvation, v̂(t) never reaches the Zener
diode’s voltage threshold VZ of 2.5 V. Therefore, the diode’s
electrical current iZ(t) stays zero and no electrical power
P̂Z(t) is wasted.

C. Request-Based AFSS, Reader

Fig. 12 depicts the smart card’s behavior if a reader imple-
mented request-based AFSS technique is applied. The power
model enables the reader to estimate the amount of electrical
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Fig. 11. This figure depicts the smart card behavior during a period of
low magnetic field supply. The supply voltage vi(t) that is embossed by the
magnetic field is only as high as 2.5 V. v̂(t) drops hazardously below the
threshold VT and provokes smart card instabilities. Due to supply starvation,
P̂Z(t) stays zero. Thus, no electrical power is wasted.
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Fig. 12. This figure depicts the smart card behavior while using the
reader implemented request-based AFSS technique. The reader increases the
magnetic field during the processing of the SHA smart card request. Voltage
vi(t) changes correspondingly. No v̂(t) drops below the crucial threshold VZ

are detectable. During the low power consuming period, the magnetic field is
reduced. The Zener diode’s power dissipation P̂Z(t) is minimized. Thus, the
reader / smart card system wastes only little electrical power.

power needed by the smart card to execute the specific smart
card request r properly. During the high power consuming
SHA benchmark, the reader increases the magnetic field
strength. As a result, vi(t) equals 3.9 V. During the Quicksort
benchmark, the magnetic field is reduced. Less electrical
power P̂Z(t) is wasted than during the maximum field strength
approach. Furthermore, the crucial supply voltage v̂(t) does
not drop below the hazardous threshold VT . The smart card’s
stability is preserved.

D. Request-Based AFSS, Smart Card

Fig. 13 depicts the smart card’s behavior if a smart card
implemented request-based AFSS technique is applied. Finer
magnetic field adaptations can be performed because of a
more detailed smart card power model, e.g., the coupling
factor k, which may change at any time, can be estimated
more precisely. During the high power consuming SHA bench-
mark, the reader is requested to increase the magnetic field
strength. As a result, vi(t) equals 3.9 V. During the low
power consuming string allocation period, the magnetic field
strength is reduced and vi(t) decreases to 3 V. Afterwards,
the magnetic field strength is increased again to execute the
Quicksort benchmark properly. Only little electrical power is
wasted by the reader / smart card system, P̂Z(t) is minimized.
Furthermore, the crucial supply voltage v̂(t) does not drop
below the hazardous threshold VT . The smart card’s stability
is preserved.

E. Instantaneous Power Consumption-Based AFSS

Here we highlight the test results of an AFSS instantaneous
power consumption improved reader / smart card system. The
tested AFSS implementation supports three different magnetic
field strengths as well as magnetic field change rates of up to
10 kHz. Given a recent NFC reader / smart card system with
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Fig. 13. This figure shows the smart card behavior while using the smart
card implemented request-based AFSS technique. The reader is requested to
increase the magnetic field during the processing of the SHA benchmark.
Voltage vi(t) changes correspondingly. No v̂(t) drops below the crucial
threshold VT are detectable. During the low power consuming period, the
magnetic field is reduced. The Zener diode’s power dissipation P̂Z(t) is
minimized. Thus, the reader / smart card system wastes only little electrical
power.

a data rate of 848 kBit / s, the magnetic field change requests
of 8-Bit length would lower the systems’ data rate in worst
case by 9.5%. Fig. 14 illustrates the smart card’s behavior
during the benchmark. The smart card’s AFSS policy unit
constantly monitors the smart card’s supply voltage v̂(t). If
a magnetic field adaptation is requested, then a corresponding
vi(t) change is detectable. Supply voltage v̂(t) stays above
the hazardous threshold VT , thus the smart card’s stability is
preserved. Furthermore, the Zener diode’s power dissipation
P̂Z(t) stays zero.
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Fig. 14. Smart card behavior of the Instantaneous Power Consumption-Based
AFSS implementation. The smart card constantly evaluates crucial parameters
like v̂(t), iZ(t), etc. and requests magnetic field adaptations if necessary.
P̂Z is minimized while preserving the smart card’s operational stability at the
same time.
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TABLE II
READER / SMART CARD ENERGY SAVED COMPARISON

Magnetic Field Approach Energy Saved [%]
Maximum Field Strength 0.0
Request-Based AFSS, Reader 22.0
Request-Based AFSS, Smart Card 25.0
Instant. Power Consumption-Based AFSS 41.9

TABLE III
BENCHMARKS FOR INSTANTANEOUS POWER CONSUMPTION-BASED

AFSS COMPARED TO MAXIMUM FIELD STRENGTH

Benchmark Energy Saved [%]
AES 35.3
BasicMath 51.7
FFT 54.0
Stringsearch 46.7

F. Comparison of Energy Usage

Table II illustrates the amount of electrical energy saved
by the reader / smart system while performing the presented
benchmark and using the AFSS technique. The results are
compared to the commonly used approach to supplying a
maximum possible magnetic field strength. Table III presents
further energy saving comparisons of the instantaneous power
consumption-based AFSS technique during the execution of
various benchmarks. Up to 54 % of the electrical energy can
be saved compared to a maximum field strength approach.

VI. CONCLUSION

The number of mobile battery-operated NFC readers is
increasing drastically, because of the propagation of NFC
enhanced smart phones. Most of the NFC-based applications
use a maximum magnetic field strength. The higher the
magnetic field strength, the higher the smart card’s operational
stability, the higher the reader’s power consumption. However,
a maximum magnetic field strength is not always required
and it wastes the reader’s electrical power. As a consequence,
the run time of mobile battery-operated readers is reduced
unnecessarily.

This paper presents an adaptive field strength scaling
(AFSS) methodology. The magnetic field strength is adapted
to the smart card’s instantaneous power consumption require-
ments to save electrical power. During the smart card’s low
power consuming periods, the magnetic field is reduced.
Otherwise, during the smart card’s high power consuming
periods, the magnetic field is increased. We present two
different AFSS strategies. The request-based AFSS is a coarse
grained solution, which is implementable in software. It can be
integrated either in the reader or the smart card. Instantaneous
Power Consumption-Based AFSS represents the second pro-
posed AFSS strategy. Hardware modifications are performed
on reader and on smart card for a fast and fine grained AFSS
implementation.

A reader / smart card hardware emulation environment is
used to implement and prove the proper functionality of the
AFSS methodology. Reproducible benchmarks are executed
for testing purposes. The results show, that using the AFSS

technique reduces the reader / smart system’s energy consump-
tion by up to 54% and preserves the smart card’s operational
stability simultaneously.
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ABSTRACT
ECC is an asymmetric encryption providing a comparably
high cryptographic strength in relation to the key sizes em-
ployed. This makes ECC attractive for resource-constrained
systems. While pure hardware solutions usually offer a good
performance and a low power consumption, they are inflex-
ible and typically lead to a high area.
Here, we show a flexible design approach using a 163-bit
GF(2m) elliptic curve and an 8-bit processor. We propose
improvements to state-of-the-art software algorithms and
present innovative hardware/software codesign variants. The
proposed implementation offers highly competitive perfor-
mance in terms of performance and area.

Keywords
Elliptic Curve Cryptography, RFID, Hardware/Software Co-
Design, Embedded Systems

1. INTRODUCTION
Radio Frequency Identification (RFID) is a popular tech-
nology when it comes to automatically identify people and
goods wirelessly. In contrast to simple ID transmission ap-
plications, security relevant applications require cryptographic-
based authentication. Public-key cryptography provides a
simpler key management than symmetric cryptography, since
no secret key is required on the readers side [20]. Thus,
public-key cryptography is more reasonable in open-loop ap-
plications. Compared to conventional public-key algorithms
like RSA, ECC can achieve the same level of security with
shorter key sizes. However, since the resources of an RFID
tag are extremely limited, the implementation of ECC on
such tags is a challenging task.
To achieve a reasonable computation time, previous imple-
mentations of ECC on RFID mainly base on pure hardware
solutions. However, development teams need flexible sys-
tems to react quickly on changing demands of the market.
Flexibility can be achieved by using a lightweight micropro-
cessor.
We present several options of partitioning hardware and
software to offer a good runtime performance. The main
contributions of this paper are:

• It proposes an algorithm for binary field multiplication
in software that achieves a good performance with low
storage requirements.

• It introduces a novel method of hardware/software co-
design of ECC by presenting a small hardware exten-
sion that significantly speeds up the software imple-
mentation.

• It offers approaches for further hardware extensions
like instruction set extensions and a coprocessor for
binary multiplication.

2. THE RFID-TAG ARCHITECTURE
The target application of the presented ECC architectures
are RFID tags which can range from a low-capability device
(e.g. for pet identification) to a powerful contactless smart-
card (e.g. for biometric passports). The modules of a typical
tag IC are an analog front end, a digital control unit and a
Non-Volatile Memory (typically realized as EEPROM). The
area of RFID tag ICs range between 0.25 and 10 mm2 [12].

2.1 The Microprocessor
To realize the control unit an 8-bit proprietary processor of-
fering a reduced instruction set for RFID is used. Compared
to hardwired state machines, the programmable framework
supports a more efficient development of RFID products.
Since the processor is very small (∼2.5 kGE) and energy-
efficient (average power consumption between 11.6μW/MHz
and 26μW/MHz), the processor is ideally suitable for resource-
constrained applications.
The processor is based on the Harvard architecture with sep-
arate pathways for instructions and data and can be classi-
fied as a load-and-store architecture. The processor features
16 general purpose registers (GPRs) and 30 instructions.
All basic instructions of a microprocessor like binary opera-
tions, addition, subroutine functions, and branch-conditions
are supported. Although there is a shift-left instruction,
there is no shift-right functionality. Furthermore, the pro-
cessor does not feature a multiplication operation. All in-
structions, can be executed within one clock cycle, except
memory accesses to ROM, which require two cycles.
Primarily, the processor was designed for RFID communi-
cation protocols according to ISO/IEC 15603 or ISO/IEC
14443. However, it can also be used for more advanced cal-
culations as shown in this paper.

3. ECC DESIGN DECISIONS
Designing an ECC-based system involves decisions on the
following hierarchical levels: Security protocol, elliptic curve
arithmetic and field arithmetic including field operations.
Our design decisions on each of these levels are outlined in
the next two sections. Since the field operation multiplica-
tion accounts for the majority of runtime, the remainder of
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this paper focuses on proposals for effective multiplication
implementation methods.

3.1 Security Protocol and Elliptic Curve
Arithmetic

Our implementation establishes an one-way authentication
of RFID tags and is based on the work of Bock et al. [5]. A
challenge-response protocol requiring one point multiplica-
tion on the tag realizes the authentication. A Montgomery
multiplication operating on projective coordinates including
several protections against side channel attacks establishes
the point multiplication as presented in [5].

3.2 Field Arithmetic
Standards define elliptic curves over prime fields GF(p) or
binary fields GF(2m) [6]. The hardware support of proces-
sors offering a multiplier, favours the usage of prime fields
[10, 22, 6]. However, it has been demonstrated that software-
based ECC can achieve better performance using binary
fields [19]. Since our processor does not feature a hard-
ware multiplier and the usage of binary fields eases further
hardware accelerations [6], we use binary fields GF(2m) in
polynomial base representation.
The parameter size m is 163, thus one element is stored in
21 words. Throughout this document A[i] refers to the ith

word of an array representing the binary vector representa-
tion of an polynomial a(z). Whereby A[0] stores the lower
and A[20] stores the higher coefficients.
Note, the protocol and point multiplication do not require
an inversion operation. Thus, to compute the Montgomery
multiplication the following field operations are required:
addition, reduction, squaring and multiplication.

3.2.1 Addition
This operation only requires a word-wise XOR (binary ad-
dition) of both addends.

3.2.2 Reduction
Modulo reduction c(z)=cd(z) mod f(z) reduces the output of
a field multiplication cd(z) with a field size of (2m-1) to a
size of m using a irreducible polynomial f(z)=zm+r(z) .
Basically, the reduction algorithm goes through all coeffi-
cients cj of cd(z) that have to be reduced and adds zjr(z)
to cd(z), if the coefficient is one. The elliptic curve parame-
ters we use define an irreducible polynomial where two 8-bit
words are needed to store r(z).
For acceleration, we use two lookup tables (LUTs) to store
precalculated additions of shifted r(z). They require 288
bytes in total. Since shifts zjr(z), where j≥8, can be achieved
with array indexing, the reduction can be calculated without
shifts during runtime.

3.2.3 Squaring
Squaring can be achieved by inserting zeros between two
consecutive bits, as described in [6]. To square the element
A, every nibble of the lower words (A[0] to A[10]) is ex-
panded to a 21-word element with a 16-byte LUT.
The expansion of the remaining words of A would result in
words, which have to be reduced afterwards. However, we
take into advantage that when squaring an element, every
second bit is zero and implemented an interleaved reduction
similar to the standard reduction. We use two 32-byte LUTs
to reduce the number of shifts and additions during runtime.

3.2.4 Multiplication
The runtime of the binary field multiplication represents the
main factor for the overall performance. Thus, below we
will describe novel methods to accelerate the binary field
multiplication.

Input: a(z) and b(z) of degree at most m− 1
Output: c(z) = a(z) · b(z) of degree at most 2m− 2
Compute all Bu = u(z) · b(z) where deg{u(z)} < w
for k ← (8/w) downto 0 do

for j ← 0 to 20 do
u = (uw−1, ..., u1, u0), where ui is bit (wk + i) of A[j]
for i← 0 to 20 C[i + j]← C[i + j]⊕ Bu[i]

end for
if (k �= 0) C ← C · zw

end for

Figure 1: Left-to-right binary field multiplication.
Adapted from [6].

3.3 Enhanced Binary Field Multiplication
Algorithm

A well-known approach for the binary field multiplication
is the left-to-right (l-t-r) comb method as shown in Fig. 1.
The algorithm calculates C = A · B by processing w bits
of every word of A at a time and requires precalculation of
multiples of B. The choice of w comes with a trade-off be-
tween memory requirements and performance. In general,
the number of precalculated elements equals 2w −1. For ex-
ample, if w=2 the products B1 = B, B2 = 2d ·B, B3 = 3d ·B
are precalcuated and stored. Note that B0 = 0 ·B does not
need to be stored, since it is always zero.
To accelerate the calculation, the window size could be in-
creased to w=4. However, this would require the storage
of 15 elements requiring 315 byte RAM, which is often not
suitable for a resource-constrained device like an RFID tag.
To achieve a good performance with low storage require-
ment, we propose a novel enhancement of the l-t-r comb
method. The idea is to perform fewer precalculations and
calculate more during runtime by ignoring the last term of
u(z) in the precalculation phase. Only these Bu = u′(z) ·
b(z), satisfying deg{u(z)} < w and u′(z) = {uw−1z

w−1 +
... + u2z

2 + u1z} are determined and stored. Put simply,
only these Bu, where u is even, are considered for precal-
culation. Additionally, B1 = B is stored. This reduces the
number of stored elements to 2w−1. For example, choosing a
window size of w=4, requires only eight elements (168 bytes)
to be stored in RAM.
The enhanced algorithm is shown in Fig. 2. The precal-
culation procedure can be designed to reduce the number
of required shift operations by combining already calculated
elements. If w=4 the outer loop has to be executed two
times. If the processed nibble u of A is even, it is only nec-
essary to add the corresponding Bu to the accumulator C.
If u is odd, u′ is determined by setting the last bit of u to
zero. Thereafter, Bu is read from RAM and additionally B1

is added to C. In simple terms, if for example u = 7d, then
B7 = 7d · B is calculated as follows: B7 = 6d · B + B. The
term B6 = 6 · B is determined by reading B6 from RAM.
Thus, only the additional addition of B1 is calculated during
runtime.

3.4 Binary Field Multiplication using Virtual
Addressing

Here we explore an innovative small-footprint hardware ex-
tension approach to speed up the multiplication by reducing
the number of pointer calculations and memory accesses.
Typically, dedicated coprocessors or instruction set exten-
sions accelerate ECC. We propose to use the idea of virtual
addressing to design a hardware accelerator.
Many procedures needed for the calculation of ECC access
memory consecutively and hence require many pointer cal-
culations. Loop unfolding can reduce the number of pointer
calculations, but involve a large increase of code size.
Virtual addressing allows to use static coded addresses (vir-
tual addresses), without increasing the code size significantly.
This can be achieved by inserting a virtual address logic be-
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Input: a(z) and b(z) of degree at most m− 1
Output: c(z) = a(z) · b(z) of degree at most 2m− 2
B1 ← B; B2 ← B · z;B4 ← B2 · z;B8 ← B4 · z;B6 ← B4 ⊕ B2;
B10 ← B8 ⊕ B2; B12 ← B8 ⊕ B4;B14 ← B12 ⊕ B2

for k ← 1 downto 0 do
for j ← 0 to 20 do

if (k = 1) u = (A[j]� 4)) else u = A[j]
if bit 0 of u is set and u �= 1 then

for i← 0 to 20 do
u′ = u′&0x0E
C[i + j]← C[i + j]⊕ B′

u[i]⊕ B1[i]
end for

else if u �= 0 then
for i← 0 to 20 C[i + j]← C[i + j]⊕ Bu[i]

end if
end for
if(k �= 0) C ← C · z4

end for

Figure 2: Enhanced left-to-right comb multiplication
with windowsize w = 4.

tween the processor and the external RAM as shown in Fig.
3. Whenever the microprocessor accesses an address in a
virtual address range, the virtual address logic translates
the address into a physical address. The microprocessor can
influence the address mapping by setting configuration pa-
rameters. This is achieved by writing the desired value of
the parameter to a predefined address. Registers within the
virtual address logic store the parameters.
The basic idea of virtual addressing can be illustrated with
the acceleration of a binary addition A=A+B. A straight-
forward implementation would keep the addresses of A[0]
and B[0] in registers. After loading, XORing and storing the
words, the address registers would be increased to process
the next words. These pointer additions can be outsourced
to hardware by using two 21-byte virtual elements V EA and
V EB . Parameters called parA and parB could indicate to
which physical addresses the virtual elements should point.
For example, if parA is one, then V EA points to the first
21-byte of the RAM, if parA is two, then V EA points to the
second 21-byte, and so on.
In the following, we show how virtual addressing can be used
to speed up the l-t-r comb multiplication. We illustrate the
approach by using a word size of W=8, a window size of
w=4 and 13 available GPRs. However, the method could
also be adapted for other conditions.

3.4.1 Virtual Address Logic
The virtual addressing concept includes one 22-byte virtual
element. For the address mapping five parameters are used.
The determination of u and calculation of the start address
of Bu (see Fig. 1) can be outsourced to the virtual address-
ing logic by using two parameters: element and addr mode.
The parameter element is set to the processed word of A
and addr mode defines which bits are used to determine u
as shown in Equation 1. Thus, u indicates which window is
currently processed.

u =

{
element[7 : 4] when addr mode = 0
element[3 : 0] when addr mode = 1

(1)

To achieve a shifting of Bu, the parameters neg offset and
offset are used according to Equation 2.

V E[i] −−−−−→
maps to

Bu[i+ offset− neg offset], i = {0, 1, ..., 21}
(2)

Figure 3: Principle of virtual addressing.

Furthermore, there is a parameter shiftC to shift the accu-
mulator C as shown in Equation 3.

C[i] −−−−−→
maps to

C[i+ shiftC], i = {0, 1, ..., 40} (3)

3.4.2 Binary Field Multiplication Algorithm
Fig. 5 shows the proposed algorithm to implement a l-t-r
comb multiplication using the virtual addressing features.
First, the required multiples of B are precalculated and
stored in RAM. To keep the address logic simple, we as-
sume that all Bu elements are stored subsequently in RAM.
The virtual addressing mechanism does not influence the
precalculation step.
The processing of the first window starts by setting the pa-
rameter addr mode to zero. Then, the algorithm has to go
through all words of A and adds the corresponding Bu to
C. The determination of u depending on the currently pro-
cessed word of A is outsourced to the virtual addressing logic
by setting the parameter element to the currently processed
word of A. This causes a mapping of the virtual element to
the currently required Bu.
These additions represent the most expensive part of the
multiplication, since the high number of required word-wise
additions (see Fig. 6). Nearly all words of C, which are
affected during one addition, are manipulated again by the
successive addition. Using virtual addressing it is possible
to perform the operations on these bytes of C, which are
altered most frequently, with registers: Instead of loading
values from memory and storing the altered content back
to the same position, all operations which target these ad-
dresses are performed with predefined registers.
The algorithm using the virtual addressing contains two sub-
routines implementing successive word-wise additions with
the virtual element. It is possible to jump to every single
word-wise addition. For example, to process A[0], all word-
wise additions of the first subroutine are executed. The vir-
tual addressing logic is configured so that V E[0] points to
Bu[0], V E[1] points to Bu[1] and so on.
When processing A[1], C[0] is not affected (see Fig. 6).
Thus the algorithm jumps into the second word-wise addi-
tion of the first subroutine. Then, 20 word-wise additions
are preformed starting with the addition of V E[1] to C[1].
Now it is required to add Bu[0] to C[1]. Thus, the param-
eter neg offset is set to one before calling the subroutine.
This causes the virtual address logic to map V E[1] to Bu[0],
V E[2] to Bu[1] and so on. The last word-wise addition is re-
alized with the second subroutine by calling ADD B2 1 and
setting the parameter offset to 9. This causes that V E[12]
points to Bu[12-neg offset+offset]=Bu[20]. Thus, Bu[20] is
added to C[21].
The remaining words of A are processed in a similar way.
The pattern of processing the first and second half of A is
very similar as shown in Fig. 6. The processing of the words
A[10] to A[20] can use the same code of the implementa-
tion realizing the processing of A[0] to A[9], when shifting
the accumulator C. This is realized by setting the parameter
shiftC before performing the remaining additions.
After processing the first window, the parameter addr mode
is set to one to process the second window of every word of
A, and the whole procedure is repeated.

3.4.3 Advantages of Virtual Addressing
As stated above, the word-wise additions represent the most
time-consuming task of the binary field multiplication, since
they are executed very often. As shown in Fig. 6, 882 such
word-wise additions are required (for processing both win-
dows). A straight forward assembler implementation of a
word-wise addition would require six instructions as shown
in Fig. 4. Outsourcing the pointer calculations to hardware
reduces the number of required instructions to four.
Additionally, the approach also reduces the number of mem-
ory accesses. By storing some intermediate results in 13
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Figure 4: Assembler implementation of a word-wise
addition with/without virtual addressing.

Precalcuate all Bu

Aptr ← address of A[0]
ADDR MODE ← 0
call PROCESS WINDOW
ADDR MODE ← 1
call PROCESS WINDOW
return

PROCESS WINDOW:
Reset all registers
SHIFTC ← 0
for k ← 0 to 9 do call MULT LOOP
Store and load registers from/to C � see Fig. 6
SHIFTC ← 10
for k ← 0 to 10 do call MULT LOOP
return

MULT LOOP:
ELEMENT ← value stored in Aptr

Aptr ← Aptr + 1
NEG OFFSET ← k
call ADD B1 [k]
if k �= 0 then
OFFSET ← 9
call ADD B2 [k]

return

ADD B1 0: C[0]← C[0]⊕ V E[0] � Subroutine 1
ADD B1 1: C[1]← C[1]⊕ V E[1]
...
ADD B1 7: C[7]← C[7]⊕ V E[7]
ADD B1 8: R0← R0⊕ V E[8]
ADD B1 9: R1← R1⊕ V E[9]
...
ADD B1 20: R12← R12⊕ V E[20]
return

ADD B2 10: C[30]← C[30]⊕ V E[21] � Subroutine 2
ADD B2 9: C[29]← C[29]⊕ V E[20]
...
ADD B2 1: C[21]← C[21]⊕ V E[12]
OFFSET ← 0
return

Figure 5: Algorithm implementing the l-t-r comb
method using virtual addressing.

GPRs, it is possible to eliminate the need of memory ac-
cesses for 538 word-wise additions. This means that only
two instruction are required.
Consequently, this saves about 2,100 instructions per mul-
tiplication while introducing a small overhead of about 100
instructions for setting the parameters for virtual addressing
(see Fig. 5). The principles of virtual addressing could also
be adapted to speed up other cryptographic algorithms.

3.5 Instruction Set Extension
A well-known approach to accelerate a software implemen-
tation is to expand the microprocessor to support specific in-
structions. We examined two additional instructions, which
lead to a significant performance improvement: a shift-right
instruction and an instruction to load a value from RAM
and XOR it with a register. Both operations are executed
during one clock cycle. These extensions accelerate ECC
and other cryptographic algorithms like AES as well.

Figure 6: Illustration of additions stated in Fig. 5
for processing the first window. To process the sec-
ond window, the bits [3:0] of the currently processed
A are used to determine u.

3.6 Lightweight Coprocessor for Binary Field
Multiplication

Next, we present a low-cost coprocessor for outsourcing the
whole field multiplication and reduction to hardware.

3.6.1 Coprocessor Design
To keep the communication overhead low, the coprocessor
directly communicates with the RAM via Direct Memory
Access. The coprocessor first reads two factors from RAM,
then performs a multiplication, and finally stores the result
back to the RAM. The addresses of the two factors and the
result are provided from the microprocessor. During the cal-
culation of the coprocessor, the microprocessor pauses.
Typical ECC coprocessors in literature have relative high
area requirements, since they offer partial multiplications
with high bitlengths (i.e. mxm-bit [18] or mx1 -bit [14]). In
general, a mxn-bit binary multiplier requires m·n AND and
(m-1)·(n-1) XOR gates.
We propose to use a 4x8-bit multiplier and calculate an 8x8-
bit multiplication in two cycles with seven additional XOR
gatters (see Fig. 7). The used multiplication algorithm ex-
ecutes about 440 8x8 bit multiplications. Hence, one multi-
plication takes about 440 cycles longer using a 4x8-bit mul-
tiplier. However, compared to a conventional 8x8-bit multi-
plier this saves the area of 32 AND and 21 XOR gatters.

3.6.2 Binary Field Multiplication and Reduction
The coprocessor features an own control logic to calculate
the binary field multiplication and reduction. The avail-
ability of additional hardware influences the choice of the
multiplication algorithm. If partial hardware multiplication
is supported, it is proposed to use Comba’s method [9].
The difference to the l-t-r multiplication is the order in
which the partial products are generated. Comba’s method
determines each word of the result C at a time proposed
in literature and includes two nested loops: the first one
calculates the words C[20] to C[40] and the second one de-
termines the words C[0] to C[19]. Only one store operation
is required for every word of the result. This order of cal-
culation favours an interleaved reduction. This means that
the higher words, which would require a reduction, are not
stored in the accumulator. They are directly reduced, which
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Figure 7: Construction of an 8x8-bit multiplication
with a 4x8-bit multiplication.

is implemented in hardware requiring only 13 XOR-gatters.
For more information about Comba’s method, we refer to
[9] and [6].

4. RESULTS
The previously presented methods have been implemented
and simulated. The software implementations were coded in
assembler and the hardware accelerators were implemented
at Register Transfer Level using the SystemVerilog language.
For area comparison the variants were synthesized in stan-
dard 220nm CMOS technology. The result of the synthesis
represented the space needed for the standard cell area. To
take place and route into account assumed 20% were added
to the cell area.

4.1 Comparison of Implementation Variants
Table 1 summarizes the performance and area requirements
of the previously presented methods. Note that the given
areas do not include the microprocessor.
Table 1 illustrates that the binary field multiplication is the
most time-consuming field operation and thus is the deter-
mining factor for the overall performance. It accounts for
about 80% of the execution time without hardware acceler-
ators. The low-area hardware extensions lead to significant
performance improvements of the field multiplication.
Compared to the standard l-t-r comb method with a win-
dowsize of w=4, the enhanced l-t-r comb method with a win-
dowsize of w=4 requires 148 bytes less RAM. However, it
requires 105 bytes more RAM than the standard l-t-r comb
method with a windowsize of w=2, while decreasing the ex-
ecution time by 25%.
The next implemented variant is a combination of the virtual
addressing (VA) concept described above and the enhanced
l-t-r comb algorithm. Therefore, only slight adaptations of
the algorithm shown in Figure 5 were required. Adding the
virtual address logic causes a small additional area over-
head (est. +1kGE), but the performance further improves
by 26%.
The two additional instructions lead to a negligible area
overhead and improve the computation performance even
further by 27% to 5.1 MCycles.
The coprocessor offers the best performance/area trade-off.
Since the availability of additional hardware features changed
the choice of the field multiplication algorithm, no precom-
putation is required any more. This approach reduced the
size of the required RAM to almost a half. Furthermore,
the coprocessor lowered the ROM storage requirement by a
factor of 3.5. This is due to the outsourcing of the multi-
plication logic to dedicated hardware. Hence, no software
code for the field multiplication is neccessary any more.
We determined the area of the coprocessor with synthe-
sis, which reported 1.41 kGE combinational and 0.64 kGE
non-combinational area. We assumed 20% additional area
for routing overhead, which leads to a area-footprint 2.13
kGE. Additionally, VA logic for field addition was used (est.
0.3kGE). In sum, the area reduction due to lower storage re-

quirements, was larger than the additional introduced area
of the coprocessor. As a consequence this solution requires
the smallest area-footprint. In addition, due to the usage
of dedicated hardware to calculate the field multiplication,
the performance of the coprocessor variant stands far above
the previous partitioning methods. Compared to the fastest
pure software approach a speed up of 3.5 was reached.
The results show that hardware extensions can almost al-
ways accelerate the execution time at the expense of area.
An exception is the coprocessor variant. Due to the algo-
rithmic change, this solution offers both the fastest runtime
and the smallest area.

5. RELATED WORK
In resent years, many authors showed that RFID is ready for
hardware-based ECC. The most notable implementations
were presented by Batina et al. [3], Hein et al. [11], Kumar
et al. [15], Lee et al. [16], Wolkersdorfer et al. [23], and
Bock et al. [5]. They mainly use binary fields, require be-
tween 10.4 and 23.8 kGE area, and consume between 32.4
and 500 μW/MHz of power.
In terms of ECC on 8-bit microprocessors, also much re-
search has been done. Most publications target Wireless
Sensor Networks (WSNs) and use the ATmega128 [2] pro-
cessor. Malan et al. investigated the feasibility of ECC over
binary fields in WSNs [17]. However, their implementation
was quite slow, requiring about 2,510 MCycles per authen-
tication. Guara et al. showed in [10] that ECC offers sig-
nificant performance advantages compared to RSA on 8-bit
architectures. Yan and Shi proposed a sophisticated inver-
sion algorithm to speed up the ECC calculation [24]. Seo
et al. [19] proposed an approach to reduce the number of
memory accesses, which was then implemented assembly-
optimized in [13]. Wenger et al. built in [22] a low-area
processor (6.5 kGE) for RFID applications and presented
AES, Grøstl, and ECC implementations.
Several papers describe how to accelerate software-based
ECC with dedicated hardware like a coprocessor (e.g., [1,
14, 4]) or instruction set extensions (e.g., [20, 7, 9, 8]).
The presented ECC hardware/software architecture com-
pares favourably with works described in the literature. Ta-
ble 2 highlights different 8-bit ECC implementations. The
implementations over prime fields exploit the ATmega128’s
hardware multiplier. Guara et al. [10] reached considerable
performance results. However, they used a non-adjacent
form method for point multiplication. Wenger et al. [22]
presented a clone of the ATmega128 targeting resource- con-
strained RFID tags. The silicon-footprint of their proposed
processor is 6.5 kGE, which is almost two times larger than
the processor we used. Our approach requires comparable
memory resources, but achieves better performance results.
The ECC calculations presented in [21] and [13] were also
performed over binary fields and could not take advantage of
the hardware multiplier. The implementation of Kargl et al.
[13] is comparable to ours, since they use a similar field and
point multiplication method. By fully utilizing the 32 regis-
ters available on the ATmega128, they reduced the number
of memory accesses and reached a runtime of 6.1 MCycles.
Thus, the execution time is faster than our pure software ap-
proach, but requires significantly more ROM. Furthermore,
we had only half as many GPRs at our disposal.
By using our presented hardware extensions, we achieve a
notable runtime performance, small memory requirements,
and maintain a high level of flexibility.

6. CONCLUSION
ECC is well suited for security related resource-limited ap-
plications. However, current smart card and RFID tag solu-
tions often focus on pure inflexible hardware ECC designs.
We offer design proposals for implementing ECC using a
lightweight 8-bit RFID processor. An effective enhancement
of a state-of-the art software-based binary field multipli-
cation algorithm is presented. Furthermore, a novel ECC
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Table 1: Area and performance comparison of implementation variants
Implementation Code Size (ROM) RAM Ext. Area Binary Field Operations [Cycles] Mont. Mult.
Variant [Byte] [kGE] [Byte] [kGE] [kGE] [kGE] Add. Squar. Red. Mult. [MCycles]

L-t-r mult. w=2 3,205 3.41 318 4.1 - 7.51 150 1,560 580 9,750 12.1
Enh. l-t-r mult. w=4 3,123 3.32 423 5.46 - 8.92 150 1,560 580 7,640 9.4
Enh. l-t-r mult.
w=4 & VA

3,840 4.09 423 5.46 1 10.55 90 1,540 580 5,280 7.0

Enh. l-t-r mult.
w=4 VA & ISE

3,594 3.83 423 5.46 1 10.29 75 1,070 500 3,820 5.1

Coprocessor & ISE 1,023 1.09 214 2.76 2.43 6.18 75 1,070 - 1,830 2.8

Table 2: Comparison to 8-bit ECC implementations
available in literature
Implementation GF ROM RAM Runtime
Variant [kByte] [Byte] [MCycles]

Guara et al.[10] p160 3.6 280 6.48
Wenger et al.[22]
Slowest version p160 3.86 384 35.1
Fastest version p160 7.76 384 13.0
Szczechowiak et al.[21] 2163 32.4 1741 16.0
Kargl et al [13] 2167 11 >588 6.1

Our implementation
Pure software 2163 3.05 423 9.7
VA and ISE 2163 3.51 423 5.1
Coprocessor 2163 1.02 214 2.8

hardware/software partitioning approach using virtual ad-
dressing is introduced. Additional hardware/software parti-
tioning variants are outlined and evaluated.
Our approaches is highly competitive regarding performance
and area. The fastest variant requires about 0.2s@13.56MHz
to calculate a challenge. This is about 4.6 times faster as
the most similar solution using a microprocessor to calculate
ECC on an RFID tag [22]. We showed that a software-based
development of ECC is practical for applications, like brand
protection, which are not very time critical.
Our future work includes an analysis of the proposed imple-
mentation methods in the light of side-channel attacks and
power consumption.
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Abstract—RFID-based and NFC-based applications can be
found, apart from others, in security critical application fields,
such as payment or access control. For this purpose, Elliptic-
Curve Cryptography (ECC) is commonly used hardware inte-
grated in resource constrained applications in order to provide
authenticity and data integrity. On the one hand, specialized
crypto hardware approaches provide good performance and
consume low power. On the other hand, they often lack flexibility,
caused, for example, by hardware integrated protocols and
cryptographic parameters.

Here we present a flexible and lightweight ECC-based au-
thentication solution that takes into account resource constrained
systems. This technique permits to shift parts of the computa-
tional intense ECC calculations from the resource constrained
device to the authentication terminal. By employing a security
controller with a small multi-purpose hardware acceleration core,
high computation speed is achieved and a maximum level of
flexibility is maintained at the same time.

We demonstrate the feasible implementation of the proposed
technique by means of an Android-based reader / smart card sys-
tem, which represent a prime example of contemporary power-
constrained and performance-constrained embedded systems. An
ECC-based authentication can be carried out on average within
25 ms and checked against a back-end server within 66 ms
in a secured manner. Thus, a secured and flexible one-way
authentication system is given that shows high performance. This
solution can be utilized in a wide variety of application fields,
such as anti-counterfeiting, where flexibility and low chip prices
are essential.

Index Terms—Elliptic-Curve Cryptography, Authentication,
Resource Constrained System, Smart Card

I. INTRODUCTION

Applications that feature Radio Frequency Identification
(RFID) and Near Field Communication (NFC) can be found
in our everyday life. Such RFID-based and NFC-based ap-
plications are used in the fields of, e.g., payment, transport,
logistics, health care, and access control. Not to mention that
the market value of RFID-based devices, applications, and ser-
vices will increase from $9.2 billion to $30.4 billion between
the years 2014 and 2024, according to a recently published
market study (cf. [1]). Given these trends and due to the fact
that RFID and NFC are contactless communication techniques,
security is a crucial factor, particularly in application fields
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Fig. 1. A typical contactless reader / smart card system. The reader emits
an alternating and modulated magnetic field that powers the smart card and
through which contactless communication is also enabled.

such as Industry 4.0. Industry 4.0 is a concept coined by the
German government that promotes so-called smart factories.
In these smart factories all devices, machines, and appliances
will be interconnected, leading to cyber-physical systems.
Authenticity and data integrity of all involved components
and remote terminals must be protected all time. For this
purpose, smart cards featuring security controllers and Elliptic-
Curve Cryptography (ECC) are the device of choice in order
to maintain secure system operation and to protect from
malicious security attacks.

Fig. 1 illustrates the basic setup of a contactless
reader / smart card system. A reader emits an alternating
and modulated magnetic field that powers the smart card and
through which contactless communication is also enabled. Due
to this inductive coupling, a smart card is very constrained
in terms of available electrical power, chip size, and com-
putational resources. During a smart card’s peak power con-
sumption or during low magnetic field supply periods, a smart
card’s supply voltage may drop hazardously below a certain
threshold. Such hazardous voltage drops result in a loss of op-
erational stability. This power sensitivity is stressed in Fig. 2.
In this figure, a smart card executes a pure software encryption,
which results in its supply voltage to drop hazardously below
a threshold of 1 V. Given these vulnerabilities and constraints,
flexible pure software solutions for complex cryptographic
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Fig. 2. This figure highlights the power constraints of contactless smart
cards. Voltage drops are caused by a software-based cryptographic algorithm.
The smart card’s operational stability will be disturbed if these emergencies
are not handled properly. Obtained with changes from [3].

operations are very difficult to implement without violating
critical power or timing constraints. As a consequence, ded-
icated and specialized hardware crypto cores are commonly
integrated into constrained embedded systems, such as smart
card chips. This approach of highly specialized crypto cores
can solve these power and timing issues. However, unwanted
inflexibility can be introduced caused, for example, by hard-
ware integrated protocols and cryptographic parameters. Yet,
development teams require flexible and adaptable systems in
order to react quickly to changing demands of the market.

This paper presents an innovative ECC-based authentication
solution that takes into account the highlighted contactless
smart card issues concerning flexibility and resource con-
straints. The presented approach is implemented by employing
an optimized ECC-based authentication protocol, which is
based on the work of [2]. This protocol permits to shift parts
of the computational intense ECC calculations from a resource
constrained embedded system, which is represented by a smart
card, to the computational powerful reader device. At the
same time, a maximum level of flexibility can be maintained.
Furthermore, this paper evaluates the timing behavior of a
secured datalink between an Android-based reader device and
a back-end server system. The shown authentication solution
can be utilized in a wide variety of resource constrained
application fields, ranging from anti-counterfeiting, where chip
prices play an important role, to industrial applications.

This paper makes the following contributions:
• It demonstrates the shifting of computational intense

ECC calculations from a resource constrained embedded
system to the computational powerful reader device while
maintaining a maximum level of flexibility.

• It proves the feasible implementation and usage of the
proposed techniques by means of an Android-based
reader / smart card system and a back-end server.

• It evaluates the timing behavior of a secured wireless
datalink between an Android-based reader device and an
industrial back-end server system.

This paper is structured as follows. Section II gives a

short introduction into the related work covering the topic of
ECC-based software and hardware crypto implementations. In
Section III our flexible authentication solution is presented.
Followed by Section IV which demonstrates the feasible
implementation of the presented authentication concept fea-
turing a commonly used Android-based reader device and an
industrial back-end server. Finally, our results are concluded
and some details about our future work are given in Section V.

II. RELATED WORK

A lot of research has been carried out in the field of
asymmetric cryptography and embedded systems. In [4], Wan-
der et al. showed that ECC can be feasibly implemented in
resource constrained devices. Accordingly, significant amounts
of electrical energy can be saved compared to RSA im-
plementations of equivalent security level. In addition, ECC
leads to improved computation times and reduced storage
requirements as well as reduced communication overheads
due to smaller key sizes. Batina et al. evaluated in [5] ECC
for the usage in RFID-based identification protocols and
demonstrated a feasible implementation. Further ECC-based
protocols that targeted resource constrained applications were
presented, for example, by the authors in [6] and [7]. In [8],
the authors introduced an ECC-based authentication protocol
that is particularly suitable for resource constrained embedded
systems, such as contactlessly powered RFID tags. Bock et
al. demonstrated in [2] that this ECC-based protocol can be
feasibly implemented in an RFID tag chip. This ECC-tag
chip featured 163-bit binary fields, was optimized for low
energy consumption, and finished the computations that are
required for an authentication procedure within 95 ms. In
[9], Wenger et al. built a clone of the 8-bit ATMega128
running at 13.56 MHz and targeted resource constrained RFID
applications. The authors also integrated hardware acceleration
cores for faster cryptographic computations, such as ECC
over prime fields, AES, and Grøstl. An ECC point multipli-
cation was conducted within 13 MCycles while employing
the secp160r1 curve. In [10], the authors evaluated cycle-
accurate clones of the popular embedded processors 8-bit
Atmel ATmega, 16-bit Texas Instruments MSP430, and 32-bit
ARM Cortex-M0+ with regards to the resulting performance of
software ECC implementations. While the MSP430 dissipates
the least amount of power, the Cortex-MO+ provides the
best performance, and the ATmega the highest improvement
potential. In [11], the authors aimed at flexibility and pre-
sented a hardware support that featured five prime field-based
NIST ECC curves. Optimized hardware/software co-design
approaches were evaluated and proposed by the authors in
[12] in order to accelerate ECC calculations for resource
constrained applications. Further ECC implementations were
presented, for example, by the authors in [13]–[15].

Summarizing, in the field of resource constrained secure
systems it is particularly important to meet power and timing
requirements and to maintain a high amount of flexibility at
the same time. This paper provides an innovative contribution
to the ongoing discussing in this important field of research.
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server, an NFC-enabled reader device, and a resource constrained embedded
system.

III. FLEXIBLE AUTHENTICATION SOLUTION FOR
RESOURCE CONSTRAINED SYSTEMS

The concept of our presented flexible authentication system
is shown in Fig. 3. It consists of a back-end server, a mobile
NFC-enabled reader device, and the resource constrained
embedded system whose authenticity is to verify.

In the following, the brand protection use case is employed
as a motivational example. Given is a product, whose authen-
ticity is to verify throughout the supply chain. For this purpose,
the manufacturer equips the product with a security controller-
based authentication chip similar to the one used in this work.
The product’s authenticity is checked with the help of a mobile
reader device, such as an NFC-enabled smart phone, via an
optimized lightweight authentication protocol. The gathered
product’s authentication information is then buffered on the
mobile reader device. The reader then updates the back-end
database with the buffered authentication information through
a secured datalink as soon as wireless network coverage is
given.

In this work, the resource constrained embedded system is
represented by a contactless smart card. The following section
describes in detail the individual components, concepts, as
well as the authentication protocol that is used between reader
and smart card. Note, due to disclosure policies, some security-
related details are omitted and marked with ∗.

A. Back-end Server

For this work we used an industrial back-end server system
running Windows 8. It features a relational database which
is accessed through SQL. A Machine-to-Machine interface is
provided by a Windows Communication Foundation (WCF)-
based web service, which is run by the Internet Information
Server (IIS). A secure connection from a reader device can be
established through the HTTPS protocol by using Transport
Layer Security (TLS) version 1.2, Elliptic Curve Cryptogra-
phy, and RSA with the following configurations:

• Elliptic Curve Diffie-Hellman with Ephemeral keys
(ECDHE) is used for the key exchange mechanism.

• Certificates are signed with the Rivest-Shamir-Adleman
(RSA) algorithm. Note, the employed version of Mi-
crosoft’s Internet Information Server did not support
signatures signed with Elliptic Curve Digital Signature
Algorithm (ECDSA).

• Symmetric message encryption is carried out with 256-
bit Advanced Encryption Standard (AES) in Cipher Block
Chaining (CBC) mode featuring Secure Hash Algorithm
(SHA1) for message authentication.

Apart from the encrypted HTTPS interface, also an unen-
crypted interface is provided for the purpose of performance
comparisons.

B. Reader Device

During this work, an NFC-enabled Samsung Galaxy i9300
S3 smart phone was used as reader device. This smart phone
integrates an ARM Cortex-A9 quad-core with 1.4 GHz and
runs the Android 4.3 operating system. A connection to the
back-end server can either be established with unencrypted
HTTP or encrypted HTTPS protocols through 3G/4G or WiFi
communication networks. Open source cryptographic libraries,
such as Spongy Castle, are used to carry out the ECC com-
putations and signature checks of the one-way reader / smart
card authentication protocol in order to verify the authenticity
of the smart card.

The reader device acts as gateway between the server and
the smart card. No direct interaction between server and
smart card is given, which reduces the smart card’s resource
requirements in terms of performance and power supply. Note,
in this work we assume that the reader device represents a
secure entity.

C. Resource Constrained Embedded System

As an example for a typical power constrained and per-
formance constrained embedded system, a contactless smart
card was selected which features an Infineon security con-
troller running at 30 MHz. The employed type of security
controller implements a small processor (e.g., an Applica-
tion Specific Instruction-set Processor (ASIP)) and a multi-
purpose hardware acceleration core that is optimized for long
integer and polynomial modular multiplication. Thus, various
calculation intense operations that are required, e.g., for ECC
and RSA algorithms can be computed hardware accelerated.
The used security controller provides a maximum level of
flexibility by omitting highly specialized ECC or RSA crypto
cores that integrate, for example, the protocol and only one
type of security method (e.g., only secp192r1) in hardware.
Furthermore, the security controller comes with a low area-
footprint thanks to its small processor core. Due to this setup,
application engineers can react quickly to changing market
demands. For example, elliptic curves, calculations, and their
special parameters can be changed easily due to the security
controller’s and its hardware accelerator’s support of arbitrary
ECC curves up to a bit-size of 521 bit. In addition, changes
to the protocol can be easily handled by the small processor
core. Apart from the small processor and the important flexible
hardware acceleration core, the security controller also in-
tegrates crucial state-of-the-art side-channel countermeasures.
Thanks to the security controller’s low area consumption and
low-power technology, it can be used in an optimal way for
resource constrained applications.

6. Publications Publication 10 - IEEE DSD 2014 (Under Review) 156



Reader Smart Card

Pick random
2,~ RMont

~,~~
PA xMontx

2,~ RxMontx PP

~,~~
AB xMontxTTB Sxx ,,~

VerifySigPubSKey(     )TS
if invalid reject

~,~~
TC xMontx

2,~ RxMontx TT

1,~CC xMontx
1,~BB xMontx

If                 acceptCB xx
else reject

Mont~ : Secret Key
Tx

TS
: Public Key
: Signature

PubSKey: Public 
                  Signature 
                  Key

Ax~

Fig. 4. ECC-based one-way authentication protocol used between reader
and smart card. Operating in the Montgomery Domain permits shifting
computation effort from the smart card to the reader device. Obtained with
changes from [2].

A security controller, as it is used in this work, can also
support contact-based interfaces in addition to a concatctless
interface. Such a dual-interface approach can be employed, for
example, as a secure contactless gateway to security critical
embedded systems, as it is demonstrated in [16].

D. ECC-Based One-Way Authentication Protocol

Fig. 4 illustrates the concept of the one-way authentication
protocol, which is based upon the authentication protocol
presented in [2] and [8]. It is used between reader and the
resource constrained embedded system, which is represented
by the contactless smart card. The presented authentication
protocol is based on the Diffie-Hellman key exchange, uses
ECC over prime fields, and computes point multiplications
with the help of Montgomery Domain transformations.

1) Requirements and Setup: Let E be an elliptic curve over
GF(p) and let P = (xP , yP ) be a point on E with prime order
q ∈ N. During a setup phase, the smart card is initialized
with a random private key 0 < ξ < q, which is transformed
into the Montgomery Domain ξ̃. Additionally, the smart card
is initialized with a certificate containing the public key xT

and its signature ST , where xT represents the x-coordinate of

Listing 1. Montgomery-Based Calculation of c = a · b mod p, cf. [17], [18]

1 ã = Mont(a,R2)

2 b̃ = Mont(b, R2)

3 c̃ = Mont(ã, b̃)
4 c = Mont(c̃, 1)
5 re turn c

T = ξ · P . The reader is configured with the public signature
key PubSKey. No further public keys or private keys need
to be initialized or stored on the reader.

2) Authentication Process: The process of authentication
works as follows. The reader generates a random number
0 < μ < q and transforms μ as well as the x-coordinate
xP of the point P into the Montgomery Domain μ̃ and x̃P

with the help of the Mongomery Reduction function Mont().
Then, the reader calculates the challenge x̃A and sends it to
the smart card. The smart card computes the response x̃B with
its pre-transformed secret ξ̃. Afterwards, the smart card returns
the computed response x̃B and a certificate that contains the
smart card’s public key xT and the public key’s signature ST .
In a further step, the reader verifies the certificate through
V erifySig and transforms the smart card’s public key xT

into the Montgomery Domain x̃T . Finally, the reader calculates
x̃C and transforms x̃C back to the original domain xC . If xC

equals xB , a one-way authentication is completed successfully.
3) Security: The security of this protocol is based on the

Elliptic Curve Diffie Hellman Problem. If an attacker receives
the challenge A = μ · P , he has to return a valid response B
with the signed public key T = ξ ·P . The attacker only knows
A and T , but not the crucial parameters μ and ξ. Therefore,
the attacker can only calculate a valid response B = ξ · (μ ·P )
if and only if he solves the Elliptic Curve Diffie Hellman
Problem.

4) Implementation and Performance Aspects: The basic
and simplified implementation of this protocol is outlined in
Listing 1 and Listing 2, according to [17] and [18]. Let R > p
and gcd(R, p) = 1. p is chosen to be odd. p′ is defined
according to (1). R is chosen, according to (2), in a way
to ease the division of Listing 2. While W represents the
W -bit architecture, t represents the number of W -bit words
in order to store one element within an array. Thanks to
this Montgomery approach, the modular multiplication can be
carried out efficiently without explicitly conducting the costly
modular reduction step.

p′ = −p−1 mod R (1)

R = 2W ·t (2)

The employed one-way authentication protocol offers the
following performance and resource advantages for con-
strained embedded systems:

• The global computation effort is reduced due to the
fact that only x-coordinates are used during the ECC

Listing 2. Basic Montgomery Reduction∗ c = Mont(a, b), cf. [17], [18]

1 z = a · b
2 c = [z + (z · p′ mod R) · p]/R
3 i f c ≥ p then
4 c = c− p
5 e n d i f
6 re turn c
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Fig. 5. This figure shows the required time for sending the authentication
challenge from reader to smart card and waiting for the response. Note, an
NFC data rate of 106 kBit/s is used. Timing spikes are caused by the Android
operating system.

calculations.
• The reader sends and receives values which are part

of the Montgomery Domain. This approach permits to
shift computational effort from the resource constrained
embedded system to the reader device.

• The resource constrained embedded system uses pre-
transformed values and operates in the Montgomery
Domain only. Therefore, the smart card reduces its com-
putational effort through calling Mont() only once.

The simplified Montgomery Reduction function∗ Mont(),
which is given by Listing 2, can be carried out in the smart
card’s security controller by performing only seven hardware
accelerated integer arithmetic operations.

IV. RESULTS

The following section presents several results that we gained
from benchmarking the back-end server connection as well
as the ECC-based one-way authentication between reader and
smart card. First, the timing of the one-way authentication
request between reader and smart card is measured. Second,
the total timing behavior of the one-way authentication proto-
col is analyzed. Third, a timing comparison of the conducted
benchmarks is made. The final analysis evaluates the timing
behavior of both the back-end HTTP and HTTPS server
connections.

A. ECC-Based One-Way Authentication Request

The NIST secp192r1 ECC curve was used for benchmarking
the ECC-based one-way authentication request between reader
and smart card. This benchmark aims at evaluating the timing
behavior of the authentication request only, which is sent from
reader to smart card and is processed there. The measured total
time value t, which is defined by (3), consists of the following
timing components:

• A delay tOS1 that is caused by the Android operating
system for sending the request from the application
through the software stack to the reader’s NFC chip. A
second delay tOS2 is caused for transferring the smart
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Fig. 6. This figure shows the required time for processing the ECC-based
authentication protocol without signature verification. Note, an NFC data rate
of 106 kBit/s is used. Timing spikes are caused by the Android operating
system.

card’s response from the reader’s NFC chip through the
software stack to the application.

• Delays tREQ and tRSP are caused by transmitting the
request and response on the contactless NFC data link.
During the following tests, NFC is configured for the
lowest possible data transmission speed of 106 kBit/s.

• tSC defines the calculation time needed by the smart card
in order to fetch the authentication request and to carry
out the ECC calculations.

t = tOS1 + tREQ + tSC + tRSP + tOS2 (3)

Fig. 5 illustrates the timing behavior of the authentication
request benchmark, which was executed 500 times. The av-
erage consumed time t is as low as 24.9 ms. Note, the
non-deterministic timing spikes are caused by the Android
operating system, which is represented by tOS .

B. ECC-Based One-Way Authentication Protocol

Again, the NIST secp192r1 ECC curve was used for this
benchmark. This benchmark aims at evaluating the complete
timing behavior of the ECC-based one-way authentication
protocol between reader and smart card. The timing of the
signature verification V erifySig was excluded in order to
permit valid timing comparisons. In addition to tOS1, tREQ,
tSC , tRSP , and tOS2 the measured total time value t, which
is defined by (4), consists also of the following timing com-
ponents:

• tProt.1 and tProt.2 define the time that is required by
the smart phone to process the ECC-based authentication
algorithms. This includes the initialization as well as the
final verification.

t = tProt.1+tOS1+tREQ+tSC+tRSP +tOS2+tProt.2 (4)

Fig. 6 depicts the timing behavior while performing the
ECC-based one-way authentication protocol 500 times. The
average required time t to process the protocol is as low
as 26.2 ms. Although, the reader performs the calculation
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HTTP Timing of the Back-end Server Communication

Fig. 7. This figure shows the timing behavior of an unencrypted HTTP
connection between the reader device and the industrial back-end server during
the process of a user’s authentication check.

intense authentication checks, the average benchmark’s exe-
cution time t increases by only 5.2% compared to the pre-
viously carried out authentication request benchmark. Again,
the non-deterministic timing spikes are caused by the Android
operating system. However, these worst case execution time
spikes are now approximately 35% higher. This behavior can
be explained by the reader’s and therefore Android’s increased
computation effort.

C. Comparison of the Authentication Benchmark Results

Table I gives a comparison of various evaluations of the
one-way authentication protocol between reader and smart
card. This table presents in addition to the previously pre-
sented average authentication request timing (24.9 ms) and
the authentication protocol timing (26.2 ms) also the average
timing result for reading out the smart card’s ECC parameters.
This timing value describes the time needed between sending
the read request to the smart card and receiving the ECC
parameters from the smart card. It is as high as 24.3 ms
and involves only memory accesses of the smart card but
no time-intense ECC calculations. If this timing result is
compared with the authentication request benchmark result, it
can be concluded that the smart card finishes the implemented
Montgomery Reduction Mont() very quickly∗.

Another benchmark was carried out in order to deduce the
estimated timing overhead caused by the Android operating
system. For this purpose, a Windows 7 PC with external NFC-
reader was employed to reproduce the authentication request
benchmark. Again, the time between sending the request from
the application and receiving the response was measured. An
average required time of approximately 15 ms was measured.

TABLE I
READER / SMART CARD AUTHENTICATION PROTOCOL TIMING

Benchmark Average Time [ms]
Authentication Request (Android 4.3) 24.9
Authentication Protocol (Android 4.3) 26.2
Reading ECC Parameters (Android 4.3) 24.3
Authentication Request (Windows 7) 15
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HTTPS Timing of the Back-end Server Communication

Fig. 8. This figure shows the timing behavior of an encrypted HTTP
connection between the reader device and the industrial back-end server during
the process of a user’s authentication check.

If this timing result is compared with the Android-based
authentication request measurement, it can be concluded that
the Android-based reader causes a timing overhead of approx-
imately 10 ms.

These results outline that an Android-based reader device
as well as the contactless NFC communication link (set to
106 kBit/s in the presented benchmarks) cause significant
delays. If a time-critical application is given, engineers need
to be aware of this performance degradation.

D. Back-end Server Communication

The following benchmark evaluates the timing behavior of
an authentication check against a back-end server through a
wireless communication channel. This benchmark represents
the typical use-case of a brand’s authentication check or a
user’s access control check. The benchmark is executed 500
times for both the unencrypted HTTP and the encrypted
HTTPS approach over a WiFi channel. The HTTPS method
uses ECDHE for key exchange, RSA for certificate signing,
symmetric message authentication through 256-bit AES in
CBC mode, and SHA1 for message authentication. While
Fig. 7 illustrates the timing of the HTTP implementation,
Fig. 8 shows the timing of the HTTPS implementation. The
comparison of both techniques outlines the significant higher
time requirements of the HTTPS technique. As shown in Table
II, the average time requirement of the HTTPS method is as
high as 66.3 ms, which is approximately 3.3 times higher than
the timing of the unencrypted HTTP method. Timing spikes
are caused in this benchmarks by several factors: Android
operating system running on the smart phone, the complex
wireless 3G/4G/Wifi channel, and a complex Windows 8
server architecture which runs a web service based on the

TABLE II
READER / BACK-END SERVER PROTOCOL TIMING OVER WIFI

Protocol Average Time [ms]
HTTP 20.3
HTTPS 66.3
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Windows Communication Foundation. According to Fig. 7
and Fig. 8, the worst case timing of the HTTPS method is
approximately two times higher.

E. Conclusion of the Benchmark Results

The benchmark results demonstrate that the authenticity of
a resource constrained embedded system, such as a smart card,
can be verified efficiently if the whole authentication system
is aware of the given constraints. Furthermore, we showed
that a contactless smart card’s authenticity can be checked
against an industrial server back-end system through a secured
wireless connection in approximately 90 ms on average. Thus,
high authentication performance can be provided although a
low NFC data transmission speed (106 kBit/s) and a standard
Android-based smart phone were employed.

V. CONCLUSION

The RFID and NFC technologies can be found in important
security-critical application fields, such as payment and access
control. In these application fields, state-of-the-art approaches
of Elliptic-Curve Cryptography typically employ specialized
hardware accelerators that speed-up calculations and save
power, but may introduce inflexibility. Yet, flexibility is a
crucial factor in order to adapt quickly to changing demands
of the markets.

This paper presents a flexible and lightweight ECC-based
authentication solution that takes into account resource con-
strained systems. The employed authentication technique per-
mits a shifting of computational intense ECC calculations from
the resource constrained device to the computational powerful
authentication terminal. At the same time, high performance
and a maximum level of flexibility is maintained by employing
a smart card security controller chip with a small multi-
purpose hardware acceleration core. We showed the feasible
implementation of the proposed technique in a contactless,
resource constrained, and Android-based reader / smart card
system. In addition, the reader device was connected to an
industrial back-end server in a secured manner. We demon-
strated that the authenticity of a contactless smart card can
be verified against the back-end server within 90 ms on aver-
age. Furthermore, we showed that the one-way authentication
protocol between reader and smart card can be processed
within only 26 ms on average. Thus, a secured, flexible, and
lightweight one-way authentication system is given that shows
high performance and takes into account resource constrained
devices.

Our future work concerns the fault attack-based evaluation
of the implemented authentication solution. In addition, we are
evaluating further system-level power optimization techniques
in order to prolong the reader’s battery lifetime and to reduce
the smart card’s power consumption.
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Abstract—Standby power consumption of electric devices is a
growing waste of energy. Between 5% and 14% of the residential
electrical power consumption is caused by devices being in
standby mode. Depending on the device type, more than 50% of
standby power consumption could be saved by applying state-of-
the-art power management techniques. By implementing a zero
energy standby design and outsourcing power consuming user
interfaces, even more electrical power can be saved.

Here we present a novel Near Field Communication (NFC)
interfacing method for everyday electronic devices. By imple-
menting this interface, the target device can be shut down
during idle times. Thus, standby power consumption is eliminated
completely. If user interaction is requested, NFC provides the
electrical energy to switch on the target device’s power supply
and to start the device. Furthermore, any control, status, and
maintenance information can be transmitted over NFC. By out-
sourcing high power dissipating and unoptimized user interfaces
(touch screens, WiFi, etc.) to the power optimized NFC reader,
further energy savings are possible also during running state.

This paper demonstrates the implementation and integration
of this novel interfacing technique into common consumer elec-
tronics. Two implementation approaches are presented. A simple,
energy harvesting-based approach illustrates the basic working
principle. The second, more sophisticated approach, enables also
authentication, encrypted data transfer, user interface outsourc-
ing, configuration and control tasks, etc. A proof of concept is
demonstrated by means of an access control terminal.

Index Terms—Zero Energy Standby, NFC, RFID

I. INTRODUCTION

According to [1]–[3], between 5% and 14% of the res-
idential electrical power consumption is caused by devices
being in standby mode. More than 50% of this power waste
could be saved by applying state-of-the-art power management
techniques, as the authors highlight in [1]. McGarry outlines in
[4] the environmental impact of this standby power waste. It
was evaluated in the U.S. that the electrical energy wasted
in this fashion corresponds to the emission of 27 millions

We would like to thank the Austrian Federal Ministry for Transport,
Innovation, and Technology, which funded the project META[:SEC:] under
the FIT-IT contract 829586.
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H(t)
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Target Device

Fig. 1. Principle of a contactlessly and passively powered NFC system: The
reader generates a magnetic field, which is used to power the target hardware
and for communication purposes.

tons of carbon dioxide for coal based electrical power plants.
Governmental directives, like the 1 W plan or the Japanese
standby proposal, mark important milestones for a global
energy consumption reduction objective.

To design a device with ultra low or even suppressed
standby power consumption, the Near Field Communication
(NFC) technology can be used. Figure 1 illustrates the basic
working principle of NFC systems. A reader device emits a
magnetic field, which is used for communication purposes and
to transmit electrical power to the target device. This approach
enables the implementation of an innovative communication
paradigm. Instead of waiting and polling for user activity
within a power consuming standby state, the target device can
be switched off completely. Only on demand, if the user wants
to interact with the device, the target device is powered up by
means of RF / NFC transmitted electrical power. Because of
the high availability and propagation of NFC enhanced smart
phones (e.g., Samsung’s Nexus S) as well as the growing
popularity of NFC and RFID-based applications, NFC is a
suitable technology to be integrated into everyday electronic
devices. Nowadays, NFC and RFID technologies can already
be found in many application areas, e.g., ticketing [5], payment
[6], logistic [7], system management [8], wireless sensor
networks [9], [10]. However, the potential of NFC to design
and implement zero energy standby devices has not been
identified to its full extent so far.

2012 IEEE 8th International Conference on Wireless and Mobile Computing, Networking and Communications (WiMob)

978-1-4673-1430-5/12/$31.00  ©2012 IEEE 261

6. Publications Publication 11 - IEEE WiMob 2012 162

c© 2012 IEEE. Reprinted, with permission, from Proceedings of 8thInternational Conference on Wireless
and Mobile Computing, Networking and Communications (WiMob).



This paper makes the following contributions:
• It introduces an innovative Near field communication

Interface enabling Zero Energy standby (NIZE) for ev-
eryday electronic devices.

• It proposes a methodology of user interface outsourcing
to improve a device’s usability and to reduce a device’s
power consumption even more.

• Two implementation approaches, NIZE and Simple NIZE
(SNIZE), as well as a proof of concept are presented.
Standardized interfaces, protocols, and cheap electronic
components are used to integrate and to operate NIZE.

II. RELATED WORK

A lot of research has been conducted to reduce the standby
power consumption of electronic devices. Approaches to re-
duce standby power consumption are feasible at any abstrac-
tion level. In [1], [4], [11], and [12], important power saving
concepts are outlined, like power-gating, high voltage start-up,
frequency reduction, etc. In [13], the authors decreased the
standby power consumption of a flat TV by the factor of 800
down to 1.12 mW. They implemented an innovative power
saving concept and maintained the TV’s most important re-
mote control capabilities at the same time. The authors of [14]
presented a smart power unit dissipating only 300 nW during
standby and 1.29 mW during active state. It features a wake-up
radio allowing an activation of the actual target hardware on
demand. Furthermore, this power unit features several energy
harvesting units to charge the internal Li-Ion battery. In [15],
a zero power remote control system is presented. 915 MHz-
based RFID technology is used to transmit control information
to the receiver. As a drawback, the transferred electrical energy
does not suffice to control a power switch. A battery powered
relay is proposed to solve this power switching issue. A similar
915 MHz-based RF wake-up approach, used in the field of
wireless sensor networks, has been described by [16]. Another
zero power standby system with an appropriate remote control
has been proposed by the authors in [17]. Light should be used
as energy transportation medium to power up and control the
standby system. In [18], the authors developed a power socket
featuring a photovoltaic array supplying the appliances. The
appliances’ electrical power supply is switched on / off by
a sensor, which detects the user approaching. If the plug is
switched on and enough luminance is given, standby power
consumption of the whole system can be reduced to 0 W.

The outlined related work is admittedly trend-setting, it
shows however one or more of the following three drawbacks:
it is either complex in terms of used components (e.g.,
photovoltaic arrays), or represents only theoretical approaches,
or lacks in energy provision for power switches.

III. SIMPLE NIZE (SNIZE)

The system architecture of SNIZE is depicted in Figure
2. It consists of a NFC enhanced reader device (e.g., a
NFC enabled smart phone like Samsung’s Nexus S) and the
target device. The target device itself consists of the energy

NFC Reader Target Device

Analog 
Front
End

Rest of Target Device 
(RoTD)

Power Supply

Analog
Front
End

Rest of 
NFC

Reader

H(t)

Power Supply Control

Fig. 2. Architecture of the proposed SNIZE interface. If the user wants to
start the target device, the NFC compliant reader (e.g., NFC enhanced smart
phone) emits a magnetic field. The transferred electrical power is used in
the target device to switch on its own power supply. During idle times, the
power supply is switched off by the target device itself. No electrical power
is wasted.

harvesting analog front end and power supply control circuitry
as well as the Rest of the Target Device (RoTD). The RoTD
represents the actual appliance the user wants to interact
with, e.g., payment station, access control terminal, microwave
oven, washing machine. If the user wants to start the RoTD,
then the reader emits a magnetic field H(t) according to
the NFC standard. This magnetic field is used to transfer
electrical power to the target device by inducing a varying
electrical voltage in the target device’s antenna coil. The
transferred electrical power is forwarded by the target device’s
analog front end to a power supply control unit. After enough
electrical energy was transferred from the reader to the smart
card, this power supply control unit is able to switch on the
target device’s power supply. From this moment on, the target
device uses its own power supply and does not rely any more
on RF-transmitted electrical power. Now, the RoTD is able to
perform its designated tasks. If the RoTD finished all tasks, it
signals the power supply control unit to break the connection
to the power supply. Thus, no electrical power can be wasted
during idle times. Because the SNIZE-based target device
features only a RF-based energy harvesting architecture, it is
impossible to exchange data between reader and RoTD.

Figure 3 illustrates the target device’s internal state transi-
tions. During idle state the RoTD is not supplied. If the user
wants to start the RoTD (i.e., running state), the target device’s
power supply control unit uses the reader emitted RF-power
to switch on the target device’s power supply. After the RoTD
finished the processing of its tasks, it changes back to idle
state by switching off its power supply.

A. Analog Front End

The target device’s analog front end is depicted in Figure 4.
A varying magnetic field H(t), which is emitted by the reader
device and is fulfilling the requirements of the RFID / NFC
standard, induces a varying electrical voltage within the an-
tenna circuit. After rectification, the electrical charges are
buffered within the capacitor C. A Zener diode limits the
supplied voltage and prevents the adjacent electronics from
electrical surges. The resulting supply voltage v(t) is for-
warded to the power supply control unit. The value of v(t)
is set by the charge level QC(t) of the capacitor C. In turn,
QC(t) will be increased by the induced voltage from the
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Idle State
RoTD: Off

Running State
RoTD: On

Yes

No

Yes RoTD Finished
Operation No

Reader in
Near Field

Entry

Fig. 3. State transitions of the SNIZE target device. During idle state no
power is dissipated. The transition to running state is performed by supplying
a magnetic field. Transition back to idle state is performed if the RoTD’s task
is finished.

magnetic field and QC(t) will be decreased when the adjacent
electronics consumes power.

B. Power Supply Control

This unit represents a small electrical circuit that controls
the target device’s power supply. Figure 5 illustrates the sim-
plified architecture. A control logic decides when to activate
or deactivate the switch S, which connects the RoTD with
the power supply. Figure 6 depicts the control flow of the
integrated logic. Applying a magnetic field results in the sup-
ply voltage v(t). If v(t) reaches a certain threshold (a charge
pump can be optionally used for higher voltage requirements),
switch S is closed. As a consequence, the RoTD is supplied
and is switched on. The RoTD stays connected to the power
supply until it signals the control logic that it finished its
designated tasks and entered the idle state. Thus, no power
can be dissipated during idle state.

C. Rest of Target Device (RoTD)

The RoTD represents the actual appliance the user wants
to interact with, e.g., access control terminal, payment station,
microwave oven.

Analog Front End

C

iZ(t)

v(t)

H(t)

Fig. 4. Simplified schematic of the target device’s analog front end unit.
The induced electrical voltage is rectified. Afterwards the electrical charges
are buffered within the capacitor C. A Zener diode prevents the adjacent
electronics from electrical surges.

v(t)

Idle
Signal

Power Supply Control

SControl
Logic

Charge
Pump

Fig. 5. Simplified architecture of the power supply control unit. The
control unit decides based on its both inputs whether the switch S should be
closed or opened. A charge pump can be optionally used for higher voltage
requirements.

D. Feasible Use Cases

SNIZE can be feasibly integrated into appliances that wait
or poll for user activity in a power consuming standby state. A
SNIZE enhanced appliance stays unpowered during idle times
and is activated on demand by the reader device. No data
communication between reader / appliance takes place, which
keeps the SNIZE integration effort low. Example use cases
are monitors, charging devices, access controls, cooking and
microwave ovens, door openers, etc.

IV. NIZE

NIZE represents a more sophisticated implementation of the
presented interface methodology, thus enabling an electronic
device to dissipate zero energy during standby. NIZE’s basic
system architecture is depicted in Figure 7. It consists of a
NFC enabled reader and the target device. The reader device
features a software stack for communication, service provision,
and GUI related tasks. The target device itself consists of
interfacing chips, a RF energy harvesting analog front end,

Connect power supply
with RoTD

v(t) > Threshold

RoTD signals
idle state

RoTD performs its
designated tasks

Yes

Switch open, disconnected
power supply

No

Yes No

Entry

Fig. 6. Flow chart of the power supply control unit. If v(t) reaches a specific
threshold, switch S is closed and RoTD is powered. After RoTD finished all
tasks and entered idle state, it signals the control unit to open switch S. Thus,
no power can be dissipated during idle times.
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Fig. 7. Architecture of the proposed NIZE method. The reader emits a
magnetic field which powers the target device’s NFC interface chip. The NFC
interface chip forwards electrical energy to the power supply control unit
to switches on the target device’s power supply. Then the RoTD is able to
communicate with the reader device and performs its designated tasks.

a power supply control unit, and the RoTD which represents
the actual appliance the user wants to interact with. In the
following section every system component will be described
in detail.

A. NFC Reader

Figure 7 illustrates the reader’s architecture by means of a
NFC enabled smart phone. No reader-based hardware modifi-
cations are needed at all to support NIZE-based communica-
tion with the target device. Upon the NFC software stack, a
NIZE stack is implemented. It handles all NIZE specific tasks
like:

• Basic target device handling within the near field, e.g.,
detection, termination, magnetic field strength modifica-
tions.

• Support of a hardware abstraction in form of a generic
command language for common devices.

• Determining target device specific services and providing
them to the application and the user, e.g., communication,
graphical user interface specifications, authentication, en-
cryption, event handling, monitoring, control.

The application is responsible to present to the user, in an
appropriate way, all the services provided by the target device.
Examples of such service can be drawing the graphical user
interface or handling RoTD event notifications. Furthermore,
any user input data is transmitted by the NIZE and NFC stacks
to the target device.

B. Target Device

The architecture of the target device is illustrated in Figure
7. It consists of a RF energy harvesting analog front end,
NFC- and RoTD interface chips, power supply control unit,
as well as the RoTD that represents the actual appliance the
user wants to interact with. Figure 8 depicts the target device’s
internal state transitions. Initially, the target device is in idle
state, i.e., all target device components are switched off and no
standby power can be dissipated. If the user wants to interact
with the RoTD, the reader application activates the magnetic
field. Electrical power is transferred to the target device. As a
consequence, the target device’s NFC interface chip is powered
contactlessly and communication between reader and NFC
interface chip starts. During this initial communication phase

Idle State
NFC Interface Chip: Off
RoTD Interface Chip: Off

RoTD: Off

Reader in
Near Field

Running State
NFC Interface Chip: On
RoTD Interface Chip: On

RoTD: On

Yes

No

Yes

Yes
RoTD Finished
Operation

No

No

Authentication State
NFC Interface Chip: On
RoTD Interface Chip: Off

RoTD: Off

Authentication
Successful

Yes

No

Entry

Reader in
Near Field

Fig. 8. State transitions of the NIZE enhanced target device. During idle
state no power is dissipated. The transition to running state is performed by
supplying a magnetic field and conducting the authentication successfully.
Transition back to idle state is performed if the reader device leaves the near
field and the RoTD’s tasks are finished.

basic identification and authentication checks are performed.
If this procedure succeeded, electrical power is forwarded to
the power supply control unit, which switches on the target
device’s power supply. Now, the target device is in a running
state and the RoTD performs its designated tasks. If the NFC
reader leaves the target device’s near field and the RoTD
finished all tasks, the RoTD signals the power supply control
unit to disconnect the target device’s supply. As a consequence,
the target device returns to idle state and no standby power is
dissipated.

C. Target Device - NFC Interface Chip

The NFC interface chip implements the interconnection
between reader device and target device’s RoTD interface chip.
An ultra low power smart card-based security chip is used as
NFC interface chip. Figure 9 depicts the basic architecture of
this interface chip. It is powered contactlessly and passively by
the reader’s emitted magnetic field. Data transfer to the reader
is done by means of load modulation. During target device’s
idle state, when the user is not interacting with the RoTD, this
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Fig. 9. Architecture of the ultra low power smart-card based security chip,
which is used as NFC interface chip. Load modulation is used to transmit
data to the NFC reader.

NFC interface chip does not dissipate any electrical standby
power. Thus, a zero energy communication interface is given.
If the reader device starts interacting with the NFC interface
chip and the initial identification / authentication procedure
succeeded, available electrical power from the magnetic field
is forwarded to the target device’s power supply control unit.
The power supply control unit then connects the RoTD with
the target device’s power supply. During the target device’s
running state any received data is forwarded transparently to
the RoTD interface chip. Optionally, any data transfer can be
encrypted / decrypted, thanks to the integrated cryptographic
cores.

D. Target Device - RoTD Interface Chip

Because the NFC interface chip is designed for a very lim-
ited RF-based power budget, its peripheral and computational
resources are very limited. Therefore, a RoTD interface chip
is used, which is powered by the target device’s supply. This
interface chip implements all RoTD specific tasks:

• Hardware abstraction between NIZE interface and RoTD
hardware by supporting a generic command language for
common devices.

• Storing RoTD specific data, e.g., graphical user interface
specifications.

• Basic RoTD communication using SPI, I2C, UART,
GPIO interfaces, etc.

• Configuring the RoTD with user supplied data.
• Monitoring and controlling the RoTD’s functionality.
• Forwarding relevant event and status information to the

NFC reader.

E. Hardware Abstraction / Generic Command Language Con-
cept

An essential concept of the NIZE interface is the hardware
abstraction by supporting a generic command language. This
approach makes the NFC interface chip and the NIZE software
stack independent from the actually interfaced RoTD hard-
ware. To integrate NIZE into a new RoTD hardware, only
a few hardware dependent components within the reader’s
application and the RoTD interface chip’s firmware need to
be adopted.

F. User Interface Outsourcing Concept

There is an ongoing trend to integrate LCD-, touchscreen-,
WiFi-based user interfaces in any suitable electronic device. To
keep an appliance’s bill of materials as low as possible, these
user interface solutions are often implemented halfheartedly,
difficult to use, or power dissipative. NIZE encourages the
removal of a RoTD’s dispensable user interface. Instead, the
user interface is moved to reader side. This approach grants
the following benefits:

• Electrical power consumption can be reduced by re-
moving RoTD’s power dissipative user interface and
displaying it on the power optimized reader device. If
practical, high power consuming wireless communication
interfaces like WiFi can be replaced by NFC too.

• A smart phone featuring NFC used as reader device
improves the display quality of the user interface (e.g.,
colorful and high resolution displays, modern user input
controls). Thus, an appliance’s usability is increased.

• Bill of materials decreases by removing RoTD’s user
interface hardware components.

This user interface outsourcing concept is implemented by
taking advantage of the generic command language. A spec-
ification of the RoTD’s GUI layout and functionality can be
saved within the RoTD interface chip. After the initial iden-
tification and authentication procedure, this GUI specification
is transmitted to the reader. The reader’s application interprets
this specification data and paints it accordingly.

V. NIZE PROOF OF CONCEPT

NIZE can be practically integrated into appliances that
wait / poll for user activity (e.g., access control terminal, sensor
systems, payment terminals) or into appliances featuring a
push-to-wakeup concept (e.g., monitors, charging devices,
microwave and cooking ovens, washing machines, logistic ap-
plications). Instead of letting the appliance wait or poll for user
activity in a power consuming standby state, the NFC enabled
reader powers up the device only on demand. Applying this
approach results in a zero energy standby appliance. In the
presented proof of concept, we enhance a contactless card-
based access control terminal with NIZE. Table I illustrates
the hardware configuration used for this proof of concept.

Figure 10 illustrates the use case’s control flow. The en-
crypted access card authentication information is saved on the
smart phone. Initially, the access control terminal (RoTD) is
switched off (idle state) and no standby power is dissipated.
The user activates the smart phone’s NFC functionality and
moves the smart phone to the NIZE enhanced access control
terminal (target device). The emitted magnetic field powers

TABLE I
PROOF OF CONCEPT HARDWARE CONFIGURATION

Schematic Used Hardware
NFC Reader Samsung Nexus S
NFC Interface chip Infineon Prototype Chip (undisclosed)
RoTD Interface chip TI MSP430G2553IN20
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Fig. 10. Flow chart of the NIZE enhanced access control terminal.

up the target device’s NFC interface chip. Then the smart
phone starts the NFC communication and reads out basic
identification information. Based on this information, the smart
phone starts automatically the according NIZE application.
The NIZE application tells the target device’s NFC interface
chip to activate the power switch to power up the RoTD, the
access control terminal. User interface specification data is
transmitted from the target device to the smart phone applica-
tion, which paints a graphical user interface accordingly. Then,
the secure authentication procedure between smart phone and
access control terminal starts. If the authentication succeeded,
the access control terminal opens the door. Furthermore, an
appropriate message is displayed on the smart phone (e.g.,
access granted, access denied). After the door closed, the
RoTD returns to the zero energy idle state by disconnecting
its power supply.

Figure 12 depicts the NIZE prototype assembly. The NFC
reader, in form of a smart phone, displays the message box
’Access Granted’, after the user authentication was conducted
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Fig. 11. The original access terminal’s RF interface consumed at least
0.44 W during standby. The NIZE enhanced version eliminates standby power
consumption.

successfully. Figure 11 outlines the standby power savings
achieved with the NIZE enhanced access control terminal.
The original terminal’s card reader hardware solely consumed
on average 0.49 W if magnetic field and a card detection
polling duty cycle of 10% were activated. In contrast, the NIZE
enhanced access control terminal elimates standby power
consumption.

VI. CONCLUSION

Standby power consumption of electronic devices is a waste
of energy that needs to be reduced. A major milestone of this
objective was the introduction of several governmental standby
power guidances, such as the 1 W plan, Japanese standby
proposal, etc.

This paper presents the innovative interfacing concept NIZE
for everyday electronic devices enabling zero energy standby.
It uses the NFC technology and is especially suitable for
appliances that wait / poll for user activity (e.g., access control
terminal, sensor systems, payment terminals) or for appliances
featuring a push-to-wakeup concept (e.g., monitors, charging
devices, microwave and cooking ovens, washing machines,
logistic applications). NIZE also features user interface out-
sourcing to the NFC-based reader device (e.g., smart phone) to
improve the appliance’s usability and to reduce its power con-
sumption also during running state. Authentication, encrypted
data transfers, configuring, monitoring, and control are some
further features to note. We exemplified the feasible integration
of NIZE by means of an access control terminal and eliminated
its standby power consumption.
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Fig. 12. This picture shows the NIZE prototype assembly. The NFC reader (Samsung’s Nexus S) is put upon the target device’s antenna circuit. It powers
the target device’s NFC interface chip and communicates with the access control terminal (RoTD).
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A secure zero-energy NFC solution
for everyday electronic devices
N. Druml, M. Menghin, C. Steger OVE, IEEE, H. Bock, J. Haid

Standby power consumption of electric devices is a major issue. It accounts for 5 % to 14 % of the total residential power consumption.
However, applying state-of-the-art power management techniques can reduce this waste of energy drastically.

In this paper we present an innovative and secure Near Field Communication (NFC) Interface technique for everyday electronic
devices. By integrating this field-powered and secure communication interface, a target device can be switched off during standby. If
user interaction is requested, NFC provides the electrical energy to switch on the target device’s power supply and to start the device.
Thus, standby power consumption of an NFC enhanced device is eliminated completely. Besides standby power management, our
interface features cryptography, innovative hardware abstraction and user interface concepts, and it enables configuration, monitor,
and control tasks of the target device.

Keywords: zero-energy standby; secure wireless interface; RFID; NFC

Eine sichere Null-Energie-NFC-Lösung für elektronische Geräte.

Der Standby-Leistungsverbrauch elektronischer Geräte markiert ein stetig wachsendes Problem. Dieser beträgt zwischen 5 % und
14 % des gesamten häuslichen Leistungsverbrauchs. Durch Implementierung und Anwendung von Power Management-Techniken ist
es jedoch möglich, diese Energieverschwendung fast zur Gänze zu beseitigen.

In dieser Arbeit präsentieren wir eine auf Near Field Communication (NFC) basierende sichere Schnittstellentechnik, die in jeglichen
elektronischen Geräten integrierbar ist. Dank dieser Funkschnittstelle kann ein Gerät während der Standby-Zeit komplett abgeschaltet
werden. Falls ein Benutzer mit dem Gerät interagieren möchte, wird die von NFC bereitgestellte elektrische Energie verwendet, um
das Gerät wieder einzuschalten. Somit kann der Standby-Leistungsverbrauch eines Gerätes unterdrückt werden. Neben Power Ma-
nagement, unterstützt die Schnittstelle Kryptographie, als auch innovative Hardwareabstraktions- und Userinterfacekonzepte. Ferner
bietet die Schnittstelle Funktionen zur Konfiguration, Beobachtung und Steuerung eines elektronischen Gerätes an.

Schlüsselwörter: Null-Energie-Standby; verschlüsselte Funkschnittstelle; RFID; NFC
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1. Introduction
According to recent analyses, between 5 % and 14 % of the res-
idential electrical power consumption is caused by devices being
in standby mode [2]. In 2004, McGarry outlined that the standby
power consumption waste of the US corresponds to the emission
of 27 million tons of carbon dioxide for coal-based electrical power
plants. More than 50 % of this power consumption waste could
be saved by applying state-of-the-art power management tech-
niques [5]. Furthermore, directives, like IEA’s One-Watt Initiative or
the Japanese standby proposal, mark important milestones for a
global energy consumption reduction objective.

To achieve an ultra-low power or even zero-energy standby ap-
proach, the Near Field Communication (NFC) technology can be
used. A typical NFC system consists of a reader device (e.g., smart
phone, tablet) and a transponder. The reader emits a magnetic field,
which is used to power the transponder and to communicate with
it by means of inductive coupling. This approach can be used to fa-
cilitate an innovative communication and power saving paradigm: a
target device (e.g., access control terminal, payment terminal) does
not wait or poll for user activity anymore, instead it is switched off
completely. Only on demand when the user wants to interact with
the target device, it is powered up with electrical power provided by
NFC. Thanks to the high availability of NFC enhanced smart phones

and very cheap transponder chips, NFC is a suitable technology to

be integrated into everyday electronic devices.

This paper makes the following contributions:

• It introduces a secure and trustworthy NFC Interface technique,

which is based on Druml et al. [3], for everyday electronic devices

enabling the zero-energy paradigm.

• It demonstrates the usage of innovative concepts like user inter-

face outsourcing and hardware description languages in the field

of everyday electronic devices.

• It exemplifies the feasible integration of the NFC Interface by

means of an industrial smart meter case-study.
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1.1 Related work
Standby power consumption reduction of electronic devices is a ma-
jor research field. Power saving techniques (e.g., power-gating, high
voltage start-up, frequency reduction) have been outlined by various
authors [2, 7]. A zero-energy standby approach can be achieved,
e.g., by harvesting RF supplied energy and forwarding it to a power
switch to activated the target appliance. NFC can be used to har-
vest adequate amounts of power for controlling power switches and
for powering additional security related circuitry, as demonstrated,
e.g., by the authors of [3]. Magno et al. presented a smart ultra-
low power plug unit dissipating only 300 nW during standby and
1.29 mW during active state [4]. A wake-up radio is featured to
activate the actual target hardware on demand. In addition, en-
ergy harvesting units are used to charge an internal Li-Ion battery.
A power socket was presented by Cheng-Hung Tsai et al., which
features a photovoltaic array to supply the appliances. The electri-
cal power supply of the appliances is switched on/off by a sensor
which detects the user approaching. If enough luminance is given
and the plug is switched on, the standby power consumption of the
whole system can be reduced to 0 W [8]. A zero-energy standby ap-
proach was presented by Siwamogsatham et al. [6]. They proposed
light as an energy transfer medium to control power switches. As
a drawback, the limited amount of transferred electrical power can
be noted. NFC Tag chips have been shipped recently, which feature
field detection functionality for adjacent electronics. An output pin
is used to signal if a magnetic field is present or not. An electronic
device can use this pin, e.g., as an interrupt source to be woken
out of its standby state. This functionality of waking up hardware
from standby if a magnetic field is sensed was demonstrated, e.g.,
by means of a wireless charging prototype. Thus, the standby power
consumption was eliminated.

Summarizing, several ultra-low power or even zero-power standby
solutions were presented in the past. However, the following draw-
backs for everyday electronic devices can be identified: proprietary
and complex components are used (e.g., photovoltaic arrays) or
energy provision is lacking for a feasible power switch control. Fur-
thermore, security concerns are supported only to some extent or
are neglected completely, which limits an industrial application of
such approaches.

2. Secure zero-energy NFC Interface solution
The architecture of an NFC Interface enhanced system is depicted by
Fig. 1. It consists of an NFC reader (e.g., NFC-enabled smart phone

or tablet) and a target device. The reader consists of the NFC Inter-
face software stack as well as the NFC chip and its analog frontend.
The target device comprises an analog frontend, a passively pow-
ered NFC Interface chip, power supply and dedicated control unit,
the rest of the target device (RoTD) and its optional interface chip.
The RoTD represents the actual appliance the user wants to inter-
act with (e.g., access control terminal, payment terminal). The basic
conceptual idea of the presented interface solution is as follows:
during standby, the appliance is disconnected from its power sup-
ply. Only on demand, if the user wants to interact with the RoTD,
electrical power is transferred from the reader to the target device to
switch on its power supply. After the RoTD finished its designated
tasks, it goes back into standby and its power supply is switched
off. Therefore, no electrical power can be wasted during standby.
Besides standby power management, the presented interface so-
lution is used for monitoring, control, configuration, authentication,
secure data transfer, etc. In the following, each component, the real-
ized conceptual ideas, and a typical flow of operation are described
in detail.

2.1 NFC reader
As reader device, any commercially available NFC-enabled device
can be used, e.g., Android-based NFC-enabled smart phones or
tablets. No hardware modifications are required at all to commu-
nicate with an NFC Interface enhanced target device. The only ex-
tension needed is the NFC Interface specific software stack, which
is built upon Android’s NFC stack. This NFC Interface software stack
provides several services to the application layer:

• It provides functionalities to handle the target device within the
near field, e.g., device detection, setup and termination of the
communication, data transfer, event handling, or adaptation of
the magnetic field strength to save electrical energy.

• It offers cryptographic functionalities for secure data transfer and
elliptic curve-based (ECC) signature and key exchange algorithms.
In addition, it features a performance-optimized and power-
optimized authentication protocol, which is based on the work of
Bock et al. [1]. Depending on the chosen security strength, elliptic
curve algorithms can be computed within a three-digit millisec-
onds time period.

• It supports an XML-based hardware description language. With
the help of this hardware description language, a target device
can define its provided functionalities and graphical user interface
specifications. This specification is then interpreted to access the

Fig. 1. Architecture of the secure zero-energy NFC Interface solution for everyday electronic devices. Obtained with changes from Druml et al. [3]
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target device’s functionalities and to paint the graphical user in-
terface accordingly.

The application is built upon the NFC Interface stack. It is respon-
sible to present to the user all services and functionalities, which are
provided by the target device and which are defined by its hardware
description. In addition, any user input data is forwarded to the NFC
Interface stack to be transmitted to the target device.

2.2 Target device – analog frontend
The target device’s analog frontend consists of an NFC compliant
antenna circuitry. A varying magnetic field, which is emitted by
the reader, induces a varying electrical voltage within the antenna.
Thus, electrical power is transferred contactlessly from the reader to
the target device. After a voltage rectification, electrical energy is
buffered by a capacitor. A shunt resistor prevents the adjacent elec-
tronics from power surges and reduces security-related side channel
footprints. The transferred electrical power is used to operate the
NFC Interface chip and to control the power supply control unit.
Data is exchanged between the reader and the target device by
means of amplitude shift keying and load modulation.

2.3 Target device – NFC Interface chip
The NFC Interface chip provides the NFC-based interconnection be-
tween reader device and target device. For this purpose, an ultra-low
power security controller is used, which features hardware acceler-
ated state-of-the-art cryptography (e.g., elliptic curve cryptography,
advanced encryption standard). Since the NFC Interface chip is pow-
ered contactlessly and passively by the magnetic field, it does not
dissipate any electrical power of the target device and is switched off
during idle times when no magnetic field is present. Thus, a zero-
energy communication interface is given. When the reader starts
interacting with the NFC Interface chip and the initial authentica-
tion procedure succeeds, the chip forwards electrical power from the
magnetic field to the target device’s power supply control unit. The
power supply control unit then connects the RoTD with its power
supply. During running state, the NFC Interface chip forwards the
received data transparently to the RoTD and its optional RoTD in-
terface chip via a serial communication interface (e.g., GPIO, UART,
I2C).

Implementing cryptography algorithms feasibly in hardware and
software requires additional resources and, as a consequence, also
additional electrical energy. Performance approximations can be
given of the NFC Interface chip. Depending on the chosen security
strength, elliptic curve Diffie-Hellman (ECDH) and elliptic curve digi-
tal signature algorithm (ECDSA) are computed within high two-digit
milliseconds and low three-digit milliseconds time period ranges by
the NFC Interface chip. The featured computational-optimized ECC-
based authentication protocol can be handled even faster because it
shifts parts of the computational complexity from the target device
to the reader, as outlined in [1].

2.4 Target device – power supply control
If a magnetic field is supplied to the target device and the initial
authentication succeeds, then the NFC Interface chip forwards elec-
trical energy to the power supply control unit with the help of an
activate signal. Figure 2 depicts the power supply control unit’s sim-
plified architecture. This unit implements a small electrical circuitry
that controls the target device’s power supply based on the NFC
Interface chip’s activate signal and the RoTD’s idle signal. If activate
goes high, switch S is closed and the RoTD is connected to its power
supply. The RoTD stays connected to its power supply until it signals
the control unit that it finished its operation and entered the idle

Fig. 2. Power supply control unit, obtained with changes from Druml
et al. [3]

state. Therefore, no electrical power is dissipated by the RoTD dur-
ing idle state.

2.5 Target device – rest of target device (RoTD)
The RoTD represents the actual appliance/device the user wants to
interact with. Appliances that can be feasibly enhanced with our
secure NFC Interface solution

• wait or poll for user activity (e.g., payment terminals, access con-
trol terminals, door opening systems, electronic devices with re-
mote control interfaces),

• feature a push-to-wakeup concept (e.g., charging device, moni-
tors, microwave and cooking ovens, logistic applications), or

• shall support a zero-energy/passively powered communication in-
terface for tasks like monitoring, control, configuration, etc. (e.g.,
passively powered sensor systems, smart meters).

2.6 Target device – RoTD Interface chip
The NFC Interface chip is designed to operate during a very limited
RF-based power supply. As a consequence, its peripheral and com-
putational resources are limited as well. If the chip’s provided re-
sources do not suffice, an optional RoTD Interface chip can be used.
This interface chip is powered actively by the target device and is
therefore not constrained in terms of power supply and computa-
tional resources. For example, tasks of an RoTD Interface chip can
be:

• Support for more sophisticated and high speed communication
interfaces (e.g., USB, Ethernet).

• Control of the RoTD’s functionalities.
• Monitoring of the RoTD’s integrity.
• Extending the target device’s cryptographic features.
• Extending the features of the hardware description and hardware

abstraction technique.

2.7 Flow of operation
A typical NFC Interface’s flow of operation is presented by Fig. 3. Ini-
tially the target device is in idle state, RoTD and interface chips are
switched off, and the reader’s magnetic field is deactivated. The tar-
get device does not dissipate any standby power. If the user wants
to interact with the target device, the reader activates its magnetic
field and electrical power is transferred to the target device. Now,
the NFC Interface chip is powered passively, the target device’s hard-
ware description is submitted to the reader, and the target device
enters the authentication state. If the authentication succeeds, the
power supply control unit switches on the target device’s power
supply. Now, the target device is in running state and the RoTD
performs its designated tasks. If the NFC reader leaves the target
device’s near field and the RoTD finished all of its tasks, the RoTD
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Fig. 3. A typical NFC Interface’s flow of operation, obtained with
changes from Druml et al. [3]

signals the power supply control unit to switch off the supply. As a
consequence, the target device returns to idle state and no standby
power is dissipated.

If an RoTD is given, which needs a significant amount of time
to startup, an alternative early startup approach can be carried out
to speed up the whole flow of operation. During this procedure,
the RoTD is started asynchronously as soon as a magnetic field is
sensed or a dedicated command is received from the reader. While
performing this early-startup approach, the NFC Interface chip acts
like a firewall and restricts any data transfers to the RoTD until the
authentication procedure finishes successfully. With the help of this
early startup approach and the usage of hardware accelerated cryp-
tography, the amount of delay until the RoTD is accessible can be
minimized. Thus, a proper user experience can be maintained.

2.8 Hardware description concept
The NFC Interface solution can be feasibly integrated into any elec-
tronic device. As a consequence, a high variability of different target

device functionalities shall be supported by the reader device’s ap-
plication. Therefore, our interface solution features a target device
hardware description approach: the target device specifies its pro-
vided functionalities and GUI representation by means of an XML-
based notation. The target device’s specification is saved within the
NFC Interface chip’s non-volatile memory. When the user wants to
interact with the target device and the magnetic field is switched on,
this functional specification is transmitted to the reader device. Note,
the specification data can be read out by the reader device without
powering up the RoTD, the actual appliance. The reader device’s ap-
plication and NFC Interface software stack interpret this specification
and present it in an appropriate way to the user. Therefore, various
functionalities (e.g., user interface, event handling, monitoring, con-
trol, configuration), which differ from device type to device type, can
be supported by only one application. This approach grants a maxi-
mum of flexibility while keeping the overhead costs low within the
target device.

2.9 User interface outsourcing concept
There is an ongoing trend to provide everyday electronic devices
with all kinds of user interfaces (e.g., touch screens, LCD displays,
LEDs, Wi-Fi) which may waste a significant amount of power. In ad-
dition, these interfaces are often implemented halfheartedly and dif-
ficult to use, because of time-to-market and cost pressures. The pre-
sented NFC Interface-based hardware description concept enables
the innovative user interface outsourcing paradigm: the target de-
vice dispenses with power dissipating and clumsy user interface. The
user interface is moved to the reader, i.e. smart phone or tablet.
Thus, the target device’s bill of materials and power consumption
are reduced. Furthermore, state-of-the-art, power-aware, and smart
phone-based user interface elements can be featured.

2.10 Internet connectivity concept
Given the fact that NFC-enabled smart phones and tablets feature
internet access, innovative system architectures are realizable which
may encompass a server, reader, and the target device. Thus, any
kind of data transfer (e.g., status or configuration data) between the
target device and a server can be supported without the need for
a dedicated costly peripheral on the target device itself. For exam-
ple, if the target device requires maintenance work due to a broken
hardware component, a maintenance request along with an exact
component specification can be transmitted to a dedicated service
provider. As a further example of application, software and firmware
updates for reader application and components of the target device
can be issued during the entire product’s life time.

3. Example of application
Figure 4 illustrates our NFC Interface technology demonstrator. This
demonstrator consists of an NFC-enabled Android smart phone, the
NFC Interface along with its very cheap (two-digit cent range for
high order volumes) NFC Interface chip and its designated analog
frontend, as well as an RoTD implemented on TI’s MSP430 Launch-
Pad Experimeter Board. As RoTD case-study, a simplified functional
simulation of a smart meter was chosen. In this case-study, the zero-
energy secure communication interface can be used, e.g., for res-
idential power consumption analyses, status checks, or configura-
tion purposes. Thanks to the passively powered NFC Interface, no
electrical power is wasted during its standby time. Furthermore, the
smart phone’s internet connectivity enables further innovative appli-
cations: e.g., cryptographically signed energy consumption reports
could be transmitted encrypted to the electricity supplier, which
would reduce the electricity supplier’s and the customer’s time ex-
penditures.
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Fig. 4. NFC Interface demonstrator with a smart meter target device simulation

4. Conclusion
Standby power consumption of electronic devices is a waste of
energy that needs to be reduced. A major milestone in reducing
standby power was the introduction of several standby power guid-
ances, such as the One-Watt Initiative, Japanese standby proposal,
etc.

This paper presents an innovative NFC-based secure interface con-
cept for everyday electronic devices, which enables the zero-energy
paradigm. It is especially suitable for appliances that wait / poll for
user activity (e.g., access control terminal), for appliances featuring
a push-to-wakeup concept, or for appliances requiring a passively
powered communication interface. Besides standby power manage-
ment, the NFC Interface features state-of-the-art cryptography, in-
novative hardware abstraction and user interface concepts, and it
enables configuration, monitor, and control tasks of the NFC Inter-
face enhanced target device. We exemplified the feasible integration
of the NFC Interface by means of a smart meter case-study.
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