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Abstract

The self-exchange reaction of the redox couples [TTF/TTF'*] and [TCNE/TCNE"] has been
investigated by ESR line broadening experiments in different lonic liquids and organic
solvents by variation of temperature and pressure. The question whether existing theories
of organic solvents, especially the Marcus Theory, are applicable also to ionic liquids was

the aim of this work.

Temperature dependent ESR- experiments yielded rate constants for the electron transfer
reaction and activation energies. The self- exchange reaction of the redox couple
[TTF/TTE™"] in ionic liquids is diffusion controlled and therefore permits no conclusions
about the applicability of the Marcus theory. The solvent dynamics of the electron transfer
reaction of [TCNE/TCNE"™] in ionic liquids seems to be comparable to organic solvents, but
the calculation of the free Gibbs energy AG* via the outer (A,) and inner (A;) sphere

reorganization energy, as suggested by Marcus, seems to fail.

A high pressure ESR cell that offers ESR-measurements under elevated pressure up to 1000
bar has been constructed. Measurements of the rate constants of the redox couple

[TTF/TTE""] at elevated pressure deliver insights into the structure of ionic liquids.

Additionally measured was the electron transfer rates of the redox couples [TCNE/TCNE"]
and [DDQ/DDQ"] in a special solvent mixture what offers the stabilization of solvent
properties, like refractive index np and viscosity n by variation of the solvent dielectric

constant &s.






Zusammenfassung

Mittels ESR Linienverbreitungsexperimente wurden Elektronen Selbstaustauschreaktionen
der Redoxpaare [TTF/TTF™"] und [TCNE/TCNE"] Temperaturabhingig und Druckabhingig in
verschiedenen lonischen Flussigkeiten und organischen Losungsmitteln untersucht. Im
Rahmen dieser Arbeit galt es herauszufinden, ob aktuell giltige Theorien fiir organische
Loésungsmittel, im Speziellen die Marcus Theorie, auch fiir lonische Flussigkeiten

anwendbar ist.

Die Temperaturabhangigen ESR- Experimente lieferten Geschwindigkeitskonstanten und
Aktivierungsenergien flir den Elektronentransfer. Die Selbstaustauschreaktion des
Redoxpaares [TTF/TTF™'] ist in lonischen Fliissigkeiten diffusionskontrolliert was eine
Interpretation iber die Marcus Theorie unméglich macht. Die Lésungsmitteldynamik der
Elektronentransferreaktion von [TCNE/TCNE™] scheint in den lonischen Flissigkeiten
vergleichbar mit organischen Losungsmitteln zu sein, aber die Berechnung der freien Gibbs
Energien AG* {(iber die von Marcus vorgeschlagenen &aullere (A,) und innere (\)

Reorganizationsenergie scheint fehlzuschlagen.

Eine Hochdruck-ESR-zelle wurde gebaut und ermoéglichte damit druckabhangige ESR-
Messungen bei erhdhtem Druck bis 1000 bar. Die gemessenen Geschwindigkeitsraten der
Selbstaustauschreaktion von [TTF/TTF'] bei hoéheren Driicken liefert Einblicke in die

Struktureigenschaften der lonischen Fliissigkeiten.

Zusatzlich wurde die Selbstaustauschreaktion der Redoxpaare [TCNE/TCNE”] und
[DDQ/DDQ"] in einem speziellen Lésungsmittelgemisch  untersucht. Dieses
Losungsmittelgemisch ermoglicht ein Konstanthalten bestimmter
Léungsmitteleigenschaften wie Brechungsindex np und Viskositdat n wahrend die

Dielektrizitdtskonstante &g variiert.
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Introduction

1. Introduction

Within the present work the simplest kind of electron transfer reactions are investigated,
the so called self-exchange reactions. These reactions describe the electron transfer of one
single electron between two partners of a redox couple where the reactants and products
are identical. The reaction appears without breaking or forming chemical bonds. Two
versions of electron self-exchange reactions are relevant for this thesis. The electron self-
exchange of one electron between a neutral molecule and its one electron reduced form
(radical anion) and the reaction between a neutral molecule and its one electron oxidized
form (radical cation). The reaction schemes below show the self-exchange reactions of the
investigated redox couples. Reactions between tetracyanoethylene (TCNE) and its radical
anion (TCNE")(see (1.1)), between 2,3-dichloro-5,6-dicyanobenzoquinone (DDQ) and its
radical anion (DDQ") (see (1.2)) and between tetrathiavulvalene (TTF) and its radical anion

(TTF™) (see (1.3)).

TCNE + TCNE*~ = TCNE*~ + TCNE (1.1)
DDQ + DDQ*” = DDQ*™ + DDQ (1.2)
TTF + TTF** @ TTF** + TTF (1.3)

Electron transfer reactions play an important role in organic synthesis as well as in
biological processes like photosynthesis or electrochemistry, etc. The choice of the solvent
for the electron transfer reactions is important. This has been established by the chemistry
Nobel Prize winner in 1992, R. A. Marcus. He described the electron transfer reaction
considering solvent properties such as the refractive index or the dielectric properties of
the solvent. Solvent effects on the electron transfer reaction may be investigated by both
implementation of suitable lab experiments in different solvents and by variation of the
conditions like pressure and temperature. The experimental observables like rate constants
and activation energies may afterwards be related to the corresponding equations of the

theory. The applicability of the Marcus Theory has been proved many times for electron
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transfer reactions in common organic solvents like e.g. acetonitrile etc. But what about

ionic liquids (ILs)?

Room temperature ionic liquids (RTILs) have been focused on more and more in the last
years because of their special properties. RTILs are liquid molten salts at room temperature
and they have very good dissolving properties for inorganic and organic substances.
Because of their non-volatility they are of interest to replace organic solvents in chemical
processes. Most organic solvents are toxic and have a high vapor pressure. The low vapor
pressure of ILs is therefore a big advantage and that is the reason why ILs are often called
»green solvents”. This denotation leads rather to a misunderstandig because ILs are not
really ,,green”. They are more or less toxic and have not yet been completely tested. The
properties of ILs may be designed by the structure of the anion and the cation in the IL.
This introduced a new field of research which has increased the number of known ILs in the
recent years enormously. The ILs are primarily classified on the basis of their cations. The
following picture presents possible IL cation classes whereas this work is only concerned

with imodazolium based ILs.

Pyridinium

=3

ReqCnpaRY

| s
\_ Imidazolium ~— lonic

\ Liquids /
Cations

Ammonium

Phosphonium

Figure 1.1: Common cations in ionic liquids.
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The imidazolium based ILs can further be classified on the basis of their anion as can be
seen in Figure 1.2. The investigations within this work is concentrated on the use of

bis(trifluoromethylsulfonyl)imides and tetrafluoroborates.

e /N R
\A),F T \
P~ [CFs—S—N=8—CF,
F | o o |
0 Hexafluorophosphate Bis(trifluoromethyl- //‘
o: ,h\’ [PFs] “_ sulfonyl)imide /
. INTf;] /,/
Acetate CF ISOI O_
MeCO," - O
_[.,e,_f] lonic t I
F it - -
I= LIC|L.lIdS/ Trifluoromethane-
F—l?—F Anions sulfonate
‘.‘ F | [OTF]
Tetrafluoroborate/ ~
Y [BF,] o 4 =——N—=N
o SRS
9 & 0 0 Dicyanamide
a Br| 0o - T IN(CN),]
0=5-0 MeO—P-0
Chloride, Bromide, lodide | I
OMe OMe
Methylsulfate Dimethylphosphate
[MeSO,] [MeSO,7]

Figure 1.2: Common anions in ionic liquids.

Furthermore, ILs distinguish themselves completely from organic solvents. Organic solvents
are composed of solvent molecules with certain polarities, whereas ILs are composed of
discrete charged ions. This leads to very different solvent properties. For instance,
viscosities of ILs are ten or more times higher than of common organic solvents. All of the
mentioned differences between ILs and organic solvents lead to the consideration whether
electron transfer reactions in ILs are comparable to ET reactions in organic solvents. During
the electron transfer reactions, which are described in detail in chapter 2, the reactants are
surrounded by solvent molecules of certain polarity. How the solvent molecules are
oriented around the reactants depend on the charged nature of the reactants and solvent
polarity (see Figure 1.3). The reaction scheme shows that the electron transfer reaction is
composed of several steps during all of them the reactants, transition states and the

products are surrounded by the solvent molecules. The solvent molecules must reorganize
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according to each step, which is considered in Marcus Theory via the dielectric properties.
The calculation of the energy required to rearrange the solvent molecules (outer-sphere
reorganization energy, A,) includes the static dielectric constant €5 and the refractive index
np. The dielectric constant arises from the weakening of an external electrical field via

polarisation effects.

& Q@ Ka Q@ & 05 @&  activation ®
e Q0 == OO T 3870k

Nrhd @2 PEIEN
precursor complex
(P) electron
ey ltlrantsfer
X% Q k., o ©Q"¥ > e8¢
©Qs o «=— <@ @OO «® @0
QQ 9 a ¢ Q 8 (’(, OQ relaxation Q ® d

successor complex

(S)

Figure 1.3: Electron self-exchange reaction in an organic solvent.

If we now try to imagine the same processes in ILs, this gives a totally different picture (see
Figure 1.4). The cations and anions of the IL are arranged around the investigated redox
couple but we do not know how they are rearranged during the electron transfer reaction.
The ions bear positive and negative charges but have no polarity in the same sense as
organic solvent molecules. It is possible to measure the dielectric constant of the ILs and
there are already a lot of values published and available, but the origin of the weakening of
an external electrical field cannot arise from polarisation effects like in organic solvents.
Therefore, the use of the dielectric constant for calculating the reorganization of the
solvent during the reaction in ILs is questionable. This is due to the fact that Marcus’s
approach to calculate the outer reorganization energy A, is based on a simple model which

considered the solvent as a dielectric continuum and this is strictly not true for ILs.
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Nevertheless, it was tried to use dielectric properties of ILs and the Marcus basic approach

to prove the applicability of the Marcus Theory in ILs within this work.
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Figure 1.4: Electron self-exchange reaction in an ionic liquid.

One method to investigate such self-exchange reactions in different solvents is line
broadening experiments by Electron Spin Resonance (ESR). ESR is a spectroscopic method
which is only sensitive to paramagnetic species. This means that only substances with
unpaired electrons, like in radicals, are detectable by ESR (see 2.6). The line shape changes
by the occurring electron transfer reaction in dependence on the concentration of

reactants and can therefore be used to determine rate constants for the observed reaction.

Temperature and pressure dependent ESR measurements are appropriate to prove the
solvent dependencies on the rate constants and to receive activation energies and
activation volumes. The ESR measurements at elevated pressure required the construction
of an appropriate ESR cell within this work. With the custom-built ESR cell made of a
special bent quartz capillary it was possible to measure up to 100 MPa (see 3.3.2).
Temperature dependent measurement could be carried out by an existing temperature

unit which offers measurements between 100 and 600K .

As mentioned before is the Marcus Theory a proven approach for investigating rate

constants of redox reactions and their solvent dependence in organic solvents. But what
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happens when the solvent is composed of several organic solvents? Is it possible to use the
overall solvent properties of such solvent mixtures? For instance the overall dielectric
constant measured in a mixture composed of different solvents may be different than the
dielectric constants of the individual solvents. The Marcus Theory shall be used here to test
a specially designed reaction medium composed of three different components. The aim of
this solvent mixture is to vary only the dielectric constant while other solvent properties
like the viscosity and the refractive index stay constant. In order to obtain this, propyl
acetate and butyronitrile was used to set the dielectric constant and diethyl phthalate to
adjust the viscosity (see chapter 3.1.8). Such solvent mixtures would provide a good tool
for investigations on the dependence of the dielectric constant of chemical reactions. This

could be very useful for other research areas such as photochemistry or electrochemistry.
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2. Theory

2.1 Electron Transfer

Electron transfer reactions can be classified into two groups, namely the inner- sphere
electron transfer and the outer- sphere electron transfer. Inner- sphere electron transfer
reactions are reactions between two redox partners which transfer the electron via a
covalent linkage. Typical inner- sphere ET- reactions occur in transition metal complexes.
The pioneer in the field of inner- sphere ET-reactions is Henry Taube, who was awarded to

the Nobel Prize in Chemistry in 1983.

In contrast to the inner- sphere mechanism is the outer- sphere electron transfer. In this
type of reactions the redox partners are not connected and the electron is moving through
space from one partner to the other. The pioneer of the theory to describe the outer-
sphere electron transfer mechanism is the Chemistry Nobel Prize winner in 1992, Rudolph
Arthur Marcus. The investigation of outer- sphere electron transfer reactions and the

applicability of the ,,Marcus Theory” is the main topic of this PhD thesis.

The chapter was written under guidance of the following References: [11], [43—-49],[62]

2.2 Kinetics of the electron transfer mechanism

The outer- sphere electron transfer mechanism consists of three successive steps as

pictured in the following reaction scheme.
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A 4

& ka = k kaiss 1
D™ +A =D"--A| A |— D+ A

Figure 2.1: Reaction scheme of the outer- sphere electron transfer mechanism.

1. Formation of the precursor complex
2. Electron transfer from donor, D to acceptor, A

3. Dissociation of the successor complex

2.2.1 Formation of the precursor complex

Kairs
D-4+A = D -4
K_qiff

Figure 2.2: Association

In the first step the donor (D) and the acceptor (A) molecules diffuse together and form the
precursor complex (DA). This reaction has an equilibrium constant for association, Ka =

kqiri/K_gifr. The Association constant K, is given by:

—w(d) 2.1)
KA = Koe RT

w(d) is the electrostatic energy as a function of the intermolecular distance, dielectric

constant €s and charges.
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Two models to describe Kq are known. In (2.2) the hard sphere model from Eigen-Fuoss is

shown.

4 2.2
KO = §7TNAd3 ( )

Another description of the association constant is given by Sutin using a reaction zone

model:

K, = 47N, d?5r 2.3)

&r...reaction zone (= r/3 = 0,8A)
d...reaction distance

Na...Avogadro constant

2.2.2 The overall rate constant

The kinetic equations for the reaction in Figure 2.1 lead to the following expression for the

overall rate constant keps,

_Hexkairy (24)
k_girr + Kex

kobs -

assuming that no back electron transfer occurs and that the dissociation of the successor

complex to the products is negligible.
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Ky * kex = Ket 2.5)

Transformation of equation (2.4), bearing in mind that Ka = kgiri/K.gir and insertion of Kakex

as ket leads to the common form of kops.

1 _ 1 + 1 (2.6)
kobs ket kdiff

2.2.3 Self- exchange electron transfer

kdiff kex kaiss
A4+A =2 A A 24-A S A+A
k—diff k—ex

Figure 2.3: Reaction scheme of self- exchange electron transfer.

The simplest form of electron transfer is the reaction between two molecules of same kind.
The only difference between the reactants is an electron that is exchanged during the
reaction. The back electron transfer from successor to precursor complex can no longer be

excluded and the expression for the overall rate constant k.,s changes to equation (2.7).

1 1 1 k_ 2.7
= + 1+—5)
kobs kdiff KAkex

kdiss

Because the two reaction partners are identical it can be concluded that the dissociation of

the successor complex and the back diffusion is the same and therefore kgyiss=k.q must be

10
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valid. This is also valid for the electron transfer and the back electron transfer key=k.ex. The

additional insertion of ke as Kakey leads to the equation:

1 _1, 2 2.38)
kobs ket kdiff

2.2.4 Diffusion

The rate constant for diffusion kg, as described by Smoluchowski using a model of the
Brownian motion, includes the radii of the acceptor and donor molecules rp and rp and the

diffusion coefficients D and Dp.

kg = 4Ny(Dy + Dp) (14 + 1) 2.9)

The diffusion constant is defined in the Stokes-Einstein equation:

kgT (2.10)

kg...Boltzmann constant
r....Radius of the molecule i
n...Viscosity of the solvent

If the radii of the redox couple have the same size (ra = rp), wich is often a practical
assumption for self- exchange reactions, the expression of kg simplifies by insertion of the

Stokes-Einstein relation to:

11
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8RT @.11)
Kaifr = ——

2.3 The Marcus Theory

- kex —
D™ A-3D-A
Figure 2.4: Electron transfer

This step in the electron transfer mechanism was described by R.A. Marcus via the Marcus
Theory. He described the electron transfer using the Transition State Theory (TST) and the
Franck- Condon Principle. The reaction from the precursor complex to the successor
complex appears via an activated transition state. The rates obey the Arrhenius and Eyring
laws, but Marcus introduced the free energy AG* into the TST and this leads to an

expression of the rate constant ke, like in equation (2.12).

[—AG ] (2.12)
ke, = ZelksT
The insertion of equation (2.5) for ke, leads to the expression below
—AG*] (2.13)
ket = KyZel ksT

Z...pre-exponential factor (=kevn)

AG’...Gibbs free energy of activation

12
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ks...Boltzmann constant

T..temperature

activated state

Reaction coordinate Nuclear coordinates

Figure 2.5: Reaction coordinate and potential energy diagram for a exergonic ET- reaction.

Figure 2.5 presents the electron transfer reaction in form of a reaction coordinate and in
form of an energy diagram with two crossing parabolas. Both diagrams point out that the
energy difference of precursor and successor complex denotes the standard Gibbs free
energy AGP. The figure presents an exergonic case with positive values of AG’. Two other
cases are possible. AG® < 0 for the endergonic ET- reaction and AG® = 0 such as for self-
exchange reactions (Figure 2.8). AG* is the energy needed to reach the transition state
where the electron is transferred. It is the difference between the energy of the precursor
complex and the maximum of the curve in the reaction coordinate diagram and the

crossing point of the parabolas in the energy diagram.

The Gibbs energy of activation is given in the Marcus equation:

13
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2 AGO (2.14)

2
AG*=W+ZI1+T] _VRP

and simplifies, in the case of self- exchange reactions where either acceptor or donor has

zero charge, to:

A (2.15)

AG’...standard Gibbs free reaction energy
A...reorganization energy
Vgp...resonance splitting energy

W...describes the necessary electrostatic work to bring the reactants together.

The electrostatic work term is described by the Coulomb law.

zpZpesNy (2.16)
" 4meyegd

Zp Zp...point charge of acceptor and donor
€o...permittivity of vacuum
&.... static dielectric constant

d...distance between acceptor and donor

14
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2.3.1 Inverted region

The equation (2.14) show the dependence of AG* on AG® in a second order polynomial
function. The dependence is plotted in Figure 2.6 and shows that the relation of —AG® on

AG* (solid line) and of —AG® on In(ket) (dotted line) end up in a parabola.

inverted region P ek tmer e |
o T e 3 l Rehm-Weller -
o A

< [ .
; A 1: Bixon-Jortner :

AG* / \ In(kat)

I ‘\ r————l
' A i1 Marcus

1 \
|

AECor —AGP®

Figure 2.6: Marcus inverted region

The left side of the picture demonstrates that by increasing the driving force, the reaction
goes faster (-0G%<\A) and reaches a maximum of the rate at (-AG%=A). The right side of the
picture tells us that by further increasing the driving force (-AG>MA), the reaction gets
slower. Marcus called this side of the parabola the “inverted region”. It was not easy to
confirm the inverted region experimentally because by increasing the driving force the
electron transfer gets faster. In many investigated redox systems the observed rates were
diffusion controlled before the inverted region could be reached. Other models for the
inverted region are known and plotted in the figure above. The rates in the Rehm-Weller-
Model [58] remain constant after the maximum and in the Bixon- Jortner Model [4], they
decrease, but not as strongly as Marcus predicts. The latter has proved for intramolecular

electron transfer experiments [35].

15
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2.3.2 Reorganization energy

A new component in AG* is the reorganization energy A which can be split into a
solvational part, the outer reorganization energy A, (depends on the solvent properties)
and a vibrational part A, the inner reorganization energy (depends on the geometry of the

complex at the transition state).
A=+ 4 2.17)

Marcus described the reorganization energy as follows. The reactants are surrounded by
solvent molecules certain configuration. A reorganization of solvent molecules and
reactants is necessary before the electron transfer takes place. After the electron transfer a

relaxation process succeeds. The necessary energy for the rearrangement is given by A.

2.3.2.1 Inner sphere reorganization energy

The energy term which depends on reorganization of the reactants in form of changes in
bond lengths or angels contributes to the reorganization energy A in form of the inner
sphere reorganization energy A.. Marcus defined the inner sphere reorganization energy as

follows

fjr p 5 (2.18)
3 jfjr + fjp ( J)

Aqg;...change in length of bond j

fj...force constant of bond j in reactants r and products p

16
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Another common method to calculate the A; is using the quantum chemical Nelsen method
[54] with the appropriate equation (2.19) below. Knowledge of the change in bond length
and force constant is not necessary because the Nelsen method is based on quantum

chemical calculations.

AP =[E(A,D)+E(D,A)] —[E(A,A)+ E(D,D)] (2.19)

E(A,D)and E(D,A)...energy in the most stable configuration of the products

E(A,A)and E(D,D)...energy in the most stable configuration of the reactants

According to Holstein [29] the temperature dependence of A; is calculated via equation
(2.20) with the mean vibrational frequency v (5-10"%s™ for organic redox couples) , the

Boltzmann constant kg and the Planck constant h

hv (2.20)
4kgT

o [4ksT
Ai(T) = A [ P tanh

2.3.2.2 Outer sphere reorganization energy

This energy part describes the necessary energy to rearrange the solvent molecules of
certain polarities from the arrangement around the precursor complex to the arrangement
around the activated complex. Marcus expressed A, on the basis of a two sphere model of

the reactants[48].
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AeZN, (2.21)
Ao =—Lg(r,d) xy

4re,

ra, rp...radius of donor and acceptor
Aeg...charge transferred from donor to acceptor
€o...permittivity of vacuum

d...reaction distance

y...Pekar factor

A new parameter is the Pekar factor which is defined in equation (2.22) as a function of the

dielectric properties of the solvent.

1 1 (2.22)

€-...0ptical dielectric constant (also referred to as €qpt).
&s...static dielectric constant
The approximation €..=np” is often used for the optical dielectric constant.

The other new parameter in the expression of the outer sphere reorganization energy is

the term g(r,d) which depends on the geometry of the activated complex and is defined as

follows:
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1 1 (2.23)

1
gnd) =7+ o-—3

Equation (2.23) is only valid for d > ra, rp and simplifies to (2.24) in the case of a self-
exchange redox reaction, because it is usually valid to equate the dimensions of the
reaction partners (ra=rp). Often used is the assumption of the closest contact, so that d =

ra+rp and in the case of self- exchange reactions d = 2r.

( d)—l 1 (2.24)
g T rod

For organic reactants because of the non- spherical geometry the two sphere model is too
simple. Therefore, a two ellipsoid model [19] must be used. As shown in Figure 2.7 the

ellipsoids have three semiaxes a>b>c and a mean radius r which is defined as

(a2 _ C2)1/2 (2.25)
F(p,a)

r=r=

1
2

2_,2
F(p,a) are elliptical integrals of the first kind with ¢ = arcsin[(a ac ) ] and a =
2_p2
[ZZ—_IZZ]UZ. A good approximation for the radius is r = (a+b+c)/3. The geometric term g(r,d)

becomes the expression (2.26) as described by Kharkats [36, 37], when the ellipsoids are

lying upon each other or are slightly shifted.
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1 1 2¢2 —a?—b? abc 4(8c*+3(a* + b*) — 8c?(a? + b?) + 2a?b?)]| (2.26)
grd) === |1+ ———+—+
r d 3d? d3 15d+4

{al

(b) C| C?

Figure 2.7: (a) Model of two conducting spheres, (b) model of two conducting ellipsoids, R is the separation

distance(r).©Ref.[19]

2.3.3 Marcus Cross Relation

One of the most tested aspects of the Marcus Theory is the cross relation. The assumption
that the reorganization of the redox partners appears independently leads to the
approximation that rate constants of cross reactions ki, (2.27) can be expressed via self-

exchange rate constants of the acceptor A with ky; (2.28) and the donor D with k;, (2.29).
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ko (2.27)

ki1 (2.28)
A+A~ =2 A+ A

k2 (2.29)
D+D* =2 Dt*+D

From equation (2.14),(2.12),(2.18)and (2.21) follows the expression for the reorganization

energy A (2.30) and the rate constant (2.31) of the cross reaction with the work term W

(see equation (2.16)).

1 (2.30)
Az = E (/111 + /112)

kiz =\ ki1kaaKiaf12 * Wiy (2.3

2.3.4 Resonance splitting energy

Because of the quantum mechanical non- crossing rule the wave functions must split at the
intersection point. The electronic coupling of the precursor and the successor complex is

the gap between the dotted lines in Figure 2.8 and is usually denoted by Vgp.
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Nuclear coordinates

Figure 2.8: Energy diagram of a self-exchange ET.

How strong the coupling is depends on the nature of the complex at the transition state.
The probability of the electron jumping from one potential curve to the other is dependent
on the splitting and is fixed in the pre-exponential factor Z in (2.12). The pre- exponential

factor is a function of the separation distance between donor and acceptor.

Z(d) = vpke(d) (2.32)

Vn...collision frequency

Kei(d)...transmission coefficient or probability of electron jump

Ker(d) = rcpe P (233

The magnitude of the coupling element decides whether there is either a diabatic or an
adiabatic reaction behavior. For diabatic reactions is the coupling weak and Vgp is small in
comparison to the reorganization energy A (see Figure 2.9 a). The top of the electron

barrier is cusp and the electron transfer appears near the intersection with a certain
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probability (ke << 1). The electron moves too fast through the transition state to form the

product side. Only a few jumps are successful.

Adiabatic reactions have a strong coupling and therefore a higher Vgp (Figure 2.9 b). The
energy barrier decreases with stronger couplings and leads continuously from reactants to
products (k. = 1). The top of the energy barrier is broadened and therefore the system has

time enough to form the product side. Each jump is successful.

a)

Figure 2.9: a) diabatic reaction, b) adiabatic reaction. ©[27]

24 Solvent dynamics

The surrounding solvent molecules can influence the motion along the reaction coordinate
and the barrier crossing for the electron. The rate in equation (2.12) is given only by static
solvent properties (polarity, refractive index). Under certain circumstances this is no longer
enough and needs a correction of the rate constant. Kramer [41] was the first who realized
a solvent dynamic effect or solvent friction. The theory of solvent dynamics on electron

transfer reactions appears much later by Zusman [74-76].

Figure (2.10) a) shows the barrier crossing with weak solvent dynamic effects. Figure (2.10)

b) shows the adiabatic reaction with solvent dynamic effect, where the system undergoes
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several changes in direction within the transition state region before settling down on the

product side.

Figure 2.10: Motions along the adiabatic reaction coordinate a) without solvent dynamic effects b) with

solvent dynamic effects.©[27]

As mentioned before, the barrier crossing is controlled by the pre- exponential factor Z as a
function of the collision frequency v, and the transmission coefficient ko (2.32). For
adiabatic reactions with k. of unity, the barrier crossing is only influenced by the collision
frequency v,. The expression for the total frequency v, from Transition State Theory is a

combination of a reactant part v?4; and a solvent part v21,.
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V2 +v22,\" (234
v, = —

The longitudinal relaxation time 1. must be included to take the solvent dynamics into
account. It is composed of the dielectric parameters of the solvent and the Debye

relaxation time tp.

€ (2.35)

New quantities in the Debye relaxation time are the molar volume V\, and the solvent

viscosity n.

3Vy" (2.36)
v = "pr

Under assumption that the inner sphere contributions are negligible small, the v, can be

expressed as follows:

1/2 2.37)

== (i)
Vn_TL AmRT

And in the case of a solvent controlled adiabatic electron transfer the rate constant obeys

the following expression.
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1/ 1 /2 = (2.38)
( 9 ) el4RT
16mRT

kex,adiabat =
TL

In comparison, the rate for diabatic electron transfer is given by

2rV? (Zﬁ?) (2.39)
kex,diabat - leA (47‘[/10RT)1/2 e

As suggested by Weaver([70, 71] it is possible to extract the solvent dynamic dependence
from experimental obtained rates via double logarithmic plots (Weaver plots). The
conversion of the equation (2.13) into an expression for the pre exponential factor gives
equation (2.40). With calculated values of AG via equation (2.14) and the experimental

observed rates ket it is possible to calculate an experimental value for k,;v,,.

AGggyc 2.40
ket (R—Tl) ( )

The following double logarithmic plot can be used for the diabatic case and has to produce

slopes of unity.

1 241
In(kgvy,) = c+1n (y‘f) 24D

For the adiabatic case the following plot gives a slope of unity.

26



Theory

1 2.42
In(k,v,) = d + In (yfrzl) (2.42)

After determining the type of the electron transfer (diabatic or adiabatic) the linear

functions of the Pekar factor can be used to calculate an experimental value of g(r,d).

e2g(r,d) (2.43)
. . 1/2) — _ |z
diabatic: ln(ket)/ ) const l16neOkT Y

ezg(r d) 2.44)
o ~1/2) — - ===
adiabatic: ln(ketTLy ) const [16ﬂ80kT v

The intercepts of both straight lines are independent from the Pekar factor and show a

g(r,d)/T dependent slope. Experimental values for g(r,d) can therefore be calculated from

the obtained slope.

—16megkT (2.45)
g(r,d) = slope * T

2.5 Pressure dependence of the electron transfer Reaction

From the Marcus theory described before it is apparent that the rate constant has a
temperature dependence under ambient pressure. But, there is also a dependency of the
rate constant on the pressure. By variation of pressure the solvent properties changes like

by variation of temperature. But pressure experiments have an advantage. Many of the
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investigated radicals are not stable at higher temperatures what restricted the use of such
experiments. Solvent properties like viscosity change in the other direction like at
increasing temperatures. Therefore the investigation on pressure dependent rate constants

is a very good tool to make conclusions about solvent effects.

Detailed general literature about high pressure chemistry are published by van Eldik, Le
Noble and Asano [2, 10, 12, 13]. The high pressure application of the Marcus Theory has
been investigated by Swaddle[65, 66].

2.5.1 Activation volume

The differentiation of the Arrhenius equation with respect to the pressure p gives the

expression for the activation volume.

alnkex> (2.46)

Figure 2.11 presented the volume version of an reaction diagram with the volumes of the
reactants (Va+Vp) and products (Va+Vp) and volume of the transition state *\. The volume
difference of products and reactants A,V is in the case of self- exchange reactions zero. This

is the case for all investigated reactions in this thesis.
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HA-—--DT

A+D

partial molar volume / cm® mol’

reaction coordinate

Figure 2.11: Volume diagram of an electron transfer reaction.©[56]

According to Swaddle the activation volume of the transition state can be written as the

sum of different contributing volumes.

APV = AV, + AMV, + AV, + APV + ATV, (2.47)

A*Vi....inner sphere reorganizational contributions (in the most cases 0.6 cm3mol'1[63])
A*V,....outer sphere reorganizational contributions

A¥V,....contribution from Coulombic work of the precursor complex
A*Vpy....contributions from Debye- Hiickel type ion effects

A*Vgp...solvent dynamic contributions

Contributions from Coulombic work can be neglected in the case of the investigated self-
exchange systems with one charged and one neutral redox partner. For the same reason
(one neutral redox partner), Contributions from Debye- Hiickel effects can also be

neglected for self- exchange reactions in organic solvents so that equation (2.47) simplifies

29



Theory

to (2.48). A*V; is negligible because its contributions are around 0.6 cm>mol™[63], wich is

within region of experimental error.

AV = AV, + AtV (2.48)

2.5.2 Volume from outer sphere contributions

Differentiation of the equation (2.21) with respect to the pressure p gives the following

expression for the activation volume of the outer sphere contribution.

iy L <a/10) eZN,g(rd) (6)/) (2.49)
0 op/  1éme, \dp

4
Here, the geometric term g(r,d) is expected to be independent of pressure, what is
questionable and shall be discussed later in the experimental part. Another important

point is the compressibility B of the solvent. This includes the fact that the volume of the

solvent decreases as pressure increases and is given as a function of the solvent density p.

1 (ap) (2.50)

F=2Gp

The compressibility can be included in equation (2.49) and gives the extended version of

AV,
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1,04 e2N ady B (2.51)
=)= o) 2
A 4(6p) l67me, 9(r,d) dp Y34

2.5.3 Volume from solvent dynamic effects

Solvent dynamics are found in the pre- exponential factor. Its pressure dependence can be

expressed by equation (2.52) for the case of a diabatic electron transfer reaction.

0
A*Vsp = RT l— (l

2mV2 _RT (6lny) (2.52)
dp -

"N, @, RTYY2 )| T T2 Uap

In the case of an adiabatic electron transfer reaction the expression for the solvent

dynamic part is given by a 1. dependence in equation (2.53).

AV = RT 0 l 1( Ao >1/2 _RT[l(alny> (azan)] (2.53)
b~ dp nTL 4RT B 2\ dp dp
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2.6 Electron Spin Resonance

Electron Spin Resonance (ESR) is a method to investigate paramagnetic substances like
radicals. The major advantage of ESR spectroscopy is the high sensitivity for the
investigated substances. The magnetic characteristic of one (or more) unpaired electron
and the magnetic interaction between the electron and the magnetic nuclei gives
information about the molecule. This chapter is a short introduction into the basics of the

ESR and was written under guidance of the following references: [5], [33], [60],.[72]

2.6.1 Electron Spin in a magnetic field

Electrons in atoms and molecules have an orbital angular momentum and an intrinsic
angular momentum, the spin. In organic molecules the orbital angular momentum is
negligible and only the spin has to be considered. The angular momentum can be defined
by the length and the direction of the vector. The magnetic moment p is proportional to
the electron spin S. This means that both are vectors and parallel to each other (see
equation (2.54).The value g is the Lande factor or the g factor (g = 2.002319 for the free
electron) and g is the Bohr Magneton (9,27 102 Th).

Figure 2.12: Spin S and magnetic moment p of the electron.
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T= —gu a5

Radicals in solution can be visualized like a statistical arrangement of many magnetic
moments with an Energy Eq. By introducing the sample into a homogeneous magnetic field,
Bo will orient the magnetic moments parallel or antiparallel to the magnetic field By. The
orientation of the spin to the magnetic field is described by the magnetic quantum

numbers m_ = +1/2 (o state) and m, = -1/2 (B state). At zero magnetic field Bo=0 the a and B

spin state differ in the orientation but have the same energy Eo. The interplay of the
magnetic field with the magnetic moments results in the splitting of the Energy Eq into two

energy levels with the Energy E = mgu B, and is the so called “Zeeman-effect”.

N ’|‘
............... E=+1/2gp.B,

AE =gy B,

_______________ i E=-1/2gu B,

Figure 2.13: Energy levels of an electron placed in a magnetic field.

The energy difference between the two states is proportional to the magnetic field and the
g factor. The low energy state (P state) can absorb a quantum of electromagnetic radiation
energy hv to reach the higher energy state (a state). In contrast to this can the a state

reach the lower B state by emitting the energy hv.

AE = E, — Eg = hv = gugB, (2.55)
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Equation (2.55) results with a standard radiation frequency of v=9.5 GHz, which is used in
many ESR spectrometers, and a g factor of 2.0023, in magnetic field intensity of 0.35 T. This
is within the microwave X-band region (8-12 GHz) and spectrometers that operate in this

frequency region are called X-band spectrometers.

The electron spins of an ensemble have either a or B configuration. In absence of a
magnetic field Bo=0 the distribution is equivalent but in presence of a magnetic field Bo#0
and when the spin ensemble can interact with the environment (the lattice), the
distribution changes to have an excess of the lower energy level (B state). The distribution

depends on the temperature of the lattice and is given by the Boltzmann distribution law:

N,  =9esBo (2.56)

The quantities N, and Ng are the spin populations in the higher and the lower energy

states, kg is the Boltzmann constant and T the temperature.

In contrast, when the spin ensemble cannot interact with the lattice (isolated spin), the
continuously acting microwave (CW-ESR) would equalize the level population and the ESR
spectra would disappear after a short time. Because the transition from B to a state and
vice versa appears to the same extent and the absorption and the emission compensate

each other (net effect is zero).

The spin lattice interaction restores the thermal equilibrium which leads to an excess in the
low energy spin population. This means that the absorption is dominant in comparison to
the emission and the recording of the absorption spectra is possible. Therefore it is a
competition between the microwave field and the spin lattice interaction. But this implies

that the ESR signal saturates when the microwave field gets too strong.
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m—

Figure 2.14: Population of the energy levels. (a) dominant population in the lower energy level leads to an
absorption spectrum, (b) equal distribution of the spins in both energy levels does not lead to a ESR-

spectra.©[5]

2.6.2 Magnetic Resonance

The observation of an absorption spectrum is possible, if equation (2.55) is fulfilled. To
perform an ESR experiment the radical solution is placed in a cavity and irradiated with
micro wave radiation of constant frequency v while the magnetic field intensity is varied.
The absorption takes place when the magnetic field reaches the intensity By where the
resonance condition is fulfilled. The line shape of the absorption line is determined by

dynamical processes.

2.6.3 Hyperfine structure

From the previously discussed aspects we would expect one line in the ESR spectra caused
by the transition of the electron from the B to a energy level. But in most of the cases, the
ESR spectra contain more than one line. The reason for this is the interaction of the free
electron with the magnetic moment of the atomic nucleus py. Magnetic nuclei have
similarly to the electron spin (S) a nuclear spin (I) which is oriented in an external magnetic
field parallel or antiparallel to the field. Two mechanism of coupling between electron and

nucleus are possible: the dipole-dipole interaction, which is anisotropic and can be
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neglected for ESR-measurements in solution and a Fermi contact interaction. The latter
interaction is isotropic and plays a major role in interpreting an ESR spectrum. This example
is the simplest form of hyper fine splitting with one proton and its nuclear spin (1=1/2).
Here, the electron gets the information about the orientation of the nuclear spin which
results in a splitting of each Zeeman energy levels in two new energy levels. The four new
energy levels allow two transitions (two lines in the ESR- spectrum) for the electron. The
actual number and intensity of ESR lines depends on the number of equivalent nuclei and
their nuclear spin I. The number of lines can be predicted via equation (2.57) where TT,
indicates the product over all different sets of equivalent nuclei (i). Here, n; is the number

of nucleus in set i and [; is the nuclear spin of nucleus i.

N = 1_[ @nd; + 1) @57)
i

2.6.4 g-value

As mentioned before in chapter 2.6.1 the electron angular momentum has two
contributions, one from the orbital motion and one from the electron spin. The orbital and
the spin angular momentum are coupled. This spin-orbit coupling results in a deviation of
the g factor from that of the free electron. Because of the negligibly small contributions
from the orbital angular momentum in organic free radicals is the deviation from the g
factor of the free electron very small. Nevertheless, such small deviation can be useful for
characterizing the radical species. The spin-orbit coupling is anisotropic which means that
the g value becomes dependent on the direction of the magnetic field with respect to the
molecular axis. But in solution, because of the free molecular motion, the anisotropy is

averaged out and mean value of g = g;5, is measured.
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2.6.5 Magnetization

An electron spin ensemble consists of many individual electron spins, interacting both with
the lattice and with each other. The spin properties can be described by the magnetization
vector M as a sum of magnetic moments of each electron spin. Is such a system in a
magnetic field Bp and in thermal equilibrium with the lattice, the magnetization is oriented
along the z axis (along the magnetic field direction). The magnetization components

perpendicular to z are zero.

Mz = Z#zi = MO
M, = Z Uxi =0 (2.58)

My is the magnetization in the thermal equilibrium and ., pg and py; are the magnetic
moments of the individual spins. The magnetization vector rotates around the z axis and
the so-called Larmor precession can be described by the time evolution of M in a magnetic

field B by

am M B (2.59)
- = X
dt gup
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« state
(a
i

By,

=

Figure 2.15: (a) rotation of M around z axis by placing in magnetic field B, (b) in a reference frame is the
rotation of M about the z axis stationary, (c) a second magnetic field B, induces a rotation of M around the

x-axis. ©ORef.[5]

The transition between the two Zeeman levels can appear by an electromagnetic field B;
with frequency v. This additional field oscillates at microwave frequency along the x axis.
This introduces an additionally rotation of the magnetization vector around the x axis. The
use of a rotating reference frame simplifies the description of the motion of M. Figure 2.15
(a) presents the rotation of M along Bo. This motion observed in a rotating frame, where x’
and y’ rotating around z at angular frequency wg is presented in Figure 2.15 (b). The
precession of M around x’ at an angular frequency w;, induced by the second magnetic
field B is presented in Figure 2.15 (c). Whereas the magnetic field w; << wy this in turn

means that B; <<By.The motion of M can be described by

dM (2.60)
dr M X gugBerr
Bosr = (By — wh/gup)k + Byi (2.61)

Here, w is the rotation angular frequency of the magnetization vector M in the rotating

frame. k and i are the unit vectors directed along the z and x” axis.
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2.6.6 Relaxation

Spin-lattice interactions and interactions between the spins each other are relaxation

processes with are considered in the famous Bloch equations:

sz - _ w1 — (Mz - MO)
dt y™1 T,
dM,, ( ) M,
—_— = w— Wy) — 7 2.62
dt y 0T, (2.62)
aMm,

— = M1~ My(w — wo)
New quantities here are the relaxation times T; and T,. The longitudinal relaxation time T,
relates to the energy transfer process between spin and lattice. The transverse relaxation
time T, relates to the energy transfer between the spins. The ESR absorption signal is
proportional to the magnetization M, (magnetization perpendicular to B;) which is
obtained by solving the differential equations (2.62) under steady-state conditions. If the
micro wave field is continuous and small (B;<<By) which is usually the case, the following

expression is valid:

M, =

(MO) BT, (2.63)
[

Bo/ [1+ (@ — @)2TZ]

The equation above is a function of w (Lorentzian function) and the line width is inversely
proportional to the relaxation time T,. Indeed, the use of the second derivative of the
Lorentzian function is common. In some cases, for instance when some Lorentzian lines are

superimposed, is the line shape better described by a Gauss function.
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2.6.7 Dynamic line shape effect

Because of the Heisenberg uncertainty principle the ESR line cannot be infinitely narrow
because the lifetimes of the different states of occupation of the energy levels are finite.
The lifetimes are given by different relaxation processes as mentioned before. An
additional chemical reaction like an electron transfer in the case of self- exchange reaction,
results in a broadening of the ESR lines. Via the extended Bloch equations it is possible to
calculate rate constants by observation the broadening of the lines. In the case of a self-
exchange reaction the ESR- lines of the radical [D] get broadened by adding neutral
substance [A] by starting the electron transfer reaction. By increasing the concentration of
[A] the broadening gets more distinctive because of the increasing probability of collisions.
Here can be distinguished between the two limiting cases, the slow exchange limit (see
Figure 2.16(b)) and the fast exchange limit where the lines collapse to one single line (see

Figure 2.16 (d)).

S e i 8

8
(e) 156

(d)

J/\/‘

Figure 2.16: (a) no exchange (b) slow exchange, (c) intermediate exchange and (d) fast exchange. ©Ref.[72]
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3. Experimental

3.1 Solvents and their properties

To make conclusions about solvent effects on the electron transfer an accurate knowledge
on the solvent properties such as viscosity, density, refractive index and dielectric constant
is important. Especially, it is necessary to have an idea about their dependence on pressure
and temperature. Often it is a challenge to find the suitable solvent properties in the
literature and also to trust in it. Some temperature dependent viscosities and densities
presented here were measured during the course of this work while other solvent
properties have been extracted from literature and others are simple approximations. All of

the used solvent properties are listed in this chapter.

The ordered ILs are delivered in a good purity grade, but have very small amounts of
impurities, which can influence their properties or initialize possible reactions with the
substances added. The major impurity in the ILs is water which is decreasing the viscosity.
In contrast, halide impurities like chloride, bromide and iodide increase the viscosity of the
ILs. Further impurities of the educts (methylimidazolium) may influence the investigated
substances. Methylimidazolium is a strong reducing agent and will, for example, reduce the
neutral TCNE to the radical anion TCNE. This is a disturbing effect and thus
methylimidazolium had to be eliminated before measurements with the redox couple
[TCNE/TCNE®"] and [DDQ/DDQ""] could be started. Therefore, to test if there are reducing
impurities in the used ILs, a simple test was done. Dissolving of a small amount of DDQ in
the IL clearly indicates by a red colour the presence of methylimidazolium. The colour of
the ILs changes further depending on the production batch. After consultation with the
company, we could relize that the colouring depends on imidazolium dimers, which do not
affect the properties of the IL and the redox couple. The purification methods to remove
such impurities are described in detail in the chapter 3.1.2-3.1.5 for each used IL,

separately.
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3.1.1 General Observations

3.1.1.1 Viscosity

The self-measured viscosities are from temperature dependent measurements with a
micro-Ubbelohde viscosimeter. The solutions were kept under nitrogen during the
measurement to avoid contact with air and humidity. The results were fitted to a Vogel —

Fulcher - Tammann — equation.

3.1

n(T) = Aexp ( )

T_TO

3.1.1.2 Density

Density measurements have been conducted using a home-built density meter based on
an Anton Paar (Graz, Austria) L-Dens density transmitter for liquids. The OEM (Original
Equipment Manufactured) parts have been equipped with an external thermal bath (5-90
°C). An LCD (Liquid Crystal Display) as well as a data transfer via RS232 allows single point
measurements and temperature scans. The experimental error is + 0.0002 g/ml (from
0.5000 to 2.0000) and + 0.1 K (full range). The measured densities are linearly dependent

on the temperature and were therefore fitted in this way. (equation (3.2)).

p(T)=a*T(K)+b (3.2)
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3.1.1.3 Dielectric parameters

Dielectric relaxation characterizes the rearrangement of a polar solvent by insertion of a
changing electric field. This process appears in dependence on the particular solvent

properties usually within a timescale of 1-100 ps, for organic solvents.

The dielectric behaviour of a solvent can be presented in form of Cole-Cole plots. A typical
Cole-Cole plot of a Debye solvent like acetonitrile show one semi-circle, non-Debye
solvents like the ILs show two or more semi-circles (see Figure 3.1) due to more than one
relaxation processes. The abscissa presents the real part €’ of the relative permittivity g, the

ordinate presents the negative imaginary part €”.

g
n
A
/.J"-“
| H
SI:E’I S-Q:S. ' 813 - EQ
2 25 1 2

Figure 3.1: Cole-Cole plot for a solvent with two characteristic relaxation times. © [56]

In the figure above are each of the two relaxations characterized by a low dielectric
constant g, a high dielectric constant €. and a relaxation time tp;. For a solvent with n
relaxations is the static dielectric constant e=g;s and &€w.=€,..According Hynes[31] and
Fawcett [14, 15] is the frequency dependent dielectric response function after Laplace

transformation given as
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n 3.3)
) f (
E =
(s) Z 1+ s7;
=1
with the definition of f;
_ €0 — €io G.4)
fi= & — €

In the simplest case has the solvent only one Debye relaxation (n=1) with a longitudinal

relaxation time 7, given as in equation (3.5) with 7, the Debye relaxation time.

_ EwTp 3.5

For solvents with two relaxation processes the estimation of 7; gets more complex. The
longitudinal relaxation time in such solvents varies between two limiting values t o and

Ty, 00-

€0 3.6)
Tr0 = e (f1TD,1 + szD,z)
S
-1 3.7
€ < fl f2 ) 3.7)
Tpw=—|—+-"
& \Tp1  Tp,2
The transition between the two limits is determined by the time t,,.
Tm = fiTp1 + f2Tp2 3.8

If the first relaxation process is dominant, which is the case for the investigated solvents in
the present work, f; and 7p, ; are larger than f; and 7, and 7 ¢ is close to 7; ;. Hence, the

longitudinal relaxation time 7, = 7, ,,at very short times and 7, = 7, ¢ at very long times.
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-t (3.9)
7, =To + (T — To) * e(rm)

Here, the time t describes the observed timescale. To estimate the observed timescale an
example for two ILs will be discussed here. The rate constants ke in Table 3-1 are extracted
from the results part in chapter 4.3 and the rate constants ke are calculated via eq. (2.5)
using the association constant Kq = 0.42 M'1[20]. The time t = 1/ke is arranged in the

nanosecond region and therefore results equation (3.9) in 7, = 7, for the ILs listed below.

Table 3-1: rate constants at 298 K of the self-exchange redox couple [TCNE/TCNE"’]

IL ket [10’M s Kex [10557™] t [ns]
[hmim*][Tf,N] 9.19 2.19 4.57
[bmim*][BF4] 2.36 0.56 17.8

45



Experimental

3.1.2 [emim'][Tf,N]

The structure of this ionic liquid is presented in Figure 3.2. The ionic liquid was purchased
from io’litec Company (Germany) with the CAS-Nr. 174899-82-2. The most important
specifications of the substance are the appearance (colourless to yellow), the water

content (<100 ppm) and the halide content (<100 ppm).

C F

- u
( F S—N S F
O F

Figure 3.2: Structure of [emim*][Tf,N]

Before use, the IL was dried at 40-50°C in vacuo ( < 5*10° Torr) for 24 h to remove water
and subsequently stored under N, in a desiccator over P4010. The IL used for
measurements with the [TCNE/TCNE""] redox couple was purified, prior to the high vacuum
pump, by column chromatography over aluminium oxide (Al,Os, Fluka, type 504c acidic).
The yellow IL was, after the purification, nearly colourless and did not show any reducing
reaction with TCNE anymore. To be sure that the purification did not alter the properties of
the IL, viscosity and density measurements with and without purification were done. In
Figure 3.3 it appears that the purification method or in fact the impurities in the IL do not

change the solvent properties noticeable.

3.1.2.1 Viscosity [emim*][Tf,N]

The temperature dependent viscosities are self- measured as described in chapter 3.1 and
the results were fitted to a VFT—-equation (3.1) (Vogel-Fulcher-Tammann). The resulting

best-fit coefficients are listed in Table 3-2.

Table 3-2: Coefficients of best fit for equation (3.1) / [emim*][Tf,N']

n[mPa s] (298 K) A [mPas] B [10° K] To [K] Temperature range [K]

32.89 0.23+0.03 6.8+0.3 161+4 293-323
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The pressure dependent viscosities are extracted from literature [1]. The viscosities are

calculated via the Hybrid Tait-Litovitz equation (3.10)

(5,T) = A exp(p) (ot Py 3.10)
,T) =Aexp(=m)(—— .
e P D o1
Table 3-3: Coefficients of best fit for equation (3.10) / [emim*][Tf,N]
n [mPa s] (296 K) A [mPas] B [10° K°] D [MPa] E
36.75 0.84+0.03 9814 887135 10.3+0.4
dyn. Visk. emimNTf2
1 B emimNT2 {purified)

% emimNTf2 {unpurified)

Wik P
.

]
It
=]
a
[
=]
a2

Figure 3.3: Temperature dependence of the viscosity of [emim*][Tf,N] purified and unpurified in

comparison.
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3.1.2.2 Density of [emim*][Tf,N']

The temperature dependent densities are calculated via eq. (3.2) with coefficients from

Table 3-4.

Table 3-4: Coefficients of best fit for equation (3.2) / [emim*][Tf,N]

p (298K) [kg dm™] a [10%kg dm>K™] b [kg dm™] Temperature range [K]

1.52 -9.7+0.2 1.810+0.007 293-323

The pressure dependent densities are extracted from literature [32] and calculated via a

Tait-equation (3.11) and (3.12) with the related coefficients in Table 3-5

p(296K,0,1MPa)

p(p,296K) = PR IGIE: 3.11)
B(T) + 0,1
B(T) = By + B;T* + B,T? (3.12)

Table 3-5: Coefficients of best fit for equation (3.11) / [emim*][Tf,N']

B: [MPa K™ B,[10° MPa K] B, [MPa] C [10* MPa K?] B(T)/ MPa

-1.546 1.284 579.62 8.849+0.001 1246.99+0.07

3.1.2.3 Refractive index [emim*][Tf,N]

The refractive indices are extracted from literature [68] and fitted linearly. To obtain the

refractive index for each temperature, the coefficients in Table 3-6 were used.

np(T)=a*T(K)+b (3.13)

Table 3-6 : Coefficients of best fit for equation (3.13) / [emim*][Tf,N]

np (298K) a[10° K] b Temperature range [K]

1.422 -25445 1.498+0.1 293-333
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Table 3-7: Solvent properties of [emim‘][Tf,N"] at atmospheric pressure and different temperatures.

p
T[K] R No €s €oo T [ps] N’ n [mPa s]
[kg m~]

288 1526 1.425 2.030 49.06
12.25@ 3.230@ 58.921°

298 1517 1.422 ) 2.023 32.89
12.39 4.7 33.32¢@

308 1507 1.420 2.016 23.38

318 1497 1.417 2.009 17.41

328 1488 1.415 2.002 13.37

338 1478 1.412 1.994 10.78

348 1468 1.410 1.987 8.67

358 1459 1.407 1.980 7.19

@ From Ref. [8]

®)calculated via equation (3.9) with data from ref. [8]

“From Ref.[53]

“calculated via equation (3.9) with data from ref. [53]

Table 3-8: Solvent properties of [emim*][Tf,N] at 296K and elevated pressures.

P [MPa] plkgm® n[mPas]
0.1 1519 36.75
10 1524 41.19
20 1530 46.16
30 1535 51.67
40 1540 57.77
50 1545 64.51
60 1550 71.95
70 1554 80.16
80 1559 89.20
90 1563 99.16
100 1568 110.10
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3.1.3 [bmim*][Tf,N]

The structure of the ionic liquid is presented in Figure 3.4. The yellow to orange ionic liquid
(CAS-Nr. 174899-83-3) was purchased from iolitec Company (Germany) with a water
content <100 ppm and halides content <100 ppm. Before use, the IL was dried at 40-50°C
in vacuo ( < 5x10” Torr) for 24 h to remove water and subsequently stored under N, in a
desiccator over P,01. The IL used for measurements with the [TCNE/TCNE""] redox couple
was purified, prior to the high vacuum pump as follows. The IL was extracted with 3,7 %
HCl in a separating funnel 4 times and subsequently washed with bidistilled water until the

separated washing water was pH neutral.

(’d +s N-g F
N
A~

Figure 3.4 Structure of [bmim'][Tf,N']

3.1.3.1 Viscosity of [bmim*][Tf,N]

Best-fit coefficients for the VFT equation describing the self-measured temperature

dependent viscosities are listed inTable 3-9.

Table 3-9: Coefficients of best fit for equation (3.1) / [bmim+][Tf2N-]

n [mPa s] (298 K) A [mPa s] B [10% K] To [K] Temperature range [K]

51.73 0.18+0.002 7.4+0.3 168+3 293-343

The pressure dependent viscosities are extracted from literature [26]. The viscosities are

calculated via a modified VFT- equation (3.14) with coefficients from Table 3-10.
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C+D*xp+Ex*p?
n(T,p) =exp(A+B*p+ T_T ) (3.14)
— 1o

Table 3-10: Coefficients of best fit for equation (3.14)/ [bmim*][Tf,N]

B D E
A T CIKl B . To [K]
[10°MPa™] [K MPa™] [10”°K MPa™]
-1,77+0.03 -0.96%0.09 75510 1.71+£0.02 -75%2 165.7+0.9

3.1.3.2 Density of [bmim*][Tf,N’]

The densities for each temperature were calculated via (3.2) with the resulted best-fit
coefficients (Table 3-11) from the temperature dependent density measurements like

described in chapter 3.1.1.2.

Table 3-11: Coefficients of best fit for equation (3.2) / [bmim*][Tf,N]

p (298K) a b Temperature range
[kg dm?] [10™kg dm™K™] [kg dm™] [K]
1.44 -8.75+0.03 1.697+0.001 293-343

Calculation of the pressure dependent densities at 298 K were done via a polynomial

function eq. (3.15) with best-fit coefficients extracted from literature [26].

p=A+ Bp + Cp? (3.15)

Table 3-12: Coefficients of best fit for equation (3.15) / [bmim*][Tf,N’]

A B C
[kg dm™] [10°kg dm>bar™] [10®kg dmbar]
1.4366 7.33 -1.36
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3.1.3.3 Refractive index of [bmim*][Tf,N]

The temperature dependent refractive indices are calculated according to equation (3.13)

with the best-fit coefficients extracted from literature [68].

Table 3-13: Coefficients of best fit for equation (3.13)/ [bmim'][Tf,N']

np (298K) a[10° K™ b Temperature range [K]

1.426 -29619 1.514+0.003 293-333

3.1.3.4 Summary of solvent properties for [bmim*][Tf,N]

Table 3-14: Solvent properties of [bmim*][Tf,N'] at atmospheric pressure and different temperatures.

p R n
T [K] 5 Np Es €eo T [ps] Np
[kg m™] [mPa s]

288 1445 1.4299 2.045 83.26
11.52¢ 3.03@ 112.1®

298 1437 1.4269 ) 2.036 51.73
13.7" 4,25 132.21

308 1428 1.4239 2.028 34.55

318 1419 1.4210 2.019 24.35

328 1410 1.4180 2.011 17.92

338 1402 1.4151 2.002 13.68

348 1393 1.4121 1.994 10.753

358 1384 1.4092 1.986 8.689

® Extracted from Ref. (8], ®) calculated via equation (3.9) with Data from Ref. [8], “ Extracted from Ref. [53]

@ calculated via equation (3.9) with Data from Ref.[53]

Table 3-15: Solvent properties of [bmim*][Tf,N'] at 296K and elevated pressures.

p [MPa] p [kg m™] n [mPas] p [MPa] p [kg m”] n [mPas]
0.1 1437 56.06 60 1476 116.18
10 1444 63.24 70 1481 131.21
20 1451 71.42 80 1487 148.19
30 1457 80.66 90 1492 167.36
40 1464 91.09 100 1496 189.01
50 1470 102.87
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3.1.4 [hmim®][TfoN]

The structure of the ionic liquid is presented in Figure 3.5. The ionic liquid was purchased
from iolitec company (Germany) with the CAS-Nr. 382150-50-7. The water and halides
content is smaller than 100 ppm and the colour of the IL may vary from colorless to orange.
Before use, the IL was dried at 40-50°C in vacuo ( < 5x107 Torr) for 24 h to remove water
and subsequently stored under N, in a desiccator over P403,. The IL used for
measurements with the [TCNE/TCNE "] redox couple was purified, prior to the high vacuum
pump as follows. The IL was extracted with 3,7 % HCl in a separating funnel 10 times and
subsequently washed with bidistilled water until the separated washing water was of
neutral pH. Subsequently a column chromatography over silica gel 60 (Roth, 0.06-0.2 mm)

was needed to remove all of the reducing impurities.

Vs
{ FO 0 F
N 0
i B F S—N=S F
1 1]
/\/\)N - .

Figure 3.5 Structure of [hmim*][Tf,N']

3.1.4.1 Viscosity of [hmim*][TfoN']

The self- measured temperature dependent viscosities (chapter 3.1.1.1) were fitted to a

VFT- equation (3.1) with resulting coefficients of best fit listed in the following table.

Table 3-16: Coefficients of best fit for equation (3.1) / [hmim*][Tf,N]

n [mPas] (298 K) A [mPa s] B [K] To [K] Temperature range [K]

72.19 0.14 +0.02 818 + 32 166 + 3 293 -328
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3.1.4.2 Density of [hmim*][Tf,;N']

For the calculation of the temperature dependent densities eq. (3.2) was used with

appropriate coefficients from Table 3-17.

Table 3-17: Coefficients of best fit for equation (3.2) / [hmim*][Tf,N']

p (298K) [kg dm™] a b Temperature range [K]

1.37 -0.000923 1.6452 293 - 327

3.1.4.3 Refractive index of [hmim*][Tf,N]

The temperature dependent refractive indices from Ref. [52] were fitted linearly and

calculated according equation (3.13) with the following best-fit coefficients.

Table 3-18: Coefficients of best fit for equation (3.13) / [hmim*][Tf,N]

no (298K) a[10°K™"] b Temperature range [K]

1.430 -18745 1.486+0.002 303-333

3.1.4.4 Dielectric Properties of [hmim*][Tf,N']

The used dielectric properties for [hmim*][Tf,N] were extracted from literature [34]. All

other values in Table 3-19 were calculated as described in chapter 3.1.1.3.
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Table 3-19: Dielectric properties for [hmim‘][Tf,N]

Tp1 Tp,2
TLo T, Tm T
T &fa) EZ)S] €~a(a) E;)S] e-(a) fib)  Folb) (c)lps]  (d)lps] (e)lps] ~(f)ps]

278 13.8 925 3.2 0.8 2.77 0.9610 0.0390 178.44 4.03 888.97 178.44
288 12.1 299 3.38 0.8 271 0.9286 0.0714 62.20 243 277.72 62.20
298 12.7 233 3.3 0.8 258 0.9289 0.0711 43.98 2.19 216.48 43.98
308 11.6 128 3.49 0.69 2.4 0.8815 0.1185 23.36 1.16 112.92 23.36
318 11.9 107 3.5 0.8 252 0.8955 0.1045 20.31 1.52 9590 2031
328 113 731 3.62 0.8 238 0.8610 0.1390 13.28 1.14 63.05 13.28
338 11.2 64 3.64 12 266 0.8852 0.1148 13.49 2.17 56.79 13.49

(a) values extracted from Ref.[34], (b) calculated via equation (3.4), (c) calculated via equation (3.6), (d)
calculated via equation (3.7), (e) calculated via equation (3.8), (f) calculated via equation (3.9)

To obtain the dielectric parameters for each temperature the static permittivity s and the
infinite frequency permittivity €. were fitted linearly (equation (3.16)), with resulting the

parameters listed in Table 3-20.

eT)=axT(K)+b (3.16)

Table 3-20: Coefficients of best fit for equation (3.16)/ [hmim*][Tf,N']

€ (298K) a b Temperature range [K]
12.5 -0.036+0.009 2343 278-328

€ (298K)
2.6 -0.008+0.002 4.9+0.5 278-328
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Table 3-21: Solvent properties of [hmim*][Tf,N] at atmospheric pressure and different temperatures.

T[K] ° Np €s €oo T [ps] Np’ n [mPa s]
[kg m”]
288 1379 1.4322 12.82 2.68 58.62 2.0512 120.08
298 1370 1.4303 12.46 2.60 40.40 2.0459 71.85
308 1361 1.4285 12.09 2.52 28.53 2.0405 46.23
318 1352 1.4266 11.73 2.45 20.59 2.0352 31.53
328 1342 1.4247 11.36 2.37 15.16 2.0299 22.55
338 1333 1.4229 11.00 2.29 11.36 2.0245 16.77
348 1324 1.4210 10.63 2.21 8.66 2.0192 12.89
358 1315 1.4191 10.27 2.14 6.70 2.0139 10.18
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3.1.5 [bmim*][BF4]

The ionic liquid presented in Figure 3.6 was purchased from io’litec company (Germany)
with the CAS-Nr. 174501-65-6. The IL with a yellow to orange appearance has with <250
ppm slightly higher water content than the previous mentioned ILs. The halide content
(<100 ppm) however is in the same condition. After the drying procedure (40-50°C, < 5x10°
> Torr, 24 h) the IL was stored under N, in a desiccator over P4014. The IL did not show any
reducing impurities and could therefore be used without any additional purification for

measurements with TCNE.

¢/ F

£ e
Pt

Figure 3.6 Structure of [bmim‘][BF,]

3.1.5.1 Viscosity of [bmim*][BF,]

The temperature dependent viscosities are extracted from literature [7] and calculated

according to equation (3.17) with the fitting parameters in Table 3-22.

n(T) = AT®5 exp ( ) (3.17)

T—T,

Table 3-22: Coefficients of best fit for equation (3.17)/ [bmim*][BF,]

n [mPa s] (298 K) A [mPa s K] B [K] To [K] Temperature range [K]

106.0+0.1 0.0061 885 170 293 -353
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3.1.5.2 Density of [bmim*][BF,]

The temperature dependent densities for [bmim*][BF,] were calculated via a polynomial

function (3.18) with best-fit coefficients extracted from literature [67].

p=A4,+ AT+ A,T? (3.18)

Table 3-23 Coefficients of best fit for equation (3.18) / [bmim*][BF,]

3 Ag A A, Temperature range
p (298K) [kg dm™] 5 4 1. 3 ; 2. 3
[kg dm™] [10" kg K"dm™]  [10"kg K“dm™] [K]
1.20 1.44333 -9.10294 3.22186 293 -353

3.1.5.3 Refractive index of [bmim*][BF,]

The refractive indices are as well as the densities extracted from ref [67] and were fitted
linearly. The temperature dependent refractive indices were calculated according equation

(3.13) with coefficients listed below.

Table 3-24: Coefficients of best it for equation (3.13) / [bmim®][BF,]

no (298K) a[10°K™" b Temperature range [K]

1.424 242+3 1.4970+0.0009 293 - 353
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3.1.5.4 Dielectric Properties of [bmim*][BF4]

The dielectric properties of [bmim*][BF4] extracted from ref. [34] were used for a linear fit
as described in chapter 3.1.4.4 for [hmim®][Tf,N]. The temperature dependent static
permittivity &; and infinite frequency permittivity .. were calculated via equation (3.16)
with the resulting parameters in Table 3-26. The relaxation parameters in Table 3-25 were

calculated as described in chapter 3.1.1.3.

Table 3-25: Dielectric properties for [bmim*][BF,]

Toa Tp2
) ) TLo T Tm T
e T e S S 1= I TS ST Gl

278 14.4 670 43 0.26 1.1 0.7594 0.2406 38.87 0.08 508.86 38.87
288 14.1 351 4.46 04 172 0.7787 0.2213 33.35 0.22 273.40 33.35
298 14.6 284 46 062 257 0.8313 0.1687 41.57 0.64 236.18 41.57
308 13.8 140 4.71 0.8 298 0.8401 0.1599 25.43 1.05 117.74 2543
318 133 937 487 094 3.11 0.8273 0.1727 18.16 121 77.68 18.16
328 125 594 494 097 3.17 08103 0.1897 12.25 1.21 4832 1225
338 125 525 5.16 1.42 3,56 0.8210 0.1790 12.35 2.01 4336 12.35

(a) values extracted from Ref.[34], (b) calculated via equation (3.4), (c) calculated via equation (3.6), (d)
calculated via equation (3.7), (e) calculated via equation (3.8), (f) calculated via equation (3.9)

Table 3-26: Coefficients of Best Fit for equation (3.16)/ [bmim*][BF,]

£ (298K) a b Temperature range [K]
13.97 -0.036+0.007 2542 278-338

£.. (298K) a b Temperature range [K]
2.21 0.039+0.006 -9+2 278-338
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Table 3-27: Solvent properties of [bmim*][BF,] at atmospheric pressure and different temperatures.

p
T [K] ; Np £ Eoo T [ps] N’ n [mPa s]
[kg m™~]

288 1217  1.4273 14.33 1.82 36.37  2.0372 187.17
13.97 2.21 28.54

298 1211 1.4249 2.0303 105.97
14.1@ 5.45@ 290"

308 1204  1.4225 13.61 2.60 22.75  2.0234 65.28

318 1198  1.4200 13.24 2.98 18.39  2.0165 43.00

328 1191  1.4176 12.88 3.37 15.07  2.0097 29.91

338 1185  1.4152 12.51 3.75 12.49  2.0028 21.76

348 1178  1.4128 12.15 4.14 10.46  1.9960 16.42

358 1171  1.4104 11.78 4.53 8.85  1.9891 12.78

@Erom Ref.[53]

®) calculated via equation (3.9) with Data from Ref.[53]
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3.1.6 Dimethylphthalate

The solvent Dimethylphthalate (DMP, CAS 131-11-3) was purchased from Fluka with a
purity grade of 98%. The liquid was dried over 4A molecular sieve and distilled afterwards

in vacuo and stored under nitrogen.

Figure 3.7: Structure of DMP

3.1.6.1 Viscosity of DMP

The temperature dependent viscosities are self- measured as described in chapter 3.1 and

calculated via equation (3.1) with coefficients in Table 3-28.

Table 3-28: Coefficients of best fit for equation (3.1) / DMP

n [mPas] (298 K) A [mPa s] B [K] To[K] Temperature range [K]

13.64 0.23+0.01 344+10 213+1 283 -353

3.1.6.2 Density of DMP

The self-measured temperature dependent densities (see chapter 3.1.1.2) were fitted
linearly. With the coefficients from Table 3-29 was it possible to calculate densities for each

used temperature via equation (3.2).

Table 3-29: Coefficients of best fit for equation (3.2) / DMP

p (298K) [kg dm™] a[10” kg dm> K™ b [kg dm™] Temperature range [K]

1.18 -9.0£0.1 1.450+0.004 283 -353
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3.1.6.3 Dielectric properties of DMP

The static dielectric constants &, were extracted from literature [17] and fitted linearly

according to equation(3.16). The resulting coefficients are listed below.

Table 3-30: Coefficients of best fit for equation (3.16) / DMP

& (298K) a b Temperature range [K]

8.37 -0.0130+0.0006 12.2+0.2 298-318

3.1.6.4 Summary of solvent properties for DMP

Table 3-31: Solvent properties of DMP at atmospheric pressure and different temperatures.

T K] g No € No’ n [mPas]
[kg m™]
298 1184 1.5149(a) 8.37 2.2949 13.65
308 1175 8.25 9.00
318 1166 8.12 6.31
328 1157 7.99 4.73
338 1148 7.86 3.71
348 1139 7.73 3.02
358 1130 7.60 2.52
368 1121 7.47 2.16

(a) extracted from Ref. [17]
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3.1.7 Acetonitrile

The acetonitrile (AN) used from Sigma-Aldrich, 99.8%, CAS: 75-05-8 was dried over 3A
molecular sieve. The solvent was kept after a distillation under nitrogen in an appropriate

Schlenk flask.

3.1.7.1 Densities of AN

The pressure and temperature dependent viscosities are extracted from literature [24] and

calculated via equation (3.19)

P + 3403 — 7,53T)°’125

pPT) = 0’7766< 1+ 3403 — 7,53

3.19)

x exp(—3,304 * 10™*[T — 298,25] — 1,756 * 10~°[T2 — 298,252])

3.1.7.2 Viscosity of AN

The densities used, were calculated via equation (3.20) which was taken from ref.[24]. This

equation includes both the temperature dependence and the pressure dependence.

386
n(p, T) = 100757+ (1 + 6,263 x 1074[p — 1]) (3:20)

3.1.7.3 Refractive index of AN

The refractive indices are approximated as given in [65] via the Lorenz-Lorenz equation
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3.21)

The correction factor Q given in equation (3.22) is nearly independent of pressure and

temperature.

S

S

oN

SIS

+

N =

3.22)

The correction factor was calculated using literature values of the refractive index[65].

3.1.7.4 Summary of solvent properties for AN

Table 3-32: Solvent properties of AN at elevated pressure and 296K

p [MPa] g No A Np’ n [mPas]
kg m”]
0.1 780.1 1.7949 37.50 1.3397 0.36
10 787.9 1.7848 37.90 1.3360 0.38
20 795.4 1.7756 38.30 1.3325 0.40
30 802.4 1.7671 38.65 1.3293 0.42
40 808.9 1.7593 39.00 1.3264 0.44
50 815.2 1.7521 39.30 1.3237 0.47
60 821.1 1.7453 39.60 1.3211 0.49
70 826.7 1.7390 1.3187 0.51
80 832.1 1.7331 40.15 1.3165 0.53
90 837.2 1.7275 1.3143 0.56
100 842.1 1.7222 40.65 1.3123 0.58

(

?) .. values for 293 K extracted from literature Ref. [28]
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3.1.8 Solvent mixture

An additional task of this thesis was to test a special solvent mixture composed of propyl
acetate (PA), Aldrich 99% CAS:109-60-4, butyronitrile (BN), Alfa Aesar 99% CAS: 109-74-0
and diethyl phthalate (DEP), Merck 99% CAS: 84-66-2. The used solvents were bubbled by
nitrogen over a few minutes to remove the remaining oxygen in the solution. The degassed
solutions were kept under nitrogen in a Schlenk tube. The composition of the mixtures are
extracted from ref.[69]. Solvent mixtures at three different temperatures were used and

their compositions are listed in the tables below.

Table 3-33: Mole fraction X of the components in the used solvent mixtures at 298K and the associated

solvent properties extracted from Ref. [69].

Mixture TIK] X [pa) X (8] X [oep) € & Np
[mPa s]
M1la 298 0.970 0.000 0.030 5.9 0.6135 1.3884
M1b 298 0.780 0.195 0.025 8.6 0.6055 1.3890
M1lc 298 0.590 0.390 0.025 11.6 0.6062 1.3883
M1d 298 0.390 0.585 0.025 15.1 0.6108 1.3894
M1le 298 0.200 0.780 0.020 18.7 0.6064 1.3885
M1f 298 0.000 0.980 0.020 23.4 0.6054 1.3886

Table 3-34: Mole fraction X of the components in the used solvent mixtures at 288K and the associated

solvent properties extracted from Ref. [69].

Mixture TIK] X (pa) X N) X (pep] £ 1 No
[mPas]
M1j 288 0.8 0.2 0 8.9 0.6277 1.3871
M1h 288 0.4 0.6 0 16.0 0.6287 1.3868
M1i 288 0 1.0 0 25.2 0.6298 1.3877
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Table 3-35 Mole fraction X of the components in the used solvent mixtures at 328K and the associated

solvent properties extracted from Ref. [69].

Mixture TIK] X [pa) X (8] X [pep) € Np
[mPas]

M155b 328 0.69 0.170 0.140 7.5 0.6027 1.4011

M155c 328 0.52 0.345 0.135 9.6 0.6051 1.4007

M155e 328 0.175 0.700 0.125 14.8 0.6051 1.4016
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3.2 Redox couples

The redox couples TTF / TTF**, TCNE / TCNE" and DDQ / DDQ"" were investigated within
this work. The neutral substances and the appropriate radicals are the acceptor A and

donor A" molecule.

Preparation of the substances and structure information for the molecules and the

precursor complexes are described in detail in the subsequent chapters.

3.2.1 TTF/TTF"

Tetrathiafulvalene (TTF, CAS: 31366-25-3) was purchased from Fluka with a purity grade of
99%.The substance was sublimated in vacuo and the orange substance was stored in a

Schlenk tube under nitrogen.
=S S
<
S S
Figure 3.8: Structure of TTF

The TTF*" radical cation was synthesized as a perchlorate salt (TTF*"ClO,) as described by
Hiinig [30]. The sublimated TTF (0.255 g) was solved in 100 ml acetic acid (100 %) under
stirring and gives an ochre brown solution. Afterwards a solution of 0.283 g Lead(lV)
acetate in 8.5 ml acetic acid was added drop wise during cooling so that the solution keeps
at room temperature. The solution gets dark brown to black and was stirred additionally 10
minutes. Afterwards a solution of 0.615 g sodium perchlorate (NaClO4) in 25 ml distilled
water and 5 ml perchloric acid (70%, HCIO4) was added. The solution crystallized by cooling
with an ice bath. The brown crystals were filtered and washed with carbon tetrachloride
(CCl4) and dried in a desiccator over diphosphorus pentoxide (P4010). The dry crystals were

stored in a Schlenk tube under nitrogen.
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The structure of the TTF/TTF"" precursor complex is expected to be slightly shifted along

the long semiaxis as given from crystal structure.

’
- 4
/ % \ 15, ! At y SF
’¢’\&--- o ) / 3 %5 ).-.- / 1
[:,. N "'/ N e —/.\ - ‘[‘, ,—;S -\:’l ~*
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\4" l V’ ‘\J I N
|

Figure 3.9: Crystall structure of the TTF perchlorate along the c-axis.©[73]

The geometrical data of the TTF/TTF *precursor complex can be estimated by the structure
of a TTF cation dimer as described in ref.[73] or via an ellipsoid model described in ref.[20].

The semiaxis in the ellipsoid model are given as a=0.500 nm, b=0.270 nm and ¢=0.170 nm.

Table 3-36: Description of the transition state complex TTF/TTF" with the reaction distance d, the

geometrical term g(r,d), the mean elliptical radius r and the resonance splitting energy Vgp

(a) d(cryst.) d(exp.)(C) d(b)(Kharkats) g(r,d)(h)(exp) )\i,m Vre
r [nm] s a1 . .
[nm] [nm] [nm] [10°m™] [k mol™] [k mol™]
73] 20] 4.09720]
0.340[73 + + 34.9 [20
0.304(20] 0.34%0.02 0.51(20] 3.3+0.8 8.9°20]
0.342% [20] [20] 27.2[59]
‘ ' 19.1%[61]

Dfrom equation (2.25), ®lerom equation (2.26), “from equation (2.24) with g(r,d)exp), @calculated from V=1
©from overlap integrals, (f)experimental value (used solvent CH,Cl,),

(g)CDFT(constrained density functional theory) calculations Ref.[59], (h) experimental values (293 K different
solvents)
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3.2.2 DDQ/DDQ"

The yellow 2,3-Dichloro-5,6-dicyano-1,4-benzoquinone (DDQ, CAS: 84-58-2) was purchased
from Fluka with a purity grade of 97%.

NC CN

NC CN

Figure 3.10: Structure of DDQ

The radical DDQ" was produced in situ in the DDQ solution at a certain concentration by
adding equimolar tetrabutylammonium iodide (TBAI). The TBAI reduces the DDQ to the
radical anion DDQ"™ with TBA" as counterion (see eq. (3.23)). The choice to use TBA" is

because of the voluminous structure of that ion which prevents any ion pairing effects.

2DDQ +2TBA*I~ - 2DDQ*~ + 2TBA* + I, (3.23)

Figure 3.11:Activated complex of DDQ/DDQ" ©Ref.[61]
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Table 3-37: Description of the transition state complex DDQ / DDQ" with the reaction distance d, the

geometrical term g(r,d), the mean elliptiacal radius r and the resonance splitting energy Ve

(c)
(a) d(cryst.) d(exp.) d(b)(Kharkats) g(r:d)(exp) }\i'w VRP
r [nm] 10° 1 "
[nm] [nm] [nm] [10°m™] [k) mol™] [k) mol™]
0.459 [42] 10.0[21] 21.1[42]
) 0.29 [18] 0.30[21]  0.848 [42] 40.9 [42]
0.23" 18] 9.4[56] 13.4 [18]

@trom equation (2.25), ®from equation (2.26)

“from equation (2.24) with g(r,d)exp), (d)experimental value

70



Experimental
3.2.3 TCNE /TCNE™

Tetracyanoethylene (TCNE, 670-54-2) was purchased from Fluka with a purity grade of 97%.

NC CN

NC CN
Figure 3.12: Structure of TCNE

The TCNE radical anion was produced in situ with [bmim*][I'] as reducing agent in the
sample or was added in form of the TBA salt. The TCNE"TBA® was synthesized like
described in [18]. Figure 3.13 shows the structure of the [TCNE,]* dimer with the

interplanar distance of 2.87 A obtained from the crystal structure [39].

’ \ 0=6.5
AT

Figure 3.13: Dimeric pair of TCNE™ in a TCNE™ (Bu,N)" crystal structure with an interplanar distance

d.©[39]

Table 3-38: Description of the transition state complex TCNE / TCNE" with the reaction distance d, the

geometrical term g(r,d), the mean elliptical radius r and the resonance splitting energy Vgp

LI o Ko .
r_(a) [nm] d(cryst.) [nm] d (Kharkats) g(r/g)(eﬁ)) [dm3 [kJ mol—l] VRP
[nm] [nm] [10° m™7] ) [kJ mol™]
mol™]
0.370[20] 0.44+0.02 9.6+0.7 0.42 4.7(d)[20]
[20] 0.55[20] [20]
0.310[20] 0.287[39] 27.1[59] 0.21[20]
0.42+0.02 0.53[20]  8.240.7 0.40 .
0.35%¢ [20] [20] : 9.45'[18]

@trom equation (2.25),(b)from equation (2.26), “trom equation (2.24) with g(r,d)exp), Dealculated from V=1

©trom overlap integrals, (f)experimental value (in acetonitrile), ®CDFT calculations Ref.[59]
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3.3 Apparatus

During the course of this work two ESR spectrometers were used. The Bruker spectrometer
was used for the temperature dependent experiments and the Jeol spectrometer was used
for the pressure dependent experiments. This chapter provides a description of the used

ESR spectrometers and the associated sample preparation.

3.3.1 Bruker ELEXSYS E500 / Temperature unit

The temperature dependent ESR spectra were recorded with a Bruker ELEXSYS E500 X-
Band spectrometer. The instrument is equipped with a temperature control unit

(ER4131VT) working at temperatures 100-500K.

For the sample preparation a special glass construction (Figure 3.14) was used which

enables the sealing of the sample solution under elimination of air.

Figure 3.14: Sample preparation under elimination of air.

The glass construction was connected to a one-way Pasteur pipette (sealed at the cone
end) via a screw cap. This installation was evacuated and vented with nitrogen 3 times.

After that, the sample was filled via a transfer pipette under nitrogen into the Pasteur
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pipette. The system was afterwards closed and frozen by dunking the Pasteur pipette into a
Dewar vessel with liquid nitrogen. The frozen system was evacuated and closed again
afterwards before the sample was melted. Through the melting process the remaining gas
in the sample solution was removed. This so called freeze-pump-thaw steps were repeated

3 times and finished by sealing the Pasteur pipette in vacuo.

3.3.2 Jeol 3-PX / high-pressure unit

The pressure dependent ESR spectra were recorded with a Jeol 3-PX X-band spectrometer
equipped with a home built high-pressure unit [40, 57]. The high-pressure unit was
modified by a high-pressure ESR cell. The construction of the ESR cell was done during this
work and is made of a fused silica capillary’ (0.d.:370 um, i.d.:100 pm) according to Hubbell
[50] and Yonker [55]. A silica capillary with a length of around 2 m was bent in a glass

blower flame 20-24 times.

Figure 3.15: High pressure ESR cell

The capillary was connected to the pressure generating part via a VHP Micro Ferrule
360um (Kinesis). Through an additionally added vessel at the end of the capillary it is
possible to clean and fill the cell easily. The sample pressure was varied between 0.1 and
100 MPa at 296 K. The structure of the high pressure unit is illustrated in the diagram in
Figure 3.16. Before filling the system with the sample, the system was completely

evacuated. In the meantime the sample was filled in the sample reservoir and bubbled

! Polymicro Technologies
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with nitrogen to avoid contact with air. Afterwards the vacuum was used to fill the sample
side of the system with the sample. By pulling the separation disc in direction of the
pressure generating part the media exchanger was filled with the sample solution. After
closing all valves at the sample side the pressure generating side was evacuated and filled
with the transmission fluid ethylene glycol. After closing all remaining valves the solution
was pressed via the mechanical hand pump into the high pressure cell. Because of the high
viscosity in the case of ILs this step takes longer and needs a bit of patience. When the
solution dripped out of the valve at the end, the filling of the ESR cell was finished and the
end valve could be closed. Now the pressure could be adjusted and ESR measurement

started.

to vacuum
system

transmission
fluid reservoir

rupture

pressure
side

high pressyfre ESR cell

Figure 3.16: Scheme of the high pressure unit.
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Step by Step instruction for filling:

O ® N oo vk~ W N PE

I = T = )
A W N L, O

15.
16.

17.

18.

The separation disc has to be completely pushed to the sample side
Switch on vacuum pump

Close valve 1, 2, 4, 6 and open valve 5 and 3 -> evacuation

Connect the empty sample reservoir with the nitrogen line

Close valve 3 and open valve 4 -> ventilation with nitrogen

Close valve 4 and open valve 3 -> evacuation

Repeat step 5. and 6

Close valve 3

Fill the sample reservoir and bubble nitrogen through the solution

. Open valve 4 and move the separation disc to the pressure side
. Close valve 4

. Open valve 1 -> evacuation of the pressure side

. Close valve 1 and open valve 2

. Filling of the high pressure pump with the transmission fluid by screwing the

mechanical regulation

Close valve 2

Open valve 6 -> screwing of the high pressure regulation slowly until the solution
drops out of valve 6. By filling the system with ILs do not exceed the pressure of 400
MPa. Brakes during the filling process meanwhile the pressure can drop down are
advised

Valve 6 should stay open until the pressure drops down to standard atmospheric
pressure

After closing valve 6 the measurements can start
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3.4 Interpretation of the ESR spectra

All ESR- spectra expect those measured in the solvent mixtures were simulated with a
home written computer program. The program is written in Matlab and Fortran 95 and is
based on the density matrix algorithm and simulates spectra based on an advanced
quantum mechanical approach [22]. An advantage of the program is the separate
simulation of each ESR line which allows the simulation of ESR spectra measured in ionic
liquids. Those are asymmetric because of the high viscosity, which makes it impossible to

simulate the spectra with other simpler programs.

The ESR- spectra measured in the solvent mixtures are simulated with a home written
compute program developed by Stiegler [23]. The program yields in linewidths and rate

constants.
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4, Results

4.1 Self-exchange reaction of [TTF/TTF ] in dependence of temperature

Temperature dependent ESR spectra were recorded for the self-exchange of TTF/TTF™ in
the ILs [emim*][Tf,N] and [bmim*][Tf,N'] and the organic solvent dimethylphthalate (DMP).
The shape on an ESR spectra changes with temperature and by increasing the
concentration of the neutral redox partner TTF. Responsible for this event is the electron
transfer between the charged radical and the neutral partner. The electron transfer is
inhibited in the high-viscous ILs, but by increasing the temperature it is possible to observe
the “slow exchange” region (Figure 4.1b) as well as the “intermediate” region (Figure 4.1c)
and the “fast exchange” region (Figure 4.1d). In the IL [emim*][Tf,N] the fast exchange limit
is reached at concentration of [TTF] = 27.9 mM and 358 K. The line broadening effect in
[bmim*][TfoN] is not as distinctive as in [emim*][Tf,N]. The reason for this is the higher
viscosity and the lower temperature limit. Above 338 K the signal disappears because the
radical decomposes. The maximum line broadening effect is reached at [TTF] = 20.0 mM
and 338K (Figure 4.2 d). The line broadening in DMP as an example of high-viscous organic
solvent reached the maximum broadening at 368 K and [TTF] = 14.1 mM in the fast

exchange region.
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Figure 4.1: ESR spectra of 0.4 mM TTF" in [emim*][Tf,N].with different concentrations of [TTF] at 358 K. (a)
[TTF] = 0 mM, (b) [TTF] = 5.66 mM (c) [TTF] = 15.5 mM, (d) [TTF] = 27.9 mM

A/

331 5 31 4 J,A 6

By fmT
31 331 2 3314 331.6 23 33| 4 331 6
Bg/mT E fmT

Figure 4.2: ESR spectra of 0.4 mM TTF" in [bmim][Tf,N].with different concentrations of [TTF] at 338 K. (a)
[TTF] = 0 mM, (b) [TTF] = 7.08 mM (c) [TTF] = 13.8 mM, (d) [TTF] = 20.0 mM
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a b
\ . . \ . . \
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Figure 4.3: ESR spectra of 0.4 mM TTF" in DMP with different concentrations of [TTF] at 368 K. (a) [TTF] =0
mM, (b) [TTF] =4.19 mM (c) [TTF] = 8.42 mM, (d) [TTF] = 14.1 mM

The concentration dependences of the observed exchange rates are plotted in Figure 4.4 -
Figure 4.6 for the different temperatures. The slopes of the very nice straight lines give the
concentration independent rates constants of the self-exchange reaction [TTF/TTF™"] in

three different solvents listed in Table 4-1 - Table 4-3.
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Figure 4.4: Temperature and concentration dependence of the exchange rate [TTF/TTF"'] in [emim*][Tf,N].
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Figure 4.5: Temperature and concentration dependence of the exchange rate [TTF/TTF"*] in [bmim*][Tf,N].
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Figure 4.6: Temperature and concentration dependence of the exchange rate [TTF/TTF"*] in DMP.

Table 4-1: Rates for the self-exchange reaction of [TTF/TTF '] in [emim*][Tf,N’]. Observed rate constants Koy,

and rates for diffusion kg calculated via equation (2.11) .

T Kobs Kiff
[108 M [10° M™s™]
298 1.68+0.06 2.01
308 2.090.03 2.92
318 2.81+0.03 4.05
328 3.700.07 5.45
338 4.8+0.2 6.94
348 6.240.3 8.91
358 7.70.4 11.0

81



Results

Table 4-2: Rates for the self-exchange reaction of [TTF/TTF '] in [bmim*][Tf,N']. Observed rate constants

kobs and rates for diffusion kg calculated via equation (2.11)

TIK Kobs Kaiff
[10° M7s™] [10° M™s™]
298 1.20+0.04 1.28
308 1.51+0.03 1.98
318 2.09+0.02 2.90
328 2.8710.01 4.06
338 3.80%0.02 5.48

Table 4-3: Rates for the self-exchange reaction of [TTF/TTF’'] in DMP in dependence of temperature.

Observed rate constants ks, rates for diffusion kg (via equation (2.11)) and k.. ( via equation (2.6))

TIK] " [mPa s] Kobs Kaife Ket
[108 Ms™) [108 M7s™) [108 M7s™)

298 13.65 1.5+0.1 4.84 4.2+0.9
308 9.00 2.42+0.08 7.58 6.7+0.7
318 6.31 3.58+0.08 11.2 10.040.6
328 4.73 4.92+0.09 15.3 13.8+0.7
338 3.71 6.6+0.2 20.2 19+1
348 3.02 8.5+0.2 25.5 2642
358 2.52 10.8+0.3 31.5 3443
368 2.16 13.5+0.4 37.7 4746

It is evident from the plots of In(kops) vs. 1/T (Figure 4.7 - Figure 4.8) that the calculated rate

constants of diffusion are so closed to the observed exchange rate constants that we can

expect a diffusion controlled electron exchange mechanism. A correction via equation (2.6)

would result in a negative value of ke. In DMP, a highly viscous organic solvent, the

observed rate constant is small enough (see Figure 4.9) to perform a diffusion correction

via equation (2.6) and this leads to the electron transfer rates k.. However, the rate

constants of the electron transfer and the rate constants of the diffusion are almost

identical (see Table 4-3). This indicates that the electron transfer reaction in DMP operates

in a region between diffusion and kinetic control.
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Figure 4.7: Temperature dependence of the experimental observed rate constant k. (®) and the calculated

rate constants of diffusion kg (°) of the redox couple [TTF/TTF™*] in [emim*][Tf,N].
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Figure 4.8: Temperature dependence of the experimental observed rate constant k. (®) and the calculated

rate constants of diffusion kg (°) of the redox couple [TTF/TTF™] in [bmim*][Tf,N].
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Figure 4.9: Temperature dependence of the experimental observed rate constant k., (®) and the calculated

rate constants of diffusion kg (*) of the redox couple [TTF/TTF™*] in DMP.

4.1.1 Activation energies / Discussion

Arrhenius plots of In(kops) versus 1/T for the ILs and In(ke) versus 1/T for DMP gave the
corresponding activation energies from the temperature dependent rate constants. Plots
are shown in Figure 4.7 and Figure 4.8 for the ILs and in Figure 4.10 for the DMP. The

resulting activation energies are listed in Table 4-4.

Table 4-4: Activation energies obtained from Arrhenius plots.

Temperature range

solvent E. [k) mol™] H, [kJ mol™] (K]
[bmim*][Tf,N] 25+1@ 27.3+0.7 298 - 338
[emim*][Tf,N] 23.0+0.5% 22.3+0.5 298 — 358

Dimethylphthalate 31.020.5® 24+1 298 - 368

Note: E,= Activation energy: In k = const.-E,/RT
H,from In n = const + H,/RT

@ from In kobs=In A — E,/RT (Figure 4.8 and Figure 4.7)
®) from In kee=In A — E/RT (Figure 4.10)
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Figure 4.10: Arrhenius plots of In(k) versus 1/T for DMP.

The electron transfer of the redox couple [TTF/TTF'"] is controlled by adiabatic solvent
dynamics in several organic solvents as published by Grampp and Jaenicke[20]. The

activation energy is according to the authors composed of two terms [20].

Ey = AGly, + H,, @.1)

Here, H, the longitudinal relaxation energy is obtained from Int, = Inb + H/RT. Because of
the lack of temperature dependent dielectric data for DMP the approximation H, = H,, was

used whereas the viscosity energy H, is obtained from Inn = const + H,/RT.

Table 4-5: Reorganization energies and free Gibbs energies for the redox couple [TTF/TTF "] in DMP

Ao(a) )\i AG *calc(b) AG *exp }\/4(C)
[kJ mol™] [kJ mol™] [kJ mol™] [kJ mol™] [kJ mol™]
14.5 17[20] 3.88 7.2+1.5 7.88

@ calculated via equation (2.21), ) _calculated via equation (2.15), used Vgp=4.0 kJ/mol[20], © calculated
via equation (2.27)
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As can be seen in the table above are the obtained AG*.,, for the electron transfer in DMP
almost twice as high than expected from the calculated AG* .. A comparison of the
experimental value to the A/4 shows that it seems to be, that the used Vgp is a bit
overestimated. Other reasons for the disagreement with the calculated values could be
that possibly the reaction distance in the high viscous solvent is larger so that the coupling
is not as strong as predicted. This assumption was confirmed by Rosokha and Kochi [61]
who found a very high resonance splitting energy of 19 kJ mol™ in the low viscous solvent
CH,Cl,. Furthermore an error from the estimation H, = H, may arise. The activation energies
in the two ILs are close to the activation energies for viscosity, what is expected because of

the diffusion controlled reactions.

4.2 Pressure dependence of the self-exchange reaction of [TTF/TTF"’]

The self-exchange of the redox couple [TTF/TTF'] was investigated on temperature
dependence in two different ILs, [emim*][Tf,N] and [bmim*][Tf,N] and two organic
solvents, dimethylphthalate (DMP) and acetonitrile (AN). A few recorded spectra are

presented below.
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Figure 4.11: ESR spectra of 0.4 mM TTF"* in [emim*][Tf,N] at different pressures at 296 K. (a) 0.1 MPa, (b)
30 MPa, (c) 70 MPa, (d) 100 MPa.
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Figure 4.12: ESR spectra of 0.4 mM TTF"" in [bmim*][Tf,N] at 296 K and 30 MPa. (a) [TTF] = 0 mM, (b) [TTF]
=3.0 mM (c) [TTF] = 6.7 mM, (d) [TTF] = 10.1 mM.
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Figure 4.13: ESR spectra of 0.4 mM TTF"" in DMP at 296 K and 50 MPa. (a) [TTF] = 0 mM, (b) [TTF] =

4.19 mM (c) [TTF] = 8.42 mM, (d) [TTF] = 14.0 mM.
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The pressure dependence of the line broadening effect is not as distinctive as the
temperature dependence. Figure 4.11 presents the line broadening of a radical solution of
0.4 mM TTF" in dependence on pressure. The broadening of the lines in Figure 4.11 is only
due to the increasing viscosity caused by increasing pressure. The line broadening effect at
elevated pressure in dependence on concentration is presented in Figure 4.12 - Figure 4.13.
The red lines in the figures are the simulated spectra and black ones are the experimental
spectra. The observed rate constants ko, from the simulation, are plotted against the
concentration for each pressure. It is apparent from the following plots that the points are
spread out. This difference in comparison to the temperature dependent experiments can
first of all be attributed to the ESR cell. The bent capillary has a lot of air cavities between

the single strings (see chapter 3.3.2) which leads to a higher signal to noise ratio.
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Figure 4.14: Pressure (0.1 — 40 MPa) and concentration dependence of the exchange rate [TTF/TTF '] in

[emim*][TF,N'].
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Figure 4.15: Pressure (60 — 100 MPa) and concentration dependence of the exchange rate [TTF/TTF '] in
[emim*][Tf,N].

The spreading of the points at higher pressures is more distinctive than at lower pressures.
This leads to errors below 10% for until 40 MPa and up to 30% for the higher pressures for

the bimolecular rate constants received from the slopes. All results are listed in Table 4-6.
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Figure 4.16: Pressure (0.1 - 50 MPa) and concentration dependence of the exchange rate [TTF/TTF ] in
[bmim*][Tf,N].
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Figure 4.17: Pressure (60-100 MPa) and concentration dependence of the exchange rate [TTF/TTF '] in
[bmim*][Tf,N].

The measurements in [bmim*][TfoN] resulted in the largest spreading within the high
pressure series. Although many points were measured, the slopes lead to rate constants
with errors around 30% and more (see Table 4-6). The reproducibility of several points was
not good, which leads to the assumption that the pressure increasing rate plays an

important role, as shall be discussed later.
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Figure 4.18:Pressure(0.1 — 40 MPa) and concentration dependence of the exchange rate [TTF/TTF"*] in
DMP.
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Figure 4.19: Pressure(50 — 90 MPa) and concentration dependence of the exchange rate [TTF/TTF '] in
DMP.

The high pressure ESR experiments in the organic solvent DMP lead to rate constants listed

in Table 4-7 with errors below 20 % except for the measurements at 70 and 90 MPa.
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Figure 4.20: Pressure (0.1-40 MPa) and concentration dependence of the exchange rate [TTF/TTF ] in AN.
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Figure 4.21: Pressure (0.1-40 MPa) and concentration dependence of the exchange rate [TTF/TTF"'] in AN.

Measurements of the self-exchange reaction of [TTF/TTF’’] in the low-viscous solvent
acetonitrile are done to compare with the high viscous solvents. The points lead to nice
straight lines and provide rate constants with an error below 5 % (see Table 4-7).
Temperature dependent measurements were also done, but the system is not stable at
higher temperatures in AN so that the results could not be used for further calculations.
However, in the pressure dependent experiments there was no evidence of any problem

with the stability of the substance.
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Table 4-6: Rates for the self-exchange reaction of [TTF/TTF"'] in [emim'][Tf,N] and [bmim‘][Tf,N] in

dependence of pressure at 296 K. Observed rate constants k., and rates for diffusion kg (equation (2.11)).

[emim™][Tf,N] [bmim™[Tf,N]
P [MPa] Kobs Kaife Kobs Kaiff
n{mPas] [10" M7 [10’ M7 n{mPas] (10’ M7s ™) (10" M7
0.1 36.75 15.7+0.5 18.0 56.06 1743 11.8
10 41.19 16.1+0.6 16.0 63.24 2146 10.4
20 46.16 15.1+0.9 14.3 71.42 2047 9.25
30 51.67 151 12.8 80.66 2249 8.19
40 57.77 151 11.4 91.09 2347 7.25
50 64.51 1613 10.2 102.87 26+7 6.42
60 - - - 116.18 26+7 5.69
70 80.16 1715 82.4 131.21 2548 5.04
80 89.20 18+1 74.1 148.19 2247 4.46
90 99.16 17+4 66.6 167.36 1745 3.95
100 110.10 1845 60.0 189.01 1614 3.50

Table 4-7: Rates for the self-exchange reaction of [TTF/TTF"*] in DMP and AN in dependence of pressure at

296 K. Observed rate constants k., ,electron transfer rates k. (via equation (2.8) ) and rates for diffusion

kqi¢s (via equation (2.11)).

DMP AN
P [MPa] Kobs Kobs Kaits Ket
n [mPas]

[10’ M7 [10°M's™  [10°M7s™] | [10° MT's™]
0.1 16+2 0.36 4411 186 8315
10 18+1 0.38 4142 175 7748
20 16.8+0.5 0.40 4242 165 8418
30 161 0.42 39+1 156 76+5
40 1943 0.44 37+1 148 7345
50 18+3 0.47 38+2 141 8148
60 2345 0.49 35+1 135 7446
70 2346 0.51 3441 129 7045
80 0.53 3442 124 7548
90 1816 0.56 33#1 119 73+7
100 0.58 32+1 114 7246
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The in listed rate constants kqps Table 4-6 and Table 4-7 are plotted together with the

calculated rate constants of diffusion in the following figures.
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Figure 4.22: Pressure dependence of the experimental observed rate constant k. (¢) and the calculated

rate constants of diffusion kg (°) of the redox couple [TTF/TTF"*] in [emim*][Tf,N] at 296 K .
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Figure 4.23: Pressure dependence of the experimental observed rate constant k,, (®) and the calculated

rate constants of diffusion kg (°) of the redox couple [TTF/TTF"*] in [bmim*][Tf,N] at 296 K .
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Figure 4.22 and Figure 4.23 clearly show that the observed rate constants are higher than
expected from the observed diffusion control in the temperature dependent experiments.
Figure 4.22 shows nicely that it seems to be that until 20 MPa the diffusion control,
observed by the temperature experiments, can be observed as well but from that point on
the observed rate constants deviate from the calculated rate constants of diffusion. This
indicates that upon reaching a certain viscosity a breakdown of the diffusion model or
possibly a break of the diffusion per se occurs, something which will be discussed in more

detail later.
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Figure 4.24: Pressure dependence of the experimental observed rate constant k. (¢) of the redox couple

[TTF/TTF™] in DMP at 296 K .

The difference between the calculated rate constants of diffusion and the observed rate
constants in acetonitrile is large enough to perform the diffusion correction via equation

(2.11). The rate constants ke; obtained are listed in Table 4-7.
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Figure 4.25: Pressure dependence of the experimental observed rate constant k. (¢), the calculated rate
constants of diffusion kg () and the rates for the electron transfer k., (*) of the redox couple [TTF/TTF"']

in AN at 296 K .

4.2.1 Activation volume / Discussion

From the plot In(ket) vs. p in Figure 4.25 and from the resulting slope, the activation volume

AV; could be calculated using equation (2.46). The observed activation volumes AijS for
the redox couple [TTF/TTF'] in [emim™][Tf,N], [bmim*][Tf.N] and DMP were obtained

from the slopes in Figure 4.22 - Figure 4.24 and listed in Table 4-8.

Table 4-8: Activation volumes obtained from the plots In(k,) vs. p and In(k) vs. p.

AVjiff Aijs AV; Pressure range
solvent —
[cm® mol™] [cm® mol™] [cm® mol™] [MPa]
[bmim™][TfoN] 30.1 -10 £3 0.1-80
[emim*][Tf,N] 27.2 -4+1 0.1-100
dimethylphthalate - -11+43 0.1-70
acetonitrile 12 7.7+0.6 3+1 0.1-100
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Figure 4.22 and Figure 4.23 show that the observed rates are higher than predicted from
the calculated rate constants for diffusion. This leads to the assumption that the diffusion
model is no longer valid or that no diffusion happens at such high viscosities. This in turn
would mean that the observed kqps is expected to be ke,. The formation of a strong solvent
cage around the redox couple would be possible. Strehmel et al published rates of the
lophyl radical dimerization [3, 64] in ILs and reporting also higher rates in higher viscous ILs
as expected. This fits to the present results and affirmed the assumption that the electron
transfer reaction occurs within a solvent cage. This would mean that no diffusion occurs
and the redox couple is captured within the solvent cage. It is known from literature [9, 25]
that ILs have an organized local structure as well in the solid phase as in the liquid phase,
containing free space within the alternating pattern of the ions. These spaces can act like a
cage and host molecules, as reported by Castiglione[6]. By a 129%e chemical shift NMR-
experiment, the authors could prove the cage-like structure in several ILs and conclude
from the chemical shift to the cage size. The reported cage size of 9.2 A in [obmim*][Tf,N7] is
in the region of the size of a [TTF/TTF""] precursor complex dimension (given in Ref.[20] in
approximation via an ellipsoid model). The melting points, T, for the solvents
[emim™][Tf,N], [bmim*][Tf,N] and DMP at atmospheric pressure are relatively high (Tm:
[emim®] [Tf,N], 256 K [16], [bmim™][Tf,N], 271 K [16] and DMP, 279 K [38]). Under the
assumption that the melting points increase with increasing pressure it may be possible
that the melting points are reached or at least the region around the points where the
flexibility of ions in the ILs is reduced. A reduced flexibility of the ions in ILs could prevent
the further diffusion of the reaction partners through the solution. The redox couples
which are captured in the cages of the ILs still undergo electron transfer. This assumption
could be a possible explanation for the worse reproducibility of the measured points at
high pressures in the ionic liquids. It is thinkable that the rate of pressure increase during
the measurements plays an important role. How fast the point is reached, from where the
redox partner cannot diffuse anymore, decides how many redox couples are captured
together in a solvent cage. Within this work the pressure increasing rate was not

considered but it would make sense to consider it in the further work on in this field.
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The calculation of the diffusion rates in DMP was not possible because of missing pressure
dependent viscosity data. But, the observed activation volume of -10 cm®mol™ is in the
same range like the activation volumes in [bmim™][Tf,N]. This could also be due to a
present solvent cage in the DMP. DMP has the highest melting point within the measured
solvents. It could be that the DMP reached its melting point by the increase in pressure and

the redox couples are captured in the freezing structure of DMP.

In comparison to the experimental AV

pss the volume describing the compression of the ILs

surrounding the [TTF/TTF™"] couple was calculated according to Swaddle [65](see equation
(2.51)).This approach yielded values of -4 cm® mol™ and -3 cm® mol™ for [emim*][Tf,N],
[bmim*][Tf,N], respectively. It appears that the negative experimentally determined

activation volume AijS in the ILs simply reflects their compression.

The experimental activation volume for the redox couple [TTF/TTF"*] in the low-viscous
organic solvent acetonitrile is found as 3 cm?/mol. This is comparable to other organic
redox couples in acetonitrile, like [DDQ/DDQ’] and [TCNE/TCNE’] (7,0 cm® mol*and 8,2

cm® mol™)[57].

98



Results

4.3 Self- exchange reaction of [TCNE/TCNE"] in dependence of temperature

ESR line broadening experiments were carried out in four different ILs. Three of them are
ILs with a bis(trifluoromethylsulfonyl)imide anion and variable sidechains on the
methylimidazolium cation. Figure 4.26 shows the line broadening effect of the redox couple
[TCNE/TCNE"] at 333 K, where the spectrum of the single radical solution of TCNE™ (a)
shows nine very narrow lines. The lines get increasingly more broadened by increasing the

concentration of [TCNE].

- d - - - . - - - - L
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Figure 4.26: ESR spectra of 0.75 mM TCNE “in [emim*][Tf,N] at 333 K. (a) [TCNE] = 0 mM, (b) [TCNE] = 12
mM (c) [TCNE] = 40 mM, (d) [TCNE] = 68 mM.

Figure 4.27 shows the effect on the line width without electron exchange by increasing
temperature. The lines get narrower by increasing the temperature due to the decreasing

viscosity of the ILs.
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Figure 4.27: ESR spectra of 0.75 mM TCNE"“in [emim*][Tf,N] at (a) 288 K, (b) 308 K (c) 333 K, (d) 358 K.

The rate constants received from the simulation are plotted vs. the concentration of

neutral TCNE. Very linear straight lines are obtained in all measured ILs.
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Figure 4.28: Temperature and concentration dependence of the exchange rate [TCNE/TCNE"] in

[emim*][TF,N].
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Figure 4.29: Temperature and concentration dependence of the exchange rate [TCNE/TCNE ] in

[bmim][TH,N].
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Figure 4.30: Temperature and concentration dependence of the exchange rate [TCNE/TCNE ] in

[hmim][TE,N].
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Figure 4.31: Temperature and concentration dependence of the exchange rate [TCNE/TCNE ] in

[bmim*][BF,].

The slopes from Figure 4.28 to Figure 4.31 give the bimolecular rate constants kqps Which

are listed together with the calculated rate constants for diffusion kg in Table 4-9 and

Table 4-10. The electron transfer rate could be calculated for all measured ILs and are listed

also in the tables mentioned before. For comparison of ks, kgitr and ke all of them are

plotted together in the following figures.
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Figure 4.32: Temperature dependence of the experimental observed rate constant k. (¢), the calculated
rate constants of diffusion kg () and the rates for the electron transfer k. (*) of the redox couple

[TCNE/TCNE™] in [emim*][Tf,N].
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Figure 4.33: Temperature dependence of the experimental observed rate constant k., (¢), the calculated
rate constants of diffusion kg () and the rates for the electron transfer k. (*) of the redox couple

[TCNE/TCNE ] in [bmim*][Tf,N].
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Table 4-9: Rates for the self-exchange reaction of [TCNE/TCNE"] in [emim'][Tf,N] and [bmim®][Tf,N] in

dependence of temperature. Observed rate constants k., , electron transfer rates k., (via equation (2.8) )

and rates for diffusion kg (via equation (2.11)).

[emim*][Tf,N]

[bmim™][Tf,N]

TIK ; kobs7 kdiff7 ket7 ; kobs7 kdif'f7 ket7

[10 [10 [10 [10 [10 [10

[mPa s] i i 1 4 | [mPas] 14 44 41

M7s™] M™7s™] M7s™] s7] M™7s™] M™s™]
288 49.06 4.7+0.1 13.0 16.8+2 80.41 2.58+0.06 7.94 7.4+0.5
293 39.86 5.840.1 16.3 20.3+1 62.99 3.5+0.1 10.3 11+1
298 33.13 6.5+0.2 19.9 18.3+2 50.50 4.6+0.1 131 16+2
303 27.80 9.1+0.1 24.2 37.1+2 | 41.15 5.910.1 16.3 2242
308 23.60 10.9+0.1 28.9 44,612 | 34.02 7.410.1 20.1 2842
313 20.26  13.1+0.1 34.2 56.6+3 | 28.59 9.1+0.2 243 3613
318 17.60  15.4+0.2 40.0 67.5+3 | 24.22 11.0+0.2 29.1 4543
323 15.31  18.0+0.2 46.8 78.0+4 | 20.74 13.1+0.2 345 5414
328 13.53  20.740.2 53.7 91.14#5 | 17.88 15.4+0.2 40.7 6414
333 12.01  23.940.3 61.4 107+6 15.60 18.1+0.3 47.3 7745
338 10.74  27.0+0.3 69.8 119+7 13.75 21.0+0.3 54.5 91+6
343 9.66 30.840.6 78.7 141+15 | 12.15 24.2+0.4 62.6 10748
348 8.72 34+1 88.5 155+24 10.83 27.8+0.5 71.2 12610
353 7.94 38+1 98.5 173+30 9.72 31.6+0.5 80.5 146112
358 8.79 35.1+0.6 90.3 157412
363 7.97 38.7+0.7 101 166114
368 7.27 42.8+0.9 112 18017
373 6.65 46+1 124 181+18
378 6.11 51+2 137 201126
383 5.63 51+2 151 157422
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Figure 4.34: Temperature dependence of the experimental observed rate constant k. (¢), the calculated

rate constants of diffusion kg () and the rates for the electron transfer k. (*) of the redox couple

[TCNE/TCNE ] in [hnmim*][Tf,N].
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Figure 4.35: Temperature dependence of the experimental observed rate constant k., (¢), the calculated

rate constants of diffusion kg () and the rates for the electron transfer k. (*) of the redox couple

[TCNE/TCNE"] in [bmim*][BF,].
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Table 4-10: Rates for the self-exchange reaction of [TCNE/TCNE"] in [hmim'][Tf,N] and [bmim‘][BF,] in

dependence of temperature. Observed rate constants k., electron transfer rates k. (via equation (2.8) )

and rates for diffusion kg (via equation (2.11)).

[hmim®][Tf,N]

[bmim*][BF,]

TIK ] kobs7 kdif'f7 ket7 ; kobs7 kdif'f7 ket7
[10 [10 [10 [10 [10 [10
[mPa s] i i 1 4. | [mPas] 1 44 41
M7s™] M™7s™] M™7s™] M7s™] M™7s™] M™s™]
288 120.08 1.8+0.1 5.32 5+1 187.17 1.1+0.2 3.47 3%1
293 91.94 2.4+0.1 7.07 71 139.18 1.240.1 4.73 2.5£0.6
298 71.85 3.1+0.1 9.20 9+1 105.97 1.410.1 6.31 2.4+0.5
303 57.17 4.1+0.1 11.8 13+1 82.40 1.75+0.05 8.26 3.1+0.2
308 46.23 5.310.1 14.8 18+1 65.28 2.18+0.09 10.6 3.710.3
313 37.93 6.610.1 18.3 2311 52.59 2.831£0.03 134 4.910.1
318 31.53 8.1+0.1 22.4 30+1 43.00 3.510.1 16.8 5.910.4
323 26.53 9.840.1 27.0 3612 35.65 4.39+0.09 20.7 7.620.3
328 22.55 11.810.1 32.2 4412 29.91 5.210.2 25.2 8.910.6
333 19.36 14.0£0.1 38.1 53+2 25.38 6.410.1 304 11.2+0.4
338 16.77 16.510.2 44.7 6413 21.76 7.410.3 36.2 12.6x0.9
343 14.65 19.4+0.2 51.9 7613 18.82 8.910.1 42.9 15.3t0.4
348 12.89 22.4+0.3 59.9 9044 16.42 10.1+0.4 50.3 17101
353 11.42 25.9+0.4 68.5 10616 14.44  11.96+0.06 58.5 20%0.2
358 10.18 29.4+0.4 78.0 12016 12.78 13.3+0.5 67.6 22+1
363 9.13 32.610.1 88.1 125+2 11.40 15.6+0.1 77.6 26.0+0.3
368 8.23 36.240.1 99.1 13442 10.22 16.7+0.6 88.5 27%2
373 7.46 39.61+0.3 111 13943 9.22 19.5+0.3 100 31.940.7
378 6.79 44.0+0.3 123 1534+ 8.35 20+1 113 3243
383 6.21 48.5+0.5 137 1676+
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4.3.1 Solvent dynamics

So-called Weaver plots [70, 71] were used to clarify whether this reaction shows a solvent
dynamic effect as described in chapter 2.4. In organic solvents the self-exchange reaction of
the [TCNE/TCNE"] redox couple is controlled by adiabatic solvent dynamics as published by
Grampp and Janicke [20]. To prove the solvent dynamic effect in the case of ionic liquids,
plots were made according to equation (2.41), which should result in slopes of unity for the
diabatic case and according to equation (2.42), which should result in slopes of unity for
the adiabatic case. It is apparent from Table 4-11 that the difference between the €.. and
np’ is significant. Therefore, for comparison, calculations of reorganization energies with

experimental values of €. and with np’ as an approximation are listed in Table 4-12.

Table 4-11: Square of the refractive indices no’, dielectric parameters .. and g and the relaxation times t,

at 298 K for the listed ILs.

Solvent Np €oo £ T [ps]
[emim*][Tf,N] 2.02 3.23 12.25 58.92
[hmim*)[TfN] 2.05 2.58 12.5 40.40
[bmim*)[TfN] 2.04 3.03 11.52 112.12
[bmim*][BF4] 2.03 2.21 13.97 28.54

Table 4-12: Pekar factors y and reorganization energies for the redox couple [TCNE/TCNE ] in different ionic

liquids
Solvent V(1) v2) (KeiVn)obs ) (KelVnobs”)  AG* ™ AG* i
[10"%™) [10%"  [Kmol"] [k mol™]
[emim'][TF,N] 0.228  0.413 1.62 19.4 11.10 17.26
[hmim*][Tf,N]  0.308  0.409 2.37 9.25 13.76 17.13
[bmim™][Tf,N]  0.243  0.404 1.74 1.52 11.61 16.98
[bmim*][BF;]  0.381  0.421 1.63 2.80 16.20 17.54

@ Pekar factor calculated via (2.22)
@ _pekar factor calculated via(2.22) using the approximation 1/5(,<.=1/nD2

AG* ... calculated via equation (2.15), used Vgp=4.7 kJ/mol[20]
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The following double logarithmic plots according to Weaver use values from Table 4-12,

once with the approximation e.=np” and once with the experimental €...

27 26

[ J :
- ® [bmim*]
[emim*] [emim'] [TF,N]
26 - [TF,N]
25 4 [hmim*]
25 A [TF,N]
Iny, | ® i In y = 77.434x - 9.2052
(Kelvn)obs mInj (Kelvn%ﬂ',s T @ [bmim*]
[BF,] (BF,]
23 ~ 4
y =-1.145x + 51.754
22 T T 23 T T
22 23 24 0.43 0.44 0.45 0.46
|n(v0.5t-1) |n(v_0.5)
Figure 4.36: Weaver application for the Figure 4.37: Weaver application for the diabatic
adiabatic case by using no’. case by using no’.
25 24
y =-0.2705x + 23.692
y =0.0447x + 22.492 _ ® [hmim*]
24 [hmim?*] [Tf,N7]
Hsz’]
23.6 4 [bmim*]
.7
In [omim*] Femim?] [bmif*] [TF,N
(Keu"i) bs : [TF,N] . In °
05| [Tf,N] [BF,]
(Kelvn)obs ° ) [}
{bmim?] [emim*]
[BF,] [TF,N
22 : : : 23.2 T T T
22 225 23 235 24 0.4 0.5 |n(()'(-5°-5) 0.7 0.8
In(y®5t?) \4
Figure 4.39: Weaver application for the adiabatic Figure 4.38: Weaver application for the diabatic
case by using €... case by using €...

It is obviously from Figure 4.36 -Figure 4.37 that both, the adiabatic and the diabatic
application, do not result in a slope of unity. Why Weaver plots completely failed generates
the perception that the approximation of Np’=€= is not effective for the investigated ionic

liquids. But, the Weaver plots in Figure 4.38 and Figure 4.39, with Pekar factors calculated
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from €.. values, also failed. Is not really astonishing that the diabatic application failed
because according to Grampp et al. [20] one would expect an adiabatic solvent dynamic
effect for the self-exchange reaction of the redox couple [TCNE/TCNE"]. The application for
the adiabatic case in Figure 4.39 shows a more or less solvent independent trend. There
are two possible explanations for that, one is that the application of a Pekar factor for ILs is
guestionable in general. Because ILs are composed of discrete charged parts and have no
dipole moments like organic solvent molecules. Of course, the measurement of a dielectric
constant is possible and values are available in literature, but the published dielectric
constants for ILs are very different. And this could be another reason for the strange
behaviour in Figure 4.39. The used dielectric constants are from different authors and
especially the values available in literature for [emim*][TfoN] and [bmim*][Tf,N] are very
different. To exclude an error from using different sources of the dielectric parameters, a
Weaver plot with temperature dependent dielectric parameters of [hmim*][Tf,N] and
[bmim*][BF,] was made (see Figure 4.40). Values used for the plot below, are listed in Table

4-13.

26

y =1.1919x - 0.3576

25 -~

24 ~
In(kelvn),, y = 1.0897x - 0.5607

23 A

@ [hmim][NTf2]

22 -~
® [bmim][BF4]

21 T T |

20 20.5 21 215 22
|n(v0.5t-1'|'-0.5)

Figure 4.40: Weaver plots with temperature dependent values for the ILs [hmim*][Tf,N] (red) and

[bmim*][BF,] (blue).
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Table 4-13: Temperature dependent Pekar factors y and reorganization energies for the redox couple

[TCNE/TCNE"] in different ionic liquids

(KeIVn)obs }\o(b) Ai(C) AG*calc(d)
Solvent T (@)
[10%"]  [kmol™]  [kImol™]  [kImol™]
[hmim*][Tf,N] | 288 0.410 2.14 54.62 12.61 12.12
293 0.409 2.65 54.55 12.99 12.15
298 0.409 3.14 54.48 13.36 12.18
303 0.408 4.13 54.41 13.72 12.21
308 0.407 5.38 54.33 14.07 12.24
313 0.407 6.51 54.25 14.42 12.26
318 0.406 7.72 54.16 12.61 12.28
323 0.405 8.81 54.07 12.99 12.30
328 0.405 10.2 53.97 13.36 12.32
333 0.404 11.4 53.86 13.72 12.34
338 0.403 12.9 53.75 14.07 12.36
[bmim*][BF4] 288 0.421 0.618 56.17 12.66 12.51
293 0.421 0.425 56.16 12.85 12.55
298 0.421 0.381 56.15 13.04 12.60
303 0.421 0.460 56.13 13.22 12.64
308 0.421 0.523 56.11 13.41 12.68
313 0.421 0.648 56.09 13.59 12.72
318 0.420 0.736 56.07 13.77 12.76
323 0.420 0.896 56.04 13.95 12.80
328 0.420 0.984 56.01 14.12 12.83
333 0.420 1.17 55.98 14.30 12.87
338 0.419 1.24 55.94 14.47 12.90

...Pekar factor calculated via y=1/nDZ-1/e

...calculated via equation (2.21)

© calculated via equation (2.20), used Aiee=27.2 kJ/mol[59]
...calculated via equation (2.15), used Vgp=4.7 kJ/mol[20]

110



Results

For both ILs slopes of approximately unity are obtained which indicates a dependence of
the pre-exponential factor on the longitudinal relaxation times 1|, as suggested by Weaver
for the adiabatic case. But, the plot results in straight lines with slightly different slopes.
This possibly explains the behaviour in Figure 4.36, the reason therefore could be a
potentially different reaction distance in the different ILs. But, we now can conclude that
the electron transfer in the ILs seems to be adiabatic. Now it is possible to determine an
experimental value for g(r,d) via equations (2.44) and (2.45). The temperature dependence

was included by the application of y/T.

'1.3 T T T T T
0.00115 0.0012 0.00125 0.0013 0.00135 0.0014 0.00145
-1.5 ~

y =-4188.2x + 3.5117
R?=0.968

-1.7 A

s
(Vo)
1

v-0.5T0.5)

In(k,
N
[N

| g(r,d)

yTt

Figure 4.41: Determination of g(r,d) of the redox couple [TCNE/TCNE ] in [hmim*][Tf,N]. Calculations of

the Pekar factor via nDz.

For comparison, the same plot as above with Pekar factors calculated via €.. shows in
Figure 4.42 a nonlinear dependence. This makes no sense and was crucial to decide in the
following and in the calculations for Figure 4.40 the Pekar factors calculated via the

refractive indices will be solely concentrate on.
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Figure 4.42: Determination of g(r,d) of the redox couple [TCNE/TCNE ] in [hmim*][Tf,N]. Calculations of

the Pekar factor via ¢..
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Figure 4.43: Determination of g(r,d) of the redoxcouple [TCNE/TCNE"] in [bmim®*][BF,].

The obtained experimental values for g(r,d)exy and des are listed in Table 4-14. The
observed distance in the precursor complex of the redox couple [TCNE/TCNE"] in the IL
[hmim*][Tf,N] is with 4.5 A in a very good agreement with the 4.4 A distance in

nonethereal solvents published in ref. [20]. The reaction distance in the IL [bmim*][BF4] is
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with 4.8 A slightly larger but this discrepancy is within the given error margin (see Table

4-14).

Table 4-14: Experimental values for g(r,d) and the resulted experimental reaction distance d,

Solvent g(r,d)exp [10° m™] dexp® [nm]
[hmim*][Tf,N] 10.0+0.6 0.45+0.01
[bmim*][BF,] 11+1 0.48+0.02

(a) calculation via equation(2.24) with g(r,d)ex,

4.3.2 Activation energies / Discussion

For the calculation via the Arrhenius plots, only the temperature ranges with published
solvent parameters were used. The data used for each measured IL are plotted together in

Figure 4.44. Resulting activation energies E,, obtained from the slopes are listed in Table

4-15.
22
@ [bmim][BF4]
214 e o [bmim][NTf2]
e o [emim][NTf2]
_ [ ] [}
20 P o [hmim][NTf2]
[ ]
19 N ¢ L] ¢ o
In(k,,) ® o ® o °
18 ~ T ° 2
[ ]
17 - ® o o
16 T T T
0.0028 0.003 0.0032 0.0034 0.0036
1/T [K7]

Figure 4.44: Arhenius plots for the self- exchange reaction of the redox couple [TCNE/TCNE"] in different

ionic liquids.
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Table 4-15: Activation energies E,, activation enthalphies of the viscosity H, and activation enthalpies of

the relaxation process H; of self- exchange reaction of the redox couple [TCNE/TCNE"] in different ionic

liquids.
solvent E.[Kmol]  Hy[kimol']  He [k mol?] tegr‘]’;a[t;]re
[bmim*][TF,N] 38410 27.6%0.5 - 288 - 348
[emim*][TH,N] 35420 24.8+0.1 - 288 — 333
[hmim*][TF,N] 40.7+0.9" 31.7+0.5 2743 288 - 338
[bmim*][BF,] 35.720.7® 33.140.5 17+3 298 - 338

H. from Int = const + H/RT, H, from Inn = const + H,/RT
T...longitudinal relaxation time

@ from Ink.=In A — E,/RT

Based on the assumption mentioned before that the electron transfer appears adiabatic,

the AG*.,, were obtained via equation (4.1) described in chapter 4.1.1.

For the solvents with no data available for calculations of values of the longitudinal
relaxation energy H. the approximation H; = H, was used. The comparison of H. and H,
values in Table 4-15 indeed shows that this approximation is not really perfect. H, for the IL
[bmim™][BF4] is almost twice as high than the value for H.. The so obtained AG*., are
listed in the direct comparison to the calculated ones AG*, in Table 4-16. Additionally,

calculated energies are listed using the experimental g(r,d) values out of Table 4-14.

Table 4-16: Comparison of the calculated and experimental free Gibbs energies for the electron transfer

reaction of the redox couple [TCNE/TCNE"’]

b
AG*exp AG*calc(a) AG*calc,dexp( )

temperature
solvent N 4 3
[kJ mol™] (k) mol™}] (k) mol™] range [K]
[bmim*][Tf,N] 1042 12.03 - 288 - 348
[emim*][Tf,N] 1142 12.31 - 288 — 333
[hmim*][Tf,N] 14+1 12.18 12.75 288 - 338
[bmim*][BF,] 18+1 12.59 15.36 298 - 338

(a) calculated via equation (2.15), using Vgp=4.7 kJ mol[20] and Aiee=27.2 kJ mol ™ [59]

(b) calculated via equation (2.15) with A, calculated via equation (2.21) with g(r,d)e, from Table 4-14,
using Vgp=4. kJ mol'1[20] and Aiee=27.2 kJ mol’1[59]
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By using experimental values of AG*.,, for a Weaver plot in Figure 4.36, a straight line with
slope of unity is found (see Figure 4.45). This indicates clearly that the calculation of the
Marcus energy via the reorganization energy given by A/4-Vgp seems to be incorrect. The
used Vgp = 4.7 kJ mol™ does not influence the slope in the weaver plot. This leads to the
assumption that just the calculation of the reorganization energy A failed. The comparison
in Table 4-16 shows that the AG*,c values for the listed ILs are very similar which could not
confirmed by the experimental values AG*¢,. One reason for that could be the reaction
distance, d. By using the experimental g(r,d) values extracted from Table 4-14 for the
calculation of AG*,c.0bs changes the situation a bit (see Table 4-16, column 4). Especially in
ILs it is conceivable that the reaction distance of precursor complex is dependent on the
solvent because the ILs has, as already mentioned before, an ordered structure like in a
crystal. The structure in the ILs [6, 9, 25, 51] and their cavities in between the alternating
pattern could influence the reaction distance a bit. Another reason for an insufficient A
calculation is, as already mentioned before, the Pekar factor. The calculation of the A, via
the dielectric continuum model as suggested by Marcus is still questionable and the

produced errors in calculations via this model are conceivable.

25
[bmim*][BF,]

y =1.0288x - 0.2005 [hmim*][Tf,N: b

24 -~

IN(KeVi)ops °

23 - ® [emim*][Tf,N]
[bmim*][Tf,N"]

22 , | :

22 22.5 23 23.5 24
In(y®5t?)

Figure 4.45: Weaver plot with experimental observed AG* values and pekar factors calculated via the

refractive indices.
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Results

Self-exchange reaction of [DDQ/DDQ"] in the solvent mixtures

ESR spectra from DDQ’™ radical anion were recorded in different solvent mixtures as listed

in chapter 3.1.8. The concentration of the radical [DDQ"] in the solution was kept constant

at approximately 1-10™ M. A concentration change by added neutral substance [DDQ] gave

rise to the line broadening effect. The exchange rates received from the simulation in

dependence on [DDQ] are displayed in the following plots.
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cDDQ[M]

Figure 4.46: Observed rates 298 K in dependence

of [DDQ] in solvent mixture M1a
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Figure 4.47: Observed rates 298 K in dependence

of [DDQ] in solvent mixture M1b
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Figure 4.48: Observed rates 298 K in dependence

of [DDQ] in solvent mixture M1c
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Figure 4.49: Observed rates 298 K in dependence
of [DDQ] in solvent mixture M1d.
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Figure 4.50: Observed rates 298 K in dependence
of [DDQ] in solvent mixture M1f.
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Figure 4.51: Observed rates 298 K in dependence

of [DDQ] in solvent mixture M1e.
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Figure 4.52: Observed rates 288 K in dependence

of [DDQ] in solvent mixture M1j.
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Figure 4.53: Observed rates at 288 K in

dependence of [DDQ] in solvent mixture M1h.
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Figure 4.54: Observed rates at 288 K in

dependence of [DDQ] in solvent mixture M1i.
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Figure 4.55: Observed rates at 328 K in

dependence of [DDQ] in solvent mixture M155b.
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Figure 4.56: Observed rates at 328 K in Figure 4.57: Observed rates at 328 K in
dependence of [DDQ] in solvent mixture M155c. dependence of [DDQ] in solvent mixture M155e.

The bimolecular rate constants ko,s observed from the slopes in Figure 4.46 - Figure 4.57
are listed in Table 4-17 together with the calculated rate constants of diffusion kg and the

rate constants of the electron transfer Ket.
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Table 4-17: Rates for the self-exchange reaction of [DDQ/DDQ’] in different solvent mixtures at given
temperature. Observed rate constants k.., electron transfer rates k.. (via equation (2.8)) and rates for

diffusion kg (via equation (2.11)).

So_Ivent TIK ‘. Kobs Kaiff Ket
mixture [10°m7s™ [10"°M7sY] [10°MTs T
M1la 298 5.9 9.1+0.4 1.077 11.00.6
M1b 298 8.6 9.9+0.7 1.091 13+1
M1c 298 11.6 10.5+0.3 1.090 13.3+0.4
M1d 298 15.1 10.7+0.6 1.082 16+1
M1le 298 18.7 12.3+0.2 1.090 14.7+0.3
M1f 298 23.4 11.620.4 1.091 12.140.6
M1j 288 8.9 7.440.5 1.017 86.6+0.7
M1h 288 16 11.8+0.9 1.016 1542
M1i 288 25.2 10.7+0.3 1.014 13.6+0.5
M155b 328 7.5 9+2 1.207 10+2
M155¢ 328 9.6 14.3+0.9 1.202 19+2
M155¢e 328 14.8 14.9+0.4 1.202 19.940.8

4.4.1 Solvent dynamics

Weaver plots were used to clarify if there is a solvent dynamic effect as described in
chapter 2.4 . The self- exchange reaction of the redox couple [DDQ/DDQ"] is in organic
solvents controlled by adiabatic solvent dynamics as published by Grampp et al. [21]. To
prove the adiabatic solvent dynamic effect in the solvent mixtures, plots were made

according equation (2.42), which should result in a slope of unity for the adiabatic case.
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Table 4-18: temperature dependent Pekar factors y and reorganization energies for the redox couple

[DDQ/DDQ"] in different solvent mixtures at at given temperatures.

Solvent mixture T v(a) Tl [ps] (ke A" 86"

[10"s"]  [kimol™  [kimol?]
M1la 298 0.349 26.6 8.3 46.10 3.03
M1b 298 0.402 17.6 18.5 53.07 4.77
M1lc 298 0.433 12.5 29.6 57.11 5.78
M1d 298 0.452 9.1 39.2 59.64 6.41
M1le 298 0.465 6.9 56.2 61.41 6.85
M1f 298 0.476 5.2 59.7 62.82 7.20
M1j 288 0.407 17.9 17.3 53.77 4.80
M1h 288 0.458 9.0 61.4 60.39 6.46
M1i 288 0.480 5.1 73.6 63.31 7.19
M155b 328 0.376 18.5 6.91 49.64 4.32
M155c 328 0.406 13.8 17.7 53.53 5.29
M155e 328 0.442 8.1 29.0 58.27 6.48

(a)...pekar factor calculated via y=1/nD2-1/s

) calculated via equation (2.21)

@ calculated via equation (2.15), used Vgp=13.4 kimol™ [20] and A, calculated via eq.(2.20) with A..=40.9
kimol™
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Figure 4.58: Weaver plot for the adiabatic case with calculated AG* values.
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The plot in Figure 4.58 confirmed the adiabatic solvent dynamic effect. This allows a

determination of an experimental value for g(r,d) via the slope of the line in Figure 4.59.

0 T T
0.0q105 _® 0.00135 0.00165
05 - y = -2639.4x + 2.8247

4

yT!

Figure 4.59: Determination of g(r,d).y, via equations equations (2.44) and (2.45).

This resulted in an experimental value for g(r,d)ex, Of 6.23-10%m™ and this in turn results in
an experimental reaction distance de, of 2.7A by using equation (2.24) with an r = 2.3A.
This reaction distance is in a good agreement with literature values of 2.9 and 3.0 A

respectively (for references see Table 3-37).

4.5 Self- exchange reaction of [TCNE/TCNE"] in the solvent mixtures

The self-exchange reaction of the redox couple [TCNE/TCNE"] were also investigated in the
solvent mixtures. The composition of the used mixtures is described in chapter 3.1.8. The

following graphs show the observed exchange rates kqps in dependence of the

concentration neutral TCNE.

121



4.5E+06

3.0E+06 A
k

'obs
[secl]
1.5E+06 -

0.0E+00 .
0 0.005
cTCNE[M]

0.01

Figure 4.60: Observed rates 298 K in dependence

of [TCNE] in solvent mixture M1a
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Figure 4.61: Observed rates 298 K in dependence
of [TCNE] in solvent mixture M1b
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Figure 4.62: Observed rates 298 K in dependence
of [TCNE] in solvent mixture M1d
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Figure 4.63: Observed rates 298 K in dependence
of [TCNE] in solvent mixture M1f

The slopes of the lines in the figures above give the bimolecular rate constants of the redox

couple [TCNE/TCNE™] in the different solvent mixtures. The so obtained rate constants kops

and the rate constants of electron transfer ke, calculated via equation (2.8) with kg from

equation (2.11), are listed in the following table.
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Table 4-19: Rates for the self-exchange reaction of [TCNE/TCNE"] in different solvent mixtures at 298 K.

Observed rate constants k. ,electron transfer rates k.. (via equation (2.8) ) and rates for diffusion kg (via

equation (2.11)).

Solvent Kobs Kaife Ket
: T [K] Es 8n -1 -1 105 p-1 -1 8p -1 -1
mixture [10°M's™] [10"°M™'s™] [10°M s
M1a 298 5.9 4.7+0.2 1.077 5.1+0.2
M1b 298 8.6 6.9+0.3 1.091 8.0%0.5
M1d 298 15.1 12.7+0.7 1.082 16+1
M1le 298 18.7 12.9+0.5 1.089 17+1
M1f 298 23.4 14.4+0.3 1.091 19.5+0.6

4.5.1 Solvent dynamics

A Weaver plot (Figure 4.64) was done to prove the adiabatic solvent dynamic effect in the

solvent mixtures. A plot was made according to equation (2.42), which should result in a

slope of unity for the adiabatic case. The used values for the plot in Figure 4.64 are listed in

Table 4-20.

Table 4-20: Temperature dependent Pekar factors y and reorganization energies for the redox couple

[TCNE/TCNE ] in different solvent mixtures at 298 K.

() (KetVn)obs )\O(b) AG*calc(d)
Solvent mixture T ye T/ ps 10 1 . .
[1077s7] [kJ mol™] [k) mol™]

M1la 298 0.349 26.6 23.4 46.59 10.46

M1b 298 0.402 17.6 73.4 53.62 12.22

M1d 298 0.452 9.1 299 60.26 13.87

M1le 298 0.465 6.9 364 62.05 14.32

M1f 298 0.476 5.1 485 63.47 14.68

@ Pekar factor calculated via y=1/nDZ-1/E

(

®) .calculated via equation (2.21)

A=13.36 is calculated via equation (2.20), used A;"=27.1 kJ/mol[59]

(

9 calculated via equation (2.15), used Vgp=4.7 kJ/mol[20]
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Figure 4.64: Weaver plot for the adiabatic case with calculated AG* values. A linear with a slope of unity is

marked in the picture.

The figure above indicates that three solvent mixtures are on the line but the other two
drifting from the linearity. The mixtures, which are drifting from the line, are M1a and M1b.
Those are composed of a high molar fraction of propyl acetate as described in chapter
3.1.8. This brings again the assumption that the reaction distance in the precursor complex
is dependent on the solvent. Grampp et al.[20] found a differentiation between ethereal
and non-ethereal solvents. This would fit to the present results that in the mixtures with
dominant ethereal molar fractions the values drifting from the ones with explicit lower
molar fractions of propyl acetate. To prove this assumption, experimental rate constants
from ref. [20] were used to calculate (kevn)obs With the same data for A; and Vgp as given at

Table 4-20.
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Figure 4.65: Weaver plot with points calculated with exp. data of ket extracted from ref. [20] in ethereal

(blue) and in non-ethereal together with values of this work (black).

Figure 4.65 supports this assumption clearly. The solvent mixtures with lower molar
fractions of propyl acetate are nicely in line with the results extracted from ref. [20],
whereas the solvent mixtures with high molar fractions of propyl acetate seems to drift to

the other line for ethereal solvents.
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5. Conclusion and Outlook

In the course of this work the self-exchange reaction of three different redox couples,
tetracyanoethylene and its radical anion [TCNE'/TCNE], 2,3-dichloro-5,6-
dicyanobenzoquinone and its radical anion [DDQ'7/DDQ] and tetrathiavulvalene and its
radical cation [TTF**/TTF], was investigated. The self-exchange reactions of the mentioned
redox couples were investigated in different ionic liquids, organic solvents as well as special
solvent mixtures under variation of temperature and pressure. To investigate the solvent
dependences on the rate constants it was necessary to have a good knowledge related to
various solvent properties like the viscosity n, the refractive index np the density p and the
dielectric parameters such as the static dielectric constant €s, the optical dielectric constant
€~ and longitudinal relaxation time t,. To find trustworthy values of these solvent
properties in dependence of temperature and pressure was a challenge by itself. Especially
to find values at elevated pressures in literature is very difficult. Some of the viscosity and
density data were measured within this work in dependence on temperature. Furthermore
was it necessary to purify the used ILs for measurements with the redox couple
[TCNE*"/TCNE]. Indeed the purchased ILs are of a very good purity grade but a very small
amount of disturbing reducing impurity (methylimidazolium) had to be removed before the
investigations on [TCNE""/TCNE] could be started. Appropriate purification methods for the

investigated ILs were successfully found.

To investigate the self-exchange reactions in dependence of pressure it was first necessary
to build a high-pressure ESR cell which is tight until pressures as much as possible. The
formerly used high pressure ESR cell withstands only pressures until 50 MPa. With the new
designed ESR cell, made of a bent quartz capillary, was it possible to do ESR high-pressure

experiments until 100 MPa.

The electron self-exchange reaction of the redox couple [TTF™*/TTF] investigated in the ILs
[emim™][Tf,N] and [bmim*][Tf,N7] is diffusion controlled. This was shown by the results

from the temperature dependent experiments. This behaviour allows no conclusions about
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the applicability of the Marcus Theory because it is not possible to extract any rate
constants for the electron transfer. The observed rate constants are in a very good
agreement with the calculated rate constants for diffusion via the equations of
Smoluchowski and Stokes-Einstein. The experimental AG* value of the self-exchange
reaction [TTF"*/TTF] in the high viscous organic solvent DMP is not in a good agreement
with the calculated once via the Marcus Theory unless the resonance splitting energy Vgp is

negligible small. The used Vgp for the calculations seems to be overestimated.

The pressure dependent measurements of the self-exchange reaction [TTF*/TTF] in the
ionic liquids did not reflect the, from the temperature dependent experiments observed,
diffusion control over the whole measured pressure range. Instead, after a slight pressure
increase the observed rate constants deviated completely from the calculated rate
constants of diffusion. The observed rate constants at higher pressures were higher than
these, thus agreeing with similar publications of higher observed rate constants in very
high-viscous ILs. By increasing the pressure the viscosities of the ILs gets very high and it
seems that the diffusion stops completely and the redox couple is trapped in a kind of cage
in the structure of the IL. Publications of cage-like liquid structures of ILs verify spaces
between the layers in the IL. The size of the spaces is in the dimension of the precursor
complex which confirms the assumption that the redox couple is captured in these spaces

and changes the electron back and forth.

Investigations on the redox couple [TCNE'"/TCNE] were done in four different ILs,
[emim™][Tf,N], [bmim*][Tf,N], [hmim*][Tf,N] and [bmim®][BF4] and five different organic
solvents mixtures. The electron transfer reaction [TCNE"/TCNE] is not diffusion controlled
in the mentioned ILs, thus the measurements provided rate constants of the electron
transfer and activation energies which allowed interpretations related to the Marcus
Theory. The observed rate constants shows an adiabatic solvent dynamic effect and results
in the determination of the reaction distances in the precursor complex, dey. The results
are in a good agreement with other published values of the reaction distance. The
comparison of the experimental observed AG* values with the calculated ones via the

Marcus energies shows deviations. The calculated energies are in the same range as the
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experimentally observed ones but it seems that the calculation of the reorganisation
energy via Marcus failed to some extent. The experiments gave hints that possibly the
reaction distance varies slightly in the different ILs. The already discussed cavity sizes
present in the ionic liquid structure maybe could influence the reaction distance of the
redox couple. Furthermore the calculation of the outer reorganisation energies via Marcus
is based on a dielectric continuum, something which cannot be applied to ILs. A wrong
calculation based on the adoption of a dielectric continuum in ILs would therefore be no
surprise and makes the application of the Marcus Theory to ILs difficult. Possibly the outer
reorganisation energy should be made subject to a new approach which is applicable on

ILs.

The Marcus Theory however was a great tool to prove the applicability of the solvent
mixtures. The investigated redox couple [TCNE""/TCNE] in the solvent mixtures shows an
adiabatic solvent dynamic effect. The results showed that the solvent dynamic effect is
dependent on the fraction of propyl acetate. These results are supported by the findings of
other researchers, observing that there is a difference in solvent dependence between
ethereal and nonethereal solvents. A direct comparison between their results and the ones
presented in this work shows a good agreement and confirmed the findings. The more
extensive series of measurements with the redox couple [DDQ’7/DDQ] in twelve different
solvent mixtures and three different temperatures shows also clearly an adiabatic solvent
dynamic effect. The observed reaction distances are in a very good agreement with other
published ones. The observed solvent effects on both tested redox couples indicates clearly
that, whatever the composition, the mixture preforms like a single solvent. This
understanding permits the use of the solvent mixture for investigation on chemical

reactions in dependence only on the dielectric constant.

Finally, some words to the outlook with respect to the results and the aim of this work shall
be summarized here. A future refinement of the high pressure cell would be beneficial for
the signal to noise ratio. For this purpose, an increase in the number of bends and a closer
arrangement of the single capillary strands would be an upgrade. This would simplify

measurements in high viscous solvents and provide a better reproducibility. The pressure
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increase rate should definitely be included in the future. Furthermore it could be of interest
to combine pressure and temperature variation. This would offer a tool to investigate redox
reactions in Ils at high temperatures, where the viscosity is lower, in dependence on
pressure. Generally the investigation under elevated pressures of other redox couples and
in different ILs, especially with different anions, could give more information about the
present solvent cages. Additional temperature dependent investigations in several ILs on
different redox couples, which are not diffusion controlled, are necessary to get a clear
picture on the applicability of the Marcus Theory. The availability of good dielectric
parameters is desirable for the future and essential to prove the validity of the calculation

of the reorganization energy.
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