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 Abstract 

The scope of this thesis is the development and investigation of tubular reactor designs 

for continuous crystallization and coating applications. The entire experimental part of this 

thesis was executed in tubular reactor designs utilizing silicon tubing of 10 − 20 ݉ in 

length with an inner diameter of 2 ݉݉. Beside the experimental process development, the 

thesis focuses on the mathematical modeling of crystallization processes. A detailed 

mathematical process model based on population balance equations was developed and 

validated in order to understand the temporal behavior of the crystal size distribution as it 

is dependent on all process settings. The proof of concept for continuous coating from 

solution in such a tubular reactor was demonstrated via an enteric coating application by 

means of coacervation. The latter provides an opportunity to simultaneously execute both 

crystallization and a subsequent coating process within the same tubular reactor. Fur-

thermore a feedback control strategy is presented with the goal of tuning and maintaining 

the mean crystal size during the crystallization process. The realization of a feedback con-

troller became feasible due to the implementation of an online crystal size distribution ana-

lyzer and a model free control strategy developed from the results of minor initial experi-

mental studies. This simple control strategy was only possible due to the process design 

of the presented tubular crystallizer.  
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Kurzfassung 

Diese Arbeit beschäftigt sich mit der Entwicklung und Untersuchung von Rohrreaktoren 

für kontinuierliche Kristallisations- und Coatingprozesse. Sämtliche experimentelle Arbei-

ten welche in dieser Doktorarbeit gezeigt werden beschäftigen sich mit Rohrreaktoren, 

bestehend aus Silikonschläuchen mit einer Länge von 10 − 20 m und einem inneren 

Durchmesser von 2 mm. Neben der experimentellen Prozessentwicklung liegt ein 

Schwerpunkt dieser Arbeit in der Modellierung von Kristallisationsprozessen.  

Ein detailliertes mathematisches Prozessmodel auf Basis von „Population Balance 

Equations“ wurde erstellt welches in der Lage ist das Zeitliche Verhalten von Kristallgrö-

ßenverteilungen im Rohrreaktor vorherzusagen. Des Weiteren wird die Anwendbarkeit 

eines Rohrreaktors für kontinuierliche Coatingprozesse gezeigt. Letzeres wird anhand 

eines enterischen Coatings aus einer Lösung mittels Coacervation demonstriert. Da ge-

zeigt wurde, dass sowohl Kristallisationsprozesse als auch Coatingprozesse in zwei na-

hezu baugleichen Reaktoren durchgeführt werden beweist diese Arbeit, dass es möglich 

ist jene zwei Prozesse in einem Rohrreaktor zu kombinieren. Desweiteren stellt diese Ar-

beit eine Rückkoppelungsregelung (engl. feedback control) vor, welche es ermöglicht, die 

mittlere Kristallgröße der im Rohrreaktor erzeugten Kristalle genau zu einzustellen. Diese 

wurde durch die Implementierung eines Kristallgrößenmessgerätes ermöglicht, welches in 

der Lage ist die Kristallgrößenverteilung während der gesamten Prozessdauer zu mes-

sen. Die Regelung selber erfolgte durch eine „Model freie“ Methode welche einzig und 

alleine die Resultate ein paar weniger Vorversuche benötigte. Dieses einfache Konzept 

der Kristallgrößensteuerung wurde nur auf Grund der einfachen aber genauen Prozess-

führung im Rohrreaktor möglich.  

 
.   
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1. Introduction 

1.1 Motivation 

Crystallization processes have a long history in the food, chemical and pharmaceutical 

industries. What these industries have in common is a need for highly purified solid organ-

ic particles. A common unit operation for the purification of solid particles via phase sepa-

ration is crystallization from solution. Not least since solution crystallization features an 

efficient process with relatively low capital and operating costs [1][2]. Its importance for the 

pharmaceutical industry is apparent since more than 90 percent of all pharmaceutical 

products contain Active Pharmaceutical Ingredients (API) in a crystalline form [3].  

Almost 70 percent of new APIs being pursued are poorly soluble in water [4]. The dissolu-

tion and disintegration rates and consequently the bioavailability in the body[5][6], particu-

larly for low-solubility APIs, depend strongly on physical properties like the size and shape 

of the crystals. The crystal size and shape distribution (CSSD) determines the interfacial 

surface area and therefore affects the dissolution rate. Different crystal structures of the 

same molecule (= polymorphs) can exhibit different solubilities [7][8]. While one poly-

morph dissolves in the digestive system, others might not, which would hamper the thera-

peutic effect of a drug. All of these physiochemical properties, i.e., crystal sizes, shapes, 

and solid forms, can and must be controlled via the final API crystallization step [3]. Fur-

thermore, the CSSD affects a powder’s flowability [9], segregation phenomena [10][11] 

and downstream operations like filtration [12], blending [13], capsule filling [14], tabletting 

[15] and therefore the entire manufacturing process. In this context, the field of “crystal 

engineering” is increasingly receiving attention and the crystallization process plays a key 

role in defining the physiochemical properties of solid APIs and their final dosage forms 

[16]. 

Traditionally, pharmaceutical manufacturing has always been dominated by batch pro-

cessing not least because of the regulatory bodies. Nevertheless, regulatory authorities 

started to support the development and implementation of innovative processing technol-

ogies, including continuous manufacturing [17][18]. Within the last decade, significant ef-

forts towards continuous manufacturing have been initiated by universities as well as by 

pharmaceutical companies in order to replace the pharmaceutical industry’s conventional 

batch systems by continuous manufacturing processes [19]. The most prominent example 
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is the Novartis-MIT center for continuous manufacturing started in 2007 with a $65 million 

grant for the development of continuous processes for pharmaceutical manufacturing  

Because of its complexity, continuous crystallization is considered one of the bottlenecks 

towards achieving a fully continuous production of solid dosage forms. The challenge in 

the design of batch and continuous crystallization processes is to avoid heterogeneities in 

temperature and concentrations profiles (i.e., inhomogeneous mixing) as well as fluctuat-

ing flow patterns, broad residence time distributions, a slow response to changes in the 

boundary conditions; most importantly, the design should allow for the straightforward 

control of supersaturation levels. Tubular reactor designs can be used to overcome these 

obstacles and can serve as a suitable and cost-effective tool for continuous crystallization 

and further downstream processes as demonstrated within this thesis. Although crystalli-

zation has often been viewed more as an art than a science, a systematic approach pro-

duces results when art fails [1]. 

1.2 Solution crystallization 

Solution crystallization is based on the phase transition of molecules in a solution into a 

solid state and is characterized by a well-defined structure dictated by forces acting at the 

molecular level. This well-defined crystalline structure facilitates impurity rejection from the 

solid product, making crystallization a highly effective purification process. The driving 

force for the phase transition is the difference in Gibbs free energy (∆[ܬ] ܩ) between the 

dissolved and solid state of the molecule (or generally speaking the building blocks of the 

crystalline material). Below a well-defined temperature, i.e. the melting point, the crystal-

line structure becomes thermodynamically favored over the dissolved state (ܩ௖௥௬௦௧௔௟ <

-of the crystalline state over ([ܬ] ܪ∆) ௗ௜௦௦௢௟௩௘ௗ). This is because the increased enthalpyܩ

comes the accompanied reduction in entropy (∆ܵ [ܭ/ܬ]) due to the molecular ordering. 

ܩ∆ = ܪ∆ − ܶ ∙ ∆ܵ 
(1) 

By heating a crystalline material slightly above its melting point, the solid crystalline state 

collapses. However, cooling below its melting point does not have to be sufficient to form 

the solid phase again. The latter demonstrates why crystallization processes are not ex-

clusively governed by laws describing the thermodynamic equilibrium. In fact, the final 

critical quality attributes (CQA) of the product crystals like purity, crystal structures or 

CSSD, depend strongly on the process kinetics.  
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In the absence of crystalline material, i.e. all molecules are dissolved, crystallization is 

initiated by nucleation. Nucleation describes the initial generation of the solid phase, i.e., 

the formation of “small” solid crystals. The occurrence of nucleation without the involve-

ment of foreign materials (impurities, reactor walls, etc.) is called “homogeneous nuclea-

tion” or “primary nucleation”. The formation of nuclei facilitated due to the presence of al-

ready-formed crystalline material is referred to as secondary nucleation [1][19]. Heteroge-

neous nucleation describes the nucleation that is catalyzed by interfaces or surfaces other 

than the crystalline material.  

Nucleation is followed by the growth of the generated nuclei to macroscopic dimensions, 

which is called “crystal growth” [21]. The driving force of nucleation as well as crystal 

growth is supersaturation. The level of supersaturation quantifies the difference between 

the thermodynamic equilibrium solubility of the molecules in the solvent and their actual 

concentration. With regard to solution crystallization, supersaturation can be achieved and 

controlled via several strategies depending on the chemical and physical properties of the 

solvent and the material to be crystallized. The most commonly used strategies are: 

 

 Solvent evaporation [19][21] 

 Cooling [23][24] 

 Antisolvent addition [24][25] 

 Chemical reaction (reaction products exceed solubility) [27][28] 

 

Nucleation itself is a stochastic process and therefore barely controllable, which is why 

crystallization processes are commonly designed to avoid, or at least minimize, further 

nucleation events after initial nuclei are formed or seed crystals are added. For that rea-

son, supersaturation needs to be restricted to the metastable zone. The latter describes 

the process domain which is indeed supersaturated but not sufficiently to provoke nuclea-

tion. Figure 1 presents the concept for a cooling crystallization process from solution.  

With regard to a cooling crystallization, the ideal cooling rate depends not only on current 

temperatures or concentrations, but also on the properties of the already formed crystal-

line material. This is because the crystal growth rate and the current amount of the crystal-

line phase define the maximum crystallization rate, i.e. the gain in crystalline material per 

time. Hence, the future behavior of a crystallization process depends always on its history. 

This explains what makes crystallization a challenging unit operation, particularly from a 

control perspective. 
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In summary, the road to solid crystalline products from a solution starts with 

supersaturation generation, subsequent nucleation (if not seeded), crystal growth and 

stabilization (if necessary), which is then followed by filtration and drying. 

 

Figure 1: Concept of the metastable zone for solution crystallization via cooling 

1.3 Solid forms of APIs 

The solid form of the API is a CQA of crystalline pharmaceuticals. APIs can be present in 

several solid forms of a crystalline structure, including polymorphs, solvates (e.g. hy-

drates), salts and co-crystals. Furthermore, they can be present in an amorphous form 

characterized by a disordered arrangement of molecules that lacks a three-dimensional 

long range order [9][29]. Because of their physiochemical instability relative to correspond-

ing crystals accompanied by higher solubilities, amorphous pharmaceuticals have always 

been an essential part of research [30]. An overview of the above-mentioned solid forms 

is presented in figure 2.  

During the selection of the most suitable solid form of the API for drug development, its 

most thermodynamically stable form is generally desired [31]. However, the most stable 

crystal form might have insufficient solubility resulting in a poor bioavailability of the drug 

product. In that case, alternative solid forms may be of interest. The formation of a salt by 

means of pharmaceutically accepted acids or bases is a universal approach to optimizing 

the physiochemical properties of ionizable compounds [32][33].  
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In the recent years, co-crystals have become of great interest in pharmaceutical research. 

The difference between co-crystals and salts is the interaction mechanisms in the crystal 

lattice. In a salt, the proton transfer can be seen as completed (ionic bonding) whereas 

there is no proton transfer in the case of co-crystals [34][35]. It should be noted that there 

is no unique definition of co-crystals and some definitions even include solvates. A restric-

tive definition is presented by Aakeröy and Salmon [36]: Co-crystals are structurally ho-

mogeneous crystalline materials containing two or more components present in definite 

stoichiometric amounts. The co-crystals components are discrete neutral molecular reac-

tants which are solids at ambient temperature. In addition to possible improvement of sol-

ubility (accompanied with bioavailability) and stability, co-crystals have the potential to 

improve a variety of essential properties, including hygroscopicity, compressability and 

flowability [9][37]. 

 

Figure 2: Schematic representation of the structure of solid forms of APIs. Modified from: J. Lu and S. 

Rohani, “Polymorphism and crystallization of active pharmaceutical ingredients (APIs).,” Curr. Med. 

Chem., vol. 16, no. 7, pp. 884–905, Jan. 2009. 

As opposed to salts and co-crystals, polymorphs are characterized by identical chemical 

compositions. Polymorphism describes the phenomenon whereby molecules can crystal-

lize into numerous crystal structures. Hence, polymorphs are different crystalline forms of 

the same pure substance in which the molecules have different arrangements. Poly-

morphs have different physiochemical properties resulting in different stability and bioa-

vailability of drug products [16]. By virtue of these different physiochemical properties, 

polymorphs are highly crucial for drug manufacturing processes. A prominent example of 

how the occurrence of a “new” polymorphic form can affect the CQA of pharmaceutics is 

Ritonavir (Novir®, Abbot Laboratories) [38]. It had to be launched in a second formulation 
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since a more thermodynamically stable polymorph was discovered that exhibited a much 

lower solubility in the initial formulation.  

More than 50 % of API compounds are reported to be polymorphic [7] which highlights the 

importance of polymorphism control during crystallization processes. A solid form screen-

ing for polymorphs of drug substances is essential and is initially carried out at the drug 

discovery-development interface [39]. It is of great importance to understand the polymor-

phic behavior of a drug and to judiciously select the optimal solid form for development [7]. 

The appearance of polymorphisms depends on the solute concentrations, temperatures, 

flows rates, and especially, the solvent. Based on the crystallization medium, a metastable 

polymorph might be generated first if its activation barrier (defining the onset of nuclea-

tion) is lower, as shown in figure 3. Figure 3 presents a schematic diagram of Gibbs free 

energy during the phase transition of the dissolved molecule into the two different crystal-

line forms. Following Ostwald’s rule of stages, a metastable polymorph can be trans-

formed into the most stable form at the end. It can be solvent-mediated, meaning that is 

likely to happen during solution crystallization processes. 

 

Figure 3: Schematic diagram of Gibbs free energy during the phase transition, showing the activation 
barriers (*) for the formation of two polymorphic forms (I) and (II) 

Crystalline solids that involve the inclusion or incorporation of solvent molecules in the 

crystal lattice are known as solvates (or hydrates if the solvent is water) [7][40]. The crys-
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tal lattice of solvates exhibits a different unit cell compared to the anhydrate form, i.e., the 

parent compound. This is why the physiochemical properties of solvates may also differ 

from their anhydrates, as is the case for polymorphs. Therefore solvates/hydrates are also 

referred to as “pseudo polymorphs” [16], although they are strictly molecular adducts [40]. 

Special care has to be taken during downstream processes of solvates, since they are 

likely to undergo phase transitions into other crystal structures (e.g. their anhydrates) or 

amorphization [41][42]. Nevertheless, several well known drug products containing the 

API in a hydrate form are available on the market (e.g. Fosamax, Amoxil, Lipitor) [7]. 

1.4 PAT for crystallization processes 

As is common in pharmaceutical manufacturing, crystallization has traditionally been a 

recipe-bases operation. This means that the crystallization process is controlled such that 

the trajectories follow the specifications submitted for regular filings [43]. The quality of the 

product is only determined by testing at the end. This quality-by-testing (QbT) approach 

often leads to failed batches accompanied by a loss of profit for the company [44][43]. The 

Food and Drug Administration’s (FDA) process analytical technology (PAT) initiative is a 

collaborative effort with industry to introduce new and efficient manufacturing technologies 

into the pharmaceutical industry. The aim of PAT is to design, analyze and control the 

manufacturing process such that erroneous processing can be detected in time to initiate 

appropriate counteractions if possible. The globally accepted PAT initiative [18][45] de-

fines PAT as “a system for designing, analyzing, and controlling manufacturing through 

timely measurements (i.e., during processing) of critical quality and performance attributes 

of raw and in-process materials and processes, with the goal of ensuring final product 

quality“ [17]. According to Yu et al. [46], the tools of PAT can be summarized as: 

 Multivariate data acquisition and analysis tools  
 Modern process analyzers or process analytical chemistry tools 
 Endpoint monitoring and process control tools 
 Knowledge management tools 

Crystallizations of APIs, particularly of those possessing multiple solid forms, are among 
the most critical and least understood pharmaceutical manufacturing processes [46]. The 

selection of analyzers for process control in the PAT framework depends on the CQA of 

the final products. With respect to solution crystallization processes, the analysis of con-

centration (or even the supersaturation), CSD, CSSD, the amount of crystalline material 

and its polymorphic form in real-time are frequently required.  
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Probably the most accepted technique for accurately determining the concentration of the 

dissolved species is attenuated total reflection (ATR) Fourier-transformed infrared (FTIR) 

spectroscopy [47][48]. Fujiwara et al. reported accuracies of 0.00014 (݃ ݀݅݀݁ݒ݈݋ݏݏ/

 using ATR–FTIR spectroscopy coupled with chemometrics [49]. However, an  (ݐ݊݁ݒ݈݋ݏ ݃

accuracy of the solution concentration measurement  some orders of magnitude lower is 

typical [46] and depends on the equipment (e.g., infrared spectrometer, the ATR–FTIR 

probe [47]), solutes and solvents, as well as operator skills [48]. 

The real time analysis of the CSD or even the CSSD during crystallization processes is 

highly complex [50][51]. The accuracy and applicability of common CSD analyzers de-

pend on the solutes, solvents, optical properties of the solid phase, the solid mass fraction 

 and the crystals’ shape. Beside the fact that most analyzers record (ݐ݊݁ݒ݈݋ݏ ݃/݈݀݅݋ݏ ݃)

only univariate CSDs (i.e., a single value determining the size is assigned to the three 

dimensional crystals), the accuracy of CSD measurements may alter significantly during 

the crystallization process, since the solid mass fraction can change by several orders of 

magnitude [48]. Focused beam reflectance measurements are very popular for in-situ 

characterization particularly for slurries with a solid mass fraction. Nevertheless, due to 

the complicated relationship between chord length distribution, i.e. the signal recorded by 

the FBRM probe, and the CSD, FBRM data are mostly used for qualitatively monitoring of 

process [46]; for instance, in detecting the onset of primary nucleation, attrition and ag-

glomeration [52]. Nevertheless, several new sensor concepts have become available in 

the recent years that hold a lot of promise in overcoming these difficulties. For example, 

in-situ video camera systems such as the particle vision and measurement (PVM®, Met-

tler & Toledo) offer the opportunity for real-time monitoring of crystal shapes and sizes 

during a crystallization process [46]. 

The real time monitoring of polymorphism is challenging since traditionally-applied tech-

niques like x-ray powder diffraction, differential scanning calorimetry, solid state nuclear 

magnetic resonance as well as infrared spectroscopy (of dry material) can hardly deliver 

data during a process. Raman spectroscopy has been successfully used to monitor poly-

morphic transitions (and solute concentrations) in-situ [53]–[55] and seems to be the most 

promising technique for real-time data acquisition. However, quantitative polymorph de-

tection remains challenging. 

In order to quantify solid mass fraction during a crystallization process, turbidity probes to 

analyze optical density are frequently applied. Recently, an ultrasonic monitoring tech-

nique for crystallization processes was demonstrated to quantify the solid mass fraction 

together with mean crystal size and the solution’s concentration [56] using one device. 
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1.5 Batch vs. continuous crystallization 

On the grounds of tradition and regulatory issues, batch processing is still the prevalent 

process form in pharmaceutical manufacturing and hence for API crystallization unit oper-

ations.  

Batch processes provide some significant advantages because of existing process know-

how and experience as well as the well-understood process equipment. Furthermore, sin-

gle batches can be accepted or rejected with respect to quality assurance (QbT ap-

proach). Therefore, batch processing remains at times business driven, not the least be-

cause of limited time for developing new process structures. Moreover, batch processes 

with multi-purpose equipment have been shown to be more profitable than a continuous 

one for high and even for low capacities [57].  

Despite this, batch processes have several drawbacks mostly originating from the large 

reactor vessels required for high production rates. The scale-up from small equipment, as 

is used during early stage process development, is highly complex and frequently associ-

ated with complications. Furthermore, extensive validation is required by regulating au-

thorities when a process needs to be up scaled [17].The design of larger equipment solely 

based on geometrical similarity is not sufficient [58]–[60]. The bigger the apertures the 

more prone the process is to inhomogeneous process conditions hindering process con-

trol as well as reproducible processes. Additionally, long throughput times, low production 

rates and output quantities owed to fixed batch sizes are a consequence of batch produc-

tion. This is why the pharmaceutical industry started to encourage the development and 

implementation of innovative processing technologies, of which the most important is con-

tinuous manufacturing. This trend towards continuous processing is also supported by 

regulatory bodies [17][18]. 

Continuous processes are capable of overcoming several of the drawbacks associated 

with batch processes. Depending on the reactor design used, there might be no need for 

scale-up, which is probably one of the most persuasive arguments for continuous manu-

facturing. Besides the costs associated with scale-up, its redundancy greatly reduces the 

production-to-market time, which yields a tremendous economic advantage since the pa-

tent life of a drug starts immediately upon approval. Even small scale continuous systems 

may be able to produce large quantities since there is no limit in operating time. If this is 

not sufficient, scale-up can be realized simply by increasing the number of continuous 

reactors [61]. Continuous processes deal with smaller reaction vessels which results in 
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more homogeneous process conditions, meaning that they are able to eliminate batch-to-

batch variability and facilitate a tight control of process conditions [62]. In addition, contin-

uous processes are commonly characterized by reduced equipment costs. 

Prevalent batch reactors are generally not the optimal equipment for continuous process-

es. In the case of crystallization, continuous operation is frequently realized using the 

mixed product suspension mixed product removal (MSMPR) concept [63][64]. Examples 

include the continuously operable draft tube baffle crystallizers, the force induced circula-

tion crystallizer and the Oslo type crystallizer [65]. Although these crystallizers can be op-

erated operate continuously, MSMPR process designs still require relatively large reaction 

vessels for large-scale products. Besides the already-mentioned disadvantages associat-

ed with large reaction vessels, the MSMPR concept yields extremely broad residence time 

distributions. This inhibits the production of product crystals with a narrow CSD as com-

monly desired in pharmaceutical manufacturing. 

Therefore continuous crystallization processes require new reactor designs as well. One 

of the most promising design concepts for high-end continuous crystallization processes 

are tubular crystallizers. 

1.5.1 Tubular Crystallizers 

Tubular reactors (including micro-reactors) are gaining increasing interest in pharmaceuti-

cal research and industry [65][66]. Their capability has been demonstrated for nano- and 

micro particle generation [61][67]–[71] as well as for chemical synthesis [73]–[79].  

Tubular reactors benefit from a high surface-to-volume ratio that facilitates rapid heat ex-

change, which means that the temperature of the processed medium can be controlled 

accurately, even for highly endo- or exothermic reactions [80][66]. Tubular reactor designs 

are capable of overcoming obstacles like inhomogeneous mixing, high shear rates (which 

may induce nucleation events or attrition) and a slow response to changes in the outer 

process parameters. Furthermore a steady state (properties like temperature, concentra-

tions etc. vary spatially but not temporally) is reached quickly and residence times can be 

accurately tuned via the tube length. These are desirable conditions when dealing with 

temperature-dependent phase separation processes, such as cooling crystallization. 

Hence, tubular reactors allow for the straightforward control of the super saturation profile.  
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Although the mean residence time distribution can be adjusted via the tube length, the 

residence time distribution of tubular reactors operated in the laminar flow regime can be 

rather broad [81]. Figure 3 shows the temporal fraction of a tracer induced at the inlet, 

exiting a tubular reactor of 1 ݉ (and three different diameters) and a throughput of 10 ݈݉/

݉݅݊. Other issues with tubular crystallizers are pipe plugging which is likely to occur if the 

crystal diameters are in the order of magnitude of the tubing’s diameter and sedimentation 

(particularly in the laminar flow regime).  

Several continuously operable tubular crystallizers have been proposed in recent years. 

They can be distinguished into seeded [82] or self-seeded [83], laminar [61][84][85][86] or 

plug flow [87][62] crystallizers. Plug-flow is most likely realized by segmenting the slurry 

into liquid slugs via the addition of an immiscible fluid [71][83]. Due to the plug-flow behav-

ior, the crystallizers are less prone to clogging and provide narrow residence time distribu-

tions [71]  With regard to tubular crystallizers, the continuous oscillatory baffled crystallizer 

(OBC) its particularly worth mentioning. The OBC employs a piston to agitate the crystal 

slurry in a long pipe with baffles [88][89][90] and has already been demonstrated for in-

dustrial scale crystallization processes. 

 

Figure 4: Temporal fraction of a tracer induced at the inlet, exiting a tubular reactor. The reactor length 
is 1 ݉ and its throughput is 10 ml/min. 
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1.6 Simulation of solution crystallization processes 1 

Crystallization has been studied for more than a hundred years by a broad scientific 

community. However, the modeling of crystallization processes is still somewhat compli-

cated by the fact that the crystal properties, such as size, shape, morphology, habit or 

purity, are typically distributed. Nevertheless, many approaches have been reported in the 

literature [50][91]. Models are frequently used in the design, optimization and scale-up of a 

crystallization process [12][77]. In addition, the increasing demand for model-based con-

trol algorithms requires the development of accurate, yet fast models that can predict the 

impact of system and processing conditions on the quality attributes of the crystals, such 

as particle size distribution and shape[78][79]. Moreover, with increasing global competi-

tion there has been a demand to implement “optimal” process systems engineering ap-

proaches to pharmaceutical manufacturing [62][80]. This also is in line with the Quality by 

Design approach, introduced by the International Conference on Harmonization (ICH) and 

increasingly adopted by national or international agencies such as the FDA or EMA.  

Owing to the discrete nature of crystals, each crystal being unique in some sense, models 

that can account for the distribution of properties are required. The ability of population 

balance equations (PBEs) to capture the discrete and distributed nature of crystals makes 

their use an appropriate choice for prediction, control and optimization purposes. PBEs 

date back to the 1970s [81][82][97] and have since become established in many fields of 

chemical engineering. Hyperbolic partial differential equations describe how the popula-

tions of specific properties evolve over time. The generalized PBE for spatially homoge-

nous (well-mixed) processes as previously proposed by [12] can be written as:   

߲
ݐ߲ ݊

,ݔ) (ݐ +
߲
ݔ߲ ൬݊

,ݔ) (ݐ
ݔ߲
൰ݐ߲ = ℎ(ݔ,  (2) (ݐ

where n denotes the population of particles, e.g. the number density distribution of proper-

ty ݔ, at the time t. ݔ is the internal coordinate (typically the size) of interest and its deriva-

tive with respect to time defines the growth rate ܩ =  This means that ndL gives .ݐ݀/ݔ݀ 

the number of particles per reactor volume with sizes between ݔ and ݔ +  is the ݔ If .ݔ݀

                                                        

1
This section is to some extent based on the introduction presented in: M. O. Besenhard, A. Chaudhury, T. Vetter, R. 

Ramachandran, and J. G. Khinast, “Evaluation of Parameter Estimation Methods for Crystallization Processes Modeled via 
Population Balance Equations,” Chem. Eng. Res. Des., Aug. 2014.  
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size, ܩ is a given function of supersaturation and other physicochemical properties. The 

right side of Equation 1 comprises the source terms, i.e., describing aggregation, break-

age and nucleation. Nucleation can be implemented using a Dirac delta function account-

ing for the generation of new crystals just at the boundary. 

The use of PBEs for the modeling of crystallization processes is well-established in the 

literature [98]–[100]. Significant work involving 1-D models is attributed to [101]–[104]. 

Multi-dimensional PBEs involving the implementation of multidimensional equations have 

also been reported with respect to different length scales [91][92] or volume and surface 

area as the internal coordinates [93][94]. Various solution techniques have been reported 

including the method of moments [95][96], method of classes [111],  high-resolution algo-

rithms [105] and Monte Carlo techniques [112]. In the modeling of crystallization process-

es, the PBE is coupled with a mass and energy balance providing information about the 

level of supersaturation and temperature.  

For the aggregation and breakage terms, typically empirical kernels with multiple tunable 

parameters are used [99][100]. Mechanistic models for defining the kernels are rarely ap-

plied. Instead, kernel parameters are optimized to provide the best fit for experimental 

data. This highlights the need for developing effective parameter estimation (PE) tech-

niques for the accurate representation of crystallization processes via PBEs.  

1.7 Thesis content 

This thesis deals with the application of tubular reactor designs to pharmaceutical manu-

facturing of solid dosage forms. The focus of this thesis is on continuous crystallization 

applications as well as their modeling via PBE. A detailed mathematical process model is 

presented as well as the application of a feedback controller to tune crystal sizes and the 

proof of concept of a continuous coating strategy. The entire experimental part was exe-

cuted in tubular reactor designs using silicon tubing with an inner diameter of 2 mm. 

Chapter one introduces basic concepts of solution crystallization, continuous crystalliza-

tion as well as modeling and control of crystallization processes.  

Chapter two describes a mathematical process model based on PBE for the simulation of 

a solution crystallization process. The model was validated and calibrated via experi-

mental data obtained for several cooling strategies and solution concentrations. Further-
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more, the process model was used to identify which settings most affect the mean crystal 

size and the maximum level of supersaturation during the process. 

Chapter three encompasses the proof of concept of continuous coating from solution in 

tubular reactors, demonstrating enteric coating of API crystals via coacervation. The work 

presented in chapter three shows that combined crystallization and coating applications 

are possible with the use of the presented tubular reactors. 

Chapter four deals with a feedback control strategy with the goal of tuning and maintaining 

the mean crystal size during the crystallization process. Feedback control became feasi-

ble due to the implementation of an online CSD analyzer and a model-free control strate-

gy based solely on minor initial experimental studies. 
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Abstract:  

This paper describes a simple model-free control strategy for crystal size tuning in a 

continuously operated tubular crystallizer. The crystallizer is designed for a seeded 

cooling crystallization process and acetylsalicylic acid crystallization from an ethanol 

solution was used as model system. Using a crystal size distribution (CSD) analyzer 

and minor initial studies, we developed a feedback controller that accurately tuned 

the mean crystal size within the range of 90 − 140µ݉. In addition, we created a clean-

ing concept for long-term runs based on a consistency study, which demonstrated 

that the CSD of the products remained robust when process settings were kept con-

stant. To ensure seed crystals with a narrow size distribution we used ultrasound 

irradiation for seed generation. 

Keywords: 
Crystallization, continuous crystallization, crystal size tuning, online CSD determina-

tion, feed-back control, tubular reactor 

 
                                                        

2 This chapter is formatted as it is, since it is primed for a submission to a peer reviewed journal.  
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4.1 Introduction  

The purity of organic materials is an essential quality parameter in many manufactur-

ing processes, including the food, fine-chemical and pharmaceutical industries [1][2]. 

Due to its efficiency and the relatively low capital and operating costs, crystallization 

from solution is a common unit operation for the purification of solid particles via 

phase separation [3][4]. In pharmaceutical manufacturing  polymorphism and crystal 

size/ shape control during crystallization are critical as well, since they affect down-

stream operations (such as flowability [5], filtration [6], segregation phenomena 

[7][8], blending [9], capsule filling [10], tabletability [11]) and the dissolution[12] and 

disintegration rate in the body [13][14]. Hence, significant efforts have been devoted 

to crystal engineering and the associated crystallization processes. In addition, con-

trol of crystallization processes has become increasingly important [15]. In this re-

spect, major advances in solution crystallization control were made due to in situ re-

al-time sensor technologies [16][17], faster computers and better control hardware 

[18].  

The objective of most control strategies for crystallizers  is to optimize the crystal size 

distribution (CSD) or the crystal shape and size distribution (CSSD) [15][19][20], to 

minimize the variability and the yield [21][22] and to maximize the polymorphic pu-

rity [23][24][25]. For controlling the CSSD, the most common control variables are 

temperature trajectories [26][27][24][28][29] (including temperature cycling 

[30][23]), seeding strategies [31][32] and anti-solvent addition rates or combinations 

thereof [33][34]. Recently, the addition of crystal growth modifiers was used to 

achieve the desired crystal shape [35].  

Since crystallization processes are highly nonlinear and complex, linear controllers 

do not provide sufficient control. Thus, model-based control systems are of interest. 

As a general framework for crystallization modeling, population balance equations 

(PBE) are frequently applied in nonlinear control methodologies. By coupling these 

hyperbolic partial differential equations with mass and energy balances, PBEs predict 

either the CSD (if univariate [36][37]) or the CSSD (if multivariate [29][38][39]). Nev-

ertheless, PBE require parameters for crystal growth, as well as nuclea-
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tion/aggregation and breakage rates. These parameters need to be estimated from 

experimental data [40].  

Several model-free approaches have been proposed for crystallization control. The 

most common ones are direct nucleation control (DNC) [41][30] and concentration 

feedback control (CFC) [43][44][34]. The idea of DNC is to keep the number of crys-

tals at a constant value during the process such that the product crystal size can be 

tuned via the number of crystals: the lower the number, the larger the product crys-

tals. CFC is feasible when an accurate in situ concentration analyzer, e.g., an IR spec-

trometer equipped with an attenuated total reflection (ATR) probe, is available. The 

concept of CFC is to adjust the manipulated variable in order to follow a target 

supersaturation (frequently fixed at a constant value), which requires knowledge of 

the metastable zone. CFC is a robust control strategy and is particularly applicable to 

polymorphic crystallization processes [20].   

Tubular crystallization reactors have attracted significant interest in the crystalliza-

tion field since they can eliminate problems such as inhomogeneous mixing. Moreo-

ver, they eliminate the need for rapid stirring, and thus, high shear rates. The high 

surface-to-volume ratio (compared to stirred-tank crystallizers) facilitates rapid heat 

exchange and provides accurate control of the temperature of processed medium 

[46] and the super-saturation profile [44] [45] [47]. Furthermore, tubular reactors 

are designed for continuous processing which follows the trend of continuous manu-

facturing [48].A well-known tubular reactor design is the continuous oscillatory 

baffled crystallizer (OBC) with a piston to agitate the crystal slurry in a long pipe with 

baffles [49][50][51]. Other tubular crystallizers are designed for seeded [52], self-

seeded [53], laminar [54][55][56][57] or plug flow [29][58][59][52], which is com-

monly achieved via segmenting the slurry into liquid slugs by adding an immiscible 

fluid 

This paper presents a simple but efficient control strategy that facilitates accurate 

tuning of crystal sizes in seeded tubular crystallizers equipped with a CSD analyzer. 

Flexible tuning of the mean crystal size within a broad range was shown on the basis 

of a seeded cooling crystallization process of acetylsalicylic acid (ASA) from an etha-

nol (EtOH) solution performed in a laminar flow tubular crystallizer (LFTC). It was 

shown that manipulating the feed rate of the seed suspension is sufficient to tune the 
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CSD via a model-free feedback controller, developed based on marginal experimental 

studies. By virtue of a cleaning concept it was possible to perform long-term runs and 

proof that the product CSD remains robust when process settings are kept constant. 

4.2  Materials and methods  

4.2.1 Materials  

G. L. Pharma GmbH provided acetylsalicylic acid (Rhodine 3020, pharmaceutical 

grade, M = 180.16 g/mol). Ethanol (96 % denaturized with 1 % methyl ethyl ketone, 

M = 46.07 g/mol) was purchased from Roth (Lactan). Polysiloxane tubings with an 

inner diameter (din) of 2.0 mm and an outer diameter (dout) of 4.0 mm were used for 

the tubular reactor. Straight and Y-fittings (PTFE,  d୧୬  =  2.0 mm) were used to as-

semble the tubular reactor. Filtration was performed via filter cycles with pore sizes 

of > 4 µ݉ (Carl Roth – MN 616). 

4.2.2 Process equipment  

Three peristaltic pumps, P I (Ismatec Reglo MS 2/6V 1.13C; tubing: PHARMED(R) d୧୬  =

 2.8 mm, d୭୳୲  =  5.0 mm) P II (Reglo Digital MS-2/6V 1.13C; tubing: PHARMED(R) d୧୬  =

 2.8 mm, d୭୳୲  =  5.0 mm) and P III (Heidolf Pumpdrive 5106; tubing: 

con d୧୬  =  1.6 mm, d୭୳୲  =  4.8 mm), and a gear pump P IV (Ismatec MCP-Z Process IP65) were 

used in the tubular reactor and the CSD analyzer. Magnetic (m&m international; 8250 24/DC) and 

tube pitch (Fluid Concept; Sirai S105) valves were used to switch between process-, measuring- or 

cleaning-modes. Temperatures were controlled via six thermostatic bathes: B I – B VI (LAUSA 

Type E 111, Ecoline Star edition and four LAUDA A 24). Sonication was performed in an ultra-

sonic bath (Elma Transonic 460; 35 kHz). The pressure within the tubing was recorded with the aid 

of a piezoelectric probe (Hygrosens, DRTR-AL-10V-R1B6). During the process, the CSD was 

analyzed using the Particle counter TCC(R) (Markus Klotz GmbH) equipped with a 1 ݉݉ଷ measur-

ing chamber that operated by extinction of (laser) light caused by single particles passing the 

chamber, as described in detail in [60]. Process control and monitoring (i.e., switching valves, ana-

lyzing CSD, computing pump rates, adjusting pump settings, displaying the current pressure) were 

achieved via the process control software SIPAT (Siemens AG), using Matlab (Mathworks UK) 
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functions. Communication with the pressure probe and valves was enabled through a USB board 

(Arduino; Arduino Uno). 

4.2.3 Generating the seed suspension 

An ultrasound-assisted seed generation method was used to produce sufficiently 

small seed crystals with a low fraction of fines (< 10 µ݉). A schematic representation 

of the method and an image of the generated crystals are shown in Figure . ASA was 

dispersed in EtOH at a ratio of ܿ௦௘௘ௗ ௦௨௦௣. = 0.3 ݃஺ௌ஺ ݃ா௧ைுൗ  and dissolved in a round 

bottom flask at ≈  ܥ° Subsequently, the solution was cooled to 20 .ܮ݉ in 500 ܥ40°

before starting ultrasound irradiation at 35 ݇ݖܪ. At this temperature, the solution had 

a level of supersaturation of ܵ ≡ ܿ/ܿ∗ =  1.4. The ultrasound irradiation was stopped 

60 − -after the first signs of precipitates appearing (i.e., when the solution be ݏ 70

came slightly milky). Longer irradiation times yielded smaller seed crystals. Each 

seed generation run is hereinafter referred to as a seed batch. 

 

 

 

a b 

Figure 1: (a) Schematic of the seed generation procedure via sonocrystallization. (b) Image of seed crys-

tals 
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4.2.4 Setup  

A schematic of the tubular crystallizer setup is shown in Figure 2. The process set-

tings of the described setup are listed in Table 1. The design of the tubular reactor 

was similar to the one presented in previous studies [44][45]. This paper also de-

scribes a seeded cooling crystallization process of ASA from an EtOH solution. 

 

Figure 2: Schematic process representation of the tubular crystallizer (black) including the implementa-
tion of the online CSD-analyzer (blue) 

To ensure complete dissolution of ASA, an ASA-EtOH feed solution (Feed sol.) with a 

concentration of ௙ܿ௘௘ௗ ௦௢௟. = 0.4 ݃஺ௌ஺ ݃ா௧ைுൗ  was kept at ௙ܶ௘௘ௗ ௦௢௟ = 36 ± 0.2 °C (B I)in 

a storage vessel. The ASA-EtOH seed suspension (Seed susp.), which was produced as 

described in Section 2.3, was stirred at ௦ܶ௘௘ௗ = 22 ± 0.2 °C (B II). Peristaltic pumps 

introduced the feed solution (P I) and the seed suspension (P II) into the crystallizer 

via a Y-fitting. Before entering the Y-fitting, a thermostatic bath was used to bring the 

feed solution to ௙ܶ௘௘ௗ = 34 ± 0.2 °C (B III). The tubular crystallizer itself consisted of 

a 15 ݉ tube subsequently cooled via three thermostatic bathes (B IV: ஻ܶ௔௧௛ ଵ =

,ܥ° 29 B V: ஻ܶ௔௧௛ ଶ = ,ܥ25° B VI: ஻ܶ௔௧௛ ଷ = -The supersaturation level past the Y .(ܥ° 22

fitting was determined based on the feed solution concentrations, feed and seed 

pump rates ܸ̇௙௘௘ௗ  & ܸ̇௦௘௘ௗ  (yielding the mixture concentration) and 

tures ௙ܶ௘௘ௗ  & ௦ܶ௘௘ௗ . These settings had to be selected such as to introduce slightly su-
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persaturated slurry into the crystallizer and thereby prevent nucleation events and 

the dissolution of seed crystals. 

After the product slurry exits the tubular crystallizer samples are withdrawn (ܸ̇஼ௌ஽) 

for online CSD analysis (see Fig. 2). Before entering the measuring chamber, the with-

drawn slurry is diluted with a saturated solution (ܸ̇௦௔௧.) to avoid multiple particles 

passing the measuring chamber simultaneously. For each CSD measurement, the di-

luted product slurry is pumped through the CSD analyzer (ܸ̇௔௡௔௟.) for 45 ݏ. Subse-

quently, the measuring cell is rinsed with EtOH for 45 ݏ. Due to the operating princi-

ple of the CSD analyzer, smaller crystals require extreme dilution with a saturated 

solution. That is why only the product CSD was evaluated. 

A pressure probe (labeled P in Figure 2) was installed right next to the Y-fitting, i.e., at 

the entrance of the tubular reactor. Initial experiments with microcrystalline cellulose 

in water showed that the recorded pressure could indicate the amount of solid mate-

rial within the tubing and irregularities in the process operation (Figure 3). Regarding 

the process stability, it is especially important to avoid the insertion of gas bubbles. If 

air bubbles enter the crystallizer they accumulate solid mass during their transport 

through the tubing (see insert in Figure 3). Therefore, the insertion of gas bubbles 

does not only change the residence time distribution and the collision rate of crystals 

in the crystallizer but tend to result in tube plugging, even in the absence of 

supersaturation. The incorporation of a gas bubble can easily be monitored via a 

pressure probe because of the accompanied sharp pressure increase. 
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Figure 3: Pressure values recorded while pumping slurries (micro crystalline cellulose in water) of various 
solid mass fractions (݃௦௢௟௜ௗ ௠௔௧௘௥௜௔௟/݃௦௟௨௥௥௬) through the reactor. The highlighted increase for the solid 

mass fraction of 6.2 % originates from an air bubble moving through the tube, as shown in the insert.  

Crusting is another major factor in terms of process stability: crusting on the reactor’s 

wall creates bottle necks that inhibit the transport of particles into the reactor and 

lead to pipe plugging. To prevent plugging, we rinsed the crystallizer with the solvent 

(EtOH) at regular intervals (≈ 10 ݉݅݊). The productive time intervals between these 

cleaning cycles are hereinafter referred to as slots. For each slot, the CSD was deter-

mined at least in triplicate.  
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Table 1: Process settings 

Symbol Description Value 

௙ܿ௘௘ௗ ௦௢௟. ASA concentration feed solution 0.45 ݃஺ௌ஺ ݃ா௧ைுൗ  

ܿ௦௘௘ௗ ௦௨௦௣. ASA concentration seed suspension 0.30 ݃஺ௌ஺ ݃ா௧ைுൗ  

௦ܶ௘௘ௗ  Temperature seed suspension 22 °ܥ 

௙ܶ௘௘ௗ  Temperature feed solution 36 °ܥ 

஻ܶ௔௧௛ ଵ , ஻ܶ௔௧௛ ଶ, ஻ܶ௔௧௛ ଷ Temperatures of the thermostatic 

bathes 

,ܥ° 29 ,ܥ° 25  ܥ° 22

ܸ̇௙௘௘ௗ Pump rate feed suspension 22 ݈݉/݉݅݊ 

ܸ̇௦௘௘ௗ Pump rate seed suspension 6 ݈݉/݉݅݊ (if not manipu-

lated) 

ܸ̇஼ௌ஽  Pump rate - product slurry withdrawal 6 ݈݉/݉݅݊ 

ܸ̇௦௔௧ Pump rate - saturated solution (ASA in 

EtOH) 

50 − 60 ݈݉/݉݅݊ 

ܸ̇௔௡௔௟  Pump rate - diluted product slurry for 

CSD analysis 

22݈݉/݉݅݊ 

 

4.2.5 Feedback control 

Several process settings (e.g., feed rated, temperatures, seed loadings, etc.) can be 

used to control the mean product crystals size L୫ୣୟ୬. The pump rate of the feed solu-

tion and the seed suspension can be the manipulated variables since they can easily 

be changed. As mentioned above, the supersaturation level past the first Y-fitting, 

which is determined by the feed solution’s and seed suspension’s pump rates and 

temperatures, needs to be kept slightly above one (i.e., supersaturated). Increasing 

the feed rate of the seed suspension yields a decrease in the temperature past the Y-

fitting ( ௦ܶ௘௘ௗ <  ௙ܶ௘௘ௗ  ). Since the seed suspension is saturated, the concentration of 
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dissolved ASA in the seed suspension is determined by its temperature. The solubility 

of ASA in the EtOH (96 %) was known from previous studies [52]. At ௦ܶ௘௘ௗ  the satura-

tion concentration is approximately ܿ∗(22 °ܥ) = 0.24 ݃஺ௌ஺ ݃ா௧ைுൗ , which is much 

lower than the concentration of dissolved ASA in the feed solution (see table 1). An 

increase in  ܸ̇௦௘௘ௗ  caused a decrease in temperature past the Y-fitting and a decrease 

in the amount of dissolved ASA past the Y-fitting. Due to this compensation, the 

supersaturation past the first Y-fitting varies only slightly with ܸ̇௦௘௘ௗ  , as shown in 

Figure 4, which makes manipulations of the seed pump rate feasible. This interplay 

between the temperature and the dissolved ASA applies similarly to the feed solution 

pump rate ܸ̇௙௘௘ௗ . In the present work we selected ܸ̇௦௘௘ௗ  as the only manipulated varia-

ble for crystal size control purposes and the first moment of q0, i.e., the mean crystal 

size ܮ௠௘௔௡,௤଴, as the controlled variable.  

 

 

Figure 4: Level of supersaturation after the Y-fitting, depending on the seed solution pump rate.  

 

Initial studies were performed to evaluate the effect of changes in  ܸ̇௦௘௘ௗ  on ܮ௠௘௔௡,௤଴. 

The CSD and ܮ௠௘௔௡,௤଴ were recorded for five seed suspension pump rates using the 

same seed batch (Figure 5, Top). Based on these results, a generic response function 

 ෨௠௘௔௡,௤଴(ܸ̇௦௘௘ௗ) was defined, as shown in Figure 6, Bottom. A control strategy wasܮ 
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developed based on  ܮ෨௠௘௔௡,௤଴(ܸ̇௦௘௘ௗ) in order to adjust ܸ̇௦௘௘ௗ  according to the differ-

ence  between the target crystal size  (ܮ௠௘௔௡,௤଴ ௧௔௥௚௘௧) and the measured crystal 

size (ܮ௠௘௔௡,௤଴ ௠௘௔௦௨௥௘ௗ). 

The control was operated from slot to slot. Hence, the setting of the seed suspension 

pump rate for the next slot (݅ + 1) was updated based on the setting and measured 

crystal size of the current slot (݅). First ܮ෨௠௘௔௡,௤଴ ௧௔௥௚௘௧ , i.e., the mean crystal size of the 

generic response function corresponding to an increase by ߝ, was calculated as stated 

in Equations 1-2. The new seed suspension pump rate (V̇ୱୣୣୢ ୧ାଵ) followed from the 

value assigned to the response function at L෨୫ୣୟ୬,୯଴ ୲ୟ୰୥ୣ୲ , see Equation 3. 

ߝ = ௠௘௔௡,௤଴ ௧௔௥௚௘௧ܮ   ௠௘௔௡,௤଴ ௠௘௔௦௨௥௘ௗܮ  −  (1) 

=  ෨௠௘௔௡,௤଴ ௧௔௥௚௘௧ܮ  ෨௠௘௔௡,௤଴൫ܸ̇௦௘௘ௗ ௜൯ܮ   +  (2)  ߝ

෨௠௘௔௡,௤଴൫ܸ̇௦௘௘ௗ ௜ାଵ൯ܮ =    ෨௠௘௔௡,௤଴ ௧௔௥௚௘௧ܮ 

→ ܸ̇௦௘௘ௗ ௜ାଵ  

(3) 

The response function was obtained solely from experiments using the same seed 

batch, which is a simplification since ܮ௠௘௔௡,௤଴ depends on the seed CSSD. Neverthe-

less, this simple feedback control strategy is effective as long as the mean crystal size 

response to the seed suspension pump rate shows a monotonic decrease (i.e., higher 

seed pump rates yield smaller mean crystal sizes). 

௠௘௔௡,௤଴ ௠௘௔௦௨௥௘ௗܮ  was determined by averaging the mean crystal sizes recorded dur-

ing one slot. New seed suspension pump rates were applied to the next slot, i.e., the 

feedback control of the tubular crystallizers was operated from slot to slot. In order to 

screen for erroneous measurements (e.g., due to insufficient dilutions in the measur-

ing chamber), two tests were performed to analyze the CSD measurements. 

1. For each CSD measurement at most 30 000 particles were counted (the analy-

sis time was 45 s).  

2. A ߯ଶ-test was executed as follows: 

߯ଶ = ෍  ௜ܰ − ݊଴௜
݊଴௜

௜೘ೌೣ

௜೘೔೙ 

 
(4) 



 Chapter 1:- Introduction 

 

 64

For the ߯ଶ-test, the CSD was represented by 20 equally-sized bins between 

݅௠௜௡ = 35µ݉ and ݅௠௔௫ = 425µ݉. ௜ܰ is the measured number of particles in the ݅௧௛ 

bin. ݊଴௜ , i.e., the expected number of particles in the ݅௧௛ bin obtained by fitting a log-

normal distribution to the measured CSD. Since the log-normal distribution described 

most CSDs with sufficient accuracy, Equation 4 was expected to produce higher val-

ues in the presence of outliers and faulty measurements. The test was passed 

if ߯ଶ <  1.  The crystal size was assumed to be “within the control window tuned if 

หܮ௠௘௔௡,௤଴ ௠௘௔௦௨௥௘ௗ − ௠௘௔௡,௤଴ ௠௘௔௦௨௥௘ௗหܮ < 3µ݉. 

 

 

Figure 5: Determination of the response function ܮ෨௠௘௔௡,௤଴(ܸ̇௦௘௘ௗ). Top; CSDs recorded for five seed sus-

pension pump rates (two per setting). Bottom; Response function obtained from the linear interpolation 
and extrapolation between and beyond the (averaged) measured mean crystal sizes. 
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4.3 Results and discussion 

4.3.1 Consistency of the tubular crystallizer 

Before applying feedback control, the process setup was tested for robustness of the 

product CSD. The tubular crystallizer was operated for one hour, i.e., five slots, with 

the process settings listed in Table 1 and seeds from a single seed-batch. Figure 6 

shows the measured CSDs. The results indicate that the crystallizer produced a robust 

particle size distribution. Throughout the entire run, deviations in ܮ௠௘௔௡,௤଴  were in 

the range of 5 µ݉ and the pressure fluctuated only by 3 ܾ݉ܽݎ, suggesting that pro-

cess conditions that affect the CSD (e.g., pump rates, temperatures and the seed load-

ing i.e., the solid mass fraction of the fed seed suspension) varied within an acceptable 

range. The sensitivity of the CSD analyzer was established by the initial studies of the 

feedback controller (Figure 5). As such, the presented setup can be assumed suitable 

for monitoring and controlling the mean crystal size.  

 

Figure 6: CSD measurements during a crystallization process lasting 1h operated with constant settings 
(see Table 1).  ܮ௠௘௔௡,௤଴ varied between 85 µ݉ and 80 µ݉ and the pressure was between 285 ܾ݉ܽݎ and 

  .ݎܾܽ݉ 282
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4.3.2  Tuning the mean crystal size to 140 µm 

Figure 7 shows the results of two control experiments using different seed batches 

with the objective to tune ܮ௠௘௔௡,௤଴ to 140 µ݉. The pressure varied between 

278 − during Experiment 1 (Exp.1) and between 270 ݎܾܽ݉ 281 −  during ݎܾܽ݉ 263

Experiment 2 (Exp.2).  

In both experiments, the tubular crystallizer was initially operated using the settings 

listed in Table 1, i.e., a seed suspension pump rate of 6 ݈݉/݉݅݊. With the feedback 

controller, the target mean crystal size was achieved after one manipulation of ܸ̇௦௘௘ௗ  

(one more slot) in Experiment 1 and two manipulations (2 more slots) in Experiment 

2. 

Slot 1 exhibits the mean crystal size in both experiments using identical process set-

tings. ܮ௠௘௔௡,௤଴ was higher in Experiment 1 and the final seed pump rate (= the pump 

rate that yielded a ܮ௠௘௔௡,௤଴ value close enough to the target value) was lower in Ex-

periment 2. The discrepancy between the two experiments was caused by different 

seeds. Ultrasound irradiation was applied for 70 ݏ and 60 ݏ to the seed batches in Ex-

periment 1 and Experiment 2, respectively. As anticipated, for shorter irradiation 

time seed images indicated (CSD determined via ImageJ) that in Experiment 2 the 

seeds were bigger and had fewer fines (crystals < 10 µm) than those used in Experi-

ment 1. Hence, Experiment 2 was expected to yield bigger product crystals in slot 1 

and require a higher final seed pump rate assuming that the crystal size changes only 

occur via growth. However, this is in conflict with the experimental observations, in-

dicating the presence of an additional mechanism that altered the CSD. It is known 

that the likelihood of aggregation (and agglomeration) events is higher if the crystals 

are smaller [3][61]. Since the experiment with smaller seeds produced larger product 

crystals, a considerable number of aggregation events seem plausible.  
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Figure 7: (top) Control of the mean crystal size value with a target value of  ܮ௠௘௔௡,௤଴ ௧௔௥௚௘௧ = 140µ݉ in 

two experiments. Top; Change in mean crystal sizes from slot to slot. The actual seed suspension pump 
rates are shown as well, and the error bars denote the standard deviations ߪ( ܮ௠௘௔௡,௤଴) for a slot; (Bot-

tom) CSDs of the product crystals. 

4.3.3 Stepwise control of the mean crystal size 

In order to further examine the feedback controller, the mean crystal size was tuned 

to five target values, starting at 130 µm and subsequently decreasing by 10 µ݉ 

(i.e., 130 µ݉, 120 µ݉, 110 µ݉, 100 µ݉, 90 µm). The CSD of the successfully tuned 

product crystals and the control history, i.e., changes in  ܮ௠௘௔௡,௤଴ from slot to slot, are 

shown in Figure 8 and Table 2. While achieving the target mean crystal size in the 

first two steps (130 µ݉ & 120 µ݉) only required one ܸ̇௦௘௘ௗ  manipulation, the follow-

ing steps (110 µ݉ & 100 µ݉) used three slots due to a seed change, since a new seed 

batch was used from slot 4 on. The last tuning step (100 µ݉) was again accomplished 

via a single ܸ̇௦௘௘ௗ  manipulation. Images of the tuned product crystals are shown in 

Figure 9.  
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Figure 8: Stepwise control of the CSD, 130 µ݉ → 120 µ݉ → 110 µ݉ → 100 µ݉ → 90 µ݉. Top; Change 
in the mean crystal sizes from slot to slot. The error bars denote the standard deviations ߪ( ܮ௠௘௔௡,௤଴) for a 

slot. Bottom; CSDs of the tuned product crystals. 

The pressure in the tube is dependent on the total flow rate (ܸ̇௦௘௘ௗ + ܸ̇௦௢௟) and the 

solid mass fraction (see Figure 3). In the first three slots, the recorded pressure de-

creased despite an increase in the total flow rate. Even though the solid mass frac-

tions (percentage of solid material in the tubing) were not identical, the results indi-

cated that the pressure rises distinctly when processing larger crystals. 

In our previous study [44], we presented a mathematical process model for the cool-

ing crystallization of ASA from EtOH 96% for the same reactor design (but with seg-

mented flow rather than laminar flow in this work). This PBE-based process model 

was applied to calculate the mean crystal size for all seed pump rates during the 

stepwise tuning. For all simulations, the seed CSD was assumed to be uniformly dis-

tributed between 40 µ݉ and 50 µ݉, and the solid mass fraction of ASA in the seed 

suspension was approximated by ݃஺ௌ஺ ௦௢௟௜ௗ/݉ܮ௦௘௘ௗ ௦௨௦௣௘௡௦௜௢௡ = 0.042 from the solu-

bility of ASA in EtOH (96%) stated in [44]. The simulations only took crystal growth 

into account (i.e., no nucleation, aggregation or breakage). The obtained mean crystal 

sizes  ܮ௠௘௔௡,௤଴ ௦௜௠௨௟௔௧௘ௗ  are listed in Table 2. The simulated mean crystal sizes were 

not expected to match the results obtained during the control history since the pro-



 Chapter 1:- Introduction 

 

 69

cess model assumed the plug flow (i.e., that all crystals had the same residence time 

in the reactor) and since no accurate determination of the seed CSDs was available. 

Nevertheless, the discrepancy between the measured and simulated mean crystal 

sizes increased as the seed pump rate decreased. The lower ܸ̇௦௘௘ௗ  became, the more 

the ܮ௠௘௔௡,௤଴ ௦௜௠௨௟௔௧௘ௗ  underestimated the measured ܮ௠௘௔௡,௤଴ . Since the process model 

only took crystal growth into account, this increasing discrepancy indicated that the 

CSD was affected by an additional mechanism that gains importance as the seed 

pump rates decreased. As discussed in Section 3.2, aggregation may play a significant 

role, especially if the crystals are small. In addition to the crystal size, the level of 

supersaturation is also known to affect and cause aggregation [62][63][52]. Figure 10 

shows the supersaturation profiles obtained by the process model for three seed 

pump rates. As expected, the simulation results suggested that lower seed pump rates 

led to higher levels of the supersaturation, especially past the reactor inlet (where the 

crystals were smallest). Based on this, we assume that aggregation becomes more 

relevant when the seed pump rates decreased. 

Based on the results shown in Figure 7 and Figure 8, the CSD measurements appear 

more consistent (as indicated by the standard deviations σ( L୫ୣୟ୬,୯଴) within a slot) 

for smaller crystal sizes (< 130 µ݉). This was to be expected in the presence of aggre-

gation: since aggregation events are less reproducible, they lead to variations in the 

CSD. 
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Table 2: Control settings for the stepwise tuning of the mean crystal size 

Slot  ࢗ,࢔ࢇࢋ࢓ࡸ૙ ࢚ࢋࢍ࢘ࢇ࢚ 

[µ࢓] 

  ૙ࢗ,࢔ࢇࢋ࢓ࡸ 

[µ࢓] 

  ࢿ

[µ࢓] 

 ࢏ ࢊࢋࢋ࢙̇ࢂ

࢒࢓]

 [࢔࢏࢓/

  ࡼ

 [࢘ࢇ࢈࢓]

 ࢊࢋ࢚ࢇ࢒࢛࢓࢏࢙ ૙ࢗ,࢔ࢇࢋ࢓ࡸ 

[µ࢓] 

1 130 130.96 0.96 4.00 330 111.50 

2 120 120.97 0.97 4.99 330 104.04 

3 110 114.31 4.31 5.56 325 100.62 

4*  101.49 -8.51 5.95 320 98.55 

5  110.95 0.95 5.20 340 102.72 

6 100 106.27 6.27 6.33 342 95.70 

7  107.90 7.90 7.13 340 93.28 

8  100.30 0.30 8.21 342 89.43 

9 90 90.40 0.40 11.07 343 87.79 

*… a new seed-batch was used 
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120µm 110µm 

             
100µm 90µm 

Figure 9: Images of seed and product crystals sampled during the stepwise tuning. 
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Figure 10: Supersaturation profiles for three seed loadings obtained during the simulations.  

4.4 Conclusion and Outlook 

This paper presents a model-free control strategy for tuning the number-based mean 

crystal size in a tubular reactor. The tubular reactor is designed for a seeded cooling-

crystallization process. The model substance chosen was acetylsalicylic acid which 

was crystallized form an ethanolic solution. The mean crystal size of the products was 

shown to depend on crystal growth and aggregation. Since an increase in both of the 

effects is associated with a decrease in the seed pump rate, it was possible to develop 

a feedback controller that manipulates the seed suspension pump rate to tune the 

mean crystal sizes. Furthermore, since supersaturation levels at the reactor inlet re-

mained unaffected, the seed suspension pump rate proved to be an appropriate ma-

nipulating variable. 

Beside a proof of concept of the feedback controller, the results of our work can be 

summarized as follows: 

 An ultrasound-assisted seed generation method for producing small seed crys-

tals with a narrow CSD and a low fraction of fines was designed. 

 Pressure recordings indicated that the percentage of solid material in the tub-

ing and the particle size could be estimated via a pressure probe. 
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 A cleaning concept for the tubular crystallizer to enable long term runs was 

presented. A consistency study demonstrated that the product CSDs was accu-

rately maintained, provided that the process settings were kept constant.  

 Aggregation was expected to occur, if the seed pump rate was below a thresh-

old value (≈ 4.5 ݈݉/݉݅݊ using the process settings in table 1). Although crys-

tal size tuning was also possible in the presence of aggregation, the obtained 

CSDs are less robust, i.e., featuring higher variations in mean crystal size. 

In summary, the results of our study demonstrate the potential for highly accurate 

crystal size tuning in a tubular crystallizer via a model-free feedback control strategy. 

Due to the straightforward design of the presented crystallizer, only a few experi-

ments were required to set up a controller. 
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