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Preface

The first ideas for this work were born in a small pub near the Graz University of Technology in
the Stremayrgasse. It was in December 2005 when I joined Harald Raupenstrauch to battle against
the “Khinast Group” in table soccer. This was the time when I met Johannes Khinast and we
directely started to talk about the direct numerical simulation of bubble swarms. I was impressed
by his explanations and thought: “Wow, people doing this simulations must be very brave.” So I

joined his group to write my diploma thesis on this topic in April 2006.

I clearly remember the first day at the “Institute for Ressource Efficient and Sustainable Systems”,
in the office I used to call “The Jungle” - there were little bamboo trees everywhere. At that time,
the group was made up of Heidi Woelfler and Georg “Schorsch” Schitter, two PhD students
doing some organic chemistry in a tiny corner in a small lab. However, they were so enthusiastic
about their job, that they could even convince me to go through thousands of lines of FORTRAN
code day by day. Seven month later, I had written two manuscripts for papers and had
manufactured a book made up of 140 pages that became my diploma thesis. At this moment it
became crystal clear that I also want to start my PhD in this group, despite I knew this would not

be an easy job.

I started working on this thesis in January 2007, and there seemed to be endless time to complete
it. Still busy with the FORTRAN code of Johannes, I was quickly involved in practical engineering
problems dealing with clean room decontamination and hot melt extrusion of pharmaceuticals. I
realized quickly that there was plenty of space for research to be done in these two areas, and
projects were wrapped around them. Starting with no clue in both areas, I met with peoply
teaching me how a clean room and GMP documentation looks like. Despite this was definietely a
work-intensive time, people were continously joining our group and the Research Center

Pharmaceutical Engineering GmbH was slowly forming out of Johannes’ ideas.

Now, more than four years after joining Johannes’ group, my thoughts have also formed
computer programs, metal, plexiglass and scientific publications. Also, I had the chance to
introduce some students on how to write a diploma thesis, and I hope I did it well. I learned about
parallel computing, C++, OpenFOAM, granular flows, mixing and chemical reactions, as well as

other things in life. Most of my experiences during these years are reflected in this thesis lying in
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front of you, and some are not. ’'m sure, however, that I did my best to make it as complete as
possible. I hope you find it useful, at least for some of your work, and enjoy reading it the same as

I enjoyed writing it.
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Kurzfassung

Die Modellierung von vielen Prozessen der pharmazeutischen Industrie hinkt der in anderen
Industriebereichen (z.B. in der Automobilindustrie) hinterher. Zusitzlich ist gerade die
Modellierung von Mehrphasensystemen in der pharmazeutischen Industrie besonders
anspruchsvoll. Die derzeitigen Richtlinien der Behérden (z.B. der Food and Drug
Administration und der European Medicines Agency) fordern ein tieferes Prozessverstindnis,
und auch die Hersteller von Pharmazeutika dringen nach einem tieferen Einblick in ihre
Prozesse. Um diese Ziele zu erreichen, sind geeignete Modelle fur die Produktionsprozesse
von Wirkstoffen und Arzneimittelprodukten notwendig. Mit mechanistischen Modellen kann
die hochste Stufe der Modellierung eines derartigen Prozesses erreicht werden, da diese auf

cinem detaillierten Verstindnis der Sub-Schritte des Produktionsprozesses beruhen.

Die vorliegende Arbeit behandelt mechanistische Modelle fir die Beschreibung von
Mehrphasensystemen in der pharmazeutischen Industrie. Der Fokus liegt dabei auf der
Beschreibung von Blasenstromungen und granularen Stromungen. Das Ziel der Arbeit ist eine
detaillierte Beschreibung des derzeitigen Entwicklungsstandes, sowie die Durchfithrung
verschiedener numerischer und experimenteller Untersuchungen dieser beiden Systeme. In
einem ersten Schritt wurden relevante Mehrphasensysteme analysiert und geeignete
Modellierungsstrategien ausgewihlt. Reaktive Blasenstromungen wurden mit Direkten
Numerischen Simulationen (DNS) und mit Large Eddy Simulationen (LES) berechnet.
Granulare Stromungen wurden mit der Diskrete Elemente Methode (DEM) simuliert. Die
granulare Strémung in einem gerithrten Mischer, sowie tber eine Einzelschaufel eines
Mischers wurde mittels der granularen Particle Image Velocimetry (gPIV) experimentell

untersucht.

Die DNS von Hydrierungsreaktionen zeigte, dass verschiedene Stromungsstrukturen im
Nachlauf der Blase zu unterschiedlichen Umsitzen und Selektivititen des Reaktions-
netzwerkes fiihren. Der Vergleich mit einer Vorhersage auf Basis des Filmmodells zeigt, dass
dieser Effekt durch die Verwendung eines effektiven (anstatt des molekularen)
Diffusionskoeffizienten fir ein Zwischenprodukt modelliert werden kann. Um die Resultate

der DNS mit den LES mit reaktivem Stoffaustausch zu kombinieren, muss ein Modell fur die

ix



Bildungsrate der skalaren Varianz berticksichtigt werden. Ein Zusammenhang fiir diesen
Quellterm wurde vorgeschlagen. Die Ergebnisse der LES fiir die Blasenstrémung zeigten eine
hervorragende Ubereinstimmung mit Literaturdaten. Weiters wurde auch ein Modell fiir die
reaktive Vermischung im Flissigkeits-Bulk validiert. Die DEM-Simulationen der granularen
Strémung in einem Mischer zeigten hingegen nur eine qualitative Ubereinstimmung mit den
experimentellen Daten. Besonders problematisch ist der Fall einer feuchten Schittung, wo die
in der Simulation verwendete Partikelgrof3e einen entscheidenden Einfluss auf das berechnete
Stromungsfeld hatte. Es wurde jedoch beschleunigtes Mischen im Fall einer feuchten

Schiittung mit der Simulation prognostiziert, was auch experimentell nachgewiesen wurde.



Abstract

Currently, the level of modeling of various processes in the pharmaceutical industry lags
behind that in other industries (e.g., the automotive industry). In addition, the modeling of
multiphase systems encountered in the pharmaceutical industry is especially challenging. The
current guidelines of regulatory authorities (i.e., the Food and Drug Administration or the
European Medicines Agency) ask for a deeper process understanding and also manufacturers
have realized the importance of process insight. To reach these goals, appropriate models of
the production process for drug substances and drug products are required. Mechanistic
models provide the most sophisticated level of modeling, since they are based on a detailed

understanding of the sub-steps that influence the overall production process.

This work focuses on mechanistic models for the description of multiphase flow systems in
the pharmaceutical industry. The focus is on bubbly flows, as well as on granular flows. The
ultimate goal is to provide a thorough description of the current state of the art, as well as to
perform various in-depth numerical and experimental analyses of these two flow systems. In a
first step, relevant multiphase flow systems have been reviewed and appropriate modeling
approaches have been selected. Reactive bubbly flows have been simulated using Direct
Numerical Simulations (DNS), as well as Large Eddy Simulations (LES). Granular flows have
been simulated using the Discrete Element Method (DEM). The granular flow in a bladed
mixer, as well as over a single blade, has been experimentally investigated using granular

Particle Image Velocimetry (gPIV).

The DNS of hydrogenation reactions revealed that different bubble wake types will result in
different rates of yield and selectivity of the reaction network. The comparison with a solution
obtained from film theory showed that this effect can be modeled by using an effective
diffusion coefficient instead of the molecular one for the intermediate reactant. To link the
results of the DNS with the LES, a model for the scalar variance generation due to mass
transfer is required. A scaling for this source term has been proposed. The results of the LES
of bubbly flow showed an excellent agreement with literature data. Also, a reactive mixing
model for the liquid bulk was validated. The DEM simulations of granular flow in the mixer

were only in qualitative agreement with experimental data. Especially in the case of wet
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granular matter, the particle size used in the simulation had a significant impact on the
calculated flow field. However, improved mixing was predicted in case of wet granular matter

and confirmed also by our experimental results.
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“Nothing is too small to know, and nothing is too big to attempt.”

(William Van Horne, 1843 - 1915)

Multiphase Systems
in the Pharmaceutical Industry

The pharmaceutical industry has grown to one of the most important branches of our
economy. Besides the need of energy for our rapidly growing population, the supply of
affordable pharmaceuticals is essential for our daily life. This supply is directly coupled to their
efficient production, which is frequently performed in gas-liquid-solid, gas-solid, liquid-liquid

or gas-liquid multiphase flow systems.

This chapter provides an introduction and motivation for the study of multiphase systems
encountered within the pharmaceutical industry. The systems are classified following their
position in the overall manufacturing process of a drug product. The focus of this
classification is on solid dosage forms produced via a synthetic route. Also, some aspects of
decontamination technology are reviewed in order to reflect current challenges in the

engineering of multiphase systems in the pharmaceutical industry.



2 1. Multiphase Systems

1.1 A Definition of Multiphase Systems

Multiphase systems are systems in which two or more fluid phases, as well as fluid and solid
phases, are simultaneously present.' This includes a wide spectrum of systems, i.e., essentially
all systems encountered in nature and industry. More difficult is the definition of multiphase
flow systems and even the recent book of Prosperetti and Tryggvason” does not give an exact
definition. A possible argument for the classification as a multiphase flow system is that its
behavior is dominated by the interaction of two or more phases. This interaction can be of
physical (e.g., momentum or mass transfer, changing physical properties, phase changes...), as
well as chemical (e.g., reactions occurring at the interfaces) nature and requires special
attention in these systems. For example, the particle flow in a clean room, which involves solid
particles, as well as a gas phase, may not be treated as a multiphase flow system. This is
because the particle loading is so low that the flow is not dominated by the phase interaction.
However, if the particle loading in a gas-solid flow is substantially increased (e.g., to mass
loadings in the order of 1 kg dispersed phase per kg continuous phase as it is the case for

cyclone separators), there is no doubt on the definition as a multiphase flow system.

This interaction of phases typically leads to a complex system behavior, which in addition is
hard to quantify from an experimental point of view. This has led to a situation, where the
design of multiphase systems is purely based on trial-and-error methodologies instead of a
rational approach. With “rational approach” we refer to simple models, either based on sound
theory or on empiricism that enable us to predict the behavior of the system to a certain
degree of accuracy. Currently, such models do not exist, or do not provide a prediction with
an acceptable degree of accuracy, for all multiphase systems. In the following, some important

multiphase (flow) systems encountered in the pharmaceutical industry are detailed.

1.2 Bulk Manufacturing

Bulk manufacturing refers to processes for the production of the active pharmaceutical
ingredient (API) and excipients. APIs are typically complex organic molecules and their
synthesis is often performed in the liquid phase, e.g., in a slurry bubble column. Due to their
large size, pure API molecules are solids at standard temperature and pressure, having an
amorphous or crystalline structure (see Figure 1.1). Often, multiple crystalline structures are
observed showing different physical properties. This polymorphism can constitute a serious

issue, since the exact crystal structure depends on the nuclei (e.g., impurities or homogeneous



1.2 Bulk Manufacturing 3

seeds) present in the supersaturated solvent, and the crystallization conditions. In the
following chapters, the most common types of equipment used for API synthesis and

crystallization are reviewed.

Figure 1.1: A typical crystalline API (left: acetylsalicylic acid obtained from a continuous crystallization
process,? the image was taken using a conventional light microscope) and an excipient (right: lactose
monohydrate,? the image was taken using a FEI Quanta 200 ESEM by Dr. Julian Wagner, FELMI,
Graz University of Technology).

1.2.1 Synthetic Route

For the synthetic route of API production, the yield and selectivity of the reaction network is
of main interest. Examples for the production of APIs and excipients or their precursors via a

fully synthetic route are:

® The hydrogenation of dinitriles

This reaction is performed in a three-phase system involving a liquid phase, gas bubbles
and a solid (i.e., a Raney-type Nickel catalyst). It was shown that the adsorption of the
dissolved educts is key for the overall kinetics, as well as the selectivity of the reaction

network.

® The asymmetric hydrogenation of ethyl pyruvate

This hydrogenation is performed in an organic solvent (i.e., 1-propanol), using Pt/AlO;

catalyst particles. Pure hydrogen is typically used and dispersed by an impeller. It was

2 Lactose monohydrate has been donated by Dr. F. Reiter, G.L. Pharma GmbH, Lannach, Austria.



4 1. Multiphase Systems

shown by Sun et al.,” that in this multiphase reaction system the enantioselectivity changes

by a factor of three when mixing in the reactor is enhanced.

® The hydrogenation of o-nitroanisole

In this liquid-phase hydrogenation, methanol is used as a solvent and palladium on a
carbon support as the catalyst. Hydrogen is brought into contact with the liquid via
perforated walls in a microreactor. McGovern et al.’ showed that in this reactive
multiphase system the conversion strongly depends on the gas and liquid fluxes through

the reactot.

® The hydrogenation of nitroarenes

This reaction occurs in methanol, where pure hydrogen is sparged into the system and the
catalyst (typically supported copper, cobalt, platinum, palladium or nickel) is suspended as
fine particles. The selectivity towards the final product can be controlled by catalyst

design, gas hold-up, as well as the micro-mixing in the system.”

® Reactive extractions for chiral separations

An attractive process for the production of pure enantiomers of amines and amino-
alcohols (i.e., key intermediates in the pharmaceutical industry) was studied in the paper of
Steensma et al.® In this liquid-liquid process, the complexation of the enantiomers of
phenylethylamine and phenylglycinol, as well as ligand-exchange reactions involving the
enantiomers of leucine were analyzed. By using the film model for mass transfer as well as
taking into account the reversible reaction network, the experimental results for the

extraction rate could be reasonably-well predicted.

These examples show that the interaction of fluid flow, homogeneous, as well as
heterogeneous reactions (i.e., reactions taking place on surfaces) can significantly change the
behavior of the system. For fast reactions, i.e., reactions with a high Damkdéhler number, the
exact distribution of the reactants dictates the selectivity of the reaction network. In
multiphase systems where one or more reactants are transferred across an interface, these fast
reactions typically occur near the interface. Thus, mixing on the scale of the concentration
boundary layer may be of interest and will have a certain effect on the outcome of a reaction
network. Since the work of Danckwerts in the late 1950%s,” a huge amount of literature has
accumulated on the prediction of these mixing effects in chemical reactors (see, e.g., the book

of Baldyga and Bourne'’ or of Fox'"). Various modeling approaches for interface reactions are
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known in literature. Typically, the film model is used as a simple and still realistic model to
study the influence of mass transfer characteristics on the reaction. More details on the

modeling strategies are provided in Chapter 3.

1.2.2 Semisynthetic Route

Semisynthetic routes refer to a pharmaceutical production where a natural raw substance is

chemically treated to obtain the final product. Examples include:

® The hydrogenation of sugars

These reactions are performed in a three-phase system (i.e., a carbon-supported
Ruthenium catalyst, an aqueous solution of the sugar and hydrogen as the gas phase) to
manufacture, e.g., sorbitol, an industrially extremely important intermediate.”” The data by
Crezee et al.’suggested that the reaction on the catalyst surface is the rate-limiting step.
Using various adsorption models for hydrogen and the sugar, the experimental data could

be predicted quantitatively correct.
® Semi-synthetic antibiotics

Cephalosporins are, in addition to penicillins, the most important antibiotics. They are
produced via a semi-synthetic production route in which the final product is derived from
the natural antibiotic cephalosporin C (CPC) or penicillin.” The production of these
cephalosporins is a combination of enzymatic conversions and conventional aqueous-or
organic-phase chemistry. The latter can be done using heterocyclic thiols in organic

solvents and BF; gas.

1.2.3 Biopharmaceutics Production

During biopharmaceutics production typically plant, bacteria, fungi, algac or animal cells are
used to manufacture the APIL. The shear stress experienced by these cells, as well as the
volumetric mass transfer coefficient, play a key role in these reactors. Both factors are
significantly influenced by the rheology of the suspension in these reactors, and have been
intensively studied.'"" It is remarkable, that in typical aerobic fermentations the characteristic
oxygen consumption time scale (defined by the ratio of the saturation concentration of oxygen
and the specific oxygen consumption rate at the saturation concentration) can be in the order
of 1 5."" This means that macro mixing within the reactor definitely plays a role (macro mixing

is typically in the order of 10 to 100 s depending on the stirrer speed). For highly viscous
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liquids, even the time scale for micro mixing might be larger than the characteristic time scale
for oxygen uptake. Consequently, care has to be taken to avoid local oxygen depletion in these

reactors.

Also, reactive multiphase systems are encountered in down stream processes of the
biopharmaceutical industry. An example is the extraction of Penicillin G from the reaction

broth."”

1.2.4 Chromatographic Systems

Preparative chromatography is the predominant final separation step in biopharmaceutics
production. While the conventional co-current elution chromatography is primarily used in
industrial practice, there are significant efforts for the development of a continuous
chromatography system.”” In a conventional chromatography system, the mobile phase is
flowing through the chromatographic bed continuously. The mixture to be separated is
injected into the mobile phase discontinuously. Depending on the interactions between the
molecules to be separated and the stationary phase (i.e., the chromatography bed), the
individual components are restrained differently and consequently separated. Different
interaction mechanisms are known in literature (i.e., hydrophobic interaction, “reversed”

phase, ion exchange, gel filtration, etc.).

Applications of chromatography in the pharmaceutical industry range from simple standard
non-chiral separations to recent research focusing on chiral separations. The latter are of great
interest for the industry, as asymmetric crystallizations or enantioselective synthesis are still
not fully developed, hence expensive and time consuming. Examples for chromatography in

the pharmaceutical industry are:

® the separation of racemic mixtures of tramadol,” ibuprofen,” as well as other

enantiomers,”
® the separation of enzymes,”
® the separation of cis/trans-isomers of phytol,* as well as

® the purification of tocopherols.”
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1.2.5 Crystallizers

Crystallization is an effective unit operation for”

® purification processes,
® polymorphism control,
® crystal design (i.e., particle size and shape control), or

® the stabilization of products.

Crystallization can be used for both organic and inorganic substances. For the former,
crystallization is especially interesting in the context of purification processes. The control of
crystallization processes is critical and has gained much interest within the years. Recent

. . . 26 . 3
examples of crystallization reactors are based on microreactors™ or continuous processes.

1.3 Dosage Form Manufacturing

In order to provide a safe and convenient delivery of the API, the drug itself has to be

formulated to yield the final drug product, i.e., the dosage form. Dosage forms include:
® tablets (i.e., compacted powder aggregates, the most frequently used dosage form),
® solutions, syrups and elixirs (i.e., a homogenous mixture of solutes in a solvent),
® capsules (i.e., a shell containing the drug substance and the excipients),
® cmulsions (i.e., a mixture of at least two immiscible liquid phases),
® suspensions (i.e., finely dispersed particles in a liquid phase),
® aerosols (le., fine particles or droplets), and

® transdermal patches (i.e., patches that deliver the drug through the skin into the blood

stream).

Nearly all of these dosage forms consist of a multiphase system or involve a multiphase
system during their production (see the examples presented in Chapters 1.3.1 and 1.3.2).
When focusing on the manufacturing of tablets, the powder mixture to be compacted has to
have appropriate flow properties, and has to be homogenous. Due to the typically small
particle size, the interaction of the particles with each other, as well as with the surrounding

gas is of major importance. Consequently, the powder mixture consisting of the API and one
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or more excipients is often granulated. Typically, this yields a granulate with a particle size
between 0.05 and 2 mm (see Figure 1.2) that can be compressed in tablet presses. Exceptions
are direct compression processes or processes in which the API is added to a granulate
directly before compression.”” In any case, glidants (such as, e.g., silica nanoparticles) and
lubricants (such as, e.g., magnesium stearate) are often added to the mixture in order to

control its flow, compaction or aerosolization” properties.

Figure 1.2: Product of a wet granulation process (API: Diltiacem HCI, excipient: lactose monohydrate,
binder: Eudragit NE 30 D,c the image was taken using a FEI Quanta 200 ESEM by Dr. Julian Wagner,
FELMI, Graz University of Technology).

Granulation is performed via a dry or wet granulation step. Less frequently, sinter granulation,
melt granulation or other specialized granulation processes (e.g., granulation via spray drying,
or single-pot technologies for highly potent drug formulations) are used. An overview over
granulation processes in the pharmaceutical industry is provided by Ritschel and Bauer-
Brandl.”” While dry granulation gives a final tablet with a high hardness, the disadvantages of

this granulation process are the higher disaggregation time and the excessive fines production

b Aerosolization trefers to the ability of a powder to be dispersed into a gas stream and is important, e.g., for the
design of powder inhalers. This ability is similar to the ability of a powder to be fluidized and strongly depends
on the permeability of the powder, i.e., its particle size and shape distribution, as well as on cohesive forces.

¢ Diltiacem HCI, lactose monohydrate, and Eudragit have been donated by Dr. F. Reiter, G.L. Pharma GmbH,
Lannach, Austria.
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during manufacturing. Although wet granulation is time consuming and expensive, it is the
most frequently used granulation technique. This is due to the fact that dust formation is
suppressed, the API distribution can be controlled, binders with additional effects on drug
release (e.g., retard formulations) can be used, as well as excellent flow properties and a high

bulk density of the granulate can be achieved.”

1.3.1 Wet Granulation

During wet granulation, a three-phase system is formed consisting of solid particles (i.e., the
API and the excipients), the ambient gas (e.g., air) and the binder solution. Wet granulation
has the purpose to initially bind particles together with the aid of liquid bridge forces. These
liquid bridges can exist between two or more particles, and even at low saturation levels their
distribution is complex.” In the final drying step, binding is caused by solid bridges (caused by

solidification of dissolved API or excipients), van der Waals forces or mechanical interlocks.

Wet granulation is typically performed in fluidized beds or high-shear granulators. In fluidized
bed granulators the particles are agitated by a permanent gas flow. This causes inter-particle
collision with a low characteristic impact velocity, which in turn yields relatively loose
agglomerates. Also, fluidized bed granulation processes are determined by a wide range of
process parameters that need to be optimized in order to achieve the desired product quality.

Hence, these processes are only economic for a mass production of a drug product.

In contrast, high-shear granulators are much more simple, flexible, and robust. In these
granulators the main impeller keeps the powder bed in motion (the tip speed is in the order of
10 m/s, which gives rotation speeds between 60 and 800 rpm depending on the scale of the
equipment). A chopper (often located off center) spinning between 500 and 3,500 rpm is used
to control the maximum granulate size. High-shear granulators are typically used in batch
mode with a nominal volume between 10 and 1,200 liters. An excellent review of wet

granulators is given in the book of Litster et al.”

1.3.2 Coating

The main purpose of a coating process is to cover the final dosage form, e.g., a tablet, with a

well-defined film to control different properties of the formulation. These properties can be:
® the taste,

® the appearance (color, surface properties, printability),
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the shelf life-time,

the application of an additional API in the coating,

the location of disintegration in the human body, or

® the release properties, e.g., the rate of API release in the human body.
As these properties are central for the effect of the dosage form, the coating, as well as the

coating process itself, is extremely important for the pharmaceutical industry.

During a typical coating process (i.e., film coating) a thin film (10 - 100 pm) of
macromolecular substances is formed on the surface of tablets or capsules.”” These solid
dosage forms are coated in whether fluidized bed or rotating drum (also referred to as pan or
perforated pan) coaters. Rotating drum coaters are very versatile and consequently frequently
used.

Spraying

@
o 0 = SEM analysis of a
Droplet ——@ ’: . o° ﬁ Wetting tablelty:i;lm
e ,0"0

Y o
Particle — O

Coating
cycles

Drying

Coated
Particle

Figure 1.3: Principal sketch of a coating process.3?

In rotating drum coaters, the particle circulate by cascading down the top surface of a granular
bed and pass through the spray zone, which is formed by one or more nozzles at the upper
section of the bed. In the spray zone, a so-called coating solution (often an aqueous dispersion
of polymers) is sprayed onto the solid dosage form. The coating solution then spreads over
the surface of the dosage form. Finally, the particles move out of the spray zone into a region

where heating and evaporation of the coating solution are promoted. Here, the liquid
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components evaporate into a warm gas stream (see Figure 1.3). This process may be

facilitated, e.g., with microwaves or other forms of energy transfer to the coated particles.

Also, hot melt and powder coating processes are known, where the coating liquid consists of a

molten substance, and cold air is blown over the coated patticles to solidify the coating.”

The science behind coating processes is extremely complex as this process involves aspects of
granular flow, multiphase flow, wetting, as well as spreading of a liquid film on a porous
surface. Also, heat and mass transfer are important factors that are inherently coupled with the
spreading of the film. More background on coating can be found in Ritschel and Bauer-

Brandl.”

1.4 Decontamination Systems

The typical clean-in-place (CIP) and sterilize-in-place (SIP) procedures are practiced for a long
time in the pharmaceutical industry. This decontamination practice typically involves steam
and the use of thermocouples at multiple locations to guarantee sterilization conditions. The
main challenge nowadays is to streamline these processes in order to reduce the overburden
associated with validation procedures.”” When it comes to the decontamination of surfaces in
containers that cannot be pressurized or heated up, other strategies are needed. For example,
in the (bio-)pharmaceutical industry the efficient decontamination of surfaces in lock lines,
rooms and laboratories is of central importance. The main challenge in these applications is
that all surfaces to be sterilized have to be reliably treated with the decontamination medium.
Therefore, sterilization approaches based on gas-phase decontamination are drawing
significant interest. An elegant method due to its simplicity and the environmentally friendly
decontamination products is the use of gaseous hydrogen peroxide as decontamination
medium, which has been used since the late 1980s.>** In this method the degradation

products are only water vapor and oxygen gas.

In the past decade decontamination by hydrogen peroxide (DHP) has been used frequently
for sterilization purposes in a wide range of applications.”™ In these processes an aqueous
hydrogen peroxide solution (typically 35 w% H,O,) is evaporated, brought into contact with a
hot gas stream and fed into the containment to be sterilized. This process is often called
"gassing". Afterwards, the chamber is purged with air until the hydrogen peroxide level is
below the OSHA-safety level of 1 ppm(v). This is referred to as "aeration". There has been

much interest in the theoretical analysis of the evaporation and condensation of aqueous
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hydrogen peroxide solutions due to its relevance for DHP systems."** Recently, a few
practical guidelines for the proper design and development of hydrogen peroxide
decontamination systems have been published (see, e.g., the diagram shown in Figure 1.4).*

Still there are significant challenges associated with DHP and

® the prediction of multicomponent mass transfer effects during the condensation of

moist, hydrogen peroxide-laden air,"

® the quantification of adsorption and absorption effects of hydrogen peroxide to

polymers and their subsequent release, and

® the assessment of the use of hydrogen peroxide mist for clean room sterilization.
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Figure 1.4: h-x Diagram for moist, hydrogen peroxide-laden air (1-10% Pa, 35 w% HO in the injected
aqueous solution).*’
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1.5 Conclusions

Multiphase systems play a central role in pharmaceutical production, since the intermediate or
the final product itself is a multiphase system. Also, sterilization processes (i.e., ancillary
processes in almost every pharmaceutical production) are often based on evaporation and

condensation processes, which are examples of multiphase systems involving a phase change.

The examples shown in this chapter reflect only a small fraction of multiphase systems found
in the pharmaceutical industry. Due to their complex nature, this work can only focus on

some of these examples for a more profound in-depth analysis.

1.6 Abbreviations

API Active Pharmaceutical Ingredient

CIP Clean In Place

CPC Cephalosporin C

DHP Decontamination by Hydrogen Peroxide

ESEM Environmental Scanning Electron Microscope

FELMI Institute for Electron Microscopy and Fine Structure Research (TU Graz)
OSHA Occupational Safety and Health Administration

SIP Steam (or Sterilize) In Place
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2.1 Goals

The outcome of this work should be a thorough description of the current state of the art in

the modeling of multiphase flows with a focus on
® reactive mass transfer in bubble swarms, as well as

¢ flow and mixing of dry and wet bulk solids.

In the area of bubbly flows, the main goal is to significantly extend the current simulation
approach that has been already used by the group of Khinast."” Specifically, different
modeling approaches ranging from first-principles methods to more coarse grained modeling
approaches such as Large Eddy Simulations (LES) should be used. The research should aim
on (i) applying the current direct numerical simulation (DNS) code to an industrially relevant
reaction system, (if) to derive interface-near models for the reactive mass transfer with a focus
on the phenomena in the wake of the bubble (i.e., micro mixing), as well as (iii) to adapt a
coarse-grained simulation code to model mixing on a meso, i.e., a bubble-swarms, scale. To
test the performance of the chosen modeling strategy, validation of the simulation results
should be provided at each stage. In this part, the focus is on processes encountered during
bulk manufacturing. These processes involve fast (bio)reactive systems where fluid motion,
and consequently mixing, and induced shear stress on suspended particles, is essential for

product quality.

In the area of granular flows, simulations based on the Discrete Element Method (DEM)
should be used to investigate these flows on a particle level. The DEM is based on a direct
modeling of the motion of individual particles facilitated with physically-sound particle-
particle and particle-wall interaction models. The aim of this part is to explore the virtues,
merits, as well as limitations of DEM-based simulations for wet granular matter. To asses the
quality of this modeling approach, simulations should be validated with small-scale granular
flow experiments. These experiments should focus on the measurement of instantaneous
granular flow fields by means of high-speed imaging. The research on wet granular flow
should lead to a better understanding of mixing and granulation by separating different

mechanisms encountered in these unit operations.
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2.2 Thesis Content

Chapter one provides some examples of multiphase systems encountered in the

pharmaceutical industry and hence constitues the motivation of this work.

In chapter three, the modeling approaches for gas-liquid, as well as dry and wet granular flows
are critically reviewed. The main purpose of this chapter is to make the reader familiar with
the approaches used in the following chapters. Chapter three constitutes the main outcome

from a modeling perspective.

2.2.1 Bubbly Flows

Chapter four details on the application of direct numerical simulations for the hydrogenation
of nitroarenes. It also provides some perspectives for the modeling of interface-near reactions
and the effect of the wake. The major advance over the current state of the art is the use of an
improved convection scheme for reactive bubble swarms, which has been already used in
previous work dealing with mass transfer in non-Newtonian liquids.z’3 Also, the effect of the
gas hold-up on liquid-phase mixing and hence on the selectivity of the hydrogenation reaction
network has been analyzed for the first time. These simulations were limited to two-
dimensional model systems for a qualitative prediction of the effect of process parameters on

the outcome of reaction networks.

In chapter five, the analysis concentrates on three-dimensional single bubbles for the
prediction of mass transfer and mixing effects. The central result of this chapter is the analysis
of filtered concentration fields in the wake of the bubble. This has been done in order to
provide closure information for the Large Eddy Simulations performed in chapter six.
Conclusions were drawn on the generation of the scalar variance associated with mass transfer

with the ultimate goal to extract a universal model for this quantity in bubbly flows.

Chapter six adopts the well-known Euler-Lagrange (EL) approach for the prediction of
multiphase flow, mixing, as well as reactions in a dilute bubbly flow. Dilute means that
bubble-bubble interactions, i.e., collisions, as well as coalescence and breakage, were neglected.
The resulting numerical model is a relatively simple model for bubbly flows. However, an
intense study of mixing in these multiphase systems was performed, which could not be found
in literature. Specifically, a sub-grid-scale (SGS) reactive mixing model was implemented in the
EL approach to account for fast reactions in the liquid phase. Due to the lack of experimental

data in multiphase systems, the SGS model was validated with data from microreactors.
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2.2.2 Granular Flows

Chapter seven details on the investigation of wet granular flows via discrete particle simulat-
ions. The focus is on the characterization of mixing in these systems by the analysis of mean
and fluctuating velocity fields, as well as the analysis of the variance in the system. Also, some
validation of the results with experimental results from granular particle image velocimetry

(gPIV) is provided.

Chapter eight is dedicated to a more profound experimental investigation of granular flows.
Again, gPIV has been used as the primarily measurement technique. Experiments have been
performed in a bladed mixer, as well as in a two-dimensional, single-blade setup. The particles
used for the experiments (i.e., glass beads of different sizes and colors) have been rigorously
characterized using a pin-on-disc friction tester, high-speed recordings of particle bouncing, as

well as a powder rheometer.

Chapter nine provides general conclusions on the art of modeling multiphase systems in
pharmaceutical applications. It also gives an outlook to future activities that should be

undertaken in order to refine the current modeling technology.

2.3 Abbreviations

DEM Discrete Element Method

DNS Direct Numerical Simulation

EL Euler-Lagrange (method)

gPIV Granular Particle Image Velocimetry
LES Large Eddy Simulation

SGS Sub Grid Scale
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“It can scarcely be denied that the supreme goal of all theory is to make the irreducible basic elements as simple

and as few as possible without having to surrender the adequate representation of a single datum of experience.”

(Albert Einstein, 1933)

Modeling Approaches

The modeling of multiphase systems is a highly specialized topic and various theoretical
models exist for a certain system under consideration. Especially in the area of bubbly flows
there is a wide span of approaches ranging from a direct resolution of the interface, over
particle tracking approaches to simple integral models, e.g., for the prediction of circulation
patterns in reactors. A review of the currently available models for gas-liquid systems with an

emphasis on the description of reactive mass transfer and mixing is provided.

In the area of granular flows, particle-based modeling approaches, as well as continuum
models are reviewed. Interface resolved model strategies for wet granular matter are also

mentioned.
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3.1 Bubbly Flows

Bubbly flows are multiphase flow systems constituted by deformable gas bubbles and a liquid
continuous phase. The modeling of dilute bubbly flows is relatively easy, and can be done, e.g.,
by tracking of non-interacting fluid particles. For the modeling of dense bubbly flows,
however, coalescence and breakup are essential mechanisms that influence the bubble size

distribution, and hence, the flow behaviot.

During the last decades, different modeling strategies have accumulated and are summarized
in Table 3.1. For each phase, the principal approach for solving the governing equations is
indicated. Furthermore, the characteristic domain size for which the modeling approach is
applicable is indicated in the last column. With increasing scale, also the level of modeling

needed to supply closure information from non-resolved phenomena increases.

Approach Gas Phase Liquid Phase Scale

Bubbles and bubble

1 Interface Resolved Eulerian or none Eulerian
swarms (1 - 10 mm)

Bubble swarms

2 Point-Particle Lagrangian Eulerian 0.01 - 1 m)

3 Two-Fluid Models Eulerian Eulerian Equipment scale
(1-10 m)

4 Integral Models Mixture (Eulerian) Equipment scale

(1-10 m)

Table 3.1: An overview of modeling approaches for bubbly flows.

The modeling approaches are illustrated in Figure 3.1. In this figure typical results for the
modeling approaches 1 - 3 are shown, as well as a typical model structure for a simple integral
model of a bubble column (i.e., approach 4). Approach 1 includes simulations that aim at
directly modeling the underlying physics of the multiphase flow system. Thus, the changing
physical properties in the system are modeled directly via a step function at the gas-liquid
interface. Then, the conservation equations for mass and momentum can be solved without
any interface closure models. Therefore, different numerical strategies can be followed, which
are detailed in chapter 3.1.1. Within approach 2 already significant model assumptions are

made, e.g., for the bubble shape and the resulting forces on the bubbles. However, this
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approach is still based on a physical representation of bubbles as individual particles. More
details of this approach are provided in chapter 3.1.2. Approach 3 does not represent bubbles
as individual moving particles, but as a continuous “bubble phase” characterized by a local gas
hold-up. This has severe implications for the accuracy of this approach and the handling of
bubble swarms with a wide size distribution. The approach, as well as some of these
implications, are detailed in chapter 3.1.3. Approach 4 is based on a relatively simple system of
compartments, e.g., in a bubble column reactor and does not rely on a detailed representation
of the bubbly flow anymore. Typically, these compartments are treated as spatially
homogenous, which reduces the governing equations for mass and momentum conservation
into a system of ordinary differential or, in the case of the steady-state assumption, algebraic

equations. Some examples of these application-near models are detailed in chapter 3.1.4.
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Figure 3.1: Schematic representation of the different modeling approaches for bubbly flows as per Table
3.1

3.1.1 Interface Resolved Approach
In this modeling approach the goal is to fully resolve all details of the multiphase flow, i.e., the
exact location of the interface, as well as typically also the turbulent motion present within

each phase. On top of these fluid flow predictions, mass transfer, as well as the concentration

2 The compartment model has been adapted from the construction project of Mr. Andreas Eitzlmayr, Graz
University of Technology, 2010.
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field is of central interest. This is, however, connected to additional difficulties and hence
simulations involving species transfer and transport have to be clearly separated from “pure”

fluid flow calculations.

i)  Multiphase Flow

The simplest approach to study the flow in a multiphase system is to fix the position of the
interface. For the two phases in contact, then fixed computational grids can be used. In the
case appropriate boundary conditions can be set at the interface, it is even possible to use only
one grid for the phase of interest. Such simulations are typically performed when complex
physics are taken into account, and the shape of the phase boundary is well known. Such

studies have been conducted, e.g., by Wegener et al.' to study interfacial instabilities.

To take into account also the deformation of the interface, more elaborate techniques are
necessary. The book of Shyy et al.” gives an excellent overview over numerical methods
involving deformable boundaries. Basically, (i) front tracking methods where a Lagrangian
tracking of the phase boundary is performed (i.e., so-called “Lagrangian” methods), (ii)
volume tracking methods in which a fixed Eulerian grid is used (i.e., so-called “Eulerian”
methods), as well as (iii) Lattice Boltzmann methods can be distinguished. The front tracking
approach has the main advantage that the motion of the interface is directly calculated and
hence its (discretized) position is exactly known. However, the computational mesh has to be
deformed for that purpose. Volume-tracking methods have the advantage that no mesh
deformation has to be done. Combinations of Eulerian and Lagrangian methods are also
know, resulting in algorithms with a broader applicability. Lattice Boltzmann methods solve
an evolution equation for a particle probability distribution mimicking a two-component
mixture, and hence, they are substantially different to conventional fluid dynamics schemes

based on a continuum approach.

“Volume Of Fluid” (VOF) simulations are a popular simulation approach and are based on
the Eulerian method. They are implemented in many commercial software codes, e.g., Ansys
“FLUENT”. Despite the difficulties associated with the accurate description of the interface -
somewhat alleviated by the use of level-set methods’ - these methods are widely used.*” For
example, VOF simulations of bubble formation and bubble rise in turbulent flows have been
performed by Akhtar et al.” and also by the group of Harasek.” These simulations have the
ambition to fully resolve bubble formation at the sparger, as well as the motion of multiple

bubbles in a lab-scale bubble column. However, in both references, models for the unresolved
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turbulent motion have been used (i.e., the k-€ turbulence model in the work of Akhtar et al.,’
as well as a Large Eddy Simulation approach in Harasek et al.”). Thus, the interface motion
was not fully resolved and hence these simulations cannot provide the basis for further studies
on, e.g., mass transfer across interfaces. Also, it is speculated that such simulations heavily
depend on the used grid size due to possibly unresolved thin filaments occurring during
breakup and coalescence processes. Recent developments of the VOF method have been
done by Kim and Lee,"” as well as Boger et al."" The latter work significantly improved the
VOF method to minimize parasitic currents generated near the interface. This is of great
importance for bubbly flows at low Reynolds numbers, as well as for the subsequent

prediction of species transfer across the interface.

Figure 3.2: Bubble shape (top) and velocity vectors in a cross section for three time instances in a
bubble swarm (simulation based on the Lattice Boltzmann method, Cheng et al.2).

Lagrangian methods in which the grid follows the fluid, have provided useful insight into the

mechanisms of the deformation of bubbles, but are usually limited to single bubbles."”"’
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In front tracking methods, a separate, deformable grid is used to track the interface.”
Significant advances have been also achieved by the combination of front and volume tracking
in the code initially proposed by Tryggvason et al."” Numerous research groups, e.g., the
groups of Sommerfeld,”* Kuipers,” as well as Khinast,”**" based their work on this
methodology due to its high accuracy near the interface. This enabled a prediction, e.g., of
turbulence statistics and concentration fields in three-dimensional, fully resolved bubbly flows.
Currently, this methodology was further improved to include models for e.g., the extremely

thin films in droplets when they are sliding down a sloping wall.”

Finally, Lattice Boltzmann (L.B) methods have been used by Kemiha et al.,”” Frank and 1i,” as
well as recently by Cheng et al."” for fully deformable bubble swarms (see Figure 3.2). Despite
these recent advances, some drawbacks of LB methods remain, e.g., the phases are weakly
compressible, and limitations in the maximum attainable Mach number exist. The comparison
of Sankaranarayanan et al.’ has shown, however, that LB methods yield reliable results for
fully resolved bubbly flow and stability issues of the numerical schemes used in these

simulations have been solved.

ii) Multiphase Flow and Reactive Mixing

The mixing of inert and reactive scalars in multiphase systems has drawn little attention over
the past decades. This is most likely connected to the fact, that even the description of single-
phase mixing at low to intermediate Reynolds numbers is non-trivial. While the Reynolds
number at the equipment scale can clearly indicate turbulent flow characteristics, the small-
scale flow near individual bubbles is often characterized by a Reynolds number much lower
than 1,000. Clearly, when mixing is of interest, the generation of fine striations patterns in
these flows needs to be resolved. The reorientation of fluid elements creates an exponential
growth of these striations. To resolve these fine structures would require significant
computational resources. This limits the calculation of striation pattern especially in liquids,
since the smallest size of concentration striations is proportional to Sc (Sc is the Schmidt
number which is typically O(10°) in liquids). Thus, striation patterns in chaotic laminar mixing
have been analyzed only recently by, e.g., Vikhansky and co-workers.””" A deeper insight into
the topic of laminar mixing is provided in Szalai et al.”

Due to this challenge, only a few researchers have attempted the simulate mixing in

39,40

multiphase systems. For example, in the recent work of Derksen™" the mixing induced by

moving particles has been directly calculated. Specialized convection schemes are necessary to
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suppress numerical diffusion in these simulations (for some snapshots of typical results see
Figure 3.3). Research in this field is relatively rare and there has been, for example, no study
that analyzed the isolated effect of bubble motion on liquid phase mixing. Clearly, more

research is necessary in this area, using sophisticated numerical and experimental tools.
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Figure 3.3: Cross section through a three-dimensional simulation of particle-induced mixing (the white
disks represent cross sections of spherical particles, the contour plot indicates the log-scaled
concentration field in the limit of an infinite Schmidt number, from Derksen).

The next section is dedicated to the analysis of the combined effect of mass transfer and

mixing on the concentration field in bubbly flows.

iii) Multiphase Flow and Mass Transfer

The direct prediction and modeling of mass transfer in bubbly flows has gained significant
interest since the early work of Ponoth and McLaughlin." This work already recognized the

the formation of an extremely thin concentration

b

high-Schmidt number problem, i.e.
boundary layer at the interface. Almost at the same time, Khinast" published the first work on

2343
" extended

reactive mass transfer in a two-dimensional, single-bubble setup. Later, Darmana
this work to three-dimensional bubble swarms at low Schmidt numbers. Similar studies have
been done by Onea et al.,"* as well as Bothe et al.”* based on the VOF approach. An
interface-refined grid was used in the simulations of Jung and Sato" to study also mass
transfer characterized by a high Schmidt number. This recent success was limited, however, to

three-dimensional deformable single bubbles and was based on interface-fitted grids (i.e., a

Lagrangian formulation). Further advances were the inclusion of the energy conservation
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equation to study highly exothermic reactions,” or the extension to three-phase systems to
analyze heterogeneously catalyzed reactions” or the shear damage of suspended cells.”’ More
physics were introduced in simulations by the group of Kraume,"”' which focused on the

27,52
™2 who focused on

effect of Marangoni convection on mass transfer, as well as in Radl et al.,
fluids with a complex rheology. Also, the surfactant transport at the gas-liquid interface of
bubbles has been studied.” Micro-mixing effects, e.g., for chemical reactions, have been
analyzed, which again demonstrated the power of direct numerical simulations for practical
applications.” Typically, these simulations were based on a two-dimensional description of
the multiphase system (see Figure 3.4 for a qualitative comparison with experimental results

and three-dimensional simulations). This is because three-dimensional simulations are

prohibitively expensive at high Schmidt numbers, as O(10%) grid cells are typically required.

Figure 3.4: Qualitative features of concentration fields around single bubbles (a: experiments by Prof.
Schlueter performed at the University of Bremen; b: two-dimensional simulations by Koynov and
Khinast;? c: cross section through a three-dimensional simulation37)

Recent developments are undertaken within the DFG priority program SPP 1506 “Transport
Processes at Fluidic Interfaces”. The outcome is a simplified interface-near model to account
for the steep concentration gradient.” Finally, also the detailed experimental analysis of mass

59

transfer from ascending bubbles performed by Kuck et al.” should be mentioned in this

context.

3.1.2 The Point-Particle Approach

The point-particle approach refers to a methodology where each bubble, or a small cloud of

bubbles, is tracked through the computational domain. Thus, Newton’s equation of motion is
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solved for each bubble and the bubble positions are obtained at each time instant. This
approach is very similar to the methodology that is frequently used for granular flows (see
chapter 3.2.1). In the point-particle approach different levels of fidelity in the modeling of the
continuous phase (e.g., direct numerical simulations, large eddy simulations, etc.) and the
particle phase can be used. The method used for the particle phase can be differentiated by
the level of physics taken into account during bubble-bubble collisions and the number of
bubbles represented by each point to be tracked. Phase interaction can be “one-way” (i.e., only
the effect of the continuous phase on the disperse phase is taken into account), “two-way”
(i.e., also the back coupling from the disperse phase to the continuous phase is accounted for),
“three-way” (i.e., also local effects of suspended particles on other particles are taken into

account), or even “four-way” (i.e., also bubble-bubble collisions are taken into account).”

i)  Simple Models

The simplest models do not take into account particle-particle interactions and each individual
bubble is tracked in the flow field. The prerequisite is that the gas hold-up is small enough,
such that the effect of collisions is negligible (typically, the integral hold-up should be lower
than 1% and the local lower than 10%). Also, the displacement of the liquid phase by the
bubbles is typically neglected, such that the continuous phase governing equations are the
Navier-Stokes equations” with (in case of two-way coupling) or without (in case of one-way
coupling) external forces. Such simulations have been performed, e.g., by Mazzitelli et al.,"*
Lain et al.”* and more recently by Nierhaus et al.,” as well as Hu and Celik.”” The exclusion of

bubble-bubble collisions also excludes the ability to model coalescence.

ii) Advanced Models with Coalescence and Breakup

Within the last ten years, there has been a significant interest in the prediction of coalescence
effects in dense bubbly flows. In these flows, the displacement of the liquid phase is typically
non-negligible and has been incorporated in the continuous phase governing equations. To
model coalescence, the collisions between individual bubbles must be calculated. In the work
of Delnojj et al.,” Deen et al.,*® as well as in the publications of Darmana,”® " bubble-bubble
collisions are calculated directly using the hard-sphere approach (for details refer to Chapter

3.2.111). A simple test case using this approach and showing the effect of coalescence is shown

b A filtered or Reynolds-averaged form of the Navier-Stokes equations may be used to overcome the limitations
imposed by the resolution of turbulent eddies.
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in Figure 3.5. This is a computationally expensive way to account for coalescence effects, since
each collision must be detected and processed. Therefore, Sommerfeld et al.”? used a statistical
collision model that uses virtual collision “partner bubbles”. To limit the growth of bubbles,
bubble breakup also needs to be accounted for and can be implemented using several
strategies (e.g., by limiting the maximum bubble size as done in Darmana,” see Figure 3.5-b1

to b3).

d [m]
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Figure 3.5: Results of point-particle simulations of a bubble column taking into account coalescence (a:
a simple test case for the air-water system, d denotes the bubble size in meters; b: simulations by
Darmana® for a pilot-scale bubble column with a size of 0.2 x 0.2 x 1.2 m, bl: no coalescence, b2:

coalescence, b3: coalescence with a limiter in the bubble size to mimic bubble break-up)

3.1.3 Two-Fluid Models

Two-fluid models treat the bubbles as a continuous phase that penetrates the surrounding
fluid. This approach is also called Euler-Euler approach, since the governing equations for

both phases are solved on an Eulerian grid. The treatment of discrete bubbles as a continuum
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has severe consequences: an averaging over the bubbles present in a computational grid cell
has to be performed, which requires the modeling of phase-interaction and dispersed-phase
details (i.e., bubble fluctuation velocities, bubble collision and breakup rates, etc.). The latter
often leads to quite rigorous modeling approaches when the bubble size distribution is taken
into account. While there is the principal possibility to connect the local turbulence properties
to the bubble size, it is often necessary to solve additional transport equations for the bubble
population. In such cases, the population balance equation is solved, either in a class-wise
fashion (i.e., the bubble population is split into a fixed number of classes) or using the method
of moments.” The review of Jakobsen et al.”* describes current challenges associated with the
modeling of bubble column reactors with a focus on the population balance equation. Clearly,
the inclusion of the population balance equation for a more realistic representation of the
bubble size distribution is a topic on its own. It has and will attract researchers from many

fields, due to the complexity connected to its numerical solution.

The major advantage of the two-fluid approach is that the number of bubbles in the system
does not influence the computational cost of the simulation. Consequently, simulations based

on the two-fluid approach are predominantly used for industrial-scale systems.

3.1.4 Integral Models

This model type has recently been summarized by Zehner.” The basic assumption behind this
modeling strategy is that the flow situation can be approximated by a system of
compartments. For each of these compartments, integral mass and energy balances can be
established and solved. Typically, this is done for a steady-state flow situation, such that a
system of algebraic equations is obtained. For example, in the case of an aerated bubble

column, the total power introduced by the gas bubbles (P,,;,,) must be balanced by the energy

gassin,

dissipation due to bubble rise (P, ) and fluid circulation (P,):

+ P

circ

(3.1)

gassing = Pbubble

The gassing power input can be easily calculated from the product of the static pressure drop
and the volumetric gas flow rate.” The dissipation due to the bubble rise can be calculated

from the static pressure drop, the gas hold-up, as well as the gas-liquid slip velocity. For the

¢ In case of large changes of the volumetric gas flow rate, e.g., due to temperature or pressure changes, or due to
ab-/desorption of gases, a correction has to be taken into account.
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loss due to fluid circulation, traditional concepts based on a friction coefficient can be
adopted. In order to close the system of equations, this friction coefficient, as well as the slip
velocity must be known (e.g., via correlations based on experimental data). Similar models can
be derived for gassed stirred tanks, where a clear focus of the recent literature is the prediction
of flooding. For example, the prediction of flooding in multi-impeller systems is extremely
important for various large-scale applications of bubbly flows. Recent work in this area has

been done by Bombac and Zun,” as well as Bombac et al.”’

Another example for the
application of integral models is the work presented by Degaleesan et al.” In this work a
bubble column was split up in multiple compartments and mixing was modeled using

appropriate dispersion models.

Integral models have the advantage to provide quick answers for systems that have been
already characterized, i.e., standard applications of bubbly flows. They provide reasonably
good predictions of the flow situation, which is often sufficient to predict reactor

performance. This is true for a wide range of industrial-scale applications of bubbly flows.

3.1.5 Conclusions for Bubbly Flows

The wide range of scales present in bubbly flows is reflected by the different modeling
approaches for these systems. The modeling of fully deformable bubbles, i.e., a resolution of
the gas-liquid interface, yields very accurate results for single bubbles and small bubble
swarms. However, even this modeling strategy is limited to two-dimensional simulations
(axisymmetric or based on Cartesian coordinates) which in the context of reactive mass
transfer often allow only a qualitative investigation of bubble swarm effects. The current

challenges with respect to the modeling of bubbly flows are:

® the coupling of many different physical and chemical effects on a wide range of scales

needs to be taken into account,

® to take into account coalescence, breakup and the resulting polydispersity of the

bubble population in a reactor,
® the direct study of chemical reaction networks in turbulent multiphase flow, as well as

® the validation of the models for the simulation of dense reactive bubbly flows.

Clearly, systematic studies are required to investigate the effects of bubble deformation,

oscillation, adsorption of surfactants, internal circulation, and mixing in the liquid phase. In
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addition, there are currently significant limitations imposed by the numerical solution of these

models. Specifically, there is need for:

® the improvement of algorithms for the solution of large partial differential equations

on computer clusters,

® the establishment of reliable and efficient bubble tracking, as well as collision

algorithms on computer clusters,

® the improvement of multiphase flow solvers for interface-resolved simulations of

dense bubble swarms, as well as

® an user-friendly and flexible software platform for easy application and extension to

the system of interest.

The use of graphic processing units (GPU) might be a possible solution to minimize the time
needed for the numerical calculations at relatively low cost. However, the use of GPUs is still
challenging and memory is a serious problem. It can be expected, that computations on GPUs
will significantly speed-up simulations compared to the use of conventional CPUs. For
simulations based on Lagrangian particle tracking a speed-up by a factor of 20 to 100 is
realistic, while for conventional continuum-based solvers the speed-up will be in the order of

2-10.
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3.2 Granular Flows

The characterization of granular flow is of major importance for the pharmaceutical industry.
Granular flows have a direct impact on both processes and products, and consequently,

influence product quality.

The aim of this chapter is to provide a basis for the analysis of granular flows and to
summarize the state of the art in the modeling of these flows. Special emphasis is put on
mechanistic models for cohesive systems. Fully empirical models, i.e., so-called “black box
models”, are not reviewed since they often lack physical background. Also, the extensive work
that has been done on modeling granulation processes using the population balance equation
(PBE) is not discussed here in detail. This is because granular flows cannot be predicted with
these models and are often even not considered in the PBE. The excellent review of Cameron
et al.” provides further reading on the PBE approach. Also, there was no focus on the
modeling of wet granulation processes in this chapter. The review of Iveson et al. as well as

the book of Litster et al.,*' provide an introduction to the underlying phenomena in this area.

While a recent review on dense gas-solid flow models has been presented by van der Hoef,*
the focus of this work is the modeling of the particle phase. In chapter 3.2.1 and 3.2.2 the two
basic models are detailed that can be used to describe the particle phase. In chapter 3.2.3 a

rather unconventional simulation approach for highly saturated granular matter is presented.

3.2.1 Discrete Particle Models

In discrete particle models each individual particle in the bulk solid is tracked by solving
Newton’s equation of motion. Hence, these models provide the most natural way for
modeling granular flows. They have the major advantage to be useful for essentially all
granular flow regimes, from a very dilute particle assembly to densely-packed systems. Due to
the nature of most granular flows, a large number of particles (often in the order of O(10°)
particles) has to be tracked in order to mimic the behavior of a real system (made up from an
incredibly large number of particles). However, with the advent of inexpensive computer
power, the number of scientific publications using discrete particle models has increased
rapidly.*>™ An extensive review of discrete particle simulations is provided by Zhu et al.,* and

the theoretical background has been summarized by Zhu et al.*’

The major challenge connected to discrete particle models is the account of particle-particle

interaction forces. Clearly, these forces are only relevant in moderately-dense to dense granular
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flows which, however, are essential for the pharmaceutical, as well as many other industries.
The different approaches for calculating particle-particle interaction forces are detailed in the
following. Particle-wall collisions are significantly less problematic and only the consideration
of the wall roughness is challenging. Wall roughness can be taken into account, e.g., by using a

statistical approach.”

i) The Soft Sphere Approach for Interparticle Collisions

The most sophisticated approach to calculate the forces occurring during particle-particle
collisions is by calculating the particle deformation at the contact point. With the ultimate goal
to track thousands to millions of individual particles, these deformations cannot be calculated
directly, i.e., from the “real” behavior of the particles. Instead, simplified models have to be
used. Cundall and Strack®™ were the first that used such a simple model based on a parallel
combination of a spring (see Figure 3.6, characterized by a stiffness k) and a dashpot
(characterized by a damping coefficient c). Here the subscripts n and t denote the normal and
tangential direction, respectively. This simplified model can be adopted for both the normal,
as well as the tangential direction, mimicking particle deformation due to the compression and
shearing of the particle, respectively. Because particles can also slide against each other, a
frictional slider has to be used in series with the tangential deformation model (the element

denoted with p in Figure 3.0).

c

n

Figure 3.6: Typical spring-dashpot model used in the soft sphere approach.’’

Discrete particles models based on the soft sphere approach are typically called Discrete (or
Distinct) Element Methods (DEM). The major advantage of DEM is that multiple contacts
can occur at the same time among particles. This requires, however, a time-resolved

calculation of the (simplified) deformation process at each contact point. This results in
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relatively small time steps in the order of 10° s that have to be used in the numerical solution
procedure. Hence, DEM is the most expensive tool for studying granular flows from a
computational point of view. However, recent advances enable the efficient study of large
granular beds (i.e., O(10") particles®™) or non-spherical particles. The latter has been realized by
using super-quadric particles in systems with a size of O(10°) particles.” Also, non-spherical

particles in fluidized beds have been studied recently.”
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Figure 3.7: Comparison between DEM simulation results (top row) and measured velocity fields
(bottom images) in a Hele-Shaw cell (spherical glass beads with 0.5 or 1.4 mm diameter, the inserts in
the bottom images are the raw images used for the measurements via particle image velocimetry) al: 0.5
mm-Phase 2, a2: 1.4 mm-Phase 2, bl: 0.5 mm-Phase 3. b2: 1.4 mm-Phase 3. Phase 2: Images were taken
at the moment the last glass bead hit the pile. Phase 3: Images were taken when there was no longer a
significant change of the angle of repose.”!

Often, cohesive forces due to electro-static charge and wetting dominate flow behavior. In
these cases DEM can be successfully used, as inter-particle forces can be taken into account

directly. Hence, a direct consideration of micro-scale forces on the macro-scale flow can be
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achieved with DEM. A comparison of simulation results obtained with the commercial DEM-

code “EDEM 2.0” and experimental data is shown in Figure 3.7.

The DEM, as a cutting-edge simulation technique, has the highest potential to become the

dominating powder flow simulation tool, at least in some areas. This is especially true when
® the system under consideration has densely-packed, as well as dilute regions,
® the number of particles in the system under consideration is relatively small,
® the particles have a wide size and shape distribution, and when

® mixing and segregation of individual particles is of interest.

Pharmaceutically-relevant systems having above features are encountered in:
® drum coating processes (i.e., relatively large tablets are moving in a rotating cylinder),

e die filling processes (i.e., when granulate particles are filled into the die before the

tablet is compressed),
® transport and storage processes, as well as

® blending and granulation processes.

This situation is also reflected in the recent review by Ketterhagen et al.,” which details on the

applications of the DEM in the pharmaceutical industry.

ii) The Hard Sphere Approach for Interparticle Collisions

The hard sphere approach is typically used for rapid granular flows, e.g., for the simulation of
fluidized bed, in which particles are in contact only for a short period of time. Hence, it can be
assumed that only binary collisions occur in the granular flow. For these collisions, the post-
collisional velocities can be calculated explicitly, without a detailed knowledge of the particle
interaction forces. The properties of the particles are taken into account by using integral
parameters, such as the coefficient of normal restitution or the friction coefficient. Typically,
this results in an event-driven solution algorithm, where the time gap to the next particle
collision in the system is calculated. The particles are then moved to this next collision event,
the velocities of the colliding particles are updated and the algorithm starts searching for the
next collision. If the granular flow is becoming dense, the time between individual particle

collisions is approaching zero and more than two particles may be in contact. At this point,
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the hard sphere approach cannot be used anymore. In addition, a spherical particle shape has

to be typically assumed.

An often cited application of the hard sphere approach is the work of Hoomans et al.,” which
studied bubble formation in a fluidized bed. The hard-sphere approach is in frequent use for
certain applications (refer to the review of Deen et al.”*) and has been recently extended to
also include cohesive forces between a particle and a wall.” However, there is still no uniform
methodology on how to include cohesive forces in particle-particle, as well as particle-wall

collisions.

iii) Statistical Approaches for Interparticle Collisions

Since collision detection imposes a severe computational overhead to the simulation, there has
been a strong focus on accounting for interparticle collisions by statistical methods. This can
be done essentially in two ways: (i) to calculate a representative collisions force from the local

solid-phase hold-up, as well as (ii) to generate virtual collision partners.

The first approach has been taken by Andrews and O’Rourke™ with the ultimate goal to
model industrial-scale fluidized beds. In their method the inter-particle forces are calculated
from an Eulerian particle model. Hence, this method can be seen as a hybrid between a
particle-based and an FEuler-based method. In their so-called Multiphase Particle-In-Cell
Methodology (MP-PIC), particles are furthermore aggregated to so-called parcels (i.e., a cloud
of particles) to minimize the number of Lagrangian particles to be tracked. Forces due to
particle-particle interactions are taken into account via a gradient in the interparticle stress.
The interparticle stress is calculated from the local solid-phase hold-up, as well as from the
local granular temperature.” Recently, also a model to account for contact friction between
particles was included.” This method has been applied to a relatively wide range of granular

flows within the last decade.”®

” The second approach, i.e., the generation of a virtual collision
partner, has been developed by the group of Sommerfeld.*>'*""" Such a stochastic collision
model relies on the calculation of the collision probability based on the framework of the
kinetic theory of granular flow. Consequently, no information on surrounding particles is
necessary, which is critical for the numerical evaluation of the particle trajectories. However,
the size, as well as the instantaneous velocity, of the virtual collision partner has to be
estimated. This estimation is typically done by interpolating the local particle, as well as

velocity distribution, followed by a stochastic sampling from these distributions. The key

variable in this approach is the calculation of the fluctuating velocity of the virtual particle,
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since this fluctuation is correlated to some extent with the velocity fluctuations of the
continuous phase. Currently, there is still active research ongoing'” to establish functions for

this correlation.

3.2.2 Continuum Models

The flow of granular materials can be described using continuum flow models, i.e., the so-
called Eulerian-Eulerian approach is used.'” Such a description can then be used in
conjunction with a fluid model to take into account the presence of, e.g., the air surrounding
the particles under consideration. CFD software (e.g., the package “FLUENT”, sece, for
example, the work of van Wachem and Sasic'”) is commercially available for this type of
models. For this technique constitutive relationships to describe the solid-phase stresses have
to be incorporated. They can be based on concepts borrowed from fluid mechanics (e.g., the

103,104 4

modeling of stresses via a granular viscosity based on the kinetic theory of gases
solution of a generalized form of the Navier-Stokes equations) or elasto-plasticity (see the
following paragraph). These constitutive relationships are a major source of uncertainty in
these simulations. The basic difficulty within the Euler-based approach is to model the
inhomogeneities on the particle scale level that, for example, may strongly effect the drag
forces acting on individual particles. Active research is still ongoing to model these
(unresolved) stress terms in the particulate phase."”>"” Additional difficulties within the Euler-
Euler models are the modeling of wall effects (e.g., wall roughness), the effect of particle
rotation, as well as differences in particle properties (e.g., particle density or diameter). The

latter may be overcome by sophisticated theoretical models, as shown by Zaichik et al.'™ This

leads, however, to a tremendous increase in computational cost.

In the area of powder compaction (e.g., relevant for tabletting processes) researches started to
use phenomenological elasto-plasticity relationships for powder modeling (see, e.g., Kremer
and Hancock'”). Recent developments in this field include the work of Kamrin,"” which
proposed a general three-dimensional continuum model. In this elasto-plastic model the
stresses due to elastic deformation (i.e., a stress proportional to some function of the strain
tensor) and plastic flow (ie., a stress proportional to the deformation rate tensor) are
accounted for. Within elasto-plasticity models the correct simulation of particle-die wall
friction, as well as the experimental validation, is still a challenging task (see for example the
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compression simulations by Michrafy," or the recent research by Cunningham et al.,,'""" as well

as Sinka et al.'”®). Research in this area is still ongoing and advanced elasto-plasticity models
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have been published by Frenning,'” as well as under the name of the so-called “Micro-
Directional Model” (MDM) approach by Nicot."*""" The application to wet granular matter
has been demonstrated by Scholtés et al.,'* and good agreement with simulations using the

discrete element method has been achieved.

Elasto-plastic models are only applicable to dense granular flow, and in general, fail in case of
strong inelastic dilatations of the particle bed (the elastic dilatation of individual particles can
be accounted for). Some relief is promised in the code “CoRheoGrain”, that combines elasto-

plasticity models with a kinetic modeling approach for fast granular flows.'”

3.2.3 Interface Resolved Models for Highly Saturated Granular Matter

Although sophisticated particle-based models (e.g., the ones that use the soft-sphere approach
and are detailed in Chapter 3.2.1) can predict the details of granular flow, these models cannot
resolve liquid bridges present between two or more particles. Consequently, these models are
not suitable for a realistic representation of the three-phase structure, e.g., of wet ag-
glomerates. However, exactly this granule microstructure is an important factor that can have
a significant effect, e.g., on the release rate of an API from a granule. The computational
methods for calculating the dynamic or equilibrium liquid distribution on irregular shaped
objects is a topic of current research. Basically, two approaches can be distinguished for
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finding the gas-liquid interface: ™ (i) a fluid dynamic approach, in which the Navier-Stokes
equations are solved for a sufficiently long time with appropriate boundary conditions, as well
as (i) a shape transformation approach in which the equilibrium conditions are directly
imposed, and an algorithm for adjusting the gas-liquid interface is designed to meet these
conditions upon convergence. In the latter approach, the velocity field cannot be resolved and
consequently dynamic effects, i.e., forces stemming from the fluid’s inertia or viscosity, cannot
be taken into account. In cases where these effects dominate the three-phase system (L.e.,

when the Weber and/or the capillary number is high), the fluid mechanics approach must be

used.

Some authors have used the fluid mechanics approach to find the liquid distribution on
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irregularly-shaped objects. However, this approach is computationally expensive.

3

Therefore, Stepanek and Ansari,'” as well as Stepanek and Rajniak,"™ have used the VOF
method to generate granule microstructures based on the shape-transformation approach.
Thus, certain rules were applied to the function describing the interface and the equilibrium

shape of the gas-liquid interface on the particle was obtained. The particles were modeled as
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irregular shaped objects with the ultimate goal to predict the formation of a granule by

sequential deposition of particles and liquid droplets (see Figure 3.8).

d=0.53, 6,4 =0.50 d=0.53, 6,4 =0.95

d =0.33, 6,4 = 0.50 d =0.33, 6, = 0.95

Figure 3.8: Equilibrium distribution of a liquid droplet on an arbitrary shaped particle for two different
droplet sizes (d is the relative droplet diameter to the particle’s mean gyration radius) and equilibrium

contact angles 0.q.12°

Recent articles published by the group around Stepanek'**'* include a novel computational
scheme to calculate the gas-liquid interface in two-dimensional systems involving O(10?)

arbitrary shaped particles.

3.2.4 Conclusions for Granular Flows

In addition to the possibility of resolving the interface of individual particles or even that of a
gas-liquid-solid system, the Discrete Element Method constitutes the most detailed model for
granular flows. It is now in use for over thirty years and is the only model that can predict
particle flow in any flow regime (i.e., dilute or dense, quasi-static or fast). Virtually any particle
size and shape distribution, as well as arbitrary interaction forces, can be taken into account.
The remaining challenge is to further decrease the enormous simulation time required for
“large” systems, i.e., systems involving more than 1 Mio. particles. Graphic processing units
(GPUs) are already in use to alleviate this problem and have the potential to reduce simulation

time by a factor of O(10?).

The other extreme, i.e., continuum models, can handle any size of the system, but require

models for the stresses in the bulk solid. While there are efforts ongoing to include particle-
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particle interaction forces in these stress models, the consideration of particle shape, as well as

dilatation effects will remain a significant limitation.

The synthesis of continuum and discrete particle models, i.e., a hybrid model, is a logical
consequence in order to use the advantages of both approaches. Research is ongoing for
approximately ten years, and specialized computer programs have already evolved from this
work (e.g., the code “Barracuda” developed by Snider,” or the work of Pirker et al.”*’). Hybrid
models would require an extreme level of complexity in order to be suitable for all kinds of

granular flows. However, they are a powerful tool for a certain spectrum of applications.

With respect to wet granular matter, the currently predominant modeling approach is the
population balance equation (PBE). The use of the PBE requires kernels for the underlying
processes (i.e., nucleation, growth, consolidation, attrition, breakage, and agglomeration).
Information on these processes are typically obtained from experimental observations and
used in the form of correlations or regime maps (e.g., see the book of Litster et al.™).
However, this is often not enough and inaccurate for systems that have not been
experimentally characterized. For example, the understanding of the strength of wet granular
assemblies is critical for granule deformation and coalescence.'” Such an understanding could
be gained, for example, by numerical investigations (e.g., using the Discrete Element Method
at the level of individual particles) to understand phenomena observed experimentally.'*'”
Clearly, the challenge on this scale is to predict the effect of liquid bridges between particle
assemblies. This is extremely demanding for a highly saturated state, because simple models
on the basis of pendular liquid bridges cannot be used any more. Also, on the equipment scale
first attempts for using more sophisticated flow models for the prediction of wet granulation
processes have been made.”"'” Here, the challenge is to understand the motion of material
within granulators and the interaction of granulation tools with the wet particle bed. Despite
the predominant use of experimental methods in the area of wet granular matter, it is
anticipated that more elaborate mathematical models will evolve in the future. These advances
will primarily rely on the evolution in the area of interface-resolved simulation of gas-liquid-

solid systems for the highly saturated wet granular matter.
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3.3 Abbreviations

API Active Pharmaceutical Ingredient

CFD Computational Fluid Dynamics

CPU Central Processing Unit

DEM Discrete Element Method

DFG Deutsche Forschungsgemeinschaft (German Research Institution)
GPU Graphic Processing Units

MDM Micro-Directional Model

MP-PIC Multiphase Particle-In-Cell Methodology
LB Lattice Boltzmann

PBE Population Balance Equation

VOF Volume Of Fluid

3.4 Nomenclature

P, obie dissipation rate due to bubble rise [W]

P dissipation rate due to fluid circulation [W]

circ

power input due to gassing [W]

gassing
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“Computation has made theory more relevant.”

(Andrea Prosperetti and Gretar Tryggvason, 2007)

Direct Numerical Simulation of Reactive Mass
Transfer - Catalytic Hydrogenations’

Catalytic hydrogenations of, e.g., nitroarenes are reactions of significant importance for the
pharmaceutical, agro-chemical and dye-manufacturing industries. In the hydrogenation of
nitroarenes, the reaction proceeds through a hydroxylamine intermediate, which is toxic,
carcinogenic and thermally unstable. While many studies have been conducted, attempting to
alter the catalyst to minimize the accumulation of hydroxylamine, the influence of the
hydrodynamics on the product and intermediate formation has so far not been investigated.
Due to the fast rate of reaction most of the hydrogen dissolved from the bubbles will be
consumed in close proximity of the bubble surface. In such cases local mixing in the bubble
wake impacts the reaction network far surpassing that of the reactor scale transport.

For the purposes of studying the local hydrodynamics in bubbly flows, direct numerical
simulations (DNS) were performed of freely deformable gas bubbles rising in a liquid phase. It
was found that the different bubble wake types observed at different conditions will result in
different rates of hydroxylamine formation and selectivity. These differences will persist even
in the case of clusters consisting of multiple bubbles. Also, simulation results have been

compared with a solution obtained from film theory.

* This chapter is based on: S. Radl, A. Koynov, G. Tryggvason, J.G. Khinast. DNS-based Prediction of the
Selectivity of Fast Multiphase Reactions: Hydrogenation of Nitroarenes. Chemical Engineering Science 63 (2008),
3279 — 3291.
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4.1 Introduction

The catalytic hydrogenation of nitroarenes, having long displaced the classic Bechamp
reduction method, is a process of great importance for many branches of the chemical
industry. Being the main mechanism for the production of arylamines, such as aniline,
diphenylamine and phenylene-diamines, it is integral for the dye-manufacturing and
agrochemical industries. In addition, it is an important step in the synthesis of key
pharmaceutical intermediates.' Due to the ease of hydrogenation of the nitro group, different
catalysts can be used, such as supported copper, cobalt, platinum, palladium and nickel, and
often the choice of catalyst can be made to satisfy mechanical/economical considerations

relating to particular applications.

fast fast slow
Ar-NO, = [ArNO] =—> Ar-NHOH —— Ar-NH, Hyadrogenation
+H, +H, +H,
'HQO 'HQO
slow slow
H,0 +H,
fast Condensation
A-N=N(O)-Ar == Ar-N=N-Ar 255 Ar-NH-NH-Ar 2
+|_'|‘|zzb +H, Hydrogenation

Scheme 4.1: Reaction network of nitroarene hydrogenation.

Scheme 4.1 shows a typical hydrogenation of a nitroarene, as it is carried out in industry. The
reaction follows predominantly the monomeric pathway, in which the nitro group is
hydrogenated to a nitroso group. The aryl nitroso compound is then further hydrogenated to
a hydroxylamine (Ar-NHOH) and finally to an arylamine (Ar-NH,). The rate at which the first
two reactions proceed is so high that the nitroso intermediate is usually undetectable. In
comparison, the final hydrogenation to the arylamine is relatively slow and, depending on the
operating conditions, the accumulation of hydroxylamine can vary considerably. Such
accumulation is usually undesirable for several reasons. Hydroxylamines are thermally unstable
and can disproportionate exothermally, causing explosions that have repeatedly led to loss of
life in the past.> They are also known to be carcinogenic and as such present a health hazard

in high concentrations. Additionally, the accumulation of hydroxylamines could be detrimental
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to product purity due to condensation with the nitroso compounds, producing azo and azoxy
byproducts (shown in the bottom part of Scheme 1). These are usually yellow in color, which
makes them particularly undesirable in pharmaceutical products and in the dye industry where

arylamines are used for the production of whiteners.

Different techniques are implemented to reduce the concentration of hydroxylamines in
industrial applications, from changing the pH of the medium to the promotion of the catalysts
with metal ions (co-catalysts) to speed-up the aryl hydroxylamine disproportionation to the
nitroso and amine products (top part of Scheme 1).*° Another way of controlling the
concentration of an intermediate, such as hydroxylamine, in a consecutive reaction would be
to regulate the extent of mixing in the system.” It is well known that high mixing rates will
promote the accumulation of intermediates in consecutive reactions, which is why stirred
reactors are often considered undesirable for catalytic hydrogenations. Bubble columns and
packed bubble columns are often utilized as being closest in mixing properties to the ideal

case of the plug-flow reactor.

While the reactor-scale mixing characteristics in bubble columns are very important, for fast
reactions (such as some catalyzed hydrogenations) a large portion of the dissolved hydrogen
will react in the close vicinity of the individual bubbles. In such cases, the concentration
profiles in the boundary layer and the local mixing in the bubble’s wake will influence the
outcome of the reaction network. Depending on the operating conditions, bubble properties
(as defined by several dimensionless numbers) can change significantly along with the
dynamics of the flow in their wakes. Since minimizing the overall accumulation of
intermediates, such as hydroxylamine, is critical, knowledge of the hydrodynamics in the
vicinity of bubbles can prove an invaluable tool. In this work we have provided a comparison
of predictions made by film theory and numerical simulations of the motion of freely
deformable bubbles and bubble swarms in a liquid medium. The mass transfer of hydrogen
and its consumption by a liquid-phase hydrogenation reaction is also included in the
simulations. The results from the different cases considered show that the accumulation of

intermediates can be controlled to an extent by changing the hydrodynamics of the system.

4.2 Goals

Bubble column reactors are often chosen for carrying out catalytic hydrogenations, due to

their beneficial mixing characteristics and ease of operation.” Since control of the mixing in
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the chemical reactor can minimize the production of intermediates in consecutive reactions,
knowledge of the transport on all scales pertinent to the process can prove invaluable. The
reactor-scale hydrodynamics and their influence on the mass transport and chemical reactions
have been studied extensively.*"” Furthermore, pioneering work on mass transfer with and
without chemical reactions has been conducted in the 1970°s wusing film and

"% The aim of these studies was to provide a

penetration/surface renewal theory.
mathematical model for the mass transfer enhancement observed in absorption and extraction
processes. In parallel, there were efforts to predict the outcome of a chemical reaction

network based on these theories.””?!

In contrast to the extensive tresearch on reactive mass transfer and the macro-scale
hydrodynamics in reactors, the local mixing in the wake of individual bubbles and in bubble
swarms is not as well understood. This is due to the complex interaction of mass transfer and
chemical reactions occurring in the boundary layer and in the wake of bubbles. While for slow
reactions the reactor hydrodynamics determine the reaction outcome, for very fast reactions
the effects in the boundary layer are critical. However, for the intermediate case, the mixing in

the bubble wake determines the relative reaction rates, a phenomenon much less investigated.

In the case of our hydrogenation network, the reactions are in a regime where localized bubble
mixing is highly important, as a significant portion of the dissolved hydrogen will be
consumed close to the bubble surface, i.e., in the boundary layer and in the wake. Since these
reaction steps occur in the vicinity of the bubble, each individual bubble (or a bubble cluster)
can be thought of as a separate micro-reactor, consisting of the boundary layer and the wake,
where the bubble acts as a reservoir to supply fresh gaseous reactant. In order to gauge the
influence of continuous-phase transport on the product distribution, the velocity and
concentration fields around the bubbles and especially in the bubble wake need to be resolved.
This can be done either by using a simplification of the fluid dynamics and the reactive
transport in the bubble’s proximity (e.g., by applying film or penetration theory) or by
performing exact fluid dynamical calculations of the flow, mass transfer and reaction. While
the first approach allows a time-efficient prediction of reaction rates, the second method
requires significant computational resources and know-how. As pointed out above, theories
based on the film or penetration theory can predict only effects in the boundary layer. If the
mixing in the wake is of importance (for which macro-scale models are too coarse), only

detailed computations of individual reacting bubbles or bubble clusters can provide solutions
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with sufficient accuracy. In this work we will compare results for both cases and show, how
these results can be used to control the reactions for this complex reaction network. The goal
is enable engineers to predict the impact of the flow hydrodynamics on the product

distribution of the reaction for relatively fast reaction networks.

4.3 Background

Attempts to experimentally investigate the (reactive) flows around individual bubbles are
usually based on Particle Image Velocimetry (PIV) or Laser Doppler Anemometry (LDA)
techniques.”** Recently, Bork and coworkers™ successfully applied image analysis and
fluorescence methods to study the flow dynamics and mass transfer from single bubbles.
Despite these recent successes, the main limitation of optical methods still applies - they
cannot be applied in opaque media such as catalytic slurries. Additionally, in high gas hold-up
systems, the dynamics of the multiphase flow involving numerous bubbles rising in clusters
and swarms differ dramatically from those observed in single-bubble cases. In such systems,
the optical interference from the large number of bubbles renders optical techniques largely

inapplicable.

4.3.1 Numerical Approach

Numerical simulations remain as the only viable alternative for the study of the multiphase
hydrodynamics in bubbly flows, with several different techniques being applied, with varying
degrees of success. The main challenge in simulating reactive bubbly flows is the proper
resolution and tracking of the gas-liquid interface and the mass transfer through the interface.
“Marker And Cell” (MAC) and “Volume Of Fluid” (VOF) methods perform this task by
identifying the two phases directly on a uniform computational grid by using marker variables.
Despite the difficulties associated with the accurate description of the interface - somewhat
alleviated by the use of level-set methods™ - these methods are widely used.”®”' Lagrangian
methods in which the grid follows the fluid, have provided useful insight into the mechanisms
of the deformation of bubbles, but are usually limited to single bubbles.” In front tracking
methods, a separate, deformable grid is used to track the interface.”””* In this work, a hybrid
front-tracking/front-capturing method developed by Tryggvason et al.” is used to study the

hydrodynamics of bubbly flows.

The influence of the hydrodynamics on the gas-liquid mass transfer has also been the subject

of considerable scientific interest. Aris* studied the gas-liquid mass transfer during the steady
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ascending motion of small spherical bubbles. Legendre and Magnaudet’’ investigated the mass
and heat transfer from a spherical bubble in accelerated flows. These studies were extended by

38,39

the group of Khinast™” to bubble clusters including chemical reactions. Recently, Bothe et
al." performed three-dimensional VOF-based numerical simulations of the mass transfer from
deformable bubbles and bubble chains. Koynov et al.* successfully used a front-tracking
approach to examine the mass transfer from multiple simultaneously rising bubbles. Radl et
al.” extended this approach to non-Newtonian fluids. An extension to fully 3D simulations
has also been done by Darmana.” However, due to the current limitations in grid size and

computation time, these 3D simulations have been conducted at a very low Schmidt number

(Sc = 1), which is not encountered in liquids.

Furthermore, extensive literature is available based on film and penetration/sutface renewal
theory including chemical reactions.'*"****" The main limitation of these studies are the
assumption of a perfectly mixed bulk phase and a homogenous boundary layer.
Inhomogeneities outside the boundary layer are neglected, i.e., the mixing characteristics in the
bubble’s wake and bubble-bubble interactions in bubble clusters cannot be accounted for.
This mixing in the wake is still relatively poorly understood and, as a consequence, rarely
considered in the design and operation of industrial processes. In this work, numerical
simulations have been performed of the liquid-phase catalytic hydrogenation of a nitroarene
with freely moving, deformable bubbles as the source of hydrogen. These computations have

been compared to film-theory predictions of the selectivity and the reaction rate.

4.3.2 Characterization of the Reaction Network

The reaction rates of the reactions are assumed to be

A()+2H, (1) = R() n=k e, (4.1)
R+ H,()=S() r,=ky ¢ Ch (4.2)

where A denotes the nitroarene, R the hydroxylamine, H,(l) the dissolved hydrogen, S the
desired product aniline and k, and k, are the rate coetficients. Since the nitroso intermediate in
the monomeric hydrogenation pathway is virtually undetectable in most cases, we have not
considered this step and instead model the hydrogenation of the nitroarene to the
corresponding hydroxylamine as a single reaction with an effective reaction rate. The high
reaction rates of these reactions and the complexity of the processes associated with

heterogeneous catalysis make the determination of the reaction kinetics very difficult. For the
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hydroxylamine forming step, both first and zero-order apparent kinetics have been observed.
These are determined by the chemistry on the catalyst surface rather than the transport
processes and will, therefore not be influenced by the continuous phase transport, which is the
focus of our study. In our model, the reaction has been treated as zero-order with respect to
the starting material (this is a reasonable approximation, especially in systems, in which the
amount of liquid-phase reactant is large). The second reaction step, in which the
hydroxylamine is further hydrogenated to aniline, is treated as first-order with respect to the
intermediate. The relative rate of the two reactions is
Lok, (43)
nook

Thus, the desired consecutive reaction is favored in regions of high concentration of the

intermediate.

The reaction rates have been chosen such that the ratio of Da, / Da, =k, /(k,-c,) is 40,

ie., the second reaction is slow compared to the first hydrogenation step. Here c,, is the
initial concentration of liquid phase reactant. Da, and Da, are the Damkd&hler numbers of the

first and second reaction that will be introduced in the next chapter.

To characterize the outcome of the reaction network, we define a differential selectivity 6

towards the final product aniline

h

o'= (4.4)

h

The domain-averaged differential selectivity ¢, was calculated directly by evaluating the

integral change of species R and S in the domain.

Beside the chemical reaction parameters, appropriate boundary conditions for the mass
transfer calculation have to be assumed. For that purpose the ratio between the concentration
of nitroarene and the saturation concentration of hydrogen was chosen as 4:1. This is
representative for an industrial applications operating at 20 bar and 160 mol/m? of nitroarene
in methanol (the solubility of hydrogen in methanol is approximately 2 mol/m?*bar following
Radhakrishnan et al.*). Furthermore, mass transfer of liquid-phase components into the gas
bubbles has been set to zero. Thus, a zero gradient boundary condition at the gas-liquid

interface has been imposed for these components.



60 4. DNS of Reactive Mass Transfer

4.3.3 Dimensionless Numbers

In the present work we indented to present all results in the framework of dimensionless
quantities. This has the benefit that the results are not only applicable to the hydrogenation of
nitroarenes, but also to similar reaction networks. Therefore, dimensionless parameters

relevant for the hydrodynamics, as well as parameters related to the chemical reaction have

been defined.

The well established Morton number Mo=g-u'/(p,-0’) and the Eétvés number

Eo=g-p,-d; |0 characterize the shape of the bubble, as well as flow properties.”” They are
the only hydrodynamic input parameter for the simulation. The Reynolds number
Re=p,-d, -U, I, is a result of our simulation. Here U, is the terminal rise velocity of the
bubble and d, is the diameter of the bubble.

For the chemical species we have used the initial concentration of liquid phase reactant c, , as

the reference concentration. The term
U
— 1
ref __'CA,O (45 )

has been used to make the reaction rates dimensionless. Applied to the reaction network we

obtain the following expressions for the dimensionless reaction rates

F=Da,-c, (46)
7, =Da, T, -Cy, (4.7)
whete

Da, = 451 nd Da, = a0 (48)

t t

are the Damkoéhler numbers. The overbars in above equations denote dimensionless

quantities. Another dimensionless quantity used in this work is the Hatta number
Ha=\lk, -D/k,. (49)

where D is the diffusion coefficient and k; is the mass transfer coefficient without chemical
reaction. The Hatta number is a measure for the relative magnitude of reaction and mass

transfer. High Hatta numbers signify mass-transfer limited reactions. Finally we have used the
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Schmidt number Sc= g, /(p, - D) to characterize the relative rates of mass and momentum

transfer in the liquid phase. By multiplying the Reynolds and Schmidt number the Peclet

number Pe can be obtained.

4.4 Film Theory for a Parallel Consecutive Reaction Network

The film-theory species conservation equations are a set of ordinary differential equations
(ODEs). For an arbitrary parallel consecutive reaction network with general stoichiometric

and kinetic order these ODEs can be written as
d’c,
0=D,.-¥+Zv,.jrj. (4.10)
J
This equation can be made dimensionless by using 8 (the film thickness) as reference length

and Eqn. 4.5 as a reference for the chemical reaction. This yields

¢ Hd?
():a_z’ +D— vijfj, (4.11)
X a

which is equal to

BZE,. Da . o,
0= = +Ha2;{Da: vV, -];I(ck )} (4.12)

Here i is the index for the chemical species A, H,, R and S, and j is the reaction index
corresponding to the reaction network in Eqs. 4.1 and 4.2. n,is the order of the reaction with
respect to reactant k. The boundary conditions at the gas-liquid interface (X =0 is the

interface) are

=Cy,, (4.13)

=0. (4.14)

o OX

The boundary conditions at the film-bulk interface are:

%=1 :Eszo (4.15)

CH2

=1 (4.16)
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1 = Cro (4.17)

_0 (4.18)

All equations have been made dimensionless with the initial concentration of the liquid phase
reactant c, .. Equal diffusivities for all species have been assumed. The set of boundary value
problems needs to be solved numerically to obtain the concentration profiles and the
differential selectivity. From Eqn. 4.12 it is clear that the only parameters that affect the
concentration profiles (and hence the selectivity) are the Hatta number, the ratio between the
Damkohler numbers and the stoichiometry, as well as the dimensionless concentrations at the
interface and in the bulk. The Reynolds and Schmidt number affect the solution via a change

in the Hatta number of the system.

4.5 Deformable Bubble Model and Numerical Method

A hybrid front-tracking/front-capturing method™ coupled with chemical species conservation
equations was used to simulate the hydrodynamics and species transport of the flows in the
vicinity of freely deformable bubbles and bubble swarms in a liquid medium. For different

values of these numbers, bubbles can have various shapes, as well as exhibit different types of
wake flows. From the computational results, the bubble Reynolds number Re =d, U, p, / l,

was estimated. As the simulations have been performed in 2D, the hold-up was calculated
from the cross sectional area of the N bubbles having the diameter d; and the total reactor

area A_, i.e.,

tot>

£= A;'.d—i;” . (4.19)
For a detailed description of the method refer to Koynov et al.”’ and Radl et al.* In this
method, the Navier-Stokes is integrated on a regular, fixed, two-dimensional grid. It is a
single-fluid method, i.e., a single set of conservation equations is solved for both phases. An
immersed boundary type formulation is used to provide the smoothing of the delta functions
describing the jump in variable gradients at the bubble interface onto the computational grid.
The actual interface is tracked using a separate, one-dimensional moving deformable grid. The
model equations, describing the system, can be written as:

aa;’tu-FV -pau=-VP+ pf +V -,u(Vu+VTu)+ 46K'n'52(x—x')ds' (4.20)
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and

dc.
gz—u-Vci + D,Ac, +ng’"j- (4.21)
j

The equations are satisfied for the entire computational domain, regardless of discontinuities
in material properties. In Eqn. 4.20, f is a body force, 0 is the surface tension, K is the
curvature of the interface, and & is a two-dimensional delta-function, equal to the product of

d(x-x’) and O(y-y). In the species-balance equation (Eqn. 4.21) ¢; is the concentration of
species i dissolved in the liquid phase, D; is the diffusion coefficient, 1, is the reaction rate of

reaction j and v; are stoichiometric coefficients. For dissolved hydrogen (¢; = ¢;y,)

Ch, (x, y,t) = cl’H2H(x, y,t)+ Cot, [1 - H(x, y,t)], (4.22)

where ¢, is the concentration in the liquid phase, and ¢, is its concentration in the gas
phase. In Eqn. 4.22, H is a Heaviside step function, describing the discontinuities in variable
values, which occur at the bubble surface. Inside the bubble H=0, and H equals 1 everywhere
else. The concentration of hydrogen in the bubble, i.e., ¢, is uniformly constant and is equal
to the hydrogen saturation concentration for the liquid phase. This is a reasonable assumption
for the cases, where the characteristic residence time of the bubble is short compared to the

mass-transfer time scale.

The computational domain used in our simulations has a rectangular shape and dimensions of
6d, X 18d, (for single bubble calculations) and 12.d, X36'd, (for bubble cluster calculations), d,
being the average bubble diameter. The hydrodynamic computations were carried out on a
200x600 grid, whereas the mass transport calculation grid was chosen to accurately resolve
the boundary layer (up to 2,000x6,000 grid points). Simulations were performed on a 46-node
dual-core cluster. The code was run in parallel using on average 4 CPUs per job. Computation
time was between 30 (low-Reynolds number, single-bubble simulation) and 450 hours (high

Reynolds number, bubble swarm simulation) for each simulation case.

Viscous terms have been considered implicitly, whereas buoyancy, surface tension and inertia
have been added explicitly to the momentum equation.” The fluid velocities were interpolated
onto the fine grid using a high-order, continuity-preserving scheme.” A semi-Lagrangian
advection scheme together with an ADI algorithm was used to solve the reactive species

conservation equation.” At the gas-liquid interphase a Dirichlet boundary condition for the
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gas-phase reactant was imposed, whereas for the liquid-phase reactant and the products a
Neumann boundary condition was used. Thus, no mass transfer of liquid-phase reactants into

the bubble was considered.

Periodic boundary conditions were implemented at the top, bottom and both walls of the
domain, ensuring that a fluid particle exiting the domain from one side will reenter from the
other with the same velocity. The top and bottom periodic boundary conditions serve to
approximate a batch system, in which bubbles are continuously sparged through the liquid
phase. Additionally, these boundary conditions lead to a situation, in which bubbles move in
their own wake flows - which mimics closely real gas-liquid flows where bubbles’ motion is
always influenced by the wakes of the bubbles rising above them. The range of the

dimensionless numbers used in the simulation is given in Table 4.1.

Dimensionless number Value
Re, 5-58
Sc; 10 - 100
Pe 50 - 3500
Mo 7.210°-2.3-10°
Eo 0.3-2.81
Ha 0.408 — 1.73
Da, 0.03-0.08
Da, 0.00075-0.002

Table 4.1: Range of simulation input parameters.

4.6 Results and Discussion

4.6.1 Film Theory Predictions
The diffusion-reaction problem defined by Eqs. 4.12 to 4.18 can be solved numerically with

MATLAB®™ to obtain the concentration profiles in the hypothetical liquid film. A verification

of the numerical algorithm used is provided in Appendix A.

Figure 4.1 shows a typical concentration distribution of the gaseous reactant and the products
computed numerically from film theory. For illustrative purposes we have chosen the kinetic

parameters such that the ratio of the Damkoéhler numbers is unity in Figure 4.1. The film layer
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thickness has been chosen to obtain a Hatta number of 5, i.e., comparably fast rates of

reaction and mass transfer.

1.0

0.0
0.0

Figure 4.1: Dimensionless concentration profiles (Film theory numerical solution, Ha = 5, Da; / Da, =
Lcysi=02 Cyyp = Cpo™ C5 = 0)-
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Figure 4.2: Enhancement factors and differential selectivities (numerical solution, Da;/Da; = 40, ¢, ,

=0.2, Cyao = Cso = 0).

Figure 4.2 illustrates the resulting enhancement factors E, and the differential selectivity as a
function of the Hatta number for the given reaction network. The influence of the bulk phase
has been characterized by three different concentrations of the intermediate product R (lines

with squares, triangles and crosses). The enhancement factor is defined as
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BCHZ BEHZ
N ILCRPY ox
E =—™" = 20 — =0 (4.23)
ki, Ch,i ki, Ch,i Ch,.i

whereas the selectivity has been calculated using Eqn. 4.4.

In Eqn. 4.23 N H, denotes the molar flux of hydrogen into the reaction zone. It can be seen

from Figure 4.2 that the selectivity towards the final product aniline increases with the Hatta
number. In this case the first reaction is fast and more intermediate is accumulated in the film.
This leads to an enhanced second reaction and an increasing selectivity. The same is true, if

the bulk concentration of the intermediate is increased, as can be seen from the results.

In contrast to the selectivity, the enhancement factor only depends on the Hatta number,

since for the reaction network chosen, the second reaction, and hence ¢,,, has only a

negligible effect on the mass transfer.

In order to compare predictions based on film theory with fully resolved numerical
computations of the reactive flow around bubbles, several different cases were considered.
First single bubbles were considered, followed by results for bubble clusters of up to 50
bubbles.

4.6.2 Single Bubbles

For single bubble studies parameters were chosen, which result in flows representative of the
several different types of wake behavior observed in bubble reactors. The most commonly
observed wakes are captured in Figure 4.3, which shows the hydroxylamine concentration in
the vicinity of single bubbles. The time has been made dimensionless with the reference
bubble rise time calculated from the terminal rise velocity and the bubble diameter. In the case
of a low Reynolds number (Re = 5), the wake of the bubble is steady and closed. Due to the
low liquid-phase velocities immediately behind the bubble, the transport of dissolved
hydrogen is relatively slow, leading to its accumulation in the wake. This hydrogen will quickly
react with the nitroarene to form hydroxylamine. This case is shown in Figure 4.3a. The rising
bubble is captured at a time when it has already passed the domain once and has reentered it

again.

At higher Reynolds numbers (e.g., larger bubbles), as the relative velocity of the liquid flowing

past the bubble increases, the wake develops two symmetric recirculation cells attached to the
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bottom of the bubble. Since the boundaries of these recirculation cells are closed streamlines,
their interior is separated from the bulk of the liquid with respect to convective transport. The
only mechanism available for transport from the recirculation cells is molecular diffusion.
Thus, accumulation of dissolved hydrogen and hydroxylamine will occur in these zones, as

shown in Figure 4.3b.
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Figure 4.3: Dimensionless concentration of hydroxylamine around three different bubbles. a) Re=5,
t*=50; b) Re=18, t*=50; c) Re=52, t*=50.

Further increases of the Reynolds number leads to flow instabilities that will cause one of the
cells to grow faster than the other, breaking the symmetry of the wake. The growing zone will
eventually pinch and separate in two parts — a smaller recirculation cell, still attached to the
bubble and a free vortex, which will be advected downstream. At this point the other
recirculation cell, now larger than the newly formed one, will start to grow and will, in turn,
repeat the same process, leading to the shedding of another free vortex on the other side of
the bubble wake. This periodic shedding of vortices on alternating sides of the bubble
centerline will continue, leading to the formation of a von Karman “vortex street” behind the
bubble as shown in Figure 4.3c for Re = 52. If the bubble were to rise in an infinite quiescent
liquid, it would maintain a regular wavy trajectory. However, since, similarly to the bubbles
discussed before, it reenters its own wake the bubble will invariably come into contact with
the vortical structures that it contains. Interaction with these structures will cause the bubble
to deviate from its regular trajectory, leading to meandering path with its wake expanding to

cover the entire width of the computational domain.

In order to understand the influence of these different wakes, one must consider the effects of
mixing. In the case of our reaction, the first step leading to the formation of hydroxylamine is

faster than the subsequent hydrogenation to an amine. Thus, it will consume available
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hydrogen preferentially. Figure 4.4 shows the stream-traces associated with the liquid-phase
velocity fields around single rising bubbles. In the low Reynolds number case, the stream-
traces are parallel to each other resulting in very little mixing and low mass transfer rates. In
such a system, any dissolved hydrogen and hydroxylamine will tend to stay confined in the

bubble wake. This will lead to a higher selectivity (compare to Eqn. 4.3).

Figure 4.4: Stream-traces associated with the flow fields around rising bubbles. a) Re=5, t*=75; b)
Re=52, t*=75.

Conversely, in the high-Reynolds-number case, the complex flow fields, characterized by large
vortical structures will quickly disperse the dissolved hydrogen throughout the entire domain.
This leads to a more homogenous distribution of all involved species and to a lower
concentration of hydroxylamine next to the gas-liquid interface. Hence the second reaction

step is suppressed (see Eqn. 4.2), preventing a consumption of hydroxylamine intermediate.

Clearly, the amount of mass transfer varies, as shown in Figure 4.5, which quantifies the
influence of the Reynolds number on the accumulation of hydroxylamine intermediate. In this

figure the Morton, the Schmidt number, the specific surface area 4, and the kinetic parameters
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have been kept constant, whereas the E6tvés number was varied. This is equal to a change in
bubble size. The resulting Hatta number was between 0.483 (Re = 5) and 0.417 (Re = 38.9).
The plot shows the average concentration of hydroxylamine in the domain for the case of
three different Reynolds numbers. The Reynolds number is based on the computed rise
velocity of the bubble. It can be seen that the overall accumulation of hydroxylamine increases
with the Reynolds due to the higher mass transfer rate and the improved mixing. However, in
contrast to the intuitive conclusion that the instantaneous selectivity should be higher with
increasing Reynolds number according to Eqn. 4.3, the opposite is true as demonstrated in the

next paragraph.
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Figure 4.5: Dimensionless concentration of the hydroxylamine intermediate as a function of
dimensionless time. For Sc = 50, Mo = 7.2:10%, Da;/Da, = 40, Ha = 0.483 - 0.417, a = const).

The effect of reduced selectivity with increasing Reynolds number is illustrated in Figure 4.6.
Here we show the locally averaged differential selectivity o', as a function of the

dimensionless time. The simulations showed that the Hatta numbers are around 0.5 (e.g., weak
mass transfer enhancement, see Fig. 4.2). The E6tvos number, the Schmidt number, as well as
the specific bubble surface area have been kept constant. Only the Morton number has been
varied to mimic a changing liquid viscosity. Clearly, the selectivity increases with decreasing
Reynolds number. The reason is that the concentration of R in the close vicinity of the bubble
(where the reaction occurs) is significantly higher for smaller Reynolds numbers, leading to
increased selectivity. Thus, the selectivity is higher for small Re, although the domain-averaged
concentration of R is higher in the case of large Re. Thus, these computations illustrate nicely

the need for a detailed understanding and analysis of micro-effects close to the bubble surface.
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The stepwise increase in the selectivity for Re = 5.9 in Figure 4.6 is caused by the bubble
encountering its own wake, where the hydroxylamine intermediate concentration is high, thus

promoting the second reaction.
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Figure 4.6: Selectivity towards aniline as a function of dimensionless time (Sc = 50, Eo = 2.81, Da;/Da,
=40, Ha = 0.463 - 0.626, a = const).
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Figure 4.7: Selectivity towards aniline as a function of dimensionless time for a fast chemical reaction
(Sc =50, Eo = 2.81, Da;/Da; = 40, Ha = 1.34 - 1.73, a = const).

From these simulations we conclude that in the range of the Hatta numbers investigated the
concentration profiles both in the boundary layer and in the bulk have an effect on the
selectivity of the reaction. At this intermediate Hatta number, reactants and products can leave

the boundary layer. Local (micro-)mixing significantly changes the behavior of the reaction
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network. Thus, the mixing in the proximity of the bubble is significant and small perturbations

may change the accumulation of hydroxylamine intermediate and consequently selectivity.

Higher Hatta numbers imply a fast reaction compared to the mass transfer rate. To test if the
Hatta number has an influence on the mixing sensitivity of the hydroxylamine formation,
additional simulations were conducted with higher Hatta numbers of about 1.5, where a
significant enhancement is already noticeable. At the same time, the ratio of the Damkdéhler
numbers of both reactions was kept the same. The result, ie., the averaged differential
selectivity o'

is shown in Figure 4.7. As can be seen, the selectivity is significantly higher in

av>
all wake regimes, and the dependence on the wake mixing is less pronounced. Due to the fast
reactions, wake effects have less impact since the reaction is completed near the interface. The
reason for the generally higher selectivity is that for faster reactions, more hydroxylamine
intermediate is formed in the boundary layer, which has to diffuse from the gas-liquid

interface to the liquid bulk. This in turn leads to a higher concentration of hydroxylamine near
the bubble, where the second reaction is promoted and hydroxylamine is consumed (0", ~

cp)- The strong scatter of the data in the case of the higher Reynolds number is explained by
the fact that here instantaneous selectivities are reported, which change rapidly due to the

non-steady flow (vortex shedding).
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Figure 4.8: Selectivity towards aniline as a function of dimensionless time for a slow chemical reaction
(Sc =50, Eo = 2.81, Da;/Da; = 40, Ha = 0.145 - 0.198, a = const).

In contrast, in the case of low Hatta numbers mixing strongly impacts the selectivity of the

reaction network. The results for such a case (Ha = 0.145) are shown in Figure 4.8. Cleatly,
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the selectivity in general is very poor due to the slow reaction and consequently low

concentrations of intermediate near the bubble.

4.6.3 Bubble Swarms

Realistic gas hold-ups in industrial reactors are typically significant, such that bubbles interact
strongly. In such systems, bubble-bubble interactions are dominating the flow and steady
straight trajectories are no longer observed. Although the reaction itself (in the case of fast
reactions) may still be confined to the vicinity of a bubble, the hydrodynamic interactions are
significant, leading to changing wake mixing characteristics. It is, therefore, important to
verify, if the differences in mixing affect the chemical reaction network. For this purpose,
simulations were carried out for multiple bubbles rising simultaneously at different Reynolds

numbers.
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Figure 4.9: Dimensionless concentration of hydroxylamine around three simultaneously rising bubbles
(a: Re =19.7; b, c: Re = 37.8; Sc = 50, Da;/Da; = 40, Ha = 0.463 - 0.626).

In a first step, the interaction of three bubbles was investigated. Figure 4.9 captures snapshots
of the concentration field of the hydroxylamine intermediate around three bubbles rising
simultaneously. The black lines in Figure 4.9 are streamlines and the white spots represent the
bubbles. The bubbles have been characterized by their single-bubble Reynolds number. This
allows a direct comparison between single- and multi-bubble selectivities. All other parameters
have been kept constant from the single-bubble case. As can be seen from Figure 4.9a, in the
case of three bubbles with Re = 19.7, the bubbles stay aligned and enter their own wakes

without dispersing hydroxylamine to the bulk. These bubbles do not show wake-shedding
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behavior (as observed for a single bubble at this Re number) since the effective Reynolds
number is lower due to the bubble interactions, i.e., the down flow induced by one bubble is
slowing other bubbles. As a consequence of this flow features we observe a long trail of

concentrated hydroxylamine behind the bubbles.

If the Reynolds number is increased, we observe a chaotic oscillating bubble motion and good
liquid-phase mixing (Figure 4.9b-c). This is underlined by a qualitative change of the shape of
the stream traces (black lines) in Figure 4.9. At low Reynolds numbers (Re = 19.7) they are
parallel to the trajectory of the bubbles whereas at higher Reynolds numbers (Re = 37.8)
vortical structures are formed. These vortical structures lead to a chaotic stretching and
folding of liquid elements. This results in very fine structures in the concentration field as can
be seen in Figure 4.9c. These fine structures are smeared out quickly by molecular diffusion.

This leads to better mixing in flows characterized by high Reynolds numbers.
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Figure 4.10: Selectivity towards aniline and average dimensionless hydrogen concentration as a function
of dimensionless time for three bubbles and Sc = 50, Da;/Da; = 40, Ha = 0.463 - 0.626.

The locally averaged differential selectivity o©',, and the dimensionless hydrogen

concentration averaged over the liquid phase are plotted in Figure 4.10. To make the hydrogen
concentration dimensionless we have used the hydrogen interface concentration this time. The
results for the selectivity and averaged concentration correspond to the case of three initially
horizontally aligned bubbles discussed in the last paragraph. The expected trends, i.e., higher

selectivity and a constantly increasing selectivity with time in the case of a lower Reynolds
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number, are confirmed by the simulations. Thus, the qualitative behavior is similar to the

single bubble case.

Furthermore we see, that the dimensionless concentration of hydrogen in the case Re = 37.8
is always lower than that in the case of Re = 19.7. As we have kept the E6tvos and Schmidt
number constant in the current simulations, i.e., mimicking equally sized bubbles in different
fluids, the mass transfer rate for Re = 37.8 is slightly smaller compared to the case of Re =
19.7. This is because the Sherwood number does not increase linearly with the Reynolds

number. Hence, we have a lower mass transfer coefficient for a higher Reynolds number

when holding the Schmidt number constant (D ~ ).

Figure 4.11: Dimensionless concentration of hydroxylamine around nine simultaneously rising bubbles
(a, b: Re = 5.9; c: Re = 37.8, Sc = 50, Da;/Da, = 40, Ha = 0.463 - 0.626).

Figure 4.11 depicts snapshots of the simultaneous motion of nine bubbles at different
Reynolds numbers. Again, we have plotted the dimensionless concentration of hydroxylamine
and the stream traces for visualizing the flow pattern. The bubbles are characterized by their
single-bubble Reynolds number as before. It can be seen that in the low-Reynolds-number
case (Re = 5.9, Figure 4.11a) the nine bubbles start to rise, where bubbles in the middle row
are being accelerated due to interactions with the wakes of the preceding bubbles (which are
deformed). Shortly thereafter, the flow becomes irregular (Figure 4.11b) indicated by a
qualitative change in streamline pattern. In a system with a higher Reynolds number (Re =
37.8, Figure 4.11c) the flow becomes irregular immediately and liquid phase mixing is
significantly enhanced. Due to the eddies formed behind the rising bubbles, stretching and

folding of liquid elements is enhanced and very fine structures of dissolved hydrogen and
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hydroxylamine can be observed (Figure 4.11c). Better mixing in high Re-number cases can
also be identified by a more uniform distribution of hydroxylamine by inspection of Figure

4.11b and 4.11c.
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Figure 4.12: Selectivity towards aniline and average dimensionless hydrogen concentration as a function
of dimensionless time for a nine bubble cluster and Sc = 50, Da;/Da, = 40, Ha = 0.463 - 0.626).

It is interesting to observe the effect of the Reynolds number on the selectivity in the case of a
nine-bubbles cluster, as shown in Figure 4.12. The simulations are the same as discussed in
Figure 4.11. Again, we have added the time profile of the averaged dimensionless hydrogen
concentration to this selectivity plot. The results in Figure 4.12 show that the increase in
selectivity is more pronounced for the low-Reynolds number bubbles. Thus, we argue that the
observations made in the single bubble case also predict the reactive effects in bubble swarm
motion. The behavior of the averaged dimensionless hydrogen concentration is analogous to

the three bubble case.

Figure 4.13 shows snapshots of hydrogen and hydroxylamine concentration profiles around
large bubble clusters at two different Hatta numbers. The gas hold up in this case was 4.91 %,
Le., in the range of industrial applications. In the case of a low Hatta number (Figure 4.13a),
there is a significant amount of unreacted hydrogen present in the bulk phase, i.e., far away
from the gas-liquid interface. If the Hatta number is increased (Ha = 0.491, Figure 4.13b), the
dissolved hydrogen gas is consumed by the reactions and the bulk concentration of hydrogen
is nearly zero. Furthermore, the relative concentrations of intermediate product differ
significantly from each other (compare Figure 4.13c and 4.13d), due to the low reaction rate in

the case of a lower Hatta number.



76 4. DNS of Reactive Mass Transfer

cH2/cA,0
cR/cA,0
0.19
0.17 0.042
{ 0.15 0.038
0.13 0.034
0.11 0.03 cRicA.0
0.09 0.026 0.1
0.07 0.022 ! 0.08
0.05 0.018 0.06
0.03 0.014 0.04
0.01 0.01 0.02

Figure 4.13: Dimensionless concentration of hydrogen (a, b) and hydroxylamine (c, d) around a large
bubble cluster (Re = 38, Sc = 50, Da;/Da; = 40; a, c: Ha = 0.164, t* = 81; b, d: Ha = 0.491, t* = 88).

4.6.4 Comparison between a Well-Mixed Two-Phase CSTR and Exact
Simulations

In Figure 4.14 we compare the time course of the selectivity for different gas hold-ups. The
flow was characterized by a single Reynolds number of 38, the ratio of the Damkohler
numbers was identical to the previous simulations. The top figure represents the case of a high
Hatta number, i.e., a fast reaction (Ha = 0.49), whereas in the bottom figure the Hatta number
is lower and equal to Ha = 0.15. Clearly, for increased gas hold-ups, the selectivity of the
reaction increases. The steady increase in selectivity is due to the accumulation of intermediate

product in the bulk phase. This trend is similar for both Hatta numbers.

To separate the effects of mixing and accumulation of the intermediate product
hydroxylamine, we compared our results with an idealized case of a perfectly mixed bulk
phase. The results of this analysis for two different gas hold ups (0.73 % and 8.73 %) are
shown in Figure 4.15. Here the squares indicate the simulated selectivity and the triangles
indicate the idealized case of a perfectly mixed bulk phase. Assuming a well-mixed bulk phase,
the differential selectivity is equal to the product of the average concentration of intermediate

product and the ratio of the Damkd&hler numbers (combining Eqs. 4.4, 4.6 and 4.7).
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Figure 4.14: Selectivity for different gas hold-ups (Re = 38, Sc = 50; top: high Hatta number, bottom:

low Hatta number).

As can be seen, there is a large deviation between results obtained by detailed calculations and

by assuming a well-mixed system for higher Hatta numbers. In the case of a low gas hold up,

mixing around the bubbles is poor and the differential selectivity is significantly higher than

the one expected from the average concentration of intermediate product. In the case of a

high gas hold-up and consequently good mixing the difference is smaller. However, the

difference is still pronounced in the case of a high Hatta number (Figure 4.15, top). In the case

of low Hatta numbers (Ha = 0.15), the selectivity calculated from the reaction rates and from

the well-mixed model are in better agreement (Figure 4.15, bottom). In this case the reactants

and the intermediate products are more homogenously distributed around the bubbles.
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Figure 4.15: Comparison of simulated differential selectivities for different gas hold-ups (Re = 38, Sc =
50; top: high Hatta number, bottom: low Hatta number).

These comparisons illustrate the significant deviations between results obtained assuming a
well-mixed two-phase CSTR and detailed simulation, with deviations of few hundred percent
being possible. Thus, a detailed analysis of the reactions is necessary. In the next section the

comparison between exact results and film theory is provided.

4.6.5 Comparison between Film Theory Predictions and Exact Simulations

A comparison of the exact simulation results (symbols) with the predictions of film theory
(solid and dashed line) is presented in Figure 4.16. Characteristic values for the selectivity in
the case of exact simulations were taken after the first local maximum was reached in the

selectivity-time plot. In some cases the selectivity dropped significantly after the first local
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maximum. These results are marked with “recirculation” as this was due to recirculation in the

wake of the bubble.
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Figure 4.16: Comparison of simulation results with film theory for different Hatta- and Reynolds
numbers (Sc = 10 - 50).

It can be seen from Figure 4.16 that the exact simulations follow the same trend as the film
theory predicts, i.e., the selectivity increases with increasing Hatta number. However, film
theory significantly underpredicts the selectivity for higher Reynolds numbers. The exact
simulations show that in the case of very low Reynolds numbers the selectivity agrees quite
well with film theory (solid line). This may be attributed to the fact that in case of low
Reynolds numbers the wake is closed and the streamlines are almost parallel to the bubble
interface. Film theory represents this situation reasonably well. Hence, the calculation of the
selectivity in these situations can be based on a simple model. However, for higher Reynolds
numbers exact numerical techniques should be used to give satisfactory predictions. As
expected, the results in the case of recirculation wakes behind the bubbles lead to selectivities
significantly higher than that expected by film theory. This is due to intermediate product
accumulation in the wake of the bubbles and hence increased formation of final product.
These effects are not considered within film theory as only reactions in the vicinity of the

bubble are modeled.

4.7 Conclusions

Numerical simulations were performed for the liquid-phase hydrogenation of nitroarenes in

bubbly flows with freely deformable interfaces. The reaction proceeds through the
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hydroxylamine intermediate, which is carcinogenic, toxic and thermally unstable. It is
therefore desirable to minimize the accumulation of hydroxylamine during the operation of

industrial contactors.

Different scenarios were considered with the goal of investigating the impact of the local
mixing in the vicinity of individual bubbles on the rate of formation of the intermediate. In
the case of single bubbles, an increase in the Reynolds number leads to changes in the
hydrodynamics of the bubble wakes, i.e., closed, recirculating or unsteady, vortex-shedding
wakes. As expected, the improved mixing observed in higher Reynolds number wakes leads to
an increase in the accumulation of hydroxylamine. Furthermore, the stability of the flow
pattern, i.e., development of a vortex shedding regime plays a significant role in determining
selectivities in complex reaction networks. We have compared our simulation results with film
theory and find good agreement. However, a more refined model based on film or penetration
theory that could account for accumulation effects has to be developed for the rapid

prediction of selectivities.

In the cases of multiple bubbles rising simultaneously the differences in wake fluid flow were
still sufficient to cause differences in local mixing and as a consequence in the rates of
hydroxylamine accumulation. Furthermore, our simulations show that even in large bubble
clusters of about 50 bubbles the selectivity is partly influenced by the reaction in the film.
However, this is only the case for medium to high Hatta numbers (Ha > 0.5). For low Hatta
numbers (Ha < 0.5) and high Re-numbers (Re > 40) the simulations show that bulk mixing

should be sufficient to justify the assumption of a well mixed bulk phase.

These results can be potentially useful in the design and operation of bubble reactors, such as

the ones used for the liquid-phase hydrogenation of nitroarenes.

4.8 Abbreviations

ADI Alternating Direction Implicit (algorithm)
CPU Central Processing Unit

CSTR Continuously Stirred Tank Reactor

LDA Laser Doppler Anemometry

MAC Marker And Cell (method)

PIV Particle Image Velocimetry
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VOF

Volume Of Fluid (method)

4.9 Nomenclature

specific interfacial area of the bubbles [m?/m?; ;]

area of the computational domain [m?]

initial concentration of reactant i in the liquid bulk [ kmol/m?]
concentration of species i [kmol/m?]

concentration of species i in the liquid bulk [kmol/m?]
concentration of species j at the gas-liquid interface [kmol/m?|
concentration of species i in the liquid phase [kmol/m?]
concentration of species i in the gas phase [kmol/m?]
diffusion coefficient [m*/s]

diffusion coefficient for species i [m”/s]

Damkéhler number of the j-th reaction, Da; =d, -k, -c,, /U,

differential element of the bubble contour [m]
bubble diameter [m]

mass transfer enhancement factor

E6tvés number, Eo = gp,d; 1 6

body forces [m/s?]

gravitational acceleration [m/s?|

Heaviside function
Hatta number, Ha = \/k, - D /k,
reaction rate constant of the j-th reaction [j=1: 1/s; j=2: m’/kmol/s]

liquid-side mass transfer coefficient [m/s]

exponents of the rate expression
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Mo Morton number, Mo = gl /(p, - 6°)

n, order of the reaction with respect to species k

N number of bubbles

N ; molar flux of species i across the interface [kmol/(m?s)]
n’ vector normal to the bubble interface

P pressure [Pa]

f, reaction rate of the j-th reaction [kmol/m?*:s]

Re bubble Reynolds number, Re =d, U, p, / y,

Sc Schmidt number, Sc = u/(p- D)

t time [s]

t* dimensionless time t = t/t,

to reference bubble rise time, t, = d,/U, [s]

u velocity vector [m/s]

U, terminal rise velocity [m/s]

X position vector [m]

X x-coordinate [m]

y y-coordinate [m]

Greek letters

) film thickness [m]

€ gas hold up [m’,,./m’ ]

K’ curvature

0 dynamic viscosity [Pa.s]

% dynamic liquid-phase viscosity [Pa.s]

Vi stoichiometric coefficient of species i in reaction |
o) density [kg/m?]
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o liquid-phase density [kg/m?]

o surface tension [N/m]

o differential selectivity

4.10References

(1)  Downing RS, Kunkeler PJ, vanBekkum H. Catalytic syntheses of aromatic amines.
Catalysis Today. 1997; 37:121-130.

(2) Stoessel F. Experimental-Study of Thermal Hazards During the Hydrogenation of
Aromatic Nitro-Compounds. Journal of Loss Prevention in the Process Industries.
1993; 6:79-85.

(3) Wei CY, Rogers WJ, Mannan MS. Application of runaway reaction mechanism
generation to predict and control reactive hazards. Computers & Chemical Engineering.
2007; 31:121-126.

(4)  Baumeister P, Blaser HU, Studer M. Strong reduction of hydroxylamine accumulation in
the catalytic hydrogenation of nitroarenes by vanadium promoters. Catalysis Letters.
1997; 49:219-222.

(5) Iwata Y, Koseki H. Decomposition of hydroxylamine/water solution with added iron
ion. Journal of Hazardous Materials. 2003; 104:39-49.

(6) Studer M, Neto S, Blaser HU. Modulating the hydroxylamine accumulation in the
hydrogenation of substituted nitroarenes using vanadium-promoted RNi catalysts.
Topics in Catalysis. 2000; 13:205-212.

(7)  Westerterp KR, Molga EJ, van Gelder KB. Catalytic hydrogenation reactors for the fine
chemicals industries. Their design and operation. Heterogeneous Catalysis and Fine
Chemicals Iv. 1997; 108:47-57.

(8) Darmana D, Deen NG, Kuipers JAM. Detailed modeling of hydrodynamics, mass
transfer and chemical reactions in a bubble column using a discrete bubble model.
Chemical Engineering Science. 2005; 60:3383-3404.

(9)  Lapin A, Maul C, Junghans K, Lubbert A. Industrial-scale bubble column reactors: gas-
liquid flow and chemical reaction. Chemical Engineering Science. 2001; 56:239-246.

(10) Larachi F, Desvigne D, Donnat L, Schweich D. Simulating the effects of liquid
circulation in bubble columns with internals. Chemical Engineering Science. 20006;
61:4195-42006.

(11) Monahan SM, Vitankar VS, Fox RO. CFD predictions for flow-regime transitions in
bubble columns. AIChE Journal. 2005; 51:1897-1923.

(12) Monahan SM, Fox RO. Effect of model formulation on flow-regime predictions for

bubble columns. AIChE Journal. 2007; 53:9-18.



84

4. DNS of Reactive Mass Transfer

(13)

(14)

(15)

(16)

a7

(18)

19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)

27)

Pan Y, Dudukovic MP, Chang M. Dynamic simulation of bubbly flow in bubble
columns. Chemical Engineering Science. 1999; 54:2481-2489.

Onda K, Sada E, Kobayash T, Fujine M. Gas Absorption Accompanied by Complex
Chemical Reactions: 1. Reversible Chemical Reactions. Chem Eng Sci. 1970; 25:753-760.

Onda K, Sada E, Kobayash T, Fujine M. Gas Absorption Accompanied by Complex
Chemical Reactions: 2. Consecutive Chemical Reactions. Chem Eng Sci. 1970; 25:761-
768.

Onda K, Sada E, Kobayash T, Fujine M. Gas Absorption Accompanied by Complex
Chemical Reactions: 3. Parallel Chemical Reactions. Chem Eng Sci. 1970; 25:1023-1100.

Onda K, Sada E, Fujine M, Kobayash T. Gas Absorption Accompanied by Complex
Chemical Reactions: 4. Unsteady State. Chem Eng Sci. 1972; 27:247-255.

Westerterp KR, van Swaaij WPM, Beenackers AACM. Chemical Reactor Design and
Operation (2nd edition). Norwich, GB: John Wiley & Sons, 1984.

Harriott P. Effect of Mass Transfer on Selectivity for Heterogeneous Reactions.
Canadian Journal of Chemical Engineering. 1970; 48:109.

Darde T, Midoux N, Charpentier JC. Contribution to the Analysis of the Selectivity in

Gas-Liquid Reaction .1. Literature and Theory. Chemical Engineering Communications.
1983; 22:221-241.

Bourne JR. Mixing and the selectivity of chemical reactions. Organic Process Research
& Development. 2003; 7:471-508.

Choi HM, Kutihara T, Monji H, Matsui G. Measurement of particle/bubble motion and
turbulence around it by hybrid PIV. Flow Measurement and Instrumentation. 2001;
12:421-428.

Raymond F, Rosant JM. A numerical and experimental study of the terminal velocity
and shape of bubbles in viscous liquids. Chemical Engineering Science. 2000; 55:943-
955.

Tokuhiro A, Mackawa M, lizuka K, Hishida K, Maeda M. Turbulent flow past a bubble
and an ellipsoid using shadow-image and PIV techniques. International Journal of
Multiphase Flow. 1998; 24:1383-14006.

Bork O, Schliter M, Scheid S, Ribiger N. New phenomena of mass transfer in
gas/liquid flows. Proceedings of ASME HTD, Fluid-Physics and Heat Transfer for
Macro- and Micro-Scale Gas-Liquid and Phase Change Flows. New York: 2001.

Bork O, Schliiter M, Scheid S, Ribiger N. Analysis of the effect of local hydrodynamics
on mass transfer from bubbles using laser induced fluorescence. Proceedings of
FEDSM'03. 1-7.: 2003.

Osher S, Fedkiw RP. Level set methods: An overview and some recent results. Journal
of Computational Physics. 2001; 169:463-502.



4.10 References 85

(28)

(29)

(30)

(31)

(32)

(33)

(34)

(35)

(36)

(37)

(38)

(39)

(40)

(41)

“42)

Brackbill JU, Kothe DB, Zemach C. A Continuum Method for Modeling Surface-
Tension. Journal of Computational Physics. 1992; 100:335-354.

Lakehal D, Meier M, Fulgosi M. Interface tracking towards the direct simulation of heat
and mass transfer in multiphase flows. International Journal of Heat and Fluid Flow.
2002; 23:242-257.

Scardovelli R, Zaleski S. Direct numetrical simulation of free-surface and interfacial flow.
Annual Review of Fluid Mechanics. 1999; 31:567-603.

van Wachem BGM, Schouten JC. Experimental validation of 3-D Lagrangian VOF
model: Bubble shape and rise velocity. AIChE Journal. 2002; 48:2744-2753.

Shopov PJ, Minev PD, Bazhlekov IB, Zapryanov ZD. Interaction of A Deformable
Bubble with A Rigid Wall at Moderate Reynolds-Numbers. Journal of Fluid Mechanics.
1990; 219:241-271.

Glimm J, Grove JW, Li XL, Oh W, Sharp DH. A critical analysis of Rayleigh-Taylor
growth rates. Journal of Computational Physics. 2001; 169:652-677.

Sankaranarayanan K, Kevrekidis IG, Sundaresan S, Lu J, Tryggvason G. A comparative
study of lattice Boltzmann and front-tracking finite-difference methods for bubble
simulations. International Journal of Multiphase Flow. 2003; 29:109-116.

Trygegvason G, Bunner B, Esmaeeli A, Juric D, Al-Rawahi N, Tauber W et al. A front-
tracking method for the computations of multiphase flow. ] Comput Phys. 2001;
169:708-759.

Aris R. Mass transfer from small ascending bubbles. Chemical Engineering Science.
1997; 52:4439-4446.

Legendre D, Magnaudet J. Effect of flow acceleration on mass or heat transfer at the
surface of a spherical bubble. Comptes Rendus de 1 Academie des Sciences Serie Ii
Fascicule B-Mecanique Physique Astronomie. 1999; 327:63-70.

Khinast JG. Impact of 2-D bubble dynamics on the selectivity of fast gas-liquid
reactions. AIChE Journal. 2001; 47:2304-2319.

Koynov A, Khinast JG. Effects of hydrodynamics and Lagrangian transport on
chemically reacting bubble flows. Chemical Engineering Science. 2004; 59:3907-3927.

Bothe D, Koebe M, Warnecke HJ. VOF-Simulation of the Rise Behavior of Single Air
Bubbles with Oxygen Transfer to the Ambient Liquid. Conference on Transport
Phenomena with Moving Boundaries. Berlin, Germany: 2005.

Koynov A, Khinast JG, Tryggvason G. Mass transfer and chemical reactions in bubble
swarms with dynamic interfaces. AIChE Journal. 2005; 51:2786-2800.

Radl S, Tryggvason G, Khinast JG. Flow and mass transfer of fully resolved bubbles in
non-Newtonian fluids. AIChE J. 2007; 53:1861-1878.



86

4. DNS of Reactive Mass Transfer

43)

(44)

(45)

(40)

#7)

48)

(49)

(50)

1)

(52)

Darmana D. On the multiscale modelling of hydrodynamics, mass transfer and chemical
reactions in bubble columns. Twente, Netherlands: University of Twente, 2000.

Darde T, Midoux M, Charpentier JC. Selectivity in Gas-Liquid Contactors - Original
Modeling and Confrontation Theory Experiments. Hungarian Journal of Industrial
Chemistry. 1984; 12:83-89.

Vicum L, Ottiger S, Mazzotti M, Makowski L, Baldyga J. Multi-scale modeling of a
reactive mixing process in a semibatch stirred tank. Chem Eng Sci. 2004; 59:1767-1781.

Korner UF. Verfahren zur Bestimmung eines makrokinetischen Modells fiir
flussig/ flissig-Reaktionen aus kalotrimetrischen Messungen. Betlin: Technical University
Berlin, 2004.

Hoorn JAA, Versteeg GF. Modelling of mass transfer in combination with radical
reactions. Chem Eng Sci. 2006; 61:5137-5148.

Radhakrishnan K, Ramachandran PA, Brahme PH, Chaudhari RV. Solubility of
Hydrogen in Methanol, Nitrobenzene, and Their Mixtures - Experimental-Data and
Correlation. Journal of Chemical and Engineering Data. 1983; 28:1-4.

Clift R, Grace JR, Weber ME. Bubbles, Drops, and Particles. Mineola, US: Dover
Publications Inc., 2005.

Koynov A, Tryggvason G, Schlueter M, Khinast JG. Mass transfer and chemical
reactions in reactive deformable bubble swarms. Applied Physics Letters. 20006;

88:134102.

Koynov A, Khinast JG, Tryggvason G. Mass transfer and chemical reactions in bubble
swarms with dynamic interfaces. AIChE J. 2005; 51:2786-2800.

Matlab 7.3.0 (R2006b). The Mathworks, Inc., 2006.



“When some external agency imposes on a fluid large-scale variations of some dynamically passive, conserved,
scalar quantity 0 like temperature or concentration of solute, turbulent motion of the fluid generates small-scale

variations of 0.”

(George K. Batchelor, 1959)

Analysis of Micro Mixing
in the Wake of a Single Bubble’

Mixing and fast chemical reactions in sparged stirred tanks are of great importance in the
chemical industry. If multiple reaction steps occur within one apparatus, a detailed
understanding of local mixing is crucial to precisely control the reaction network. However, a
single, rigorous framework describing the interaction between reactions, mass transfer and
liquid phase mixing is currently not available in the literature. This chapter focuses on the local
distribution of a gas dissolving from a gas bubble with the vision to predict the rate and
selectivity of chemical reaction networks in multiphase systems. To quantify the source of
scalar variance due to mass transfer around bubbles, we filtered results of direct numerical

simulations (DNS). This information can be used subsequently in LLES of bubbly flows.

* This chapter is based on: S. Radl, M.C. Gruber, J.G. Khinast. Scalar Variance and Fast Chemical Reactions in
Bubble Column Reactors. Proceedings of the 12th Workshop on Two-Phase Flow Predictions (2010),
Halle/Saale, Germany; and S. Radl, D. Suzzi, J.G. Khinast. Assessment of Micro- and Mesomixing in Bubble
Swarms via Simulations. Chemical Engineering Transactions 17 (2009), 507 - 512.
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5.1 Introduction

Bubble column reactors play an important role, e.g., in the fine chemical, biochemical or
pharmaceutical industry due to their simple construction and their low operating costs. In
these reactors, oxidations, hydrogenations or chlorinations are performed, for which typically
high chemical reaction rates are observed. The ability to predict the yield and selectivity of
these reaction networks is essential for an economic recovery of the desired product.
However, this prediction is complicated due to the interaction of the multiphase flow, mixing,
mass transfer and chemical reactions. Hence, there were significant efforts in the past to study
the interaction of mass transfer, mixing and reactions based on first principles simulations.' "’
Recent advances also include reactive systems, which has improved the understanding of
micro-mixing effects close to bubbles.” Micro-mixing refers to mixing down to the molecular
scale, such that reactions can occut. If fast reactions occur at a time scale of the same order or

smaller than the time-scale of micro-mixing, mixing effects may delay the reaction. Cleatly,

micro-mixing can be the controlling step for the yield and selectivity of reaction networks.

In principal, reactive micro-mixing processes can be fully predicted by momentum and species
transport equations using the intrinsic kinetics for the chemical reaction.™® However, this
approach requires extremely high spatial and temporal resolution for higher Schmidt numbers
typical for liquid-phase systems. Thus, the outcome of reactions on the equipment scale
cannot be predicted using a direct approach. Instead, one has to characterize the
concentration distribution on a sub-grid-scale level by linking it with the known properties on
the grid level. This can be done, e.g., using a probability density function (PDF) of the local
concentration. For a PDF characterized by a mean and a variance, only one additional

equation, i.e., that for the variance Yy of the scalar quantity Y (e.g., the molar fraction of a
dissolving component) has to be solved. The variance Y, is defined as ¥, = YY—-Y-Y and its

transport equation in the continuous phase (here the liquid is denoted with “L”) of a
multiphase system is:
a(gL Y V)
ot
- C,
+2-¢,-D, -VY-VY =2.¢ -—-Y, +g,

[

+V.-(e,-uY,)=V-(e,-D, -VY,)
(5.1)

It includes the accumulation, the convective and diffusive transport of the scalar variance (left-

hand side, as well as the first term on the right-hand side of Eqn. 5.1), as well as the
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generation and the dissipation of scalar variance in the liquid phase (term two and three on the
right-hand side of Eqn. 5.1, respectively). In Eqn. 5.1 €, and u are the liquid-phase hold up

and the filtered velocity, respectively. D, is the effective diffusion coefficient, taking into

account sub-grid-scale fluctuations. For the dissipation term the turbulence time scale is

typically defined as:
AZ

Tp = (5.2)
D,

C, is a constant characterizing the ratio of the characteristic time for the decay of the velocity

fluctuations and the decay of concentration fluctuations. See Chapter 6 for more details on

this approach.

In order to model multiphase systems, we also need to account for the sources due to mass

transfer (i.e., the term denoted with g, in the transport equation of the scalar variance). For

this last term in Eqn. 5.1 no appropriate model exists for gas-liquid flows. Hence, the goal was
to directly calculate the variance generated by the flow around a single bubble and to calculate
its generation rate by a filtering operation. This is a first step ahead to reliably predict the

scalar variance field in large bubbly swarms without fully resolving the concentration field.

5.2 Mathematical Model

In this work we have used a laminar flow solver together with a species transport solver to
study mass transfer from a rigid bubble. Hence, we solved the Navier-Stokes equations for an

incompressible fluid:

aa—l;+V-(uu):—Vp’+v-V2u (5.3)
V-au=0 (5.4)

Here u denotes the fluid velocity, p’ the kinematic pressure (i.e., the pressure divided by the

fluid density), and V is the kinematic viscosity of the fluid. The transport equation for an inert

component Y is:

aa—);+V-(uY):D-V2Y (5.5)
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Here D denotes the molecular diffusion coefficient of a certain component in the liquid
phase. As we use high-order schemes and a sufficiently fine numerical grid, we claim to fully
resolve all details of the fluid motion, as well as the thin concentration boundary layer near the
bubble interface. We therefore refer to these simulations as direct numerical simulations. This
methodology follows the ideas of our previous work for two-dimensional elliptical bubbles’
and other literature available in that field (see, e.g., the work of Jung and Sato'"). However, our

focus here is to analyze mixing in greater detail, which has not been done before.

The geometrical setup for our simulations consists of a spherical bubble that was placed in a
sufficiently large cylindrical fluid domain. Appropriate boundary conditions were applied and

the set of equations was solved using OpenFOAM.12

U,

spherical
bubble

\ slice used

for filtering
Y with size A
Y4

Figure 5.1: Principal sketch of the setup used for the direct numerical simulation of mass transfer
around a single bubble (left), as well as results for the instantaneous concentration field for Re = 500
and different Schmidt numbers (right).

5.3 Results

5.3.1 Setup

Mass transfer of a dissolving gas from a single bubble was directly simulated for different
Reynolds and Schmidt numbers. In Figure 5.1 we show the basic setup for the study of the
variance generation near the bubble. The simulation setup consists of the flow around a rigid
sphere with the diameter d,. An inert component is allowed to dissolve in the liquid phase,

with the interface concentration set to unity. Since the species transport Eqn. (i.e., Eqn. 5.5) is



5.3 Results 91

linear in the concentration, the calculated concentration fields can be interpreted as
dimensionless concentration fields that have been normalized with the interface

concentration.

This setup, i.e., a spherical rigid bubble, mimics most applications involving small bubbles in a
gas-liquid system. The flow domain consisted of a sufficiently large cylindrical domain with a
diameter and length of 10d, and 15d,, respectively. An almost full resolution of the
concentration field up to a Schmidt number of Sc = 100 could be obtained by using an
extremely fine grid (approx. 1.3 Mio. cells) near the sphere’s surface. Furthermore, second
order schemes were used for space and time discretization. The Schmidt number was varied

between unity and 100 by changing the diffusion coefficient of the dissolving component.
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Figure 5.2: Comparison of simulated Sherwood numbers (symbols) with correlations from literature
(cotrelation 1 from Clift et al.,’3 p. 123 /Table 5.4/Eqn. (E); correlation 2 from Clift et al.,'3 p. 123 /Table
5.4/Eqn. (C); correlation 3 from Ranz and Marshall#)

The results have been validated by comparing the calculated Sherwood numbers with
correlations found in the literature (see Figure 5.2). Cleatly, at larger Schmidt numbers and in
the wake-shedding region, the calculated Sherwood number is somewhat higher than
calculated from the correlation. Grid dependency tests showed, however, only a small change

when the resolution of the numerical grid was increased.
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5.3.2 Scalar Variance Generation due to Mass Transfer

To analyze the generation of variance behind the bubble, we spatially filtered the results for
the concentration field. Filtering was done using a box filter G** in thin slices perpendicular

to the mean flow direction, i.e., parallel to the x-y-plane as shown in Figure 5.1:
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Figure 5.3: Instantaneous filtered concentration (top) and variance field (bottom) in the wake of a single
bubble (Re = 500, A = 3-d;,).

This filtering was motivated by Meneveau and Katz."” The filter length A was chosen to be
equal to three times the bubble diameter d,. The results of this analysis are shown in Figure

5.3 for different distances z from the center of the sphere at z = 0. Cleatly, the filtered con-

centration Y , as well as the variance Y, decreases with increasing distance from the interface
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up to approx. 5d,. However, after that distance, Y and Y, start to fluctuate, which is due to
the flow instability at the studied Reynolds number (the onset of this wake instability occurs

already between Re = 130 and 400).
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Figure 5.4: Time-averaged variance field in the wake of a single bubble for different Reynolds numbers
(A= 3d,).

Our results for Y suggest that there exists a high-concentration area near the rear stagnation

point of the bubble, which has a length of approximately 2:d. This region is also visible in

Figure 5.1. The observed concentration of dissolved gas depends, however, strongly on the
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Schmidt number used. Also, in this region the variance is highest, with a global maximum for
Y, directly at the surface of the sphere, i.e., at the gas-liquid interface. However, the variance
decreases rapidly (by approximately two orders of magnitude!) until it starts to fluctuate in an

erratic manner (i.e., in the region z/d, > 5).

The trends with the Schmidt number in Figure 5.3 indicate, that with decreasing diffusion
coefficient (i.e., increasing Schmidt number), the filtered concentration in the wake of the
bubble (i.e., the total amount of transferred mass) decreases as expected. Also, the scalar
variance gets smaller with increasing Sc, suggesting that the generation of scalar variance (i.e.,

the term g in Eqn. 5.1) is directly proportional to the transferred mass.

The time-averaged variances are shown in Figure 5.4. Also, in these graphs the near wake
region characterized by a rapid decrease of scalar variance, as well as a plateau region further
away from the interface is visible. This plateau is less pronounced in the low-Reynolds cases
(i.e.,, Re = 50 and Re = 300). It is speculated that this is due to a higher amount of diffusion

for the cases with a lower Reynolds number, i.e., a lower Peclet number.

5.3.3 Scaling of Scalar Variance Generation

In order to derive a model for scalar variance generation due to mass transfer, the scaling of
the calculated variances far away from the gas-liquid interface (i.e., at a dimensionless distance
from the center of the sphere of 5) has been investigated. At this distance the scalar variance is
only weakly influenced by the distance to the sphere’s center. In Figure 5.5, the logarithm of
this variance versus the logarithm of the Schmidt number is plotted. The linear correlation

between these two quantities suggests a scaling in the form of
Y, =K -Sc". (5.7)

Note, that Yy in our simulations was dimensionless and scales with the interface concentration
squared. Clearly, the simulation results indicate a value for n that is approximately 0.5 for the
low-Reynolds-number case (i.e., Re = 50) and between 0.9 and 1.2 for the wake shedding
regime (i.e.,, Re = 300 and Re = 500). Also, the value for K decreases for increasing Reynolds
number (ie., it decreases from 3.010° to 1.410” in the range of the studied Reynolds
numbers). Thus, it can be assumed that K is some function of the Reynolds number to the
power of a negative exponent. This finally leads to a suggested scaling of the variance in the

form of:



5.3 Results 95

Y,=A-Re™" - Sc™ (5.8)

Our simulations show that the value for m should be in the order of unity (this value can be

easily obtained from a linear regression of In(K) vs. In(Re)) and A is a positive constant.

In(Sc)
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Figure 5.5: Scaling of the scalar variance at z/d, = 5 for different Reynolds numbers vs. the Schmidt
number (A = 3-d;,).

The proposed scaling for the variance is similar to the scaling of the Sherwood number and
the mean dimensionsless concentration in the wake of the bubble. “Mean” hereby refers to a

spatially filtered value of the concentration using the filter length A. The mean dimensionless

concentration in the wake of the bubble can be calculated from

-2
- Bd’x A G-
T ?AZ =Sh-7-| —~ ‘Re™ - Sc™! (5.9)

t p

and depends on the filter width.” Here, B, U, and Sh refer to the mass transfer coefficient, the
terminal bubble rise velocity and the Sherwood number, respectively. The Sherwood number

is typically expressed as a function of the form:'*

Sh=B+C-Re"*-Sc"*. (5.10)

b This follows from a simple mass balance, i.c., Y must be equal to the total mass transfer rate to the liquid phase
divided by the total volumetric flow to which the mass is transferred to. The latter has been taken to be equal to

the cross section of the box filter, i.e., A? and the bubble rise velocity U..
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At high Reynolds numbers, the second part on the right hand side of Eqn. 5.10 is significantly
larger than the constant B (typically assumed to be equal to two), and the following overall

scaling of the mean concentration in the wake is obtained:

— A B B

Y =D| — |-Re™*.§¢7 (5.11)
dp

Here, D is a constant that depends on the filter length normalized with the bubble diameter.

This expression for the mean dimensionless concentration in the wake is similar to Eqn. 5.8

(i.e., the scaling of the variance in the wake) except for the exponents for Re and Sc. It is

therefore concluded, that the dimensionless variance in the wake of the bubble scales with

d

P

Y, = E(AJ-?”, (5.12)

where p is an exponent in the order of two (compare Eqn. 5.8 and 5.11 and the exponents for
m and n detailed in the text) and E is a constant that depends on the relative filter length.
Hence, the scalar variance in the wake can be calculated with appropriate correlations of the
Sherwood number and Eqn. 5.12. The (dimensionless) source term for the scalar variance due

to mass transfer can then be calculated using

U
8y =" Yy (5.13)

This equation is based on the use of a box filter and an identical filter length for the filtering
of the concentration field around the single bubble and the coarse-grained simulation (e.g., a
Large Eddy Simulation that uses Eqn. 5.1). To obtain Eqn. 5.13, the mean variance in the
wake has been multiplied with the volumetric flow rate passing the bubble and divided by the
volume of the filtered element (i.e., a box of size A). To calculate the dimensional source term

for the variance, Eqn. 5.13 has to be multiplied with the squared interfacial concentration.

5.4 Conclusions

In this work our focus was the prediction of the scalar variance generation due to mass
transfer in gas-liquid systems. Literature data for this quantity with respect to bubbly flows is
scarce. Hence, direct numerical simulations of the flow and species transport around single

bubbles were performed to quantify this term. The simulations showed that the variance is
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highest directly at the surface of the gas bubble. The rapid decrease of the scalar variance in
the wake of the bubble may lead to the conclusion that the scalar variance is small in the bulk
of bubble swarms. However, this is only valid for the dissolving component. If liquid-phase
reactants have to be mixed into the system, their scalar variance may be significant and the
micro-mixing rate may become rate-limiting. Further studies are necessary to quantify this

influence.

The behavior of the variance in the wake at low Reynolds numbers is hard to model, since the
variance constantly decreases downstream of the bubble. This is because diffusion and the
induced fluid motion in the wake leads to a significant dissipation of scalar variance. At higher
Reynolds numbers, however, a plateau exists indicating that scalar variance is generated next
to the bubble, which is essentially unchanged when the flow has exited the wake region. The
theoretical considerations for the scaling of scalar variance far away from the interface show
that the (dimensionless) variance decreases with increasing Reynolds and Schmidt number.
This is similar to the (well established) scaling of the mean concentration in the wake. The
exponents in the proposed scaling of the scalar variance are approximately twice that for the
mean concentration. Thus, it is expected, that there is some correlation between the mean
concentration and the scalar variance in the wake. However, the filter width impacts the
absolute value of the mean and the variance of the concentration field in the wake. Future
work is required to quantify this influence in order to reliably calculate the scalar variance
generated by mass transfer around single bubbles. Also, the variance upstream of the bubble
was always zero in the simulations. The influence of already existing concentration variances

in the flow approaching a bubble needs further systematic investigation.

5.5 Abbreviations

DNS Direct Numerical Simulation
LES Large Eddy Simulation
PDF Probability Density Function

5.6 Nomenclature

A,B,C,D,E constants in correlations

d, particle (i.e., bubble) diameter [m)]

D molecular diffusion coefficient [m?/s]
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D effective diffusion coefficient [m?/s]

Co constant

8y, source of variance due to mass transfer [1/s]

G box filter function in two dimensions [1/m?]

K constant

m, n, p exponents in correlations

P kinematic pressure [m?/s?]

Re bubble Reynolds number, Re =d U, /v

Sc Schmidt number, Sc =v/D

Sh Sherwood number

t time [s]

u velocity vector [m/s]

u filtered velocity vector [m/s]

U, terminal rise velocity [m/s]

Y molar fraction of a component in the liquid phase
Y filtered molar fraction of a component in the liquid phase
Yy variance of a component in the liquid phase

z downstream distance from the center of the bubble [m]
Greek letters

B mass transfer coefficient [m/s]

A filter length [m]

€ liquid-phase hold up [m? /m? ]

v kinematic viscosity [m?/s]

To turbulence time scale [s]
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“At the moment there is no method whereby the history of the molecules flowing through an arbitrarily-chosen
reactor can be determined and the results formulated in such a way that the ontput could be predicted for a

reaction of known kinetics.”

(Peter Victor Danckwerts, 1958)

Euler-Lagrange Simulations of
Multiphase Flow and Reactive Mixing
in Dilute Bubble Swarms’

High-fidelity three-dimensional simulations of multiphase flow and mixing in dilute bubble
swarms using the FEuler-Lagrange simulation approach have been performed. Species

transport, as well as complex chemical reactions have been included in the simulations.

It was found that the algebraic SGS model satisfactory predicts experimental data for the
mean flow field. The detailed description of multiphase flow developed in our work was used
to simulate the time evolution of scalar and reactive mixing in a bubble column. An analysis

involving the scale of segregation ®, a metric that characterizes the mean driving force for

mixing, is applied for the first time to multiphase flow. The study shows that @ is inversely
proportional to the bubble diameter at constant gas feed rate, but only a weak function of the
gas feed rate. Also, we observe significant differences of mixing metrics in reactive and non-

reactive systems.

* This chapter is based on: S. Radl, J.G. Khinast. Multiphase Flow and Mixing in Dilute Bubble Swarms. AIChE
Journal (2010), in press; and S. Radl, D. Suzzi, ].G. Khinast. Fast Reactions in Bubbly Flows: Film Model and
Micro-Mixing Effects. Industrial & Engineering Chemistry Research (2010), submitted for publication.
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6.1 Introduction

Reactive multiphase flows can be found in many applications in the chemical, pharmaceutical
and biotechnology industries. Typical examples include the Fischer-Tropsch synthesis,'
catalytic hydrogenations,” oxidations,” the production of benzoic acid’ or the aeration of
bioreactors, e.g., for the production of penicillin or EPO.” However, a detailed mathematical
description of these flows is still challenging, since the interaction of mixing, mass transfer and
the (bio-)chemical reactions dominates the yield, selectivity or productivity of the reactor,
which complicates the design and optimization of such processes. For example, certain cell
cultures are highly shear-sensitive and vigorous agitation, while improving mass transfer and
mixing, maybe reduce productivity and product quality due to shear-related necrotic and
apoptotic effects or due to damage of the target protein. Another well-known example for
mixing-sensitive reaction systems of industrial interest are catalytic oxidations using pure

oxygen.

In order to study reactive multi-phase flows in detail, experimental and numerical methods
have been used in the past. State-of-the-art experimental tools include the use of laser optical
methods (laser-Doppler-anemometry, LDA; as well as phase-Doppler-anemometry, PDA) for
bubbles up to 1 mm in diameter, as well as tomographic methods and particle image
velocimetry (PIV) for systems involving larger bubbles. Using the latter technique it is possible
to determine the velocity fields of both phases and to measure the shape and size of individual
bubbles using specialized illumination techniques.’ Such methods are crucial for the model
validation of bubbly flows and have encouraged many groups to perform highly detailed
numerical simulations of these flows. Also, concentration fields around single bubbles have
been measured using the laser-induced fluorescence technique (LIF).”" In these methods, a
laser sheet is used to record the instantaneous concentration fields of a dissolving, non-
reacting species in the liquid phase. For example, Bork et al.” have combined LIF with PIV to
develop a novel mass transfer correlation for bubbles with wake shedding. However, all of
these studies concentrate on the dissolution of an inert scalar and a direct experimental
quantification of chemical reactions in the vicinity of gas-liquid interfaces of bubbly flows has
not been reported. The same is true for the direct quantification of scalar mixing within
bubble swarms. Experimental studies in literature involve either very simple qualitative
experiments using ink (see, e.g., Wiemann'') or more quantitative techniques, using radioactive

particles (see, e.g., Yang et al.””), liquid phases with different temperatures (see, e.g., Lorenz et
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al.”’) or colored solutions together with photometers (see, e.g., Yang et al.'"). When using these
quantitative techniques it is not possible to measure the instantaneous concentration of a
tracer substance in the whole flow field but only at distinct locations. Consequently, scalar
mixing can be quantified only by integral parameters, e.g., by an axial dispersion coefficient.
To the best of our knowledge, the details of (spatially resolved) scalar mixing in a bubble
column have not been the focus of experimental studies so far. For the Becker case studied in
this work, not even experimental data for scalar mixing in terms of integral parameters (such

as a dispersion coefficients) exist.

6.1.1 Computational Analysis of Bubbly Flows

For the computational analysis of bubbly flows different methods have been developed, each
of them having different advantages and drawbacks. An overview over the currently available
approaches and future challenges can be found in Sundaresan®, as well as in Koynov and
Khinast."® Also, Sommerfeld and Decker'” provide a detailed overview of the subject with a
focus on stirred tanks. In analogy to single-phase simulations, a variety of methods can be
used to describe turbulent flows in multiphase reactors, including (a) a full resolution of all
scales with direct numerical simulations (DNS), (b) the use of a filtered set of the momentum
equations via so-called Large Eddy Simulations (LES), and (c) the use of the ensemble-
averaged Navier-Stokes equations, either steady or unsteady, often referred to as the

Reynolds-Averaged-Navier-Stokes (RANS) approach.

Currently, the most detailed methods allow the analysis of the deformation of individual
bubbles, which are here referred to as multiphase direct numerical simulations (MDNS),
because they usually involve DNS of all the phases. These techniques include the volume of
fluid method (e.g., see the recent work by Kim and Lee'), Lagrangian methods (where the
grid follows the gas-liquid interface, e.g., Li et al.”” and Hameed et al.*"), as well as the front-
tracking (FT) method introduced by Unverdi and Tryggvason.”’ The latter method has

?% to study also mixing effects including chemical reactions. For

attracted numerous groups
example Koynov, Khinast and Tryggvason® used the FT method for the first time to study
reactive bubble swarms (~100 bubbles) with fully-resolved deformable and dynamic
interfaces.” Earlier work by our group also included heterogeneously catalyzed reactions close

to bubbles.”

Another approach is the Euler-Euler (EE) method, which treats the involved phases as

interpenetrating continua. The advantage of this method is that the number of particles is not
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limiting, as there are no particles or bubbles. Hence, the simulation of large-scale reactors
becomes feasible. However, the interface between the phases is not resolved and
consequently, sophisticated closure models that predict the local bubble size have to be used
to correctly describe the interaction of the involved phases. Often, a population balance
equation (PBE) needs to be solved in conjunction with mass, momentum and possibly the
energy balance, which is computationally demanding. In addition it can cause instabilities in
the solution procedure and is still a topic of active research, as breakage and coalescence

kernels cannot be predicted from theory alone and remain somewhat of a fitting parameter.’”

The last major approach is the Lagrangian Particle Tracking (LPT) method in which the
disperse phase, e.g., the individual bubbles, are tracked in the flow field as point sources. The
motion of the continuous phase is solved on an Eulerian frame of reference. Therefore, this
approach is often referred to as Euler-Lagrange (EL) approach.” It has been first applied to
gas-solid flows in the mid 90’s.*** For the EL approach direct numerical simulations of the
continuous phase, i.c., a full resolution of all length scales (Nierhaus et al.”’), as well as the
filtered Navier-Stokes equations’ have been reported. One of the first applications of the EL
approach for bubbly flows was the work of Delnoij et al.”> who solved the governing
equations on a two-dimensional grid. In the same year Tomiyama et al.” reported a similar
approach on a three-dimensional grid. The EL approach has been also extended to gassed
stirred tanks. A recent example is the work of Arlov et al.”” However, all of these studies are
concerned with the multiphase flow only and do not focus on mixing or chemical reactions

(see below) within the gas and/or liquid phase.

Since a full resolution of individual bubbles in a realistic system (there are approximately
1.510° bubbles/m? assuming a bubble diameter of 5 mm and a gas hold-up of 10%) is still
computationally infeasible, the EL approach has significant potential of becoming the
standard method for the detailed analysis of multiphase flow and mixing. This is because the
modeling effort is lower compared the EE technique. For example, the change in bubble size
due to coalescence and breakage of bubbles can be easily captured directly using the EL

approach. In contrast, in the EE approach a separate PBE has to be solved for that purpose.

Nevertheless, several issues need to be addressed in the EL method, including (a) the
development of more reliable schemes to map Lagrangian properties onto the Eulerian frame

of reference and vice versa,” (b) a detailed treatment of bubble-wall and bubble-bubble

4143

collisions, (c) sophisticated modeling of the sub-grid-scale velocity fluctuations,” ™ as well as
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(d) the inclusion of coalescence phenomena.”’ In a recent example, Hu and Celik" published a
LPT study for relatively large individual bubbles. For the so-called “backward coupling” or
Lagrange-to-Euler mapping (i.e., the mapping of forces exerted on the liquid phase by the
bubbles), they used a novel approach called the “particle-source-in-ball” (PSI-ball) concept.
Darmana® also used a special approach in which it is possible for bubbles to become larger
than individual cells of the Eulerian grid. He considered also the local liquid-phase volume
fraction in the momentum equation, i.e., the replacement of the continuous phase by
dispersed bubbles. This more advanced treatment of the continuous phase dates back to the
work of Delnoij et al.”> When taking the continuous phase volume fraction into account, the
EL approach can also be utilized to study dense bubble swarms, i.e., a high local gas hold-up.
To cope with the large number of bubbles in such cases, it is possible to track bubble clusters
instead of individual bubbles.'” Also, coalescence and breakage can be accounted for in the EL

approach as discussed in this work.

6.1.2 Mixing and Chemical Reactions

In multiphase reactor, the understanding of the impact of the multiphase flow on the chemical
reactions is another import aspect. As chemical reactions usually take place only in the liquid
phase or on the surface of a solid catalyst, the correct prediction of mixing in the liquid phase
is of great importance.44 Hence, a quantification of micro-mixing (i.e., mixing on the smallest
scales), meso-mixing (i.e., mixing on intermediate scales) and macro-mixing (i.e., mixing on the

reactor scale) is required to characterize and predict the performance of the reactor.

During the last years, several researchers have analyzed mixing and chemical reactions in
multiphase systems. In the beginning, studies focused mostly on experimental techniques in

4548 .
™ or the reaction of

single-phase systems, e.g., by the use of so-called Bourne reactions
iodine with tyrosine.” Frequently, competing reactions were used which yield different
product distributions depending on the efficiency of micro-mixing.”** Recent experimental
methods in the field of multiphase mixing also include the tracking of radioactive particles.”
Furthermore, conductance measurements in simple tracer experiments are still popular to
study macro-mixing in bubble column reactors.”*>” Other methods for the detection of tracers
are summarized in the publication of Joshi.”® However, these experiments provide only an

integral picture of macro-mixing in these reactors. Micro- and mesomixing cannot be

quantified.
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In the area of micro-mixing in bubbly flows, the first computational studies on non-
deformable two-dimensional bubbles were reported by Khinast” and later extended to fully
deformable bubble swarms in complex fluids involving arbitrary chemical reactions.”* Also,
it became possible with the aid of massively parallelized computer software to study mass
transfer around three-dimensional bubbles.”” However, this work was limited to cases with
unrealistically low Schmidt numbers (Sc = 1) in the continuous phase. In addition, it was
shown that the results of these high-fidelity reactive micro-mixing simulations can be
described to some extent by simplified models.** Also, recent studies of (micro-) mixing of a
fluid with granular particles were reported,” encouraging future work in this area. However,

J006!

a detailed analysis of mixing including mass transfer has not been reporte and is also

missing in most of the literature dealing with multiphase mixing.

Macro-mixing in bubble column reactors was studied numerically by various researchers using
virtual tracer experiments.”>” These simulations focus on the analysis of an inert tracer in the
liquid phase and hence are not involving the effects of mass transfer and reaction. Also, they
are incapable - same as real tracer experiments - to quantify the local distribution of mixing, as
well as the temporal fluctuation. Hence, a detailed multiscale quantification of the local

distribution of mixing rates cannot be found in literature as of yet.

In summary, there has been significant progress in describing flow and mixing in multiphase
systems at the micro and macro scales. These studies focused mainly on an integral measure
for mixing (e.g., an axial dispersion coefficient) or were concerned with micro-scale mixing.
However, the quantification of mixing on the meso-scale, i.e., on the level of a bubble plume,
has not been reported. Furthermore, nearly all of the experiments and simulations reported in
literature were concerned with a tracer already dissolved in the liquid phase. Thus, conclusive
results for the effect of mass transfer on the distribution of an inert scalar are scarce. An
exception is the work of Darmana.”” However, they did not investigate the effects of the
process parameters on mixing and chemical reactions, nor did they model these effects.
Consequently, the analysis of mixing involving mass transfer still requires a significant amount
of research as systematic studies highlighting the interaction of mass transfer, mixing and
chemical reactions in large bubble plumes are rare, especially for meso-scale effects. Even
fundamental concepts describing these mesomixing effects and the interaction of mesomixing
with the micro- and macro-scales are still absent. Thus, it is the aim of this study is to provide

the basis for such a concept.
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6.2 Objectives

The objective of this work is to analyze in detail the flow, mixing and the chemical reactions in
a bubbly flow, which are encountered in many industrial applications including bubble column

reactors and bioreactors. Specifically, it is our goal to:

- perform validated, state-of-the-art simulations of large bubble swarms (up to 10°
bubbles) including species transport and chemical reactions based on Large Eddy
Simulations (LES),

- study the numerical aspects of the simulation tool,

- apply our simulation code to highlight the relative importance of several parameters
on inert and reactive mixing in large bubble swarms, and

- provide novel perspectives for a rigorous modeling of the mixing effects in bubble
swarms.

For this purpose, we first present an advanced numerical method for analyzing in detail the
multiphase flow and mixing in dilute bubble columns. Subsequently, we employ state-of-the-
art tools for the analysis of mixing that we adopt from single-phase mixing studies. Thus, we
can present for the first time a detailed picture of multiphase mixing in dilute bubble swarms
by means of computer simulations. Also, we are the first that systematically analyze the effect
of process parameters on inert and reactive mixing in large bubble swarms. To account for
sub-grid-scale reactive mixing, we have incorporated a PDF (probability density function)-
based approach. Finally, we focused on the distribution of the scale of segregation in
multiphase systems with and without mass transfer. This is a completely new aspect on how to

analyze mixing in these complex systems.

6.3 Problem Formulation

6.3.1 Multiphase Flow

In the present work we use an LES-based Euler-Lagrange method to study flow, mixing and
reactions in an unstirred bubble column. The momentum balance equations for multiphase
flow consist of the filtered incompressible Navier-Stokes equations for the liquid phase and

Newton’s equation of motion for the disperse phase. The boundary conditions for the filtered
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Navier-Stokes equations include the typical conditions for the liquid phase at the wall (no-slip,
as well as closures for the sub-grid-scale stress), as well as a perfect-slip condition at the top
outlet of the bubble column (to mimic an inviscid gas-phase top layer). The interaction of the
liquid phase with the disperse phase is incorporated via source terms in the momentum
equation, ie., we perform a two-way coupling of the involved phases. The initial conditions
for the disperse phase, i.e., Newton’s equation of motion, consist of specified positions and
velocitys at the inlet. At the boundaries we perform an inelastic bounce back of the disperse

phase with a coefficient of restitution of 0.9.

Following Darmana® the filtered continuity and momentum balance equation for the

continuous phase can be written as:

o€ _

a—lL+V-(€L-u):0 (6.1)
00  _ _ _

Bo () e, V5V (e, 7, )6, p, 5+ (62)
with:

ELZSL'pL'ﬁ (6'3)

Here p, is the (constant) liquid density, € is the liquid-phase volume fraction, and u is the
filtered velocity vector of the liquid phase. Note, that we have neglected the mass transfer
between the two phases in the continuity equation Eqn. 6.1 since its contribution is very small.
This is due to the fact that we concentrate on dilute bubble swarms, and hence, mass transfer

rates for reactive, as well as nonreactive systems are typically negligible compared to the total

liquid mass in these systems. In the momentum equation (Eqn. 6.2), ¢, is the filtered liquid
phase mass flux, pis the resolved pressure, 7,is the liquid-phase stress tensor, g is the

gravitational acceleration vector and @ is the volume-specific coupling force exerted by the

dispersed phase (see the numerics section of this work).

The liquid stress tensor needs additional modeling. Here we use the eddy viscosity concept

and calculate the total stress from an effective viscosity:

_ — o—1) 2 _
rL=—,u€ﬁ,L-[(Vu +VuT)—§-I-(V~u)} (6.4)
The effective viscosity is the sum of the molecular and sub-grid-scale viscosity in the liquid

phase Mggsr
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Moy r =My T Hsgs 1 _ (6.5)

In most of our simulations the turbulent viscosity is calculated from a simple algebraic model,

i.e., the standard Smagorinsky model:

Hsos. =Py (C, - 4) -|S| (6.6)
Here, C, is the Smagorinsky constant with a typical value of 0.1, (see Darmana®) 4 is the filter
length and ‘g ‘ is the magnitude of the filtered strain rate tensor. The filtered strain rate tensor
is defined as:

S =

é-(VzT+VﬁT) (6.7)

The implementation in our code for the calculation of g, is slightly different from Eqn. 6.6,
as we first calculate the sub-grid-scale kinetic energy k from Eqn. 6.8. This implementation

enables a separate calculation of k and s, which can be useful for comparison purposes.

2.C,

k==t A JS] (68)

e

In Eqn. 6.8, C, and C_ are model constants.

Having calculated k, the sub-grid-scale viscosity is calculated from:

:uSGS,L:pL'Ck'\/E'A (6.9)

After substituting Eqn. 6.8 in Eqn. 6.9, we recover Eqn. 6.6 with the relation

N7
cs=(2'ckj (6.10)

C

e
In addition to the algebraic model, we have used a more advanced differential sub-grid-scale
model to account for non-resolved turbulent fluctuations. The one-equation model used in

this work solves the following differential equation for the sub-grid-scale kinetic energy k:**

ok _ M5 _ =
§+V-(ku)=V-(pLLL-Vk)—8—rL:S (6.11)

Here € is the sub-grid-scale energy dissipation given by:
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e=te (6.12)

The sub-grid-scale viscosity is then calculated according to Eqn. 6.9. When using these
algebraic and differential sub-grid-scale models, we exclude the effect of bubble motion on the
generation of the sub-grid-scale fluctuations, i.e., so-called bubble induced turbulence (BIT).
The influence of BIT on the sub grid scale viscosity could be modeled by using (for example)
the model of Sato and Sekoguchi.(’5 However, the studies of Deen et al.,” as well as of Niceno
et al.* indicate only marginal effects of BIT on the mean and fluctuating flow field in dilute
bubble swarms. Hence, the exclusion of BIT from our simulations is justified and in line with
previous work published in that field”™ In our work we use wall functions for the
computation of the sub-grid-scale viscosity near the no-slip boundaries. This treatment of the
walls can be used for a wide range of dimensionless wall distances, as it incorporates the
velocity profile from the laminar, to the buffer and the fully turbulent region.” Specifically, we
use the following (implicitly-defined) dimensionless velocity profile near the wall, which was

initially introduced by Spalding:”’

(K'-M+)3j| (6.13)

Here, y" =y, -u,/vand u’ =u,/u, denote the dimensionless wall distance and the

y =u" +%-{exp[l(-u+]—l—l(-u+ —%-(K'-Lf)z —é-

dimensionless velocity profile, respectively. y,, ug, 4, and V are the wall normal distance of the

first computational cell near the wall, the friction velocity, the filtered wall parallel velocity in
the first computational cell near the wall, and the kinematic velocity of the liquid phase,
respectively. In our code we directly insert the definition of the non-dimensional variables y"
and u’ in Eqgn. 6.13 to obtain a nonlinear equation for ue. Using an initial guess for ug, we then
solve iteratively for the friction velocity using a Newton algorithm. The wall shear stress can

then be calculated directly out of u;. Details of this procedure can be found in deVilliers.*
Newton’s equation of motion for each individual bubble is (see Figure 6.1):

du
.E:FG+FP+FD+FL+FA (6.14)

p

Here m,, is the mass of the particle, i.e., the bubble, U is the velocity vector of the bubble, Fg

is the gravity force, F, is the force due to a pressure gradient, Fy, is the drag force, F, is the lift
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and F, is the added-mass force. The models for each of these forces are summarized in Table

6.1.

Force Model Equation
F, ~V,-Vp
1
- C'D EpL ’ Urel ’ Urel ’ Acrass >

Urel :U_(E—*_uﬂuct )’

0.687
R o %ep-(]+0.]5-Rep ) Re, <800
0.44,Re, > 800

U.l-d,-
Rep: rel p IOL
My
F, —C.-p.V, U, X0, 0=VXu
d
FA _CA'IOL'Vp'EUrel

Table 6.1: Force models used for the Lagrangian particle tracking.

Figure 6.1: Forces acting on a particle.

Throughout our work we assume that the spin of the bubble is equal to the fluid spin

surrounding the bubble. This is justified by the very low density of the gas inside the bubble
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resulting in a negligibly small moment of inertia of the bubble. Thus, we do not need to solve
the conservation equation for rotational momentum, hence saving computation time and
memory. In our work we use the standard drag curve® for a rigid sphere to account for the
drag forces the bubble experiences. This is thought to represent the conditions in
experimental systems (e.g. that of Becker™) reported in literature best, since already small

amounts of contaminations in the liquid phase cause bubbles to behave like rigid spheres.

The model used for the lift force dates back to the PhD thesis of Auton™ and takes into
account forces due to velocity gradients, i.e., vorticity, in the liquid phase. This model is valid
for homogenous bubble flows, ie., for cases where both bubble radius and liquid-phase
vorticity are small.”>" Tt is well established for Euler-Lagrange modeling of gas-liquid flows
(see for example Darmana®). Note that we neglect Magnus lift forces as we already assumed
identical rotation rates of the bubbles and the surrounding liquid. The model for the added
mass force was adapted from Hu and Celik" and is suitable for describing this type of forces
in dilute bubble swarms. The lift and added mass coefficient were chosen as C,=0.53 (based
on Auton™) and C,=0.5 (based on Hu and Celik"), respectively. In our work we have
neglected the Basset history forces, since it has been shown by both simulations,” as well as
experiments” that it is negligibly small in the flow of small bubbles around 1 mm. In Eqn.
6.14 “d/dt” refers to the substantial derivative along the particle trajectory. More details on
the procedures of how to obtain the values of relevant variables at the bubble position are

detailed in the numerics section (i.e., Chapter 6.4) of this work.

6.3.2 Species Transport

The species conservation equation for species i in the liquid phase is:

a(gs—t.Yi)+V-(€L-ﬁ?;)=V-(€L-Deff,i'VZ)+¢M +€L'Zvi’j-rj+?i-% o)
j
6.16
D‘fo,i :D,» +‘u(% ( )
Pr5Cscs

Here Y, is the filtered concentration of species i in the liquid phase, D, is the molecular

diffusion coefficient, and Scy;g is the sub-grid-scale Schmidt number. The last term in Eqn.
6.15 accounts for the artificial addition/removal of the liquid phase to ensure the overall

conservation of the two-phase mixture in the computational domain (refer to the numerics

section, i.e., Chapter 6.4, for more details). Furthermore, V;;is the stoichiometric coefficient of
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reactant i in the homogenous liquid-phase reaction j, and r; is the reaction rate of reaction j. A
value of Scyig = 0.7 is used in most of the simulations performed in this work, as this value is
frequently reported in numerous computational studies on scalar mixing. However, there is
significant discussion regarding the value of the sub-grid-scale Schmidt number for LES
depending on the flow situation. Unfortunately, LES studies investigating this parameter are
scarce. For example, a value of Scygs = 0.5 has been suggested by Tominaga and
Stathopoulos™. Others used the molecular Schmidt number (Darmana,”’ as well as Feng et
al.”) or suggested Scy;s = 0.4 (Fox™®). Consequently, we have investigated the impact of Scyg

on our calculations for mixing (see the results section, Chapter 6.5).

The volumetric source term @, is related to the mass transfer rate from the bubble swarm

according to

oN.
.= 6.17
N; av ‘ ( )
Here 9V is the differential volume on the Eulerian grid and aNl. is the differential mass
transfer rate from the disperse phase to this differential volume. The differential mass transfer

rate ON . depends on the local properties of the surrounding liquid. It can be calculated by the

sum over all particles in the differential volume aV:
aNi = ZaAp,z ' ﬁz (Rep,z’ SCi ) (}]eq,i - Yamb,i,z) ( 6.18 )

Here z is the particle index of all particles in the volume 9V, BAN is the interfacial area of

particle z in the volume 9V, B, is the mass transfer coefficient of particle z, Re,, is the particle

Reynolds number of particle z, Y, ;is the equilibrium concentration of species i at the gas-

eq,i

liquid interface and Z is the ambient concentration of species i near particle z in the

mb,i,z

liquid phase.

For spherical particles (i.e., the assumption in our work), the mass transfer term simplifies to:

aAp,z ':Bz (Rep,z’SCi)' (qu,i - Yamh,i,z ): dp,z T Di ’ Shi,z (Rep,z’SCi)' (Y - 7azmb,i,z) (6.19)

eq,i
when assuming that the total interfacial area of particle z is in the volume dV, ie,

BAM =A, .. The standard definition”” of the Sherwood number Sh;, has been used in this

work.
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6.3.3 Basic Reaction Model

We have implemented a reaction model involving j independent reactions. The reaction

kinetics of each of these reactions are modeled as Michaelis-Menten kinetics, i.e.,

€

Y J
=k []—= (6.20)
k Kkj +Y,

Here k; is the rate constant of reaction j, k is the running index for all species, ¢,; and E,; are
the reaction exponents of species k in reaction j and K,; is a reaction constant for species k in
reaction j. With this reaction model we are able to study complex reaction networks with
arbitrary order of reaction, which are typical for biochemical reactions. As we use only filtered
concentrations without a closure for small scale mixing in Eqn. 6.20, we do not take micro-
mixing effects stemming from the non-linearity of the reactions into account.”™” This
assumption is justified, as long as the characteristic reaction time is larger than the micro
mixing time, i.e., the time it takes for concentration variances on the sub grid scale to vanish.
For faster reactions, the more advanced methodologies presented in Chapter 6.3.4 have to be

adopted.

6.3.4 The Effect of Fast Reactions

The focus will be on a film model for fast reactions near the gas-liquid interface, as well as on
the micro-mixing effects for liquid-phase reactions. A validation of our approach to account
for micro-mixing effects is presented based on already published experimental data, as well as

simulation results from literature.”®

i)  Film Model

A detailed analysis of fast chemical reactions near a dynamic gas-liquid interface is challenging
due to the interaction of mass transfer, multiphase flow and reactions. Furthermore, steep
concentration gradients develop near the interface due to the typically high Schmidt numbers
of the dissolving species in the liquid phase. Hence, a simplified model for the reaction-
convection-diffusion problem near the gas-liquid interface has to be used. For example, the
film or penetration theory can be used for this purpose. In our work we use a approach similar
to the one by Kenig und Gorak®. Although the approach of Kenig and Gorak is in use for
several years, it has not been combined with detailed simulations of the continuous phase.
However, this approach is well suited to overcome the scale-gap between the reactions near

the gas liquid interphase and the mixing on the equipment scale. A principal sketch of how a
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film model can be used to couple different scales is provided in Figure 6.2. In this sketch a

bubble column is considered, which is discretized using a 3D finite-volume (FV) approach.

Gout

interface
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differential * dispersed phase f continuous phase a
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: | 1D reaction- 1D mean &| =
= | diffusion model model variance :
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reactor
(e.g., LPT SN EEEEEEEEEEEEEEEEDR IIIIIIIIIIIIIIIIIIIIII.
bubble flow L
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Figure 6.2: Interface model for dispersed-flow multiphase reactors (red: continuous phase, blue:
dispersed phase).

The transport equations in the reactor can be solved, e.g., using the LES method together with
Lagrangian particle tracking (LPT) for the dispersed phase. A species transport solver can be
coupled with the LES to obtain the local distribution of mean and sub-grid-scale properties in
the bulk of the continuous phase. Sub-grid-scale properties may be the sub-grid-scale viscosity
or the variance of the concentration in the bulk, as described below. Next to the interface, see
Figure 6.2 right, a one-dimensional film model is proposed to model reactions. This is
necessary, as it would be extremely demanding to resolve the concentration boundary layer in
the vicinity of each particle. Furthermore, species transport inside the tracked particle may be
accounted for. In the current work, we have not taken into account intra-particle species
transport and consequently have assumed a constant concentration of the dispersed phase.
This assumption may be justified in the case of pure gases and if exchange rates are low. In all
other cases, depletion (or accumulation) of the transferring species in the dispersed phase has

to be accounted for.

In our previous work on the hydrogenation of nitroarenes (see Chapter 4) it has already been
shown that the selectivity of a two-step reaction can be qualitatively predicted using the film

theory.” However, for a quantitative prediction DNS has to be used, because the complex
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flow around bubbles, such as recirculation and vortex shedding, significantly changes the
concentration distribution in the wake of the bubbles. Therefore, a calibration of the film
theory results via DNS results is proposed here. To model the accumulation of reactants near
the gas-liquid interface, an additional parameter has to be introduced. This can be done, for
example by replacing the diffusion coefficient of certain reactants with an effective diffusion
constant D . This effective diffusion is smaller than the molecular diffusion coefficient if an
accumulation of the reactant near the gas-liquid interface occurs. It is larger if the reactant is
preferentially removed from the gas-liquid interface. Thus, the species transport in the small-
scale flow behind the bubble is modeled with a reduced or accelerated diffusive transport in
the film. The advantage of such an approach is that the influence of micro-mixing, introduced,
e.g., by vortex shedding, near the gas-liquid interface can be taken into account in more coarse
grained simulations. The selection of the reactant to be used for fitting the DNS data will
depend on the reaction network to be studied. Thus, calibration has to be done individually
for each reaction network. It is speculated, however, that the effective diffusion coefficients
for certain small-scale flow situations, e.g., recirculation behind the bubble, will be similar for
different reaction networks. This needs, however, proof in future work dealing with a wide

range of different reaction networks.

--------- Recirculation
wnn \/ortex Shedding
—— No Recirculation
== Film Theory

10

Figure 6.3: Differential interface selectivity [%] vs. Hatta number for various Reynolds numbers
resulting in different flow regimes behind the bubble (symbols represent results of DNS, lines are
results obtained via film theory. The data is valid for a Schmidt number between 10 and 50. Details of
the chemical reaction network are discussed in Chapter 4).
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In Figure 6.3, results from DNS* are compared with such a calibrated film theory.
Specifically, the hydrogenation of nitroarenes was investigated in depth, which basically is a
two-step consecutive reaction. In this reaction hydrogen can react with a liquid-phase reactant
(species A, the nitroarene) to form an intermediate product R (i.e., hydroxylamine). In a
second reaction, hydroxylamine can react with hydrogen to form the final product S (i.e., an
arylamine). Details on the reaction mechanism and the physical properties can be found in
Chapter 4. In order to fit the DNS data, we have adjusted the effective diffusion constant D,
of the intermediate product (i.e., a hydroxylamine) for the various bubble flow regimes. The

film model (i.e., assuming steady-state diffusion in a stagnant layer near the interface) has the

basic form:
d’c,
0=D,- ax"; +>v,r, (6.21)
j

with the appropriate boundary conditions at the gas-liquid interface, as well as at the film-bulk
interface. Here, D, is the diffusion coefficient of species i, ¢; is the concentration of species i, x
is the film coordinate, V; is the stoichiometric coefficient of species i in reaction j, and r; is the
reaction rate of reaction j. The film model is evaluated with non-equal diffusion coefficients
and the effective diffusion constant for the intermediate product R is adjusted to fit our DNS
result. The selection of the intermediate product R as the reactant with a fitted effective
diffusion coefficient is motivated by the fact, that its accumulation near the gas-liquid interface
has a strong influence on the selectivity of the reaction. Thus, a high concentration of R near
the interface directly causes an acceleration of the second reaction and consequently a shift in

the selectivity of the reaction network.

Consequently, in the case of (i) no recirculation, an effective diffusion constant of 0.87D is
obtained, (ii) for the vortex shedding regime the coefficient is 0.35D, and (iii) for the case of a
closed recirculation zone D = 0.20D. Here, D is the molecular diffusion coefficient, which
has been taken as constant and is identical for all involved species. Evaluation of the film
equations can be easily done using a numerical boundary-value solver, as well as a simple least-
square algorithm in MATLAB®.” In Figure 6.3 the differential selectivity 6> [%] towards the
final product of a hydrogenation reaction is plotted as a function of the Hatta number Ha.

These quantities are defined as:
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0"22-100% (6.22)
h

b

Ha=\k -D/k, (6.23)

Here, 1, and 1, are the net reaction rates of reaction 1 and 2 in the film, respectively. These two
quantities must be equal to the net product fluxes out of the film, since the formation of the
products must be balanced with their transport out of the film. The latter is given by Fick’s
law of diffusion, and hence, it is proportional to the gradient of the concentration field and
the diffusion coefficient. Thus, the net reaction rates can be calculated easily after the film
model equations have been solved. k; and k; are the reaction rate constant, and the liquid-
phase mass transfer coefficient without chemical reaction, respectively. The latter coefficient
determines the thickness 8 of the film via the fundamental assumption of the film model, i.e.,
k, =D/6. Cleatly, Figure 6.3 shows that the film model with a fitted effective diffusion
coefficient predicts the DNS results reasonably well. This indicates that even when a single
fitting-parameter for the film model is used, correct quantitative prediction of the selectivity of
fast reactions near the gas-liquid interphase can be achieved. In addition, mass transfer
enhancement factors can be obtained from such a model, which is well documented in the

literature.*
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Figure 6.4: Input and output of the film model (green text: constants, orange text: input variables of the
film model).

By using the proposed film model, a database of the outcome of a fast reaction near the gas-
liquid interphase can be created. This database needs to reflect the influence of various
process parameters on the outcome of the reactions in the film, e.g., the gradient of each
individual species at the film-bulk interface. The general structure of the database, as well as

the input variables affecting the reactions in the film has been illustrated in Figure 6.4. Cleatly,
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the interface concentration c,;, as well as the concentration in the bulk phase cy,;, will
influence the reaction in the film. Also, the actual flow around each individual particle has to
be taken into account as it affects the film model via the film thickness that has to be
calculated for each particle as well. This can be done using well-known Sherwood correlations
(e.g., Bird et al.”’) to calculate the actual liquid-side mass transfer coefficient k;. In addition,
reaction rate constants and the stoichiometry of the reaction influence the effective reaction
rate. The most important results of the film model are the gradients of each species at the
film-bulk interface. These gradients determine the species transfer into the bulk, and take into
account the reactions in the film. In summary, there are (2N+1) input variables to the film
model, i.e., ¢p,; Cpuy; and k;, as well as N output variables, i.e., the N fluxes. Here N denotes

the total number of species in the reaction system.

CBulk,R
—
K CBulk,A

input variables
output variables

Figure 6.5: Data arrangement in the film model data base for the hydrogenation of nitroarenes.

In order to illustrate such a film-model database, the hydrogenation of nitroarenes is again
used as a model case. In this special case, only the interface concentration of hydrogen, the
bulk concentrations of the liquid-phase reactant A and that of the intermediate product R, as
well as the mass transfer rate k; influence the reactions in the film. In addition, the interface
concentration of hydrogen ¢, ;, can be assumed to be constant, since hydrogenation reactors
are typically operated using pure hydrogen. Thus, the interface concentration of hydrogen can
be seen as a known parameter for a certain simulation case and the film-model database can

be built based on ¢, = const. Consequently, the input parameters reduce to a set of three
variables as shown in Figure 6.5. The output consists of four variables V,, which are the

fluxes of hydrogen, the bulk-phase reactant A and the two products R and S at the film-bulk
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interface. Therefore, the film model database consists of four three-dimensional matrices, one
matrix for each output. The species transfer into the bulk phase can be evaluated easily during
the simulation, e.g., by trilinear interpolation from these matrices. In Figure 6.0, the gradient
of species R (i.e., the intermediate product) is plotted as a function of the mass transfer rate
and the interface concentration of hydrogen. In this plot the bulk concentrations of species A
(the liquid-phase reactant), as well as species R, are fixed. As can be seen from Figure 6.6, the
gradient of R, and hence its transfer rate into the bulk, depends almost linearly on the
interface concentration of H,. This is expected, since R is formed from the reaction of A with
H,. However, with increasing mass transfer rate k;, the formation of R decreases. This is
because the relative time scales of reaction and mass transfer (i.e., the Hatta number) becomes

smaller, causing more unreacted H, to reach the bulk phase.

o
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Figure 6.6: Gradient of species R (intermediate product) at the film-bulk interface as a function of the
mass transfer coefficient k1, and the interface concentration of hydrogen (the dimensionless bulk
concentration of species A and R are 1 and 0, respectively. Also, the concentration of hydrogen is made
dimensionless using the bulk concentration of species A).

The film model discussed in this work may be used in a next step to predict the outcome of
fast reactions near the interface in a large system, e.g., a whole reactor. Such a prediction can
then be based on coarse-grained multiphase flow simulations, such as Large Eddy Simulations
(LES) or simulations based on the Reynolds-Averaged-Navier Stokes (RANS) equations. In a
next step, validation of such predictions can be made using experimental data. The validation
of the (calibrated) film model with experimental data is, however, extremely difficult, since the
net reaction rate in the film around a single bubble would have to be measured. Such a

sophisticated experimental study was not part of this work. In order to continue our analysis
p p y p y
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of fast reactions in multiphase systems, we decided to separate the analysis of the film model
from the analysis of fast reactions in the liquid bulk phase. In the next paragraph, we focus on
the description of the latter and the aspects of its implementation. The analysis of liquid-phase
reactive mixing, a different reaction network was selected, because relevant data for the
hydrogenation of nitroarenes are not available. However, the micro-mixing methodology
presented in the next chapter can be applied also to industrially-relevant hydrogenation

reactions.

ii) Micro-mixing in the Liquid Phase

Micro-mixing refers to mixing down to the molecular scale, such that reactions can occur. If
fast reactions occur at a time scale of the same order or smaller than the time-scale of micro-
mixing, mixing effects may delay the reaction. Often, reactions are slow compared to the
micro-mixing rate, such that the description of the latter is not necessary. However, micro-

mixing can be the controlling step for the yield and selectivity of reactions.

In principal, micro-mixing processes can be fully predicted by momentum and species
transport equations using the intrinsic kinetics for the chemical reaction. Examples of such an
approach include the studies conducted by us for reactions near gas-liquid interfaces.”**”"
However, this approach requires extremely high spatial and temporal resolution for higher
Schmidt numbers typical of liquid-phase systems. Thus, the outcome of reactions on the
equipment scale cannot be predicted using a direct approach. Instead, one has to characterize
the concentration distribution on a sub-grid-scale level by linking it with the known properties
on the grid level. This can be done, e.g., using a probability density function (PDF) of the local

concentration. As will be clear later, the PDF of an inert tracer is often sufficient to predict

mixing effects in reactive systems.

To analyze inert sub-grid-scale mixing in our simulations, additional transport equations need
to be solved. For a PDF characterized with a mean and a variance, only one additional
equation, i.e., that for the variance Yy of the scalar Y, has to be solved. Here “mean” refers to

the explicitly know quantity (i.e., the filtered value) on the computational grid. The transport

equation of the filtered concentration Z has been already mentioned (see Eqn. 6.15).

The variance Yy; is defined as¥, ; = ﬁ —171. . ?l and its transport equation for the liquid phase

in a multiphase system is shown in Eqn. 6.24. This equation is similar to the one presented by

Jaberi et al.,” as well as that of Colucci et al.” It includes the accumulation, the convective and
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diffusive transport of scalar variance (left-hand side, as well as first term on the right-hand side
of 6.20), as well as generation and dissipation of scalar variance in the liquid phase (term two
and three on the right-hand side of Eqn. 6.24). We have used the IEM (interaction by

exchange with the mean) closure as suggested by Colucci et al.** For the dissipation term the

. 2 . -
turbulent time scale has been defined as 7, = A / D C, is a constant characterizing the

eff i
ratio of the characteristic time for the decay of velocity fluctuations to that for the decay of

concentration fluctuations. The most frequently used choice for LES is Ci =2 (Raman et
al.,”") and was also used in this work. Note, that the choice of C, is critical for LES and future
studies are required to investigate the effects on the predictability of our model. In order to

model multiphase systems, we accounted for the liquid-phase hold-up €, as well as for
sources due to mass transfer (i.e., the last term on the RHS of Eqn. 6.24) in the transport

equation of the scalar variance. The source of variance due to the transferred mass can be

modeled using a simple model involving an adjustable parameter O, which is motivated by

Pera et al.*® Another model for this source term has been proposed in Chapter 5.
dle, Y, .
%"' V- (gL 'ﬁYv,i)= V- (gL 'Deﬂ,i 'VYv,i)
6.24
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+2-£ ‘Deﬁ'i VY, -VY, -2.¢, - —Y, . +2-a-Y,, —
' T ' Y
D i
A2
T, = (6.25)
Deﬁ‘,i

More sophisticated approaches exist in literature to describe the production and decay of the
sub-grid-scale variance. For example, Baldyga and Orchiuch® split the variance into three
parts, ie., the variance caused by the (i) inertial-convective, (ii) viscous-convective and (iii)
viscous-diffusive subrange of the turbulence spectrum. This approach has been used for the
RANS-based simulations in Lindenberg et al.” The transfer of this sophisticated approach to
LES will need significant adaptations, since LES only resolves some part of the turbulence

spectrum. Such an adaptation has been excluded from the current study.

iii) Coupling Fast Reactions and Micro Mixing

In order to account for fast reactions in the liquid phase, a presumed PDF method is used for
the LES. Marchisio”® showed that a presumed PDF method can be used in principle for a

parallel-competitive reaction network with one instantaneous reaction in LES. Marchisio used



6.3 Problem Formulation 123

in total 5 additional equations to characterize the PDF of the sub-grid-scale variables based on
the DQMOM (direct quadrature method of moments)-IEM method. This is a
computationally expensive approach. Also, the inclusion of source terms in the scalar variance
equation, e.g., due to mass transfer, are not straight forward in this method. Hence, we do not
follow his computational strategy, but rather rely on the classical approach that has been
demonstrated by Lindenberg et al.” However, in contrast to the latter work, a pre-calculated
look-up table is used in order to calculate the local reaction rates. This should enhance the
simulation speed significantly compared to the approach used by Lindenberg et al.,” where a
complex integral has to be solved during the simulation. Thus, the approach presented here is
suitable for large-scale LES with a highly detailed resolution of the flow dynamics. In

summary, the outcome of fast chemical reactions is computed by solving the transport
equations for the filtered mixture fraction &, the mixture fraction variance &, and a reactive
scalar D. The source term for the reactive scalar is, as mentioned before, explicitly calculated

from a look-up table.

The model reaction system 1is the parallel-competitive reaction between acid-base
neutralization (denoted as species A and B, respectively) and the hydrolysis of 2-2-di-methoxy-

propane (DMP, denoted here as species D):

A+B—S (6.26)
kl
A+D—A+P+2-P, (6.27)

Here, S, P, and P, are water, acetone and methanol, respectively. This reaction is typically
carried out in an aqueous solution with 25w% ethanol as solvent. S, P, and P, do not affect
the reactions, since both reactions are assumed to be irreversible. The first reaction is assumed
to be instantaneous, i.e., k; = oo. This has consequences for the mathematical treatment of
this reaction, which is discussed further below. For the second reaction we assume first order

with respect to both reactants:

rn=k,-Y,-Y, (6.28)
with a reaction rate constant for a temperature range between 298 and 313 K, a base

concentration between 100 and 1,200 mol/m?3, as well as an acid and DMP concentration

between 25 and 1,333 mol/m? of:”

k, =7.32-107 - exp|—5556/T - 10°053+707107%, (6.29)
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The second reaction is still fast with a characteristic reaction time scale in the order of 10 ms,
depending on the acid and DMP concentration. In order to close the reaction term propetly,

Eqn. 6.28 can be rewritten using filtered quantities:

Rk Y, Y, =k (¥, Y, +7,'7,) (630)
The closure requires an expression for the last term in Eqn. 6.30, ie., for the mean
covariances between species A and D. One approach could be solving the transport equations
for the scalar covariances itself. This, however, leads to a closure problem for the chemical

source term in the scalar-covariance transport equation. Simpler closure models attempt to
relate the covariances of the reactive scalars to the variance of the mixture fraction &, (see,

e.g., FOX76). This approach is taken in our work.

As already discussed, the first reaction is assumed to be instantaneous, i.e., species A and B
cannot coexist at a certain location. This information can be used to replace these two species
concentrations with a single, dimensionless variable Y|, as shown by Lindenberg et al.” Here,
the difference between species A and B is chosen, as this will yield a variable that behaves like
a non-reacting tracer, because A and B are consumed at exactly the same rate (note that there
is no net consumption of A in the reaction with DMP) and an identical transport diffusion
coefficient is assumed. If this difference is normalized by the inlet concentration of species A,
ie., Y, the following dimensionless scalar Y is obtained:

!}

Y,
Yo

(6.31)

As already noted, Y, can be represented by a non-reacting, thus inert, tracer, which is called

the mixture fraction &."° The transport equation of the filtered mixture fraction in a multiphase

system is:
8(€St~ 2) v (€L ,ﬁg): V. (gL D, VE)+ E. % (6.32)

in analogy to that of an inert species. Similar to Lindenberg et al.,” the variable Y is expressed

by the mixture fraction & using a linear relationship:

v,=&(1+5)-8. (6.33)

with the constant:
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p= (6.34)

Now, the fact that species A and B cannot coexist is used once again. Thus, in case we have
an excess of acid (i.e., Y| is positive, see Eqn. 6.31), the concentration of base is zero and that
of the acid is equal to the difference between the amount of acid and base (see Eqn. 6.35). In
case of an excess of base (i.e., Y; is negative), the concentration of species A is zero and

species B can be calculated from Eqn. 6.306.

Y, =|Y’|;Y’ Y, (6.35)
Y, = |Y’|;Y’ Y, (6.36)

For example, at the acid inlet (i.e., the inlet where Y,=Y, ),

— YA_YB :YA,O_O
Y

A0 YA,O

Thus, this correctly describes the boundary conditions Y=Y, ; and Y, =0. At the base inlet Y,

becomes:

Y,-Y, 0-Y Y,
A_Bo-__20=_"A2 (6.38)
YA,O YA,O YA,O

Y1:

Thus, the terms Y,=0 and Y =(Y5/Y ) Yo=Y, are correctly evaluated as well.

In summary, the concentration of A and B is known when Y, is known. However, Y, is a
linear function of the mixture fraction & (see Eqn. 6.33). The local mixture fraction § follows a
certain distribution, because all details of the concentration field cannot be resolved. This
distribution is desctribed using a PDF denoted as ¢ in this work. The shape of this PDF is
typically assumed to follow a Beta-function,”® with the mean value and the width as a function

of the mean (i.e., filtered), as well as the variance of the mixture fraction:

oe)= U=

1
ju;_l-(l—ué)w_ldug (6:39)
0

Here, v and w are defined as functions of & and 1"
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2 -1,
v=¢- R (6.40)
1v=(L—5)1;IS (6.41)

where I is the intensity of segregation defined by:”

S
I, =—7"—
s ﬂl——é‘) (6.42)
In order to calculate the rate of the second reaction, an expression for the local concentration
of species D (i.e., DMP) is needed. This is again done by using a dimensionless variable that

characterizes the relative amount of species D compared to the inlet concentration Yy,

D=7 (6.43)

D,0

D(.p)

increasing D

/N

decreasing D
B

D(&,p)

1+ p

Figure 6.7: Dependency of the local concentration of species D on the mixture fraction.

The dimensionless concentration D (and its PDF) is now approximated using the method that
has been documented in Baldyga and Bourne.” The approach has been applied to the
neutralization/hydrolysis-reaction system studied in this work by Lindenberg et al.” Basically,
the PDF of D is assumed to be a function of the mixture fraction, the ratio of the acid and the
base, as well as its mean value. The approach relies on a linear interpolation between two

extremes:



6.3 Problem Formulation 127

(i) there is an infinitely fast (second) reaction that consumes all excessive DMP in the mixture
instantaneously. This situation leads to the following dependency of D on the mixture

S T79
fraction:

=gl b
D" (. 5)= g 1h (6.44)

p
o,;fzm

(ii) there is no hydrolysis reaction. Hence, the distribution of D is directly proportional to the

mixture fraction as no DMP has reacted, i.e., D’(§) =1-&.

The interpolation between the two extremes is performed via (see Figure 6.7):

Dle.2.£.D, f)=D"(& A+ 2L [1-&)-D~(¢. B)] (6.45)
(1-¢)-p ,
with
B
+B

D*(E.£.8)= [~ (£ B)-9l¢.E & Jaé (6:46)

0
While the two extreme cases are exact, this linear interpolation is somewhat arbitrary. It is,
however, mechanistic in a way that larger values of D will lead to larger values of D. The
resulting distribution of D is, however, not a Beta-function as can be seen in Figure 6.8. The
distribution ¢(D) can be easily evaluated from Eqns. 6.39 and 6.45, as well as a subsequent
normalization. The discontinuity in the graph for ¢(D) (see Figure 6.8) is caused by the
discontinuity in the function D~ (g" B ) One may question if the model shown in Baldyga and

Bourne™ is also applicable to LES. This model is an « priori assumption on the local PDF of
DMP and essentially does not depend on any assumption on the underlying turbulence
spectrum. Hence, it is just a sub-model for the relationship between the local D and the local
mixture fraction. Assuming a Beta-PDF for the mixture fraction distribution is, however, well

accepted for LES (see Fox').

Note, that D™ always has to be smaller than unity, since the integral from zetro to unity of the

Beta-function has to be smaller than unity (also, D” is always smaller than unity). Also, D has

to be smaller than unity, since Y|, cannot become larger than the inlet concentration.
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% 0.2 04 06 08 1

g, D

Figure 6.8: Probability density function of species D and the mixture fraction (g? =0.6, £v=0.01, D =
0.1, B = 1.05).
Having both the concentration of species A and D expressed as a function of the local

mixture fraction, the reaction rate of the second reaction can be calculated. The only
additional information needed is the distribution of the local mixture fraction &. This quantity,

however, has already been assumed to be a Beta-PDF. Also, the mean and the variance for &
can be calculated solving the respective transport equations as already discussed (note that the
transport equation for the variance of the mixture fraction is given by Eqn. 6.24). Thus, the

following relationship needs to be solved:

o e s
72(§,§V,D,,5)—k2 Yo Ypo _[ >

0

DEE &.D,B)HEE EE (6.47)

This integral cannot be solved analytically, and depends on the three main variables D (via
the term D), & and &_. Note, that the dependency on P is “static”, since this variable depends

only on the inlet concentrations of A and B. Also, the integration boundaries can be relaxed,

since the first term in the integration, i.e.,

M@ﬂtﬁ@ﬁ) (6.48)

is non-zero only if Y| > 0. This is the case when




6.3 Problem Formulation 129

B
9&2(1+/3) (6.49)

Physically, this means that species A must be present to start the second reaction. This is only

the case when the mixture fraction is above a certain threshold. This simplifies the integral to:

B=k Yy Yoo [V,(EB8) DIEE.E.D.B)olEE.E g (650)
B
(4)

6.4 Numerics

We use the open-Source CFD Package ‘OpenFOAM™ which is designed for parallel
computing and hence is a good basis for future extension to very large systems containing a
significant amount of individual bubbles. OpenFOAM uses a finite volume discretization and
offers a large number of numerical schemes for discretizing partial differential equations.”* In
the next few paragraphs we discuss our advanced mapping procedures and our new strategy to
solve the multiphase flow equations. Also, we shortly comment on some details of the species

transport and the bubble tracking algorithm.
6.4.1 Mapping Procedures

i) Lagrangian-to-Euler Mapping

To recover the liquid phase fraction €, in each computational cell, the volume fraction of each
individual bubble in this cell has to be known. For arbitrary shapes of the bubble and the cell
this is computationally very expensive. Hence, an idealized shape of the bubble has to be
assumed. For example, Darmana® used a cubic approximation of each bubble, as this shape
allows a computationally efficient calculation and seems to represent the bubble shape
reasonably well. However, it is difficult to account for non-cubic cells of an arbitrary grid,

restricting the method to simple rectangular Cartesian grids.

Another approach has been reported by Hu and Celik* for the mapping of Lagrangian
sources terms onto an Eulerian grid. In their particle-in-cell-ball (PSI-ball) method they use
the distances between the centers of surrounding cells within a defined influence radius and
the particle center as basis for their distribution. In this method the inverse of these distances

corresponds to the weight of the Lagrangian source terms in each individual cell.
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In our work we use a more sophisticated approach to recover the Lagrangian quantities on the
Eulerian grid. These quantities are (1) the local liquid phase volume fraction, (i) the

momentum source term @, (iii) as well as the species source term @, . While parts of our

method have been in use for some years, our numerical implementation results in a better
accuracy and reduced computational time. Our approach consists of three steps, ie., (a) the
determination of the cells that are in the range of the bubble, (b) the calculation of a (virtual)
ovetlapping volume of the bubble with each individual surrounding cell, and (c) the
distribution of the Lagrangian properties among the surrounding cells. For the first step we
scan all surrounding cells and check if the distance xg;, between the cell center and the particle

center is smaller than:

dP
'xdist < 7 + ‘xcell,max ( 6.51 )

This is essential to save computational time as the calculation of the virtual overlapping
volume (see below) is time consuming. An additional feature of our implementation is that the
surrounding cells are determined before the calculation starts. This information is then saved
and loaded at each time step. Hence, we avoid searching for all surrounding cells, which may

become limiting for large grids. In Eqn. 6.51 the variable x is the maximum distance

cell ,max

from the cell center to a cell’s boundary point. It has to be calculated and saved for each

individual cell. As we have used uniform rectangular grids in our work, x, corresponds to

cell ,max

1/3/4 of the cell length. For step (b), i.e., the overlap calculation, we use a fourth-order

template function similar to Deen et al.” The half length for this calculation was set to 1.5
bubble diameters. Hence, the computed overlap is not a physically correct overlap of the
bubble with the surrounding cell, but a virtual overlap that characterizes the influence of the
bubble on this cell. Finally, we distribute the Lagrangian properties among the surrounding
cells according to their relative virtual overlapping volumes with the particle. This guarantees
that Lagrangian properties are conserved during the mapping. Also, our methodology yields a
sufficiently smooth distribution of the Lagrangian properties on the Eulerian grid. However,
care must be taken during the distribution of the particle volume. We had to impose a lower

bound on the liquid-phase void fraction €, as otherwise the filtered Navier-Stokes equation

cannot be solved efficiently. We set the lower bound of € equal to 0.05 as proposed by

27
Darmana.
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ii) Euler-to-Lagrangian Mapping
The Euler-to-Lagrangian mapping is the interpolation of the solution on the Eulerian grid at

. . . . . 273
discrete particle locations. Previous studies” >

frequently employed a simple linear
interpolation at the center position of the particle. This is problematic, as the particles have a
physical size, and therefore, the value at the particle center may not appropriately represent
their environment. Furthermore, problems with this approach have been shown by Darmana”
in the form of spurious oscillations in the rise velocity of a single bubble. Our analysis shows
that these oscillations originate from the fact that a relatively coarse Eulerian mesh is used in
EL simulations onto which the interface terms are imposed. This results in a poor resolution
of the effect of these forces on the Eulerian grid. For example, it has significant impact on the
velocity field whether the particle is completely in one cell or it is crossing a cell boundary. In
the latter case the force is distributed among two or more cells. Thus, the peak velocity is
significantly smaller than in the former case, and a slightly oscillating velocity field is obtained.
Consequently, even the best interpolation algorithm leads to oscillations of the bubble’s rise
velocity. Although this effect can be somewhat alleviated by the Lagrangian-to-Euler mapping,
these oscillations are directly transferred during the mapping procedure using conventional
linear interpolation at the particle center position. In the present work we again use the virtual
overlapping volumes from the Lagrangian-to-Euler mapping procedure to map Eulerian
quantities at the particle position. The value at the particle position was obtained by
summation of the product of the relative overlapping volume and the cell center value over all
surrounding cells. This strategy turned out to give only insignificant bubble rise velocity
oscillations and was computationally efficient, as the relative overlapping volumes were

already computed during the Lagrangian-to-Euler mapping.

6.4.2 Multiphase Flow Solver

The numerical solution procedures for solving the multiphase flow equations have been

adopted from existing literature on the EE™ and the EL approach.

In the EE approach usually the Pressure-Implicit-Split-Operator (PISO) algorithm” is
adopted to solve for the pressure-velocity coupling. Also, the momentum equation is
frequently divided by the phase fraction to obtain a “phase-intensive” momentum equation.”
This is beneficial for the numerical solution procedure, as numerical noise is suppressed at low

phase fractions. Thus, the momentum equation can be transformed into (refer to Crowe et

al.™)
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a(gL)+pL 'E'V'(SLE):
ot (6.52)

olu S _
8L.pL.%-i_gL‘pL'V.(uu)-i_pL'u

—& 'Vﬁ_v'(gL "FL)"'SL P8+ P
Taking into account the continuity equation, the third and fourth term on the left-hand side

vanish. After division by € and p;, we obtain the phase-intensive momentum equation for the

liquid phase:
v (am)=
ot
_ (6.53)
—V—+L-V-{8L Vs -(VLT+VLTT —z-l-(V-E)ﬂ+g+ 4
PL €& 3 gL'pL_

Note that V-u is not equal to zero in our case and that I represents the identity matrix. This
equation can be solved directly imposing appropriate boundary conditions. Since the
hydrostatic pressure gradient may be significant, we exclude this contribution from the

momentum equation by defining a modified pressure gradient according to:

Vp*=Vh-p, -8 (6.54)
The boundary condition for p*can then be approximated by a zero gradient for static,

impermeable walls. In our work, the final momentum equation for the liquid phase that is

solved together with the continuity equation Eqn. 6.1 is:

Ly (i) =
o (6.55)
—Vﬁ’+L-V-{€L-veﬂL-(VLT+VLTT—£-I-(V-H)H+ d
€ 3 € P
Here we have abbreviated the pressure gradient term by the definition:
D *
vl vy (6.56)

Pr
During the simultaneous solution of Eqn. 6.1 and Eqn. 6.55, the liquid-phase volume fraction
on the Eulerian grid is known as this information is obtained after the Lagrangian-to-Euler
mapping. Thus, the first term on the left-hand side of Eqn. 6.1, i.e., the time derivative of the
liquid-phase volume fraction is known explicitly. Hence, most of the numerical algorithms
that are used for incompressible flows may be used. In this work the PISO algorithm is
adopted. Details of this algorithm for single-phase flows can be found in the original work of

Issa,” as well in the publications of Nilsson™ and Kaerrholm”. Here we focus on the handling
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of the velocity-pressure coupling only, i.e., the heart of the solution algorithm. The discretized

momentum equation, i.e., Eqn. 6.55, has the general shape:
a,’ﬁ-ﬁp+2a:,-ﬁN=r—Vﬁ' (657)
N

Here ap and aj are the diagonal and off-diagonal coefficients in the system of algebraic
equations, respectively. These vectors are obtained during the discretization of the momentum
equation. The vectors #' and u" are the velocity vectors at the cell center P and at the

neighboring cells, respectively. The vector r incorporates the known part of the system, i.e.,
the force from the dispersed phase @, as well as the viscous part (i.e., the second term on the

right-hand side of Eqn. 6.55). Next, we define an operator H(ﬁ)as follows:

— u —N
H(@)=r-Y) ayu (6.58)
N
Hence, the velocity at the cell center point P can be calculated from:

a" =(ap)'[H(@)- V5] (659)

By multiplication with € and applying the continuity equation Eqn. 6.1, we obtain the
following expression for the pressure:

o€,

V- [SL '(a;)ilvﬁ/]: V- [EL '(a;)ilH(lTL) + ox

(6.60)

In this equation the right-hand side is known from the previous calculation steps of the PISO
algorithm, and the resulting equation can be solved for the unknown pressure p'. For this
purpose we use fast geometric-algebraic multi-grid (GAMG) solvers with preconditioning.”

Finally, the velocity " at each point P can be calculated using Eqn. 6.59.

The above mentioned algorithm together with no-slip and perfect-slip boundary conditions
works for the special case where the mean liquid-phase void fraction is constant over time, i.e.,
the amount of liquid phase in the computational domain does not change. However, in the
current work bubbles are continuously entering and leaving the bubble column and
consequently the total gas-phase volume and the mean liquid-phase void fraction fluctuate
over time, leading to a variable fill level of the two-phase mixture in the bubble column.
Therefore, in conventional Euler-Euler simulations a top layer of the disperse phase, e.g., the

gas phase, together with appropriate boundary conditions is used to capture the fluctuations



134 6. BEuler-Lagrange Simulations of Dilute Bubble Swarms

of the fill level. However, in the current work we do not use a top layer of the gas phase as we

reconstruct the distribution of € directly from the particle (bubble) positions. As we use a
fixed grid, we solve all equations for a fixed amount of the two-phase mixture. Hence, we
have to account for in- and outflow of the liquid phase as a consequence of net out- and
inflow of the gas phase. In the previous work of Darmana,” for example, this problem was
solved by using “pressure cell slits” on top of the computational domain. Due to these
prescribed pressure cells, hydrodynamic instabilities at the surface have been reported. These
instabilities were suppressed using a certain geometrical configuration of the pressure cell
slits.”’ In the current work we follow a more advanced approach, in which we subtract the net
change of the void fraction in the column from the continuity equation of the liquid phase. To
the best of our knowledge, this approach is new and has not been documented in literature
before. Thus, we subtract or add liquid volume uniformly over the whole computational
domain whether the mean liquid-phase void fraction decreases or increases, respectively. By
doing so, we fully preserve the local effects of the changing void fraction on the one hand and
deal in an elegant way with the displacement of liquid-phase volume on the other hand. The

reformulated continuity equation is:

a‘C"L agL,Mean ( 66]. )

ot ot

Hence, the pressure equation that we solve for is:

+V-(e, u)=

+ agL _ agL,Mean

Vel o)V 9 e ) ) -2 (662)

The term 0€, y.

/ 0t can be evaluated explicitly from the known local distribution of € by
volume averaging. This method has the advantage that we avoid discrete locations where
liquid flows out of the domain. Consequently, we do not observe any instability. However,
this artificial addition and removal of the liquid phase has to be taken into account when

solving the species transport equation.

The schemes for discretizing the convection terms were second-order accurate. We have used
the implicit Euler time integration scheme with a time step giving a maximum Courant

number of approximately 0.3.
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6.4.3 Bubble Tracking

Newton’s equation of motion was solved after manipulation and introducing the density ratio

Y, =P, / P, in the following form:

v, 1 Vp_ 3C 1
dt  y,+C, y,+C, p, 4d, y,+C, (663)
-C, - U, ,Xo+C,- ! i(z7+uﬂw)

;/p+CA 7p+CA dt

The sub-grid-scale fluctuating velocities ug,, were set to zero, as it can assumed (based on

previous work*”) that this will not have a substantial effect on the solution.

The details of the particle tracking routine are described in the PhD thesis of Kaerrholm”. In
this face-to-face technique each individual bubble “knows” when it is crossing a cell face, and
hence, the source terms for each computational cell can be treated accurately. Using this
approach, the particle cannot cross a cell boundary without exchanging momentum and mass
with it. A more detailed description of the numerical details can be found in MacPherson et

10
al.'"

The following discretization of Eqn. 6.63 was used:

dU B Un+] _Un
dt At

(i.e., explicit Euler integration)

® Vp is calculated using a selectable gradient scheme

® o is calculated using a selectable gradient scheme

The time step for the bubble tracking routine is user-selectable and was chosen as 1/ 10" of

the time step used for integrating the filtered Navier-Stokes equations.

The total force acting from the bubble on the surrounding liquid is the opposite from the sum

of the drag, lift, and added mass force that is exerted onto the bubble. Hence, the volumetric

source term @ is the sum over all particles i in the pertaining cell j:

z_(FD,i +FL,i +FA,i)
P =1

! AV

cell, j

(6.64)

Verification of the particle tracking algorithm is provided in Appendix B.
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6.4.4 Species Transport
The volumetric source terms @, , as well as the chemical source term in the species transport

equation Eqn. 6.15 were treated explicitly. All other terms were discretized implicitly. For the
convective term a second-order accurate scheme was used. The boundary conditions were set

to zero gradient for all walls and the top surface.

6.4.5 Fast Reactions

The integral in Eqn. 6.50 has to be evaluated during the simulation in each computational cell.
Since this integration has no analytical solution, it has to be solved numerically. In order to
reduce the computational effort, it is suggested solving it off-line, tabulating the results and
then interpolating the values of the integral during the simulation run. Specifically, this means

that the integral

1_(€.£.D)= [v,(£.5) DI&.£.£,.D.B) 9l&.£.¢ )& (665)

B
(1+5)

needs to be evaluated before the simulation for a fixed value of B to create a look-up table of

the form - (fi,.fv 7Dy ) Here 1, j and k are indices for the three vectors containing nodes of
) :

the mean mixture fraction, its variance and the mean concentration of species D, i.e., DMP.
During the simulation, the value for the reaction term can then be approximated using (for

example) a linear interpolation between the nodes.

Also, there are some simplifications for calculating the function D. Since the value for D™ is

zero for & > 1 p , it will always be zero when evaluating the integral.
+

The structure of the look-up table is particularly important. Since there are strong gradients

near &,=0, the spacing for this variable near the origin should be significantly smaller. This is

realized by spacing in this direction using a geometric series:

AS, =N, q (6.66)
with, e.g., ¢ = 1.10. This value for q gives an appropriate spacing of the look-up table.

A validation of the proposed numerical strategy for fast reactions in a micro reactor is

documented in Appendix C.
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6.5 Results

6.5.1 Multiphase Flow

i)  Setup

In this study we have selected the “Becker” case” as a reference for our computations. The
setup consists of a quasi-2D unstirred bubble column, where gas enters a water-filled
rectangular box through an excentric sparger (sparger diameter d;=0.04 m, distance from the
left wall x,=0.15 m). The geometrical setup is illustrated in Figure 6.9 and the system

parameters are listed in Table 6.2.
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Figure 6.9: Geometrical setup of the “Becker” case.

It is noted here, that in the paper of Becker” a bubble size distribution has not been
documented. Furthermore, in the Euler-Euler simulations of Sokolichin and Eigenberger'"
only a constant slip velocity (assumed to be 0.2 m/s) has been used to model bubbles with a
mean diameter between 1 and 10 mm. Hence, a mean bubble diameter had to be selected in
our work, due to the lack of further information. Our choice of mono-disperse bubbles with a
size of 1.6 mm is in accordance with the work of Hu and Celik.”, which yields a terminal rise

velocity of 0.172 m/s and is the range specified by Sokolichin and Eigenberger.'”" Also, it has

been shown by Diaz et al.""” that for low superficial gas velocities (i.e., below approximately 1
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cm/s) the use of mono-disperse bubbles is sufficient to teproduce experimental results for gas
hold up and the plume oscillation period. The selection of the gas feed rate, as well as of

. . . . . . . . . . 69
viscosity and diffusion coefficient, is in accordance with previous experimental” and

110]

theoretical © work in this field.

Parameter Abbreviation Value
Particle size d, 1.6 mm
Gas feed rate Ve 1.6 L./min
Liquid-phase viscosity A 1°10°m?/s
Diffusion coefficient D, 210”7 m?/s

Table 6.2: Process parameters for the EL simulations (base case).
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Figure 6.10: Principal flow fields in the bubble column: (a) snapshot of the instantaneous bubble
distribution (bubbles are colored according to their velocity), (b) time-averaged liquid-phase velocity
distribution in the bubble column (the points A and B indicate the probing locations for Figure 6.11).

The box has a width of W=0.5 m, a depth of 0.08 m and is filled with liquid phase (water) up
to a level of 1.5 m. Due to the excentric sparger, a non-homogenous distribution of the gas
bubbles is observed and an unsteady circulation loop develops in the bubble column. The

time-averaged liquid-phase flow field obtained with our simulation is shown in Figure 6.10
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(right). Also, we have illustrated the principal shape of the rising bubble swarm in Figure 6.10
(Ieft). In this snapshot we have colored the bubbles according to their absolute velocity in the

bubble column.

The gassing rate is such that the total gas hold-up is in the range of 0.25 to 0.35 %, i.e., very
low. To obtain time-averaged data, we have averaged the simulation output over a sufficiently

long time (>100 s) to ensure that transient effects are excluded.

ii) Unsteady Fluid Motion in the Bubble Column

It is well known, that even in the relatively simple setup considered in this work, i.e., the
Becker case, the multiphase flow is unsteady and shows rich dynamic features. The correct
prediction of the unsteady motion of the gas bubbles and the liquid phase is essential for a

correct prediction of mixing.
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Point A (0.035, 0.04, 0.900) 0.1 Point A ——
Oln R p—
= 05F | T s B
< i | \ Kl Wl
P il f AT T i A N\
g W"-{‘ N oo M A S o] A TN
S 0y ." \Cf I iy | i I I,- 1 ™ - tosc,A =41 [S] A ) e
"‘I.' iy 1'.‘-_' .'-u'b | W ._|I‘.\._f_
05 ?_ . "mesh 0 0.001 tosc,s = 41 [s] .
1 - T - —r —
Point A (0.035, 0.04, 0.900) 0.1 EOimg —_—
T ointB -
~ L ]
"‘§ 0.5 \L‘J_fl, 'wl,h. il |.|I, E
E oy M M M S am | C W
= U Pj .-I“.‘\, fllfillil_ I.JV.\" ‘;(.“I.II'P & II W ; 4 _I_ h tOSC’A - 55 [S] :I. _II. I .:
_ "W Ty Y d wi
05 : mesh 1 0001 LLtesem = 21181
0 100 200 0.01 0.1
Time [s] Frequency [Hz]

Figure 6.11: Time profiles at probing location A (a) and power spectrum of the time profile at probing
location A and B (b) (Probing locations acc. to Figure 6.10; top: LES with coarse mesh “mesh 07,
bottom: LES with fine mesh “mesh 1”).

In order to verify our approach, we have focused on the time profile of the vertical
component (i.e., along the z-direction) of the liquid-phase velocity at two distinct points in the
bubble column. These two points are located in the upflow region, where a relatively high gas
hold up exists (Point A in Figure 6.10b), as well as in the down flow region which is essentially

free of bubbles (Point B in Figure 6.10b). The time signals for point A, as well as the power



140 6. BEuler-Lagrange Simulations of Dilute Bubble Swarms

spectrum (obtained by frequency analysis using the fast Fourier transformation, FFT) of the
u,-velocity in point A and B are shown in Figure 6.11 for two different meshes (mesh 0: 64 x
10 x192 = 122,880 cells; mesh 1: 83 x 13 x 250 = 269,750 cells). Cleatly, the time profiles
(Figure 6.11a) for both meshes indicate similar features, i.e., a low frequency oscillating
motion as well superimposed high frequency fluctuations. In our work the minimum (filtered)
velocities at point A was calculated as -0.39 and -0.30 m/s for the coarse and fine mesh,
respectively. Whereas the peak velocity at point A are both 0.51 m/s for the coarse and fine
grid. These features agree very well with the LDA measurements of Sokolichin and
Figenberger'”' (their minimum and maximum velocities were -0.4 and 0.8 m/s, respectively),
as well as the simulations of Hu and Celik" (their minimum and maximum velocities were -0.3
and 0.5 m/s, respectively). A quantitative comparison of the oscillating motion is possible
when looking at the results of the frequency analysis shown in Figure 6.11b. In point A the
dominating oscillation period (indicated by the highest peak in the power spectrum) is equal to
41 s and 55 s for the coarse and the fine mesh respectively. The oscillation period t, in point
B is identical for both grids and equal to 41 s. Both values agree exceptionally well with

literature data (Hu and Celik," as well as Becker et al.” reported an oscillation period of 41 ).

iii) Grid Refinement Study

Simulation Case Ve%ijg/ E;;;ZZCC
mesh 0 4.9 10" m?/s>
mesh 1 2.3 10" m?/s?
mesh 2 6.9 10" m?/s?
mesh 0, no SGS Model 16.4 10" m2/s?
mesh 0, C, = 0.16 52.9 10" m?/s?
mesh 0, One-Eqn. SGS Model 39.0 10" m?/s>

Table 6.3: Mean squared velocity differences for the grid sensitivity study, as well as for the sensitivity to
the subgrid-scale model.

In order to validate the tesults of our LES/Euler-Lagrange simulations, we petformed a grid

sensitivity study and compared the results to experimental data (from Sokolichin and

101

Eigenberger ). We quantitatively compared the mean vertical velocity profiles at a relative
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height of z/h=0.35 for three different mesh configurations (mesh 0: 64 x 10 x192 = 122,880
cells; mesh 1: 83 x 13 x 250 = 269,750 cells; mesh 2: 120 x 19 x 360 = 820,800 cells). All
meshes are uniform, i.e., locally unrefined, and consisted of hexaeders. As can be seen from
Figure 6.12, all grids gave excellent agreement with the experimental data. The mean squared

velocity differences (i.e., 1/NX(u umem’z’exp)z, where N is the total number of points

‘mean,z,sim

and u are the simulated and experimentally measured

mean,z,sim mean,z,exp

used for comparison and u
z-velocity at the same location, respectively) obtained with the different meshes are
summarized in Table 6.3. Mesh 1 was more accurate, whereas mesh 2 gave significant over-
prediction of in the region on the left side of the column. It is speculated that this over-
prediction is due to the insufficient time averaging performed for mesh 2, which was due to
restriction in computational time. Thus, we conclude that even with the coarsest grid the
unsteady motion of big turbulent eddies is captured accurately enough. Hence, we have

chosen the coarsest grid, i.e., mesh 0 for all subsequent simulations.
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Figure 6.12: Comparison of the mean vertical velocity profiles at z/H=0.35 for three different grids. The
data shown for mesh 0 and mesh 1 has been averaged over more than 100 s, data for Mesh 2 over 61.4 s.

iv) Sensitivity to the Sub-Grid-Scale Model

Furthermore, we studied the influence of the subgrid-scale model on the results for the mean
flow field and the subgrid-scale viscosity in the bubble column. The simulation included cases
with (a) no subgrid-scale model, (b) the Smagorinsky model with C,=0.032 as suggested by Hu
and Celik," (c) the standard Smagorinsky model with C =0.16, as well as (d) a differential one-
equation model with standard coefficients (C,=0.07 and C¢=1.05). The reason for selecting
the latter model is the suggestion of deVilliers”. He stated that more sophisticated dynamic
models (which are not used in this work) become quite inaccurate in cases with poorly
resolved wall regions. In contrast, the differential one-equation model is a good compromise

between accuracy and computational resources needed.
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The results for these four sub-grid-scale models are depicted in Figure 6.13 and the results for
the quantitative comparison are summarized in Table 6.3. Clearly, the Smagorinsky model
with a low constant of C;=0.032 gives by far the best prediction of the mean flow field. The
dynamic model (Figure 6.13d) has no significant advantages over the Smagorinsky model

(Figure 6.13c), although it is computationally more expensive.

Both models with standard coefficients strongly over-predict the sub-grid-scale viscosity
(compare the scales for the SGS viscosities in Figure 6.13). As expected, the simulation with
the subgrid-scale model switched off (Figure 6.13a) over predicts the mean flow field due to
the absence of subgrid-scale energy dissipation. However, the overprediction is much weaker

than the significant underprediction resulting from the standard SGS models.
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Figure 6.13: Comparison of the mean vertical velocity profiles at z/H=0.35 (left) and snapshots of the
sub-grid-scale viscosity for three different sub-grid-scale models (right; a: no SGS model, b:
Smagorinsky model with C,=0.032 acc. to Hu and Celik, c: standard Smagorinsky model with C,=0.16,
d: differential SGS model; ¢ and d share the same colorbar for the subgrid-scale viscosity given in m?/s).

When looking at the predicted subgrid-scale viscosity values (Figure 6.13 right), the best
model (i.e., the Smagorinsky model with C,=0.032) shows SGS viscosity values in the order of
the molecular viscosity. This substantiates once more that the effect of the SGS velocity
fluctuations on the mean flow field are rather small. However, the absence of the SGS model
led to a too high oscillation period (i.e., approx. 70 s for the SGS model switched off, vs. 41 s
when the Smagorinsky model is activated) compared with experimental data. Hence, it is clear
that for the multiphase simulations performed in this work (i) the Smagorinsky model together

with the wall function approach of deVillier™ is best suited for describing the sub-grid-scale
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fluctuations and (i) the standard value of C, typically used for single-phase simulations is too
high for multiphase flow simulations. Consequently, we have performed all following studies
using the Smagorinsky model with C;=0.032. The underlying physical explanation for this very
small Smagorinsky constant is most likely connected to the dissipation of turbulent kinetic
energy by the gas bubbles. Thus, we assume that velocity fluctuations in the liquid phase are
dampened out by the deforming gas-liquid interphase. This leads to a reduced amount of
small-scale velocity fluctuations, which is not accounted for in the computer model used in
our work. Similar speculations can be found in the PhD thesis of Hu.'” Clearly, a more

detailed analysis of these effects require future work in this area.

v) Sensitivity to the Mapping Scheme
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Figure 6.14: Comparison of different mapping schemes for the liquid-phase velocity at the bubble’s
center position (left: comparison of the Euler-to-Lagrangian mapping, right: comparison of different
settings for the calculation of the virtual overlapping volume).

In order to test the effect of the implemented mapping scheme, we have analyzed the
oscillations that occur in the liquid-phase velocity field when performing the full two-way
coupling between gas and liquid phase. These oscillations have been reported also by other
researchers.”’ As a test case, an air bubble (d,=0.010 m) is tracked in an initially quiescent
liquid (water). During the simulation the liquid-phase velocity at the bubble’s position was
recorded and subsequently plotted versus the vertical bubble position. The grid consisted of a
rectangular box with the dimension 5d, x 5d, x 10d, and had a grid spacing of 1d,. The
results of this analysis are shown in Figure 6.14. As can be seen, the oscillations have a wave
length equal to the grid spacing. To investigate this effect in more detail, we have analyzed the
Euler-to-Lagrangian mapping scheme which performs the interpolation of Eulerian quantities
at discrete locations (Figure 6.14 left). When this mapping is performed with the advanced

method presented above, i.e., calculation via the virtual overlapping volumes (green dashed
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line in Figure 6.14 left), the oscillations of the liquid-phase velocity can be reduced
significantly. Furthermore, we have analyzed how different settings of the Lagrangian-to-Euler
mapping influence the oscillations (Figure 6.14 right). We present here some results connected
to the overlap calculation scheme described above. The red continuous line (Figure 6.14 right,
labeled “no skip”) corresponds to a setting where all cells in the vicinity of the bubble’s
position for the overlap calculation are considered. This is computationally very expensive.

The other curves correspond to settings for which cells are skipped that are out of the range

of the bubble. This check was performed for three different values of x,

cell,max

in Eqn. 6.51.

The value for x

cetmax Was increased linearly from setting 1 to setting 3. Clearly, when a too

low value of x was selected, the total liquid velocity was (i) higher and (i) the liquid-

cell max
phase velocity fluctuations were significantly larger. Therefore, we used setting 3 in all
following simulations. This setting required about 20% of the simulation time compared to
the case in which the virtual overlapping volumes were calculated for all cells in the vicinity of

the bubble’s position (setting “no skip”).

6.5.2 Mixing and Slow Reactions
Mixing in the liquid phase of a bubble column was studied by analyzing the filtered
concentration distribution ¥, of an inert or reactive scalar. The filtered concentration

distribution was obtained from the species transport equation (Eqn. 6.15) after the flow field
in the bubble column had already reached a quasi-steady state. This was the case after
approximately 100 s. To analyze mixing, we either (i) set an initial distribution of a scalar
quantity in the liquid phase, i.e., mixing without mass transfer, or (i) switched on mass

transfer from the bubbles, i.e., mixing with simultaneous mass transfer.

i) Definition of Mixing Metrics

In order to quantify mixing, we define two metrics that characterize the intensity, as well as

the scale of segregation. The intensity of segregation is:

PN S j(f—? Jf.edv (6.67)

i i,mean
£

L,mean tot V,,

To characterize the scale of segregation (initially introduced by Bothe et al."") we define the

quantity:
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O=—r [V £,av (6.68)
V,

gL,mean ’ ‘/tot

tot

@ is a metric for the mean driving force for mixing in the liquid phase and has been previously

used to investigate mixing in microreactors.'”'* In Eqn. 6.67 and 6.68, Y,

i,mean

is the mean

concentration of species i in the bubble column and V,, is the total volume of the bubble

tot

column. g 1is the local liquid-phase volume fraction. We have also analyzed the local
distribution of these metrics by plotting the quantities m , =(_.—I7, )2, as well as

my, =VY,.

grady (1/m)
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Figure 6.15: Contour plots of (a) concentration field Y, (b) local distribution of the intensity of
segregation 62, and (c) scale of segregation ® (left: t=5s, right: t=15s).
Typical snapshots of these quantities are shown in Figure 6.15 (shown is the base case as
detailed in Table 6.2 using “mesh 07). In Figure 6.15a the concentration has been made
dimensionless using the equilibrium concentration at the gas-liquid interface. As can be seen
from Figure 6.15a mass transfer from the gas to the liquid phase is slow and after 15s the
maximum concentration level is only about 4%. Furthermore, due to the inhomogeneous
distribution of the gas bubbles in the bubble column, there exist regions that are void of
dissolving gas. From Figure 6.15b it can be seen, that the intensity of segregation is initially
small (Figure 6.15b, left) and increases at locations with high mass transfer rates and poor
agitation by bubbles, e.g., at the top where the bubble plume becomes more widespread.
Furthermore, the local distribution of 62 (Figure 6.15b) indicates high values at the lower right
corner. In this area the transport of dissolved species is slowest. This is due to the large-scale

circulation pattern in the bubble column. Figure 6.15c¢ is a plot of ®, i.e., it shows where local



146 6. BEuler-Lagrange Simulations of Dilute Bubble Swarms

mixing occurs and how this areas change over time. Clearly, there is a strong driving force for
mixing in the vicinity of the bubble swarm. However, as can be seen from Figure 6.15¢ (right),
significant gradients in the concentration field are also present away from the bubble plume

(bottom right corner).

To complete our understanding of mixing, we have also analyzed the volume distribution of
maz2 and mg . Thus, we have calculated the cumulative volume distributions Q, (mgz) and
0, (mq,), as well as the corresponding volumetric frequency distributions ¢, (mgz) and
q, (m(b). This analysis was performed class-wise, i.e., we have defined 30 classes (defined by
an upper and lower limit) ranging from zero to the maximum values of m_,, as well as m,, .

For the distribution functions of the intensity of segregation this can be formally written as:

Q3(mmﬂi)= g; ' ZH(maf,i - maz,;)' €AV, (6.69)
L.mean " tot Vi
_ AQ3 (mgmz,,') _ Q3 (mo.u{i)_ Q3 (mauz,i—l)
q3(mam2,i)_ Am - m . —m . (6.70)

o, i o, i e

u

s ,i—1

Here, H() is the Heaviside step function. The indices 1 and j indicate the class index and the

volume clement index, respectively. The upper limit of the class i is denoted by m_, = and the

mean of classiby m_ . .

m >

For the distribution of m, similar expressions can be derived. By analyzing these two
distributions it is possible to characterize the homogeneity of mixing in the reactor. To
facilitate such an analysis, we have fitted the frequency distribution of mg with a logarithmic

normal distribution of the form:

. In| *
7
%’LN(X):\/g-O'-X.eXP - .00 (6.71)

Here, G is the standard deviation and u is the mean of the distribution.
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ii) Scalar Mixing without Mass Transfer

In order to analyze the liquid-phase mixing of an inert scalar in the bubble column without
mass transfer we simply switched off mass transfer. In addition, these simulations were used
to check the accuracy of the developed method with respect to the conservation of scalars,
i.e., we monitored the total mass of the scalar during the simulation. This conservation check
showed that the used numerical schemes and the settings of the solver led to a conservation of

the total mass of the inert scalar within 0.2 % for a total simulation time of 100 s.
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Figure 6.16: Analysis of mixing metrics for different initial distributions of an inert scalar without mass
transfer (al: ‘half-half distribution; a2: ‘corner’ distribution; a3: ‘vertical’ distribution; a4: ‘horizontal’
distribution; b: mixing metrics for the half-half initial distribution, Pos 1: x=0.001 y=0.001 z=0.001, Pos
2: x=0.250 y=0.040 z=0.750; c: normalized intensity of segregation vs. time; d: normalized scale of
segregation vs. time)

The initial distributions of the inert scalar are shown in Figure 6.16al to Figure 6.16a4. First,
we analyzed which mixing metric is the most suitable one to be used for our studies.
Therefore, the scale and intensity of segregation are plotted together with the normalized
concentrations at two different positions (see Figure 6.16b, Pos 1 refers to a position in the
corner of the bubble column whereas Pos 2 is located in the center of the bubble column).
For this study the ‘half-half’ initial distribution was used (Figure 6.16al). As can be seen clearly
from Figure 6.16b, the time profiles of the normalized concentration distributions give a
highly noisy signal. The plots indicate that complete mixing is obtained after approx. 18 and

25 s for Pos. 2 and Pos. 1, respectively. In contrast, the time profiles in Figure 6.16b for the
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normalized intensity and scale of segregation show a smooth profile. This is because they
represent an integral measure for mixing, and hence, better represent the total state of the
bubble column. In addition, these curves show characteristic points, ie., the scale of
segregation has a pronounced peak after approx. 5 s and then shows a steady decrease. This
peak can be interpreted as the time when the maximum driving force is present in the system,
i.e., where mixing is fastest. In conclusion, the mixing metrics 6% and ® seem to be better
suited to define mixing time scales than concentration profiles, as the latter are sensitive to

local velocity fluctuations and the position in the reactor.

Second, we analyzed the effect of the initial distribution of the inert scalar on the mixing
metrics of interest (Figure 6.16c and d). As can be seen from these graphs, the normalized
intensity of segregation (the initial value of 6% was used as the reference) shows large
differences in the time profiles for different initial distributions and predicts characteristic
mixing times between 9 and 17 s (deviation of £31 %, we have taken 62/6,> = 0.01 as
‘perfectly mixed’). In contrast, the normalized scale of segregation is much less sensitive to the
initial distribution of the scalar and gives significantly higher mixing times between ca. 27 and
34 s (deviation of £11 %, we have taken ®/P_, = 0.01 as ‘perfectly mixed’). In conclusion,
the scale of segregation, representing the driving force for mixing, seems to be the most

appropriate metric for investigating mixing times.
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Figure 6.17: Distribution of the scale of segregation for an inert scalar without mass transfer (initial
distribution according to Figure 6.16al; left: comparison of distributions for different times, right: log-
normal fit of the distribution after a time of 15 s).

In Figure 6.17 we have analyzed the frequency distribution of the scale of segregation for the
case of the ‘half-half’ distribution of the inert scalar. For time zero, the distribution of the

scale of segregation has two peaks: (i) at zero (corresponding to the zone where the
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concentration is uniform) and at (ii) infinity (corresponding to the interface between the
region with and without inert scalar) Clearly, for the shortest time (see Figure 6.17 left) the
peak near zero is still present, whereas for higher values of the scale of segregation the curve is
monotonically decreasing. After approximately 10s, zones of uniform concentration have
completely vanished. This is indicated by the fact that the distribution now has a value of zero

at the origin. As mixing goes on, the distribution becomes narrower and the peak is moving to

a smaller value of mg, . Thus, the concentration field becomes more uniform and the driving

force for mixing is decreasing. Interestingly, also the driving force becomes more uniformly

distributed as indicated by the narrower distribution at later times.

In Figure 6.17 right, we show the fit of the distribution of the scale of segregation after 15s.
Clearly, the correspondence between simulation results and the fitting function (Eqn. 6.71) is
nearly perfect indicated by a root-mean-square value of residuals for this fit of 0.00942. A
detailed analysis of this surprising finding was not performed in our work. However, it
strongly suggests that the distribution of concentration gradients in bubble columns is possibly
caused by a simple mechanism, e.g., stretching and folding of fluid elements similar to single

phase flow.

iii) Scalar Mixing with Mass Transfer — Distribution of the Scale of Segregation
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Figure 6.18: Distribution of the scale of segregation for the base case with mass transfer (d,=1.6 mm,
V=1.6 L/min, mesh 0) (left: comparison of distributions for different times, right: log-normal fit of the
distribution after a time of 15 s).

In Figure 6.18 we illustrate the distribution of the scale of segregation for the base case with
mass transfer (d,=1.6 mm, V;=1.6 L./min). Similar to the case without mass transfer the
distribution becomes almost perfectly log-normal after a certain time (see Figure 6.18 right).

However, in contrast to the case without mass transfer, initially no peak at m, =oo is
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present. Furthermore, the slow mass transfer from the gas- to the liquid phase leads to areas

having a small scale of segregation (see Figure 6.18 left, peak in the curve for t = 10s).

iv) Mixing with Mass Transfer — Basic Observations and Impact of Scy;q on the
Mixing Metrics

Before analyzing the mixing in the system including mass transfer, the effect of different

values of the sub-grid-scale Schmidt number Scy;s on the mixing metrics was quantified.

Figure 6.19 shows the dependency of the two mixing metrics 6% and @ vs. time for two

different values of Scysg. For this analysis we set the equilibrium concentration at the gas-

liquid interface equal to one, ie., the following results are also applicable to concentration

fields normalized with the equilibrium concentration.
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Figure 6.19: Mixing metrics for different sub-grid-scale Schmidt numbers Scsgs (left: scale of
segregation, right: intensity of segregation).

As can be seen in Figure 6.19, the characteristics of the time profiles of both mixing metrics
are substantially different from the case without mass transfer (Figure 6.16¢c-d). First, the scale
of segregation seems to reach a plateau value after an initial increase. This means that a slightly
fluctuating driving force for mixing is established rapidly in the bubble column. Second, the
intensity of segregation fluctuates significantly stronger and the fluctuations show a
characteristic frequency of approximately 40s. This characteristic frequency corresponds to the
fluctuation of the gas hold-up (see Figure 6.23c, curve for d,=1.6 mm). Thus, when the gas
hold-up decreases, also the intensity of segregation decreases. This effect is caused by two
phenomena: first, due to the decreased rate of mass transfer at a lower gas hold-up, the local
concentration fluctuations in the bubble column also become smaller. Second, the
instantaneous mixing rate is only weakly influenced by the gas hold-up. This is due to the

slowly decaying liquid-phase turbulent motion in the liquid phase. Both phenomena lead to a
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strong increase in the intensity of segregation as the quadratic deviations from the mean
concentration are used for the calculation of 6° (see Eqn. 6.67). To illustrate this effect,
dimensionless concentration contour plots for different times between t=30s and t=38s are
shown in Figure 6.20. Clearly, at t=30s a cloud of high concentration has formed at the top
section of the bubble column. At this moment, due to fluctuations in the liquid-phase velocity
field, the gas hold-up starts to decrease (see Figure 6.23c). Subsequently, the cloud is
transported downwards by the main recirculation loop and mixed with the liquid in the lower

right corner of the bubble column (see Figure 6.20, images for t=32s to t=38s).

Figure 6.20: Concentration contour plot and bubble positions for Scsgs=0.7 (images correspond to
snapshots at t=30s, t=32s, t=34s, t=36s and t=38s from left to right, the concentration field has been
made dimensionless using the equilibrium concentration at the gas-liquid interface).

When comparing this behavior for different Scysg (see Figure 6.19), we observe that the
magnitudes of both mixing metrics are very similar in both cases. Therefore, we conclude that
the sub-grid-scale Schmidt number does not have a significant impact on mixing. Hence, we

used the value of Scy;3=0.7 for all following computations in our work.

v) Impact of Grid Size on the Mixing Metrics

Same as for the liquid-phase flow, we have performed a grid-sensitivity analysis of the results
for the mixing metrics. Again, we have set the equilibrium concentration at the gas-liquid

interface equal to 1.

As can be seen from Figure 6.21, with the medium and fine grid more details of the

concentration field can be resolved and hence a larger scale of segregation ® is obtained. In
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addition, it is clear that numerical diffusion decreases with increasing mesh resolution resulting
in a higher accuracy with respect to the resolution of the concentration field. However, as we
have used identical numerical schemes throughout this work, the effect of numerical diffusion

is identical for all simulation cases.
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Figure 6.21: Grid sensitivity study of mixing metrics (left: scale of segregation, right: intensity of
segregation).
Parameter Mesh 0 Mesh 1 Mesh 2
€6 e 1006 0.187 0.181 0.202
@, ;100 [1/m] 0.247 0.253 0.378
201000 2.24 10" 2.02°10* 4.04 10"
My, 605 [1/m] 0.192 0.185 0.271
0,1, 605 1.02 0.911 0.864
Ax [mm] 7.81 6.00 417

Table 6.4: Grid dependency of gas hold-up and mixing metrics, d, = 1.6 mm, Vg = 1.6 L/min (time-
averaging was performed for 60 s only for the case involving mesh 2).

For the intensity of segregation (refer to the trend of 62 4 in Table 6.4) a similar trend is
observed. However, the strong fluctuation in this mixing metric prohibits a direct comparison
of the curves for different grids. This effect is due to the sensitivity of 6> to the local flow
field, i.e., the grid resolution affects the flow field and consequently the gas hold-up, as well as
the local concentration distribution. In conclusion, also the coarsest grid gives satisfactory
resolution of the concentration field and it is supposed that trends for mixing are well

captured with this grid.
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In Table 6.4 we show the influence of a finer grid spacing on the time-averaged mean gas

hold-up and different metrics for mixing. First, the differences in the calculated gas hold-ups
averaged over 100s, i.e., €; . no100e are small and are well below 10%. Thus, the grids give

essentially the same results for multiphase flow. Second, the mixing metric ®,, i.e., the scale

avd
of segregation, increases with increasing mesh resolution. Thus, spatial gradients in the
concentration field are resolved better with a smaller grid spacing. This gives a significantly

higher value for @, for the finest grid. This trend is also visible for the mean value 4, g of

the distribution of me taken after 60s. Similar to the scale of segregation, the intensity of
segregation is highest for the finest grid. This is due to the fact, that (i) the concentration field
is better resolved with a finer grid, (ii) numerical diffusion is reduced when using smaller grid
spacing and (i) the intensity of segregation is a function of the sample volume which
corresponded to the volume of a computational cell, i.e., was much smaller for the finer grid.

Third, the standard deviation ©,, g, of the distribution of the scale of segregation decreases

with increasing grid resolution. This also reflects the higher spatial resolution of the
concentration field, less numerical diffusion and hence a narrower distribution in case of a

smaller grid spacing.

In summary, while the hydrodynamics seem to be unaffected by the grid size, the trends in the
calculated mixing metrics show a certain grid dependency. This grid dependency stems from
(i) the high Schmidt numbers in the liquid phase leading to extremely fine concentration
patterns that cannot be resolved with the current LES and (if) the principal inability of LES to
yield grid independent results.'”” Since it is clear that it will be never possible to fully resolve all
details of the concentration field by using LES, it is essential to show and recognize the trends
due to different grid sizes. Clearly, the observed trends for the mixing metrics over the grid
size are consistent. Hence, at a fixed grid size it should be possible to compare simulation
results for different operating conditions. Thus, we conclude that the used grid size (i.e., mesh
0) is suitable to study the influence of bubble size, gas feed rate, domain size, as well as
relatively slow chemical reactions (i.e., that are not influenced by subgrid scale fluctuations) on

the mixing conditions in the bubble column.
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vi) Long-Term Behavior of the Mixing Metrics

For the medium grid used in our work (mesh 1), we studied the long-term behavior of the
mixing metrics. With long-term behavior we refer to the influence of the accumulated species

that is transferred from the gas to the liquid phase.

In Figure 6.22 we show the time profiles for 6% and @ together with curves that are of the

form:

t
y1)=y, 'CXP{— ;} , (6.72)

where y is one of the two mixing metrics used, i.e., @ or 62 y, is the mixing metric at time

zero and T is the time constant for mass transfer, i.e., 1/(k;a). Thus, Eqn. 6.72 predicts the
time evolution of the concentration difference between the equilibrium concentration at the
interface (set equal to one in our simulations) and the mean concentration in the liquid phase
(Eqn. 6.72 can be derived from a simple mass balance of the dissolving species in the liquid
phase). Note, that the average of k;a is known from the simulations and that y, has been
calculated by fitting y(t) to the instantaneous values for 6% and ®. As can be seen from Figure
0.22, the function given by Eqn. 6.72 is able to approximate the decrease of both mixing
metrics in time reasonably well. Thus, both mixing metrics depend linearly on the
concentration difference between the gas-liquid interface and the mean bulk concentration.
This result reflects the simple fact that the mixing metrics only depend on concentration

differences and not on absolute values for the concentration.
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Figure 6.22: Time profiles for the mixing metrics 6% and @ for long times (mesh 1).
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vii) Effect of the Bubble Size on Mixing

In the following, we analyzed the effect of the bubble size on the mixing in the bubble
column. For this analysis we have included mass transfer from the gas phase to the liquid
phase (equilibrium concentration set equal to 1) and have assumed zero initial concentration
in the liquid phase. Also, we have kept the gas feed rate constant, i.e., the total power input
into the system is not increased (the total power input is the product of the gas feed rate and
the pressure difference between gas inlet and outlet). However, we expect the total mass
transfer rate to increase with decreasing bubble size and to get similar mixing rates in the
system as the power input is identical. The driving force, i.e., the scale of segregation, should
decrease with increasing bubble size because the total mass transferred into the liquid bulk

becomes smaller.
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Figure 6.23: Time profiles of mixing metrics and interfacial area for different bubble sizes: (a) scale of
segregation, (b) intensity of segregation, (c) interfacial area, (d) ratio of scale of segregation and
interfacial 1 area.

The time profiles for these simulations are shown in Figure 6.23 and important results are
summarized in Table 6.5. Cleatly, the initial transient for @ is similar, i.e., very fast, for all
bubble diameters indicating similar mixing rates. However, the main difference is that, as

expected, the scale of segregation (Figure 6.23a), as well as the intensity of segregation (Figure
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6.23b) is smaller for the larger bubbles. In addition, the latter measure is fluctuating
significantly more strongly for smaller bubbles. This is caused by the stronger fluctuations in
the gas hold-up resulting in a fluctuation of the specific interfacial area a (Figure 6.23c). Note,
that the interfacial area was calculated directly from the mean gas hold-up by a=¢;6/d,. To
quantify the effect of the specific interfacial area on @, we have calculated the dimensionless
quantity ®/a. As can be seen from Figure 6.23d, this quantity is similar for all cases studied.
Thus, a important result of our work is that the scale of segregation is inversely proportional
to the bubble diameter. Also, the intensity of segregation decreases with increasing bubble
diameter, since the total amount of dissolved gas and consequently its mean concentration is
lower due to the lower interfacial area of the larger bubbles. Again, as we see in the insert in
Figure 6.23d (showing the first 10s of the ®/a time profile), the initdal transient in ®/a is

similarly fast indicating similar mixing rates.

d=16 d=24 d=32 d=48 V,=04 V,=08 V,=3.2

Parameter
mm mm mm mm L/min L/min L/min
& 0.187 0.141 0.129 0.116 0.0523 0.0923 0.357
a [m?/m?] 7.00 3.52 2.42 1.45 1.96 3.46 13.4

Hooeos[1/m] | 0192 0127 00661 00467  0.109 0.132 0.154

0, c0s 1.02 0.988 0.992 1.138 1.05 0.891 0.968

Table 6.5: Influence of bubble size (at Vg=1.6 L/min) and gas flow rate (with d,=1.6 mm) on gas hold-
up, interfacial area and mixing metrics.

viii) Effect of the Gas Feed Rate on Mixing

As the power input is directly proportional to the gas feed rate, an increase in the feed rate
should lead to an increase of the mixing rate. In other words, the meso-mixing time scale
should become smaller. Also, the gas hold-up will increase with increasing gas feed rate,
leading to a higher rate of mass transfer and consequently to an increase of the scale of

segregation.

In Figure 6.24 the results are shown by plotting the two mixing metrics as a function of time.

Important results for the effect of the gas feed rate on mixing are summarized in Table 6.5. As

expected, in the case of V;=0.4 L/min, we obsetve the slowest transient in 62 (Figure 6.24b).
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Also, a small increase in the scale of segregation is visible from our simulation results. This
increase is, however, significantly less pronounced compared to the effect of the bubble size.
This is due to the fact, that the increased mass transfer rate (see Figure 6.24c where we have
plotted the specific interfacial area ) is counterbalanced by increased mixing for the higher gas
feed rate. Consequently, if we try to make ® dimensionless by division by @, we do not get
similar dimensionless values for ®/a for different gas feed rates (sece Figure 6.24d). In
contrast, the case with the lowest gas feed rate, ie., V;=0.4 L/min gives the highest

dimensionless value of ®/a indicating the lowest mixing rate in the system.
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Figure 6.24: Time profiles of mixing metrics and interfacial area for different gas feed rates: (a) scale of
segregation, (b) intensity of segregation, (c) intetfacial area, (d) ratio of scale of segregation and
interfacial area.

ix) Scale-Up: Effects of the Domain Size on Mixing

We also investigated the effect of the system size on the mixing properties and thus,
performed two additional simulations with identical superficial gas velocity for different
widths (dimension W in Figure 6.9) of the bubble column. The two simulations were
performed with one-half and one-quarter of the width of the bubble column, i.e., with

W=0.25 m and W=0.125 m, respectively. We used an identical grid spacing for all these



158 6. BEuler-Lagrange Simulations of Dilute Bubble Swarms

simulations in order not to influence the mixing metrics. This is especially important with
respect to the calculation of the scale of segregation ®. Also, bubble size, height to width-ratio
and the depth of the bubble column where held constant. We have kept the depth of the
column constant in order to minimize effects stemming from different cell counts in y-

direction.

In the simulations of the smaller bubble columns the mean gas hold-up and consequently the
interfacial area were essentially the same as for the base case detailed in Table 6.2 (see Figure
0.10, €; was 0.196 and 0.204 for the case with one-half and one-quarter of the size,
respectively). Also, the mean liquid-phase velocity distribution in the bubble column agreed
well with that of the base case (see Figure 6.25 and Figure 6.10b). However, the overall liquid-

phase velocities were significantly smaller for the simulations with reduced size.

UMean (m/s)
IO.25

0.19
0,12

1) 0\ N 1 0.062

Figure 6.25: Time-averaged flow field for the bubble column with (left) one half and (right) one quarter
of the size as the base case (both figures share the same color bar).

For the quarter-sized column (Figure 6.25 right), the recirculation zone near the top
disappeared, and the main circulation loop was significantly shifted upwards. As expected, the
intensity of segregation (see Figure 6.26 right) is the highest and the frequency of the
oscillation is the lowest for the full scale bubble column. The significantly higher frequency in
the oscillation of 02 for the smallest bubble column (Figure 6.26 right, "4 size) is due to the
fact that all bubbles rise almost vertically in this setup, i.e., there is no significant oscillation of
the gas hold-up (results not shown). Hence, it seems that the intensity of segregation does not

only depend on the superficial gas velocity or the specific power input (note that the latter is
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also constant as the superficial gas velocity was held constant). Surprisingly, ® is only weakly
influenced by the scale (see Figure 6.26 left). This is an interesting finding, since it provides a

basis for the scale-up of bubble columns with respect to mass transfer and mixing,.
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Figure 6.26: Effect of the size of the computational domain on the mixing metrics.

x) Mixing and Chemical Reactions in Fermentation Reactors

The interaction of meso-scale mixing with a typical fermentation reaction was investigated.
For this purpose we studied the oxygen uptake by microorganism suspended in the liquid
phase of the bubble column. For typical conditions in an industrial fermenter, the oxygen
saturation concentration Y, in the liquid phase should be between 5 and 8 mg/L. The
oxygen consumption in such a fermentation can become significant, such that mixing and
mass transfer become rate limiting. Furthermore, it is well known that under non-ideal
conditions, the microorganisms excrete byproducts, e.g. ethanol and glycerol,'” leading to a
reduction of the yield. Hence, a strategy to estimate mixing and mass transfer in these reactors

would give better tools for an optimized design.

The kinetic expression for oxygen uptake by microorganisms in fermentations can be

described, e.g., by a Michaelis-Menten type rate equation:
Y,

K,+Y,

b

(6.73)

To, = koo -

Here r,, is the oxygen uptake rate, k, is a reaction rate constant, Y, is the concentration of
oxygen in the reactor and K, is the Michaelis-Menten constant. K, is typically small compared
to the equilibrium concentration of oxygen in the liquid phase. Consequently, the oxygen

uptake rate r, is nearly constant, i.e., we have an almost zero-order oxygen uptake in the

fermenter. For the current analysis we have taken K, =5-107 kg/m3, which is typical for
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fermentations (e.g., refer to the analysis of Sweere et al.'” for baker’s yeast). K, is two orders
of magnitude smaller compared to the oxygen saturation concentration

Yo, =Yy 0 =5-10" kg /m?.

), ,sat

In our work we focus on relatively slow reaction kinetics and analyze the concentration
distribution, as well as the interaction with mixing for characteristic reaction times T, ranging
from 10 to 200 s. Ty is defined as the ratio of the oxygen saturation concentration and the

reaction rate constant, i.e., T, =Y, ,/k,,. Thus, compared to the mass transfer time constant

in the bubble column (which can be calculated from the inverse of the average value for k; a,
yielding approximately 400 s), the oxygen uptake by the microorganisms is faster.
Furthermore, the micro-mixing time T,; can be estimated using the engulfment model Eqn.

6.74."”

P2
7, =17-(Kj (6.74)

&

b

A micro-mixing time of approximately 0.2 s is obtained when assuming that the energy
dissipation rate € is uniformly distributed in the bubble column. Thus, micro mixing is at least
one order of magnitude faster than the oxygen uptake. Consequently, we do not need to take
into account a sub-grid-scale model for the interaction of micro mixing and reactions and can

calculate the reaction rate from the filtered concentration distribution.

In the following, our simulations are compared with results for a well-mixed bulk phase. A

simple mass balance gives the differential equation for the well-mixed reactor:

-Y,

dy,
( 02,mezm)_ EL Vi 1, (6.75)

. 0, ,mean _ . .
tot dl - kL A YOZ,I

Here A is the total gas-liquid interface and V,

tot

is the total volume of the multiphase mixture,
L.e., the volume of the computational domain. After inserting the kinetic expression Eqn. 6.73,

the above equation can be numerically integrated to give the time profile of Y, The

0O2,mean*

comparison of the simulated mean concentration in the bubble column and the well-mixed

reactor is shown in Figure 6.27a-c. In these plots we have normalized the resulting mean

concentration fields by the interface concentration, i.e., Y, ;. As can be seen, fundamental

differences are caused by the oxygen uptake rate. Specifically, we observe that a fast reaction
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with a small reaction time constant T leads to a high frequency in the oscillations of the mean
concentration. In addition to the high-frequency oscillation in Figure 6.27a, also a low-
frequency oscillation can be observed. This slow change in the mean concentration is caused
by the change of the gas hold-up and consequently of the interfacial area in the bubble
column (refer to the discussion eatlier in this work and the curve for d =1.6 mm in Figure
0.23¢ where we have quantified the oscillation of the interfacial area a). For slower reaction
rates, this low frequency oscillation is even more pronounced and cleatly visibly from Figure

6.27b and Figure 6.27c.
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Figure 6.27: Dimensionless mean concentration profiles: (a) Tr=10s, (b) Tr=100 s, (c) Tr=200 s; (d)
mixing metrics for the case with Tr=100 s; and snapshots of the concentration profile and bubbles for
the case with Tr=100 s: (e) t=52 s, (f) t=70 s).

We included two snapshots of the oxygen concentration distribution, as well as the position of
individual bubbles in Figure 6.27e (at t=52 s, i.e., where the mean concentration in Figure
0.27b has a local minimum) and Figure 6.27f (at t=70 s, i.e., where the mean concentration in
Figure 6.27b has a local maximum). Clearly, the concentration distribution is strongly
inhomogeneous in both figures and zones with nearly no oxygen exist. Thus, for these system

parameters mass transfer is limiting which leads to regions starving of oxygen.

To quantify mixing under these circumstances, we have plotted the time profiles of the mixing
metrics 6% and @ in Figure 6.27d. This mixing metrics correspond to the time profile of the

mean concentration in Figure 6.27b. Also, we have made the mixing metrics dimensionless by
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dividing @ and 6* with ¥,, ;, and ¥, ,2 , respectively. Clearly, both the normalized intensity of

segregation 0%, as well as the normalized scale of segregation @, are significantly smaller
compared to the case of non-reactive mixing (see Figure 6.19). Also, the fluctuation of G2 is
much smaller compared to the case of inert mixing. The scale of segregation P is essentially
constant, indicating a constant mean driving force for mixing. Finally, we have analyzed the
distribution of the normalized scale of segregation @ for the case with a reaction time
constant of T,=100 s in Figure 6.28 for different times. In contrast to the case without
reactions, the distribution has a peak at me=0. This is due to the fact, that most of the liquid
phase is depleted of dissolved oxygen, and hence, has zero driving force for mixing. Also, the
distribution does not change significantly between the time steps that have been studied,
indicating that mixing and the chemical reaction are balanced in this system within a very short

time period.
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Figure 6.28: Normalized distribution of the scale of segregation for a reactive scalar (Tr=100 s)

6.5.3 Analysis of Fast Reactions

By taking mass transfer into account, the concentration field of a dissolving (inert) species
(e.g., oxygen) can be visualized in a bubble column. This has been done by plotting both the
filtered concentration, as well as the scalar variance field in Figure 6.29 for two different time
instances. For these simulations, the scalar variance source term due to mass transfer has been

set to zero (ie., the last term in Eqn. 6.24). This was done because no setting for the
parameter O in Eqn. 6.24 yielded stable solutions for the scalar variance. Also, literature data

on this parameter for gas-liquid flow were not available. The plots in Figure 6.29 have been

made dimensionless with the saturation concentration and the squared saturation
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concentration, respectively. As can be seen, both the filtered concentration field, as well as the
variance field show similar features, i.e., extremely high values near the inlet and at the upper
part of the column. The scalar variance is, however, approximately four orders of magnitude
lower than the filtered dimensionless concentration. This is thought to be due to the relatively
large mass-transfer time scale, which is in the order of 200 s. Thus, the mass transfer is so
slow that the mixing induced by the bubble motion is much quicker, leading to a very low

scalar variance.

Figure 6.29: Dimensionless, filtered concentration (al, a2) and scalar variance (b1, b2) contour plots
after 2 s (left) and 10 s (right) for an inert scalar.

i)  Results for the Chemical Reaction Source Term

In order to analyze fast chemical reactions, we investigated the outcome of a parallel chemical
reaction network,” i.c., the hydrolysis of DMP in the “Becker” case. This choice is motivated
by the fact that the hydrolysis of DMP has been already studied, and experimental, as well as

numetical results, can be found in literature.

The first task was to calculate the look-up table for a fixed set of process parameters

summarized in Table 6.6. This setup resulted in a value for B of 1.05. The resulting look-up

table has then been calculated using Eqns. 6.39-6.42, 6.44-6.46, as well as Eqn. 6.65. An
example for the integral for a fixed of D , as well as for a fixed &, is shown in Figure 6.30.

Due to the fact that DMP is consumed during the reaction, D<I1- £ must hold. Following
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this rule, we have marked accessible and inaccessible regions in Figure 6.30, indicating the
regions of concentration combinations that will or will not be observed during a simulation.

When focusing on the dependency of the second reaction on the filtered mixture fraction, as
well as on its variance, two distinct regions are found in Figure 6.30a: one for relatively low &
values (up to approx. 0.1) and one for high &;. The reason for this behavior is the change in
the principal shape of the beta-function: for low values, the distribution of & has a single

maximum at & (see curve for &, = 0.025 in Figure 6.31).

Parameter Value
T 298 K
p 962.5 kg/m?
0 0.001995 Pa's
D 2.0107 m2/s
Guo= 0co= 0 202 mol/m?
05 212 mol/m?3
ky 0.6855 m?*/mol/s
et 14.1010° s
Re 700; 1,900; 2,700

Table 6.6: Reaction conditions for the hydrolysis of DMP.

D =o.0678 Ev = 0.0035
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Figure 6.30: Integrals for (a) D = 0.0678 and (b) &v = 0.0035.
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At the extreme case, where &, = 0, a perfectly mixed system is obtained. This would mean that
the reaction rate can be calculated from the filtered species concentrations of acid and DMP.
For this extreme situation the following relationship holds:

1g(5,0,5)=5'ma><(0,5(l+ﬁ)—ﬁ) (6.76)

Eqn. 6.76 can be derived from Eqns. 6.30, 6.33 and 6.43, because also the covariance is zero
when the variance of the mixture fraction becomes zero. As & gets larger, the distribution
becomes wider and singularities near & = 0 and 1 occur (see curve for, e.g., &, = 0.125, in
Figure 6.31). This shift in the distribution causes a sharp increase in the reaction rate due to
the concentration of &-values near 1. This reflects a situation where, at a constant mean
mixture fraction, the variance of § is high, i.e., we have an inhomogeneous distribution of acid

at the sub-grid scale. Hence, regions of very high acid concentration are observed, causing a

local depletion of the base. This leads to a rapid hydrolysis of DMP. A similar situation would

occur when we hold &, constant and decrease & .
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Figure 6.31: Beta-function for different variances &y of the mixture fraction (é_: = 0.6, B = 1.05).

ii) Application to Multiphase Systems

In order to apply this micro mixing model to our bubble column, the focus is on mixing in the
liquid without mass transfer. The goal is to show how a micro-mixing model with reaction can
be applied to a multiphase system. Therefore, first the micro-mixing time in the “Becker”
bubble column is estimated (0.5 x 0.08 x 1.5 m in size, all other geometrical details can be

found in Chapter 6.5.1) by using a simple approach. This time-scale is then used to set proper
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system parameters in order to get a mixing-sensitive reaction. For this purpose, the micro-

109

mixing time Ty can be estimated using the engulfment model (see Eqn. 6.74). A micro-

mixing time of T, = 0.2 s is obtained when assuming that the energy dissipation rate is
uniformly distributed in the bubble column. Thus, the total power input (i.e., the volumetric
flow rate times the hydrostatic pressure difference from the surface to the bottom of the
bubble column) is divided by the total liquid volume to obtain an average energy dissipation

rate.

Gavi et al.” defined the reference time for the DMP hydrolysis reaction as:

o _But950) -
ref ‘ ) :
kz' ¢A,o '¢D,o )
If identical concentrations of A and D are assumed, the initial concentration of acid can be
estimated by taking the reference time for the reaction t,; equal to the micro-mixing time ty,.

This yields:

Pro =7 (6.78)

Char. Reaction Time [s] Concentration [mol/m?’]
0.5 5.86
0.2 14.6
0.1 29.3
0.05 58.6
0.01 292.9

Table 6.7: Concentrations of the acid and DMP corresponding to a certain characteristic reaction time
(T = 298 K, k; assumed to be constant and equal to 0.6828 m*/mol/s).

Afterwards, simulations with different characteristic reaction times have been performed in
order to estimate the real micro-mixing rate in the reactor. The desired characteristic reaction
times where therefore translated into the concentrations of acid and DMP, as shown in Table
6.7. The bubble column is operated in a semi-batch mode, i.e., there is no continuous in and
outflow of the liquid phase. Hence, an initial distribution of the acid, base and DMP had to be
chosen. This was done by placing a blob of acid with a size of 0.1 x 0.08 x 0.1 m (i.e., 1.3% of

the total volume) exactly at the sparger’s position (0.15 from the wall, centered at the bottom
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of the column). The rest of the column was filled with base and DMP in the concentration to
yield the desired characteristic reaction time. This setup should mimic an instantaneous

injection of acid into the system near the sparger.
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Figure 6.32: Instantaneous filtered concentration of DMP D (top left), filtered mixture fraction E

(bottom left), filtered instantaneous velocity field @ (top right, in m/s), as well as instantaneous sub-
grid scale viscosity (bottom right, in m?/s) for a charactetistic reaction time of 0.05 s (d, = 3.2 mm, Vg =
1.6 1/min).

Results for the reaction with a characteristic reaction time of 0.05 s are displayed in Figure
6.32. For these simulations the standard settings, as illustrated previously,""” were used to
obtain the flow field. The liquid phase was water with typically transport properties at 25°C,
and the gas-phase was air. No mass transfer was taken into account, and the same chemical
reaction network as for the analysis of the microreactor was used. The computational grid

consisted of approx. 123,000 hexaeders, and about 10* bubbles with a diameter of 3.2 mm
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were in the system. The simulation time step used was 1 ms for the fastest reaction and 5 ms
for all other reactions in Table 6.7. The same discretization schemes as that for the validation
case (i.e., the microreactor discussed in Appendix C) were used in the analysis of the bubble

column as well.

As can be seen, the maximum sub-grid-scale viscosity is in the order of 110° m?/s, i.e.,
approximately the same as the molecular viscosity. This is in excellent agreement with the
work of Hu et al.” Also, the flow field is unsteady, as expected. However, the grid is fine

enough to resolve most of the turbulent kinetic energy in the system.

Focusing on the mixing-sensitive reaction, the left side of Figure 6.32 is relevant. As can be
seen, the blob of acid (characterized by the mixture fraction) is quickly transported upwards,
and then to the right. After approximately 7 s, the filtered mixture fraction in the system is
below 0.1 in the system and it takes only 2 s to have a filtered mixture fraction in the system
below 0.5 (data not shown). Thus, after a few seconds there are basic conditions everywhere
in the reactor. This indicates that the hydrolysis reaction has already stopped in the reactor.
This is confirmed by the fact that a conversion of approximately 0.8% of the total amount of
DMP in the bubble column is obtained after 2.5 s, which is already stable at that time.
Simulations with a characteristic reaction time of 0.5 s and 0.2 s indicate conversions of 0.20%
and 0.49%, respectively. The trends in the calculated conversions indicate that the
characteristic mixing time in the bubble column must be in the order of 1 s to mix the acidic
blob. The overall low conversion in the system is, however, limited by the fact that only a
small fraction (in our case 1.3Vol.%) of the reaction volume had initially acidic conditions.
This can be overcome in experimental work, as well as in future simulations, by using higher

molar concentrations of the acid, or the injection of larger amounts of acid.

6.6 Summary and Conclusion

6.6.1 Multiphase Flow and Mixing

In this work we have demonstrated that the EL approach together with a Large Eddy
Simulation (LES) of the liquid phase is an accurate method to study flow and mixing in dilute

bubble swarms. For the first time, we have analyzed in detail:
® the effect of different subgrid-scale models and grid resolution on flow and mixing in

dilute bubble swarms,



6.6 Summary and Conclusion 169

® new concepts for the quantification of mixing in multiphase systems,
® the distribution of the scale of segregation in multiphase systems,

® the effect of bubble size and gas flow rate on mixing,

® the effect of scale-up on mixing in dilute bubble swarms, and finally

® the effect of biochemical reactions on different mixing metrics in multiphase systems.

We have shown that the Smagorinsky model with appropriate model constants is able to
capture the mean flow field in the bubble column. More sophisticated differential models,
such as the one-equation model used in this work, do not improve accuracy. Furthermore, we
have shown that when sophisticated mapping schemes are used, the spurious oscillations, that
inevitably occur when using the EL approach, can be suppressed to a large extent. In addition,
when using a smart scheme for checking the distance between the particles and the cells,
significant computational time can be saved. Also, we have used a novel technique to ensure
the conservation of the liquid-phase volume on a fixed grid that does not introduce

instabilities as previously reported by other researchers.

The investigations have shown that the scale of segregation @, the driving force for mixing, is
an appropriate metric to interpret mixing involving mass transfer. For example, we have
shown that the dimensionless quantity ®/a, i.c., the scale of segregation normalized with the
specific interfacial area, is constant for a certain gas feed. Using this dimensionless quantity,
the principal mode of mixing, i.e., whether the driving force increases or decreases, can be
quantified. We conclude that @ is uniquely correlated with the bubble diameter and
consequently with the specific interfacial area for a given power input, i.e., gas feed rate. Also,
the dimensionless quantity ®/a is largely unaffected by the scale of the system, i.e., ®/a will
be constant at scale up. The influence of the gas feed rate on @ is small, such that ®/a is a
function of the gas feed rate and consequently the power input. Thus, ®/a seems to be an
appropriate measure to quantify the mixing rate in bubble columns. This effect has been
demonstrated in this work for the first time. Clearly, when an appropriate correlation for the
gas hold-up and the specific interfacial area is available, the scale of segregation can be
calculated. This can be then done by knowing the correlation between the specific power

input and the dimensionless quantity ®/a.
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Furthermore, our analysis shows that @ is almost perfectly log-normal distributed. Thus, we
anticipate that a simple mathematical model may be derived that allows a theoretical
justification of this behavior. Also, this simple mathematical model may be subsequently
useful for estimating the yield and selectivity of reaction networks. This may significantly
impact the design of multiphase reactors, as one is not forced to perform high-fidelity

simulations but can estimate yield and selectivity from a simple model.

Furthermore, we have shown that the time scale of meso mixing (ranging from 2-10 s)
involving mass transfer is significantly smaller than the time scale for mixing of an inert scalar
already dissolved in the liquid phase (approximately 30 s). This is due to the fact that the
dissolving gas is already distributed to some extent due to the irregular motion of the
individual bubbles. It is clear that the exact relation between these two mixing time scales
depends on the geometrical setup of the bubble column. However, it is expected that mixing
time scales involving mass transfer are always smaller than time scales without mass transfer

for most industrial applications.

Lastly, we conclude that the method presented is also (in principle) capable of describing
dense bubble swarms. This is due to the fact that we already take the gas hold-up into account
when calculating the liquid-phase conservation equations. Sophisticated coalescence, breakage
and bubble-bubble interaction models will be incorporated to study also dense bubble swarms

in the near future using our method.

6.6.2 Reactions

Finally, we have investigated how mixing interacts with a liquid-phase chemical reaction, i.e.,
oxygen uptake by microorganisms. For dilute bubble swarms we could show that the
assumption of a well-mixed bulk phase gives reasonable agreement with our detailed
numerical predictions. The major part of the deviation between the detailed simulation and
the assumed well-mixed bulk phase is due to the fluctuating gas hold-up in the simulation.
Hence, we conclude that a detailed treatment of liquid-phase reactions requires information
on the gas hold-up and its fluctuation. Furthermore, the levels of the normalized values for 62

and @ are significantly smaller for a reactive scalar than for a non-reactive one. Also, the

principal shape of the distribution of ® changes from a log-normal (in case of an inert scalar)

to a monotonically decreasing function. The predictions for the distribution of the mixing
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quantities presented in this work may be useful for the construction of a simple mathematical

model that is able to predict yield and selectivity in reactive multiphase systems.

Fast reactions in large, dilute bubble swarms require additional models to account for the
unresolved concentration field. This is because it is impossible to perform direct numerical
simulations for systems with significantly more than O(10%) bubbles. One is forced to use
models that describe the steep concentration gradients near the gas-liquid interface, as well as
the concentration distribution in the liquid phase. In a first step the challenges stemming from
these two sources were isolated and a computational strategy was proposed to tackle both

problems.

For mass transfer a film model was proposed, where a rigorous validation is still needed and
will most likely require sophisticated experimental equipment. For the micro-mixing analysis
of fast reactions, an approach was taken based on well established techniques for single-phase
mixing analysis. The novelty of our approach is that a look-up table was used for the
evaluation of the local reaction rate, which saves computational time. In addition, our
approach requires the solution of only three additional transport equations, while for the
DQMOM-IEM approach presented by Marchisio™ five equations have to be solved. This is
especially relevant for Large Eddy Simulations. LES already require substantial computational
resources, and high mesh resolution is critical for these simulations. However, it has to be
mentioned, that we assumed the PDF of the reacting scalar following the methodology of
Baldyga and Orciuch.” The general validity of this methodology needs furher analysis.
However, it worked well for our computations. Also, the differences in the computation time

in comparison to the DQMOM-IEM approach need further assessment.

The extension of the neutralization-hydrolysis reaction network, well-known for single phase
systems, to multiphase systems was investigated in the last part of this chapter. This analysis
showed that the reaction time scale has to be lowered, in order to fit the lower micro-mixing
time in the relatively large bubble column studied. This may be done by using smaller
concentrations of acid, base and DMP to achieve characteristic reaction time scales in the
order of 0.1 to 1 s. It is then possible to quantify the micro-mixing time in a bubble column by
analyzing the total amount of the products of the DMP hydrolysis. By changing the injection
position, it should then be possible to even investigate the spatial distribution of micro-mixing

rates, and with some theory also the local energy dissipation. This might be very helpful when
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one tries to optimize bubble column reactors, if micro-mixing is expected to be the rate

limiting step.

Scalar variance generation due to mass transfer has been excluded from our analysis, as this is
a topic on its own and was already analyzed in Chapter 5. Also, the validation of the film
model and its connection to the micro-mixing model in the liquid phase needs certainly to be

analyzed in greater detail in future work.

6.7 Abbreviations

BIT Bubble Induced Turbulence
DMP 2,2-Di-Methoxy-Propane

DNS Direct Numerical Simulations
EE Euler-Euler (method)

EL Euler-Lagrange (method)

EPO Erythropoietin

FT Front-Tracking

GAMG Geometric-Algebraic Multi-Grid (solver)
LDA Laser Doppler Anemometry
LES Large Eddy Simulation

LIF Laser-Induced Fluorescence
LPT Lagrangian Particle Tracking
PBE Population Balance Equation
PDA Phase Doppler Anemometry
PDF Probability Density Function
PIV Particle Image Velocimetry
PSI-Ball Particle-Source-In-Ball (concept)

RANS Reynolds-Averaged-Navier-Stokes (equation)
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6.8 Nomenclature

ap,ay coefficients in the system of algebraic equations

cross-sectional area of the particle [m?]

Cross

A,, interfacial area of particle z [m?]

o) concentration of species i [kg/m?

Chulkj concentration of species i in the liquid bulk [kg/m?]
Cla concentration of species i at the interface [kg/m?]

C, added mass coefficient

C. model constant for the Smagorinsky model

Ce model constant for the dynamic sub-grid-scale model
C, model constant for the Smagorinsky model

C, lift coefficient

C, Smagorinsky constant

d, sparger diameter [m]

D, molecular diffusion coefficient for species i [m*/s]

D g effective diffusion coefficient for species i [m’/s]

d, particle diameter [m]

€y enumerator reaction exponent of species k in reaction |
B, denominator reaction exponent of species k in reaction j
F, added-mass force [kgm/s?|

F, drag force [kgm/s?|

F, gravity force [kgm/s?]

F, lift force [kg'm/s?|

F, force due to a pressure gradient [kgm/s?]

g gravitational acceleration vector [m/s?]
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H height of the bubble column [m]

H (lTL) operator involving the known part in the system of algebraic equations
Ha Hatta number

I intensity of segregation

I identity matrix

k sub-grid-scale kinetic energy [m?/s?]

k, reaction rate constant reaction j (units depending on e,; and E,)

k;a volumetric mass transfer coefficient [1/s]

k, liquid-phase mass transfer coefficient [m/s]

ko zero-order reaction rate [kg/m?3/s]

K reaction constant for species k in reaction j (units depending on E,)
K, Michaelis-Menten constant in [kg/m?|

m, particle mass [kg]

me local distribution of the scale of segregation [1/m]

Mg: local distribution of the intensity of segregation

N, mass transfer rate from the disperse phase [kg/s]

1 resolved pressure [kg/m/s?|

p* modified pressure (excluding the hydrostatic pressure) [kg/m/s?|

D' modified kinematic pressure (excluding the hydrostatic pressute) [m?/s?]
Q; cumulative volume distribution of a quantity

qs volumetric frequency distribution of a quantity

r known part in the system of algebraic equations

oo oxygen uptake rate [kg/m?/s]

1 reaction rate of the j-th reaction [kg/m3/s]

Re particle Reynolds number
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S

Sc.

1

Scyes

Sh;

1,2
T
u

mean

<

o
e}
=

<

4

X

cell,max

X

dist

X

S

amb i,z

Y,

eq,l

<

—

02,1

<Ko< KK

O2,sat

filtered strain rate tensor [1/s]

Schmidt number of species i in the liquid phase
sub-grid-scale Schmidt number

Sherwood number of species i and particle z
thickness of the bubble column [m]

filtered liquid-phase velocity [m/s]
time-averaged liquid-phase velocity [m/s]
patticle velocity [m/s]

patticle relative velocity [m/s]

parameters of the beta-function

volume [m’]

gas flow rate [m?/s]

total reactor volume [m?

particle volume [m?]

width of the bubble column [m]

maximum distance from the cell center to a cell’s boundary point [m)]
distance between the cell center and particle [m]

distance of the sparger’s center to the left wall of the bubble column [m]
ambient concentration of species i near particle z [kg/m?|

equilibrium concentration of species i [kg/m?]

filtered concentration of species i [kg/m;?]

dimensionless scalar
concentration of oxygen in the reactor in [kg/m?]
interface concentration of oxygen in the reactor in [kg/m?]

oxygen saturation concentration [kg/m?
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Yy, variance of species i in the liquid phase [kg?/m°]
Greek letters

B base-to-acid ratio

B, mass transfer coefficient of particle z [m/s]

A filter length [m]

€ sub-grid-scale energy dissipation rate [m?/s%]

(o gas-phase volume fraction [m*;/m?_ ]

€ liquid-phase volume fraction [m? /m?_ ]

€1 mean mean liquid-phase volume fraction [m? /m?_ ]
0 distribution function

0, filtered liquid phase mass flux [kg/m?/s]

(] volume-specific coupling force [kg/m?/s?]

P scale of segregation [1/m]

¢N, volumetric source term for species i [kg/m?/s]
Yo density ratio

0 mean value of a distribution

i dynamic liquid-phase viscosity [Pas]

Pheger, effective dynamic liquid-phase viscosity [Pa's]
thsGs.L. sub-grid-scale liquid-phase viscosity [Pas]

v kinematic liquid-phase viscosity [m?/s]

\Z stoichiometric coefficient of species i in reaction j
A effective kinematic liquid-phase viscosity [m?/s]
oL liquid-phase density [kg/m?]

o’ intensity of segregation [kg?/m°]
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g
S

standard deviation of a distribution

differential average selectivity in the film
liquid-phase stress tensor [kg/m/s?|

micro mixing time scale [s]

reaction time constant [s]

rotation vector of the liquid-phase velocity field [1/s]
mixture fraction

mixture fraction variance
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“A body is liguid when it is divided into several smaller parts that move separately, and it is solid when all its

parts are in contact.”

(René Descartes, 1644)

Mixing Characteristics of
Wet Granular Matter in a Bladed Mixer

We performed numerical simulations of dry and wet granular flow inside a four-bladed mixer
using the discrete element method (DEM). A capillary force model was incorporated to mimic
the complex effects of pendular liquid bridges on particle flow. The simulations are able to
capture the main features of granular flow, which is substantiated by the comparison of our

results with experimental data.

It was found that mean and fluctuating velocity fields for wet and dry particles differ
significantly from each other. Our results indicate a strong increase in heap formation for wet
particles and hence velocity fluctuations in the vertical direction become more pronounced.
We observe that mixing in bladed mixers is strongly heterogeneous for wet granular matter
due to the formation of different flow regimes within the mixer. The analysis of mixing quality
shows that the spatial distribution of mixing intensity is influenced by the moisture content.
This can lead to locally and even globally higher mixing rates for wet particles compared to dry

granular matter.

* This chapter is based on: S. Radl, E. Kalvoda, B.J. Glasser, J.G. Khinast. Mixing Characteristics of Wet
Granular Matter in a Bladed Mixer. Powder Technology 200 (2010), 171-189.
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7.1 Introduction

Mixing and drying of granular materials is an important processing step in such diverse areas
such as pharmaceutical production, food technology, biotechnology, mineral processing,
detergents and in the coal, steel and agrochemical industry. Industrial mixers and dryers
include high-shear mixers, agitated filter beds, fluidized beds and rotating drums. In the
pharmaceutical industry for instance, efficient mixing is of critical importance to achieve
uniform concentration of the active ingredient, eliminating the chance of producing super- or
sub-potent tablets. Often manufacturing protocols require mixing of a batch for a predefined
amount of time. Process understanding, i.e., the ability to predict mixedness as function of
revolutions or time, might dramatically reduce processing time in many operations. Uniform
drying of a batch of particles is of equal importance to enable optimal processing conditions in

subsequent steps or to avoid over-drying of solvate systems.

Instabilities in fluid flows have been the topic of research since the pioneering work of
Reynolds in the 19th century. However, mixing mechanisms in dry and moist granular systems
have been studied in detail only in the recent past. For example, chaotic mixing of particles
was first described by Shinbrot et al." Clearly, there is still significant work to be done in the

description and mathematical modeling of granular flows.

Recent experimental studies focused on the visualization of granular flows in different mixer
geometries using mainly two techniques: PEPT (positron emission particle tracking) and PIV
(particle image velocimetry). In PEPT-measurements a single particle is radioactively marked
and tracked.” PEPT-measurements are frequently used to validate computer simulations, as
demonstrated by Kuo et al.” and Stewart et al." PIV is a 2D method to visualize the granular
flow using a video camera. Typical acquisition rates range from 15 frames per second (fps) for
relatively slow flows’ to 2,000 and more, e.g., for spouted® or vibrated granular beds.” The
specific acquisition rate has to be selected such that errors in the subsequent image analysis
procedure are minimized’ and the transients in the velocity field are well captured. PIV has
been applied to study segregation of a dry granular bed in a lab-scale four-bladed mixer by
Conway et al.” Recently, PIV was used to examine wet granular flows by Lekhal et al.” and

Darelius et al."’

Computer simulations have the advantage of providing more insight into the process than

experimental methods, if carried out with confidence and precision. For example, all particles
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can be located at every time and force and velocity fields are easily accessible. Drawbacks of
computer simulations include the need to verify computational results and the limited number
of particles and interaction forces that can be included in the simulation. In recent years
discrete element methods (DEM) have become a powerful tool to simulate granular flows.
For example, the flow in bladed mixers has been simulated and successfully validated

experimentally by Stewart et al.*

A large number of researchers have studied granular flow and mixing in different blender
geometries. Several mixing mechanisms and regimes, as well as segregation phenomena, have
been described."”'” When studying granular flows, the surrounding gas-phase is usually
neglected and only the particles and their interactions are considered. This is also true for
most approaches dealing with wet granular flow, with some exceptions in recent literature that
consider the detailed prediction of granule microstructure.”'® This simplifies the analysis to
some extent, as forces stemming from the interaction of the gas with the granular material are
excluded. Despite significant progress that has been made in recent years, the description of
the flow of wet granular materials is still challenging. Recent interest in this topic shows, that a
better understanding of flow and mixing of wet granular matter is necessary to enable rational
scale-up and optimization of processes such as drying, granulation, spheronization and mixing
of moist material. However, there have been only a few studies quantifying the flow in
agitated mixers. These agitated or convective mixers consist of a stationary vessel and a
rotating impeller. Convective mixers have been investigated both numerically and
experimentally by Stewart et al,* as well as Zhou et al.” Furthermore, the segregation in
bladed mixers has been studied numerically by Zhou et al."® and experimentally by Conway et
al.” A characterization of cohesionless granular flows in a bladed mixer has been performed
recently by Remy et al.” However, mixing mechanisms of wet granular flows in bladed mixers

have not yet been analyzed.

Thus, the present work investigates the effect of moisture content in agitated granular flows.
Specifically we focus on the simulation of wet powder flows in a bladed mixer containing
mono-disperse particles. The setup considered in our study, ie., a bladed mixer, serves as a
prototype for large-scale industrial processes, such as high-shear granulators, powder mixing
equipment and agitated dryers. In this vessel, we investigate the mean and fluctuating velocity

field and detail the qualitative differences between wet and dry powder beds. The simulation
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results are then compared to experimental data, which were recorded by particle image

velocimetry (PIV).*

Finally, we concentrate on the quantification of mixing mechanisms including convective,
diffusive and shear mixing for both dry and wet powder beds. The results of this work will be
useful for the development of a new generation of particle processing equipment as they

provide a mechanistic view of many aspects of wet granular flow.

7.2 Computational Method

7.2.1 Background on the Discrete Element Method

i) Introduction to the Discrete Element Method

In the Discrete Element Method the trajectory of each particle is computed to simulate the
behavior of the whole granular assembly. At every time step the forces acting on each particle

are updated, and Newton’s equation of motion is solved to obtain the new positions and

velocities of the particles. The forces acting on the particles include the body force ﬁb’i , the

contact forces between particles i and j, as well as additional cohesion forces F, , .. that also

coh,ij
act between two particles but are not necessarily connected with a physical contact. Details on
the basic principals of DEM simulations can be found in the recent review of Zhu et al.”’
DEM simulations have been widely used in academic and industrial research related to the
pharmaceutical industry, e.g., by the group of Muzzio.”* Relevant equipment that has been

simulated using the DEM includes
- bladed mixers (see, e.g., Bertrand et al.,” Remy et al.,'"?),
- V-and bin-blenders (see, e.g., Lemieux et al.*’),
- Bohle Tote blenders (see, e.g., Arratia et al.zg),
- various types of granulators (see, e.g., Goldschmidt et al.””), as well as

- pan coaters (see, e.g., Pandey et al.”).

ii) Modeling Cohesive Forces by using the DEM

A theoretical analysis of the effect of cohesive forces for particle mixing and segregation has

been conducted by Li and McCarthy’. They used the granular Bond number Bo to
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characterize the cohesive forces and proposed a phase diagram to predict mixing and
segregation. However, the details of granular flow have not been taken into account for this
theoretical analysis. Simulations based on the DEM remain the most powerful tool to show

the effect of cohesive forces on granular flow and mixing.

An excellent review on currently used interaction forces within the DEM has been given by
Zhu,” as well as Di Renzo and Di Maio.” For wet powders Li et al.”® have proposed a new
method to study fully saturated wet granular matter. This new method combines the DEM
and smoothed particle hydrodynamics. Recent work has also been done in the analysis of
cohesive powders by the group of Muzzio.” They used a relatively simple approach in which
the cohesive force was assumed to be proportional to the particle weight. McCarthy™ used the
model of Lian et al.” to calculate liquid-bridge forces. He was the first to show a higher

mixing rate in case of an intermediate degree of cohesion using the DEM.

Also, simulations have been conducted by Rognon et al.”® for two-dimensional shear flows
using a simple cohesion force model. Soulie et al.”’ investigated the mechanical strength of
polydisperse granular materials both experimentally and with simulations. They focused on the
macroscopic mechanical behavior of the material and found only poor agreement between
simulations and experimental data. This highlights the importance of the liquid distribution for
the mechanical behavior of wet granular matter. Especially at a low water content this causes
great deviations between simulations and experiments. This is explained by the effect of
surface roughness in the experiments that could not be simulated directly. The prediction of
liquid distribution is, however, extremely demanding and only recently it could be measured in
static assemblies of wet particles (see Figure 7.1). Other groups that investigated the liquid
distribution in wet granular matter include Kohonen et al.,”® Fournier et al,” as well as

Herminghaus.40 The investigation of Soulie et al.”’

also showed that the formation of liquid
bridges can be modeled with relative simplicity, i.e., when the particle surface comes into
contact, a liquid bridge forms. A recent computational study was performed by Schulz et al."
with the focus on relatively small systems (i.e., involving several hundred spheres) taking into
account simplified liquid bridge forces under an inhomogeneous force field. They found, that
when the force is above a certain threshold, wet granular matter exhibits fluid-like behavior.
This was indicated by a sudden increase in the granular diffusion coefficient. Herminghaus"

analyzed this increase with a simple microscopic picture and energy arguments: he compared

the energy that is consumed by the shear field and the energy which must be afforded to break
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the liquid bridges. The differences in these two energy budgets correspond to the kinetic

energy of the material, which is directly proportional to the square of the diffusion coefficient.

T | R e e e | T T L E—
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Figure 7.1: Distribution of liquid bridges in a bed of wet glass beads (each point represents a single
capillary bridge characterized by its surface S and volume V, lines indicate the ratio S/V under the
assumption of an idealized liquid distribution; W=0.035 (about 8% saturation, Scheel et al.*?)

Various authors (e.g., Mikami et al.”] Yang and Hsiau," as well as Yang et al.*) detailed on
how to incorporate capillary forces into the DEM. The capillary force model used by Yang et
al.” is based on an analytical solution for the shape of the liquid bridges when the toroidal
meniscus approximation is used. More work on the forces between unequal spheres has been
published by Willet et al.," as well as Soulie et al."” Recently, Luding® presented a simple
contact model, that is also able to mimic cohesive forces. His adhesive-elasto-plastic contact
model is based on a linear hysteretic spring model. It can, however, not exactly model the

forces associated with liquid bridges
In summary, modeling of cohesive forces in DEM simulations is relatively straight forward,

and the major challenge is to account for the liquid distribution in case of liquid-bridge forces.

iii) DEM for the Modeling of Wet Granulation

There have been several attempts to model wet granulation processes using DEM. The main

goal was to simulate the coalescence and breakage of agglomerates. For the representation of
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agglomerates in DEM simulations two strategies exits: (i) the discrete elements can strictly
present primary particles, as well as (ii) agglomerates are represented by discrete elements. The
latter approach allows for the simulation of large systems. The disadvantage is, however, that
assumptions have to be made, e.g., for porosity or shape of the formed granules. Furthermore,
the possibility of agglomerate breakage is not implicit in the simulation. However, various
researchers used this approach to investigate granulation processes via DEM. For example,
Gantt and Gatzke® directly simulated the granulation process by determining the probabilities
of aggregation and breakage via a hard-sphere discrete particle model. They used the
coalescence model of Liu et al.”’ Periodic boundary conditions, as well as perfectly spherical
granules have been assumed in the simulation of Gantt and Gatzke.” In a more recent papet,
they used DEM simulations to determine coalescence kernels, as well as compaction rates in
high-shear granulators.” In these simulations they used periodic boundary conditions and a
unique boxing scheme to model particle flow in a high-shear mixer. The boxing scheme

significantly reduced the computational expenses due to a simplified collision detection

between the individual elements (in total 5,000 granules in a wedge-shaped 7/32-section have
been studied). A soft-sphere DEM code was used in this study. However, coalescence was
excluded in their simulations, and only the relevant information on the collision was recorded
to derive a coalescence kernel. Also, Gantt and Gatzke™ investigated the suitability of the
kinetic theory of granular flow (KTGF) for the modeling high-shear mixers using a similar

simulation approach.

When adapting the first approach, ie., the representation of primary particles in the

simulation, the granulation process can be studied directly. Thus, no rigorous models for the
mechanical properties of the granules are needed. For example, Goldschmidt et al.”’
performed such detailed DEM simulations of fluidized bed granulation processes based on
the hard-sphere model. They also incorporated models for binder solidification. These
simulations have been based on a two-dimensional geometry. A significantly lower number of
particles as in the real application has been used. Other examples for the simulation of wet
agglomerates are the studies of Talu et al.,”” as well as of Khan and Tardos.” Recent advances
in this area were achieved by Richefeu et al.”> They analyzed the shear properties of wet
granular materials included liquid bridges in the pendular state. Other saturation states have

not been modeled by their group but might be of central importance in granulation.

Subsequent studies of Richefeu et al.” also focused on the pendular state only.
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In summary, there has been significant interest in DEM-based simulations of wet granulation
processes, mainly focusing on agglomerate formation and breakage. The major challenge is the
real-scale, primary-particle-based simulation of these processes. Also, the wet granular flow

and the mixing of wet particles in these granulators have not been fully understood yet.

7.2.2 An Adapted Particle Model

i)  General Strategy

We use the so-called soft-sphere method or time-driven method (TDM). In this method,
collisions are modeled as enduring contacts (over a few time steps) and the new particle
positions and velocities are computed in fixed time-intervals. The particles are allowed to
overlap to model the deformation of the particles and the contact forces are a function of
these overlaps. This allows an accurate consideration of particle elasticity, as well as damping
and sliding effects due to friction.”” The influence of hydrodynamic forces stemming from the

interaction of the granular flow with the surrounding air has been neglected. The total

momentum M acting on the particle has to be taken into account, which is evaluated

total ,i
from the contribution of each individual force by multiplication with the normal distance with

respect to the center of gravity for each individual particle.

In our work the Linear-Spring-Dashpot model is used,” because the parameters are readily
determined, and analytic solutions are available for a straightforward verification of numerical
schemes. The benefit of using more sophisticated non-linear interaction models is small in
comparison to the additional computational effort. Therefore, this model is still widely used in

the area of DEM simulations.*

The normal force for this model can be calculated as follows:

F. .=kd, . +co (7.1)

c,n,ij n=n,ij n=n,ij

The first term is the elastic term modeled by a spring and the second term represents the
dissipation modeled by a dashpot. k, is the normal stiffness coefficient, ¢, the normal damping
coefficient and &, stands for the normal overlap between the particles. k, can be evaluated
from the material and geometrical properties of the particles in contact, as well as from a

. .. . 9
characteristic collision velocity.’
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In the tangential direction we use a similar model based on a linear spring and dashpot model

with a frictional slidet:

kté‘t,zj/‘ + Cré;,ij for F., ;S uF,,;
F . = 5, (72)
o ItlFC,n,ij 5 ‘ for Fc,t,ij > ILch,n,ij
1,ij

In analogy to the normal force model, the term kté‘,i]. represents the force of the spring in

tangential direction, and c,0,

10, 1s the contribution of the damping element, i.e., the dashpot.

The frictional slider is characterized by the friction coefficient p between the two materials in

contact.

In the current work we also account for rolling friction via Eqn. 7.3:

Here | | denotes the norm of a vector.

|5°1-

M, =-ul|F

r c,n,ij

v -

i

(7.3)

}e

ii) Liquid Bridge Effects

When a liquid phase, i.e., the binder, is added to a dry granular material, the surface of the
particles is wetted and the binder is distributed between the particles in contact. Depending on
the ratio between binder and solid volume, different states of binder distribution can be
observed: (i) at low moisture content, i.c., the pendular state, two particles are held together by
lens-shaped rings of liquid; (if) if liquid bridges form between more than two particles, the
funicular state is reached, and finally (iii) when almost all the pores between the particles are
filled with the liquid and the liquid pressure is still lower than the air pressure,”’ the capillary
state is reached. The forces between the particles depend strongly on the exact shape of the
liquid bridge. For the pendular state, the shape can be relatively easily calculated for spherical
particles and the resulting forces agree well with experimental data.** This is done by solving
the Young-Laplace equation describing the pressure difference between the gas and liquid

phase due to capillary forces.

In the funicular state the situation is significantly more complex, because the randomly packed

structure of the particles leads to a complex geometrical configuration of the liquid bridges.
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The same is true for the capillary state. A detailed reconstruction of this situation by means of
computer simulations has been attempted recently by several groups (for example Stepanek
and Rajniak,'’ as well as Grof et al."*"®). However, it is extremely demanding and currently
limited to a relatively small number of particles due to the high requirement for the spatial
resolution of the liquid bridges. To circumvent this problem, a simplified model based on the
treatment of the liquid phase as a continuum has been published.”” However, this approach
neglects the details of the flow in between particles, and consequently, capillary forces cannot
be taken into account. In the current work we have restricted our analysis to the pendular

state.

The recent review of Zhu et al”’ shows that various approaches exist to calculate capillary
forces for DEM simulations. Since in softsphere-DEM simulations the contact forces have to
be calculated directly, it is necessary to provide an explicit function for the capillary force.
Here basically two approaches can be distinguished: (i) an approximate solution of the Young-
Laplace equation, or (if) an appropriate fit of the results obtained from the solution of the
Young-Laplace equation. The former approach was used by Lian et al.” to calculate liquid-
bridge forces and successfully incorporated by McCarthy™ into DEM simulations. The latter
approach was employed by Willet et al.** over a wide range of relative liquid volumes and
showed errors in the force estimate of less than 3 %. In our work we have used the results of
Willet et al.* to calculate the liquid bridge forces between two particles. Willet et al.** showed
that their approach together with the Derjaguin approximation gives relatively accurate results
for powder beds consisting of spheres of both equal and unequal size. However, if the
diameter ratio of the two spheres in contact is too large or too small, the capillary bridge

model of Willet et al.*

becomes inaccurate. Hence, to model forces between particles and
walls, we use the results of Mikami et al.* that were fitted to the limiting case in which one of
the two radii of the spheres becomes infinite. They are similar to the more recent results of
Willet et al.* and have been obtained by fitting the numerical solution of the Young-Laplace
equation. The results of Mikami et al.”’ are also applicable to particle-particle interactions, but
are slightly less accurate compared to the work of Willet et al.* for this situation. Hence, we
use the results of Willet et al.* for particle-particle interactions (Eqn. 7.4) and that of Mikami

et al.”

Fcapw :2‘7['7‘1’2 '75 .eXp{ fl _f2 .expl:fSIH[%]—i_fat 'lnz( S"/: J} } (74)

for particle-wall interactions (Eqn. 7.5).
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F =1, 7 lxpl A-S"+B |+C) (7.5)

cap,pw

The functions f,, f,, f;, f,, A, B and C are fit functions in the variables ¢ and V* and can be

1.46 1'43

found in the work of Willet et al.” and Mikami et a ¥, is the surface tension and r,,is the

harmonic mean sphere radius:

L;.(gi} (76)

h, 2

In our case, r,, is equal to the particle radius, as we have mono-disperse particles.
Furthermore, S* is the dimensionless half distance, i.e., the half distance between the two
particle surfaces for particle-particle interactions and the distance between the wall and the
particle surface for particle-wall interactions. The reference length is the harmonic mean

sphere radius r,,. Then $* can be calculated from the dimensional distances S:

S =— (7.7)

To make the liquid volume per capillary bridge, V, dimensionless, we introduce V* as the

dimensionless liquid volume per capillary bridge:

v (7.8)

Using this approach, we only account for static forces resulting from the liquid bridges.
Dynamic forces due to lubrication effects are neglected. This is an appropriate assumption,
since the Capillary number, i.e., the ratio of viscous forces in the liquid film and capillary

forces, is sufficiently small in typical applications.

Ca="1"¢ (7.9)

Here M is the dynamic viscosity of the liquid phase, U, is a characteristic velocity and J, is the
sutface tension. For example, assuming a characteristic velocity of 1 m/s, for the case of
bladed mixers, a dynamic viscosity of 1 = 107 Pas and ¥, = 710? N/m (typical for water),

one obtains Ca = 0.014. This, in analogy to the arguments by Mikami et al. ®, justifies the use

of static liquid-bridge forces only.
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The liquid-bridge force models require as input parameters the size of the particles, the
contact angle, the separation distance of the surfaces, the surface tension and the volume of
the liquid bridge. While all other parameters are known or can be easily calculated, the liquid
volume between the surfaces cannot be computed directly and has to be based on
assumptions of liquid distribution in the particle bed. In our work we assume the liquid is
evenly distribution over the powder bed and consequently assign a fixed liquid volume to each
capillary bridge. Follow-up studies will model non-uniform liquid distribution in addition to

the granular flow.

Finally, a rupture distance has to be introduced in the simulation that marks the breakage of
the liquid bridge and consequently the termination of the capillary force. In this work we

adopt the result of Lian et al.,” reporting that the rupture half-distance S, s proportional to

the cube root of the liquid volume V, and the contact angle ¢.

2-Smp:(1+§j-§/ﬁ (7.10)

Note, for particle-wall collisions, 25, is the critical particle-wall distance for rupture. The

P
implementation of the liquid bridge model has been tested and the results are shown in

Appendix D.

7.2.3 Simulation Input Parameters

Glass beads with a size of 3 mm and 1 mm were considered with the physical properties
detailed in Table 7.1. The patticle density is 2,500 kg/m? and the bladed mixer was filled with
glass beads such that the upper edge of the blade was still fully covered with particles.
Therefore, approximately 7,200 particles were placed in the mixer. The normal and tangential
stiffness coefficients k, and k, respectively were set to 1.0510° N/m to reduce computational
time. This value resulted in maximal particle overlaps that were under 5%. Consequently the
influence on the simulation results was minimal, which is also well documented in literature
(see for example Stewart et al."). The damping coefficients in normal and tangential direction
were set such that a predefined coefficient of restitution (COR) was obtained. The simulations
have been conducted in triplicate with COR values equal to 0.7, 0.8 and 0.98. The sliding and

the rolling friction coefficients were taken as 0.5 and 0.01 respectively.

All simulations involving wet particles were conducted for a dimensionless liquid volume V*

of 0.01 for each capillary bridge. For an average amount of 6 capillary bridges per particle
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(supported by experiments by Fournier et al.”’) this corresponds to a liquid content of (.72
Vol% or 0.29 w%. Note, that this liquid content is only an approximate value, since we have
kept the volume of liquid in each liquid bridge constant. As the number of contacts between
particles and particles and the wall changes during the simulation, the total liquid will also

change during the simulation.

The contact angle ¢ was taken to be zero. In order to mimic capillary forces between particles
with a diameter of 0.5 mm (i.e., in agreement with the experiments of Lekhal et al.”), we
adjusted the surface tension in the simulation. The scaling of the surface tension was based on

a constant Bond number, i.e., constant ratio between body and surface tension forces,

Bo=Pr8dr (7.11)
7
Parameter Symbol Value
Particle density Op 2,500 kg/m?
Normal stiffness k. 1.0510° N/m
Tangential stiffness k, 1.0510° N/m
Coefficient of restitution COR 0.98, 0.8, 0.7
Sliding friction coefficient u 0.5
Rolling friction coefficient W, 0.01
Particle diameter d 3 mm (1 mm)
Dimensionless liquid volume V* 0.01
Contact angle ) 0°
Particle diameter for capillary forces dp capi 0.5 mm
Surface tension 7, 0.073 N/m
Bond number” Bo 0.084

Table 7.1: Simulation input parameters.

b Based on dp capill.
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The resulting Bond number in our simulations is 0.084. Some authors (e.g., McCarthy™) use a
so called “granular” Bond number Bo,, that is proportional to the inverse of the Bond number

used in this work:

37
Bo, =2-(dp/2)2pp-g-' (7.12)
A Bo, > 10 characterizes an already strongly cohesive wet granular matter with a static heap
angle of > 70°.° Our simulations correspond to a granular Bond number of Bo, = 71
indicating very strong cohesive forces between the particles in the simulation. The schematic
representation of the bladed mixer geometry is shown in Figure 7.2 and the dimensions are
listed in Table 7.2. The geometry is similar to that used in the experimental work of Lekhal et

al’

@ SD

@HD

HH

@BD

Figure 7.2: Schematic representation of the bladed mixer (left and middle) and mixer with particles
(right, shown is the particle distribution after 1.25 impeller revolutions).

Parameter Symbol Value
Blade width BW 25 mm
Blade diameter BD 95 mm
Blade angle BA 45°
Hub diameter HD 22 mm
Hub height HH 20 mm
Shaft diameter SD 12 mm
Stator diameter DS 100 mm

Table 7.2: Geometric parameters of the bladed mixer.



7.3 Results 199

7.3 Resulis

7.3.1 Granular Flow in a Bladed Mixer

i)  Results for Dry Particles

In this section we compare our simulation results with data obtained via particle image
velocimetry (PIV) by Conway et al.” Similar experimental results have been presented by
Lekhal et al.” and are in qualitative agreement with the experimental data of Conway et al.”
Since their experimental data were obtained from 2D images of the powder surface, in our
simulation we analyzed the velocity field only of the uppermost particles. Similar to Conway et

al.,” we report the time evolution of the circumferential and radial velocity at a fixed point on

b
the powder bed’s surface. This point is located at a radial distance of 0.030 m from the stirrer
axis, i.e., the half distance between rotor and wall. In the experiments of Conway et al.® the

blade pitch was obtuse, i.c., same as in all our simulations.

The particles used by Conway et al.® were significantly smaller than in our simulations
(approximately 400 um in the experiment versus 3 mm particles in the simulation). However,
with current computational capabilities it is too time consuming to simulate the approximately
4 million particles present in the experiment of Conway et al.® Furthermore, it was shown that
particle size in cohesionless flows has little effect on the principal flow pattern in a bladed

: 19
mixer.

In Figure 7.3 we show the time evolution of the absolute instantaneous velocity at the top of

the powder bed at a fixed point (half distance between rotor and wall). In Figure 7.3 V, and

circ
V, are the velocities in circumferential and radial direction, respectively. The velocities have
been normalized with the tip-speed of the impeller and the time has been multiplied with the
impeller rotational speed to obtain dimensionless quantities. The sampling interval for probing
the velocity was chosen identical to the characteristic time for the particle motion defined as t,
=d,/V

Here d, is the particle diameter and V, is the tip speed of the impeller. In our

dp* tip
simulations the highest tip speed was equal to 0.298 m/s and the particle diameter was 3 mm,
L.e., we have chosen a sampling frequency of 0.01 s. Sampling at a 5-times higher frequency
revealed additional high-frequency oscillations of the velocity field (refer to the insert in Figure
7.3). However, in general the main features of the flow are well represented with the lower

sampling frequency of 0.01 s.
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Figure 7.3: Simulated velocity profiles in time for dry particles (60 rpm, the insert was obtained using a
5-times higher sampling frequency).
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Figure 7.4: Experimental results for velocity profiles in time for dry particles (60 rpm, top: 4 mm glass
spheres, bottom: 0.5 mm glass spheres).

The results presented in Figure 7.3 show the same qualitative features as the results of Conway

et al.’ First, a slow periodic oscillation of the circumferential velocity can be observed. This is

due to the passage of the blade, and the frequency perfectly corresponds to the rotational
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speed of the stirrer. Experimental results obtained by us also confirm this finding and are
presented in Figure 7.4 for two different particle sizes. In order to resemble the situation in
the simulation most accurately, we used glass beads for our experiments. Equipment and
analysis method were similar to the one used by Conway et al.® While in the experiments also
zero (and sometimes even negative) velocities are observed for the small particles, the

simulations, as well as the experiments with larger particles do not reveal such features.

Also, fast oscillations of the circumferential and the radial velocity component with a lower
amplitude have been observed by Conway et al.® This can be also seen in our experimental
data for large particles (and to a lesser extent in the experiments with small particles). It is also
predicted by our simulations. Our simulations indicate maximal particle velocities similar to
the tip speed. This is in good agreement with our experimental data. A more detailed
experimental investigation of the size effect on the flow in a bladed mixer is presented in

Chapter 8.

ii) Results for Wet Particles

15 152 154 156 158 16
rev

Figure 7.5: Simulated velocity profiles in time for wet particles.

For a wet powder bed we compare our simulations with the experimental results of Lekhal et
al.” These experiments are similar to those for the dry particles and have been conducted at
varying moisture contents between 0 w% and 4 w%. Our results for the circumferential and
radial velocity profile at a fixed point on the powder surface is shown in Figure 7.5 for a

moisture content of 0.29 w%. Again, simulations and the experiments by Lekhal et al.” show a
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slow periodic oscillation of the circumferential velocity, as well as a high-frequency oscillation
that is superimposed. In the radial direction the experiments show somewhat higher
oscillation amplitudes compared to the flow with dry particles (refer to Figure 7.3) and also
our simulations show this tendency. However, the simulation still shows some discrepancies

due to the significantly smaller particles that were present in the experiment.

iii) Comparing Wet and Dry Granular Flow

Principal differences in wet and dry powder flows are highlighted in Figure 7.6 and Figure 7.7.
In Figure 7.6 the blue dots mark the center of a particle and the red lines are cross sections of

the blades.

Figure 7.6: Distribution of particles and instantaneous velocity for wet (top) and dry (bottom) particles

(t = 0.025 m).
z[m]
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Figure 7.7: Surface contour for wet (left) and dry (right) particles.
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The view shows a cylindrical cross section of the powder bed, where the horizontal axis
depicts the circumferential direction and the vertical axis corresponds to the z-direction. As
can be seen, the major feature of wet granular flow is that heaps form at the upper blade tip,
which leads to a significant higher “roughness” of the powder bed surface. To illustrate the
flow field, we have included the instantaneous velocity vectors relative to the impeller motion
in Figure 7.6. Cleatly, particles move over the tip, fall down and then move towards the blade
such that they are finally located under the blade. This is the case for both wet and dry
particles. However, this effect is much more pronounced in the wet case. To stress once more
the difference between wet and dry powder flow, we show a three-dimensional representation
of the powder surface in Figure 7.7. Clearly, the increased roughness is significant and has

been also observed by Lekhal et al.” in their experiments.

7.3.2 Details of the Granular Flow and Velocity Fluctuations

Velocity fluctuations are an important quantity as diffusive particle mixing is related to the
fluctuating velocity profile in the powder bed. Velocity fluctuations, as well as time- and
locally-averaged velocities, have to be analyzed on an Eulerian grid. In order to get velocity
information on an Eulerian grid (in contrast to the Lagrangian grid defined by individual
particles), the locally-averaged velocity in an arbitrary grid cell has to be calculated. This is
done by using the surrounding particle information and the function griddata in Matlab®.

Thus, we fit the particle velocity information with a continuous function on the Eulerian grid,

in order to ensure that a meaningful locally-averaged velocity u is calculated even when

av,i,j

there are only a few (or even no) particles in the volume characterized by the indices 1 and j. A

similar calculation is done for the blade-relative velocity u Please note that for most of

av,rel *
the analysis in this work, only blade-relative velocities in a blade-fixed coordinate system have

been used. Details for the calculation of these velocities are provided in Appendix E.

The time-averaged velocity fluctuation #° is then computed from the locally-averaged

— —

(instantaneous) relative velocity u,, ,, and its time-averaged value u,, ,, according to:

av,re av,re

- 1 - =
uiz,j :V'Z(uav,rel,i,j _uav,rel,i,j)z' ( 7.13 )
t
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Here, N, denotes the total number of time steps analyzed. Clearly, the velocity fluctuation i°

is a three-dimensional vector that characterizes velocity fluctuations in each spatial coordinate.
In order to obtain a scalar value that quantifies velocity fluctuations, we define a mean velocity
fluctuation as:
2 2 2
> (”t j vt Wt,j)

U, = _ (7.14)

Here, the overbars indicate time-averaged quantities, and u, v and w refer to the components
of the velocity fluctuations as per Eqn. 7.13 on a Cartesian grid. Time averaging has been
performed over at least 200 time samples and was started after several full revolutions of the

impeller to avoid transient effects influencing our results.

The mean velocity fluctuation U~ can be seen as a metric for diffusive mixing from a

mesoscopic perspective, as it is calculated from the locally-averaged velocity of an assembly of
particles. This quantity cannot, however, reflect the (possibly uncoordinated) motion of
individual particles from a microscopic, i.e., particle perspective (see below in the section on

“Mean Squared Velocity Fluctuations vs. Granular Temperature”).

To identify the main direction of the velocity fluctuations, we have also analyzed the

individual radial, circumferential and axial velocity fluctuations ug,, u,q and u,, respectively.

circy
This was done by a simple transformation of the coordinate system. In order to compare the
fluctuation levels at different stirrer speeds, the calculated mean and fluctuating quantities

have been normalized by the tip speed and the tip speed squared, respectively.

i)  Results for the Mean and Fluctuating Quantities

The most important features of the mean velocity field in wet and dry granular flows are
presented in Figure 7.8. Here we show 2D cross sectional views normal to the mixer axis for
two different heights (top: 1 mm, bottom: 15 mm). The velocity field again is relative to the
impeller motion. As can be seen in Figure 7.8, the particles move in opposite direction to the
impeller motion over the blades. The shape of the silhouette of the blade is indicated as a solid
black line whereas the intersection of the blade and the 2D cross section is shown as dashed
white line. Comparing the cross sections at an elevation of 1 mm, i.e., directly at the bottom of
the mixer, we see that the mean velocity is significantly higher for the wet particles. We

hypothesize that this is due to the increased normal forces stemming from the capillary forces
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and consequently higher normal friction forces. However, the flow pattern is basically the

same.
h =0.001 m
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Figure 7.8: Instantaneous and mean velocity field for wet (left) and dry (right) granular matter (60 rpm,
the velocity has been normalized with the tip speed).

The effect of the higher blade relative velocity is even more pronounced in the cross section at
an elevation of 15 mm. Clearly, for wet particles the interaction forces between particles and
stator lead to significantly higher blade relative velocities. This also leads to a significant
change in flow pattern, such that the recirculation behind the blade is more pronounced for
the wet particles compared to dry particles. From this, also an impact on the mixing might be

expected, which is analyzed in detail in the following two sections.

In Figure 7.9 we analyze the mean velocity fluctuation U? in 2D cross sections normal to the
mixer axis for wet and dry powder beds at 60 rpm. The cross section at a height of 15 mm
above the bottom of the mixer has been selected. The contours of the blades are indicated
with solid black lines. The intersection of the blade with the 2D cross section is again marked
with a dashed white line. Particle data considered to generate the velocity fields for these cross
sections were picked in slices that were 1.2d

sariicle thick. As can be seen from Figure 7.9, zones

with a high fluctuation level are localized behind the blade and near the wall. As expected, the
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contour plot of the mean velocity fluctuation is nearly symmetric with respect to the four
blades. By comparing the mean velocity fluctuation for dry and wet particles (refer to Figure
7.9), we see that for the dry particle bed the mean velocity fluctuations are significantly smaller
than for the wet particles. The higher mean velocity fluctuation calculated for wet particles
reflects an increased large-scale fluctuation of the powder bed’s (i.e., particle mean) velocity.
Cleatly, our simulations show that it is possible to enhance large-scale velocity fluctuations in
bladed mixers by adding a defined amount of moisture. This behavior is similar to trends that
have been theoretically predicted by Li and McCarthy,” i.c., improved mixing in wet powder
beds. Note, that this does not automatically mean that velocity fluctuations on the particle
level (i.e., the variance of particle velocities) are also increased by liquid bridges. One may even
expect the contrary on the particle level, i.e., the inhibition of velocity differences on the small

scale. This is illustrated in the following paragraphs.

h=0.015m
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Figure 7.9: Comparison of the mean velocity fluctuations between wet (left) and dry (right) granular
matter (60 rpm, velocity fluctuations have been normalized with the tip speed squared).

The analysis of the velocity fluctuation directions is shown in Figure 7.10. In this figure, we
have calculated the mean squared velocity fluctuations in circumferential, radial and z-
direction separately and normalized them with the squared tip speed. As before, the mean
velocity fluctuation is significantly lower for the dry powder bed compared to the wet powder.
Clearly, the major contribution to the mean velocity fluctuation stems from the fluctuations in
the z-direction. This is due to the fact that particles are falling down behind the blade and then
move in circumferential and radial direction in a chaotic manner. Since the falling distance for
the wet powder bed is higher due to increased heap formation, also the mean kinetic energy of
the particles is increased. Obviously this leads to higher velocity fluctuations. Clearly, the mean

velocity fluctuations in the radial direction are weakest, as can be seen from a comparison of
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Figure 7.11a-c. However, this might have been expected because the major direction of
particle motion is in the circumferential (motion of the impeller) and axial direction (particles

falling from the heaps).
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Figure 7.10: Comparison of velocity fluctuations in (a) citcumferential, (b) radial and (c) axial direction
for wet (top) and dry (bottom) granular matter (60 rpm, velocity fluctuations have been normalized with
the tip speed squared).

To compare the mean velocity fluctuation for different powder bed properties and stirrer
speeds, we calculated the average values over the circumferential direction and over the full
bed height and plotted them as a function of the radial distance. The results of this plot for a
dry and wet powder bed are shown in Figure 7.11 as a function of the radial distance. The
velocity fluctuations have been normalized with the tip speed squared in this figure as before.

We observe similarly high normalized velocity fluctuations in Figure 7.11 for different stirrer
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speeds. Hence, we argue that our normalization with the square of the tip speed is correct to a

first approximation.
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Figure 7.11: Comparison of averaged mean velocity fluctuations vs. radial distance for different stirrer
speeds for wet (top) and dry (bottom) granular matter (averaging has been performed over the
circumferential and axial direction, velocity fluctuations have been normalized with the tip speed

squared).

As can be seen, the velocity fluctuations in different directions, as well as the mean velocity

fluctuation are significantly higher for wet granular matter. This effect is more pronounced for

lower stirrer speeds resulting in an approximately threefold higher normalized mean velocity

fluctuation at 30 rpm for wet granular matter. Another interesting observation is that with

decreasing stirrer speed the normalized mean velocity fluctuation, as well as the normalized

squared velocity fluctuations increase. This effect is weak for dry granular matter, where the

dimensional mean velocity fluctuation and squared velocity fluctuations roughly scale with the

square of the tip speed. However, this is definitely not true for the wet particle bed, where the

dimensional mean velocity fluctuation is only 29 % lower for 30 rpm compared to the case of

60 rpm (linear scaling with the square of the tip speed would mean a 75 % lower value). We
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hypothesize that this effect is due to heap formation: in wet granular flow, the height of the
heap does not depend on the stirrer speed and consequently the kinetic energy of the particles
falling down from the heap is also invariant. Consequently, the velocity fluctuations are similar
and identical velocity fluctuations in the z-direction are expected. This speculation is
supported by the fact, that the dimensional z-velocity fluctuation for 30 rpm is only 14 %

lower than the one for 60 rpm.

Furthermore, we observe anisotropic mean velocity fluctuations in all cases. However, this
effect is most pronounced for the lower stirrer speed and wet granular matter. This may be
explained by the fact that in a wet granular flow the mean velocity fluctuation is mainly driven
by the kinetic energy of the falling particles. Thus, especially the mean velocity fluctuations in
z-direction can be expected to be higher for wet particles compared to a dry granular matter.
The mean velocity fluctuations in circumferential and radial direction are only moderately
affected by liquid bridge forces. This is thought to cause an increased anisotropy of the mean

velocity fluctuations in wet granular matter.

Looking at the shape of the curves in Figure 7.11, we observe a local maximum near the wall
for all cases. An almost linear increase of all quantities except for the case of low stirrer speed
and wet particles is noticed. In the latter case the nonlinearity in the radial direction seems
most pronounced and a relatively shallow behavior near the local maximum is observed. This
can be explained by the more complex behavior of wet granular masses, i.e., the fact that
liquid-bridge forces break under a certain normal force and are sustained below a critical value.
Hence, near the axis of the stirrer the particle bed rotates with the stirrer and velocity
fluctuations are small because particles do not move over the blade. However, at a certain
radial distance the force acting on the liquid bridges are overcome. As a consequence, particles

do move over the blade resulting in a strong increase of velocity fluctuations.

Finally, we see that the velocity fluctuation in the circumferential direction resembles the mean
velocity fluctuation, whereas the fluctuation in the z-direction is always higher and in the radial
direction always lower. Hence, for these cases we conclude that a proper estimate of the mean
velocity fluctuations can be gained by measurements of the squared velocity fluctuation in the
circumferential direction, i.e., from 2D measurements at the top of the powder bed. However,
such 2D measurements cannot predict velocity fluctuations inside the powder bed. The
distribution of the mean velocity fluctuations over the bed height is shown in Figure 7.13 and

discussed in the corresponding paragraph.
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Figure 7.12: Comparison of averaged mean velocity fluctuations (left) and averaged z-velocity
fluctuations (right) vs. radial distance for different stirrer speeds for wet particles (velocity fluctuations
have been normalized with the tip speed squared).

To investigate the effect of the stirrer speed on the anisotropy of velocity fluctuations for wet
granular flow in more detail, we conducted additional simulations at 10 rpm. In Figure 7.12 we
compare the flow for three different stirrer speeds and illustrate the effect on the mean and on
the z-velocity fluctuations. Cleatly, the maximum of the mean velocity fluctuations becomes
more pronounced for lower stirring speeds. One would expect that at lower stirrer speeds
velocity fluctuations also decrease in the mixer. The normalized velocity fluctuations shown in
Figure 7.12 would be similar for different stirrer speeds, if the fluctuations are only induced by
the speed of the blades. The differences in the normalized velocity fluctuations found in our

work are likely due to velocity fluctuations associated with particles falling from heaps.
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Figure 7.13: Mean velocity field (a) and mean velocity fluctuations (b) for wet (top) and dry (bottom)

granular matter (60 rpm, r = 0.03 m, mean velocities and velocity fluctuations have been normalized
with the tip speed and the tip speed squared, respectively).

To illustrate the flow pattern and mixing in the bladed mixer, the mean velocity distribution

and the mean velocity fluctuations are plotted in a cylindrical cross section parallel to the
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stirrer axis (Figure 7.13). The mean velocity relative to the stirrer is significantly higher for the
wet material compared to the dry material. This may be again attributed to heap formation,

L.e., due to the higher falling distance of the wet particles.

Also, the magnitude and spatial distribution of the mean velocity fluctuations (see Figure
7.13b) is different for wet and dry granular matter. Whereas for the wet material the mean
velocity fluctuations are significantly higher and more localized (see Figure 7.13b top), for the
dry particles we observe small and more homogenous mean velocity fluctuations over the
height of the mixer. This again illustrates nicely the characteristics of wet granular flow,
namely the generation of strong mean velocity fluctuations via falling of particles from the
heap. At the same time the particle fluctuation is inhibited in radial and circumferential
direction due to capillary forces leading to a strongly anisotropic distribution of velocity
fluctuations. In contrast, for dry particles the mean velocity fluctuations are more isotropic
due to lower interaction forces between particles. Obviously, this is caused by the effect
illustrated in the previous section on the mean velocity fluctuations: due to the capillary forces
the particles stick together near the stirrer axis and cannot be separated from each other as the

dynamic forces acting on them are below a critical threshold.

Figure 7.14: Schematic representation of mean velocity and fluctuating velocity field for wet granular
flow.
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To illustrate the details of wet granular flow in the bladed mixer, we have included a schematic
representation of the mean velocity field and the mean fluctuating velocities in Figure 7.14.
The relative flow direction of the particles over the blade is indicated on the left-hand-side
blade of this figure. The flow direction at the lower blade edge (near the bottom of the mixer)
is directed outside (see also Figure 7.8, top left). As the particles move over the blade, they
change their velocity direction such that they move radially inward when they arrive at the top
blade edge. Then, the particles drop down from the upper blade edge (right-hand-side blade of
Figure 7.14). This results in a strong velocity fluctuation in the axial direction (u,), weaker
velocity fluctuations in circumferential direction (u,,) and small velocity fluctuations in the

radial direction (u,,,).

ii) Shear Rate Distribution

Next we concentrated on the shear rate distribution in wet and dry granular flow. Therefore,
we have calculated the velocity gradient in the x- and y-direction from a horizontal cross

section and evaluated the shear rate in this plane, which is defined as:

N D) . N
. U’ v’ U™ 9V
7= 2 | 42 | | e 7.15
’ \/(aX*J+ (ay*j+(ay*+a’C*J ( :

In Eqn. 7.15 U* and V* refer to the mean velocities normalized with the tip speed, and x* and

y* are the coordinates normalized with the mixer diameter.
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Figure 7.15: Normalized shear rate distribution in a wet (left) and dry (right) powder bed (60 rpm).

The calculated shear rate in Eqn. 7.15 is based on a continuum description of the granular
bed. The shear rate is the second invariant (i.e., the “magnitude”) of the symmetric part of the
velocity gradient tensor” and reduces to Eqn. 7.15 in the case of a plane flow, ie., the

horizontal cross section we are interested in. The results of this analysis are shown in Figure



7.3 Results 213

7.15, which shows that in wet granular flow (Figure 7.15, left), the shear rate is much more
diffuse. It is again argued, that this is due to the capillary forces that affect the mean flow field
(as can be seen from Figure 7.8, the mean blade-relative velocity is higher for wet particles)
and consequently also the shear rate. Instead, in dry granular flow (Figure 7.15, right) the shear

rate is localized - especially in front of the blade - and very small.

7.3.3 Mean Squared Velocity Fluctuations vs. Granular Temperature

In the sections above the mean velocity fluctuations have been used to analyze the diffusive
mixing process in the system. However, we also want to introduce a metric used in many

other studies, i.e., the granular temperature. In order to compute the granular temperature,

—_—

first the variance s> of the velocity in each spatial direction is taken as a metric for particle

velocity fluctuations. It is calculated from the locally-averaged blade-relative velocity u

av,rel
and the blade-relative particle velocity V,g., in the blade-fixed coordinate system (see

Appendix E on how the blade-relative velocities in the blade-fixed coordinate system have

been calculated):

_ 1
2 _ X — _ —
S = E ,(”av,rel,i,j VP,Rel,i,j)2 (7.16)
N. . rem,

L]

Here, N;; and p;; denote the total number of patticles, as well as the list of particles in the grid

—

cell, respectively. The variance s°;; characterizes the degree of uncoordinated particle motion

in a certain grid cell at a certain point in time. Similarly to the mean velocity fluctuation, we

define a scalar quantity $* that quantifies the mean level of (time-averaged) particle velocity

fluctuations:
» (=2 2 2
Sii= (Sx,i,j TSy +sz,,-,j)/3, (7.17)

2 2 2
Note that Sxij, Svij and Szij denote the Cartesian components of the time-averaged

particle velocity fluctuations as per Eqn. 7.16. The quantity defined in Eqn. 7.17 is often called

“granular temperature” in literature” and can be used to quantify diffusive mixing.**

Figure 7.16a illustrates the local averaging process for obtaining locally averaged velocity
information on the Eulerian grid. Figure 7.16b highlights the different metrics. The granular

temperature S? is the time-average of the variance of the particle velocity. Thus, if particles
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move coordinated, i.e., by formation of agglomerates, the local variance goes to zero, as well
as the granular temperature, even if the velocity of the agglomerate is fluctuating. In our study
“agglomerate” refers to a particle ensemble in which particles stick together and are weakly
held together by capillary forces. In contrast, the mean velocity fluctuations are a time-average
of velocity fluctuations with respect to the average velocity in a grid cell. Thus, the mean
velocity fluctuation will not go to zero in case of a fluctuating agglomerate. Consequently,

these two metrics can be used to analyze the effect of cohesion on the formation of

agglomerates.
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Figure 7.16: (a) Sketch of the averaging process and (b) time profiles of the locally-averaged and time-
averaged quantities (vertical lines indicate the norm of a vector, horizontal lines indicate time-averaged
quantities; the spatial indices i and j have been omitted for clarity).

In contrast to the mean velocity fluctuations, the granular temperature is strongly grid-size
dependent (with “grid” we here refer to the Eulerian grid). This is because the granular
temperature is calculated from the variance of particle velocities in a certain grid cell. When
the grid cell gets smaller, also the number of particles in this cell decreases until we have a

situation with only one particle left. Then, the granular temperature becomes zero, because the

—

locally-averaged velocity i, ,,, is equal to the particle velocity V, ., . If we, however, increase

the size of the grid cell (e.g., to cover the complete particle bed), the granular temperature
would be at a maximum. This is because we would have a locally-averaged velocity very close
to zero and the differences of the particle velocities to this small locally-averaged velocity
would be at a maximum. In contrast, the mean velocity fluctuations do not depend strongly
on the grid size, because we use locally-averaged particle velocities. Thus, if we decrease the
size of the grid cells, we still obtain a good estimate of the locally-averaged particle velocity as

we take into account surrounding particle information when using the ,griddata’ function in



7.3 Results 215

Matlab®. If we increase the grid cells size, however, we reduce the spatial resolution of our
analysis, 1.e., we obtain a more smeared-out result. Hence, when performing an analysis of the
mean velocity fluctuations, a fine grid with a size in the order of the diameter of the particles

should be used. This yields grid-independent mean and fluctuating quantities as shown in the

next paragraph.
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Figure 7.17: Comparison of the mean particle velocity fluctuation S$? (left) and the mean velocity
fluctuation U? (right) obtained with two different grids (dry particles, 60 rpm, velocity fluctuations have
been normalized with the tip speed squared, d, = 3 mm).

The differences between the mean particle velocity fluctuation S* and the mean velocity
fluctuation U? are shown in Figure 7.17. For this analysis we have used the simulation results
with 3 mm particles. To highlight the effect of the size of the grid cells, we have used two
grids (20x20 grid elements for the coarse grid, as well as 40x40 grid elements for the fine grid).
The 20x20 grid translates into a spacing of 5 mm, ie., 1.67-times the particle diameter,
whereas the 40x40 grid has a grid spacing of only 0.83-times the particle diameter. As can be
seen, both grids give very similar results for the mean velocity fluctuation U? (see Figure 7.17
right). This is because when calculating U? we use already locally-averaged information, which
is rather grid insensitive. However, differences in the mean particle velocity fluctuation S* are

clearly visible between the two grid levels (see Figure 7.17 left). The differences are due to the
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fact, that on the finer grid the particles are already bigger than the grid spacing. Hence, not
every grid element holds a particle, and the calculation of the variance of the particle velocities
in elements holding no particle is impossible. This leads to a drastically lower level of mean
particle velocities (see Figure 7.17 left). Thus, care has to be taken when calculating the mean
particle velocity fluctuation S?, and the dependency of the results with respect to the grid size

should be checked.

Interestingly, both quantities, i.e., U > and $2, show similar quantitative features with respect
to their spatial distribution. Thus, these quantities seem to be connected and one can expect a

local maximum of 8% in case U~ is large in this area and vice versa, except for the formation

of agglomerates, as shown in the next section.

7.3.4 Influence of the Particle Size
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Figure 7.18: Influence of moisture content on the mean velocity for small particles (d,=1 mm)

Particle size has an important impact on particle dynamics simulations for two reasons: (1) the
particle size may impact the mean and especially the fluctuating flow pattern, and (ii) smaller
particles strongly increase simulation time. In order to quantify the first effect, we have
performed simulations with a particle diameter of 1 mm. For the wet simulations, we have

scaled the surface tension in order to keep the Bond number constant.

The results for the time-averaged blade-relative flow field are shown in Figure 7.18 for a
particle diameter of 1 mm for wet and dry particles. Most obviously, there are differences in
the flow fields near the wall: due to capillary forces the small particles have a significantly

higher blade-relative velocity in this region. Dry particles do not stick to the wall; hence, they
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can move over the blade more easily, leading to lower blade-relative velocities. In contrast to
the wall-near region, the wet particle’s blade-relative velocity goes to zero away from the wall,
while dry particles show a significant time-averaged motion. This is due to the association of

the particles with the blades caused by increased sticking to the stirrer.

The most pronounced effect of particle size seems to exist for wet particles (see the results for
d,= 3 mm and d,= 1 mm in Figure 7.18 right). We therefore conclude that selecting a small
enough particle diameter for simulations involving cohesive particles is critical even for

predicting time-averaged flow fields.
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Figure 7.19: Influence of particle size on the mean velocity fluctuations U?for dry and wet granular
matter (60 rpm, velocity fluctuations have been normalized with the tip speed squared).

Figure 7.19 and Figure 7.20 depict the impact of particle size on the mean velocity fluctuations
(Figure 7.19) and the granular temperature (Figure 7.20). Clearly, mean velocity fluctuations
U? (Figure 7.19) also depend on particle size to some extent. However, the mean velocity
fluctuations increase with moisture content for both particle sizes. Hence, mean velocity

fluctuation levels increase when particles are wet, no matter what size the particles are. Also,

we observe that for the small wet particles the velocity fluctuations are less localized behind
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the blade but are also present between the impeller blades. This also reflects the change in

flow pattern that was already visible in the time-averaged velocity fields.
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Figure 7.20: Influence of particle size on the granular temperature S? for dry and wet granular matter (60
rpm, coarse particles: grid 20x20, fine particles: grid 60x60, velocity fluctuations have been normalized
with the tip speed squared).

The source of this higher fluctuation velocity is probably caused by the formation of
agglomerates between the blades. For example, such agglomerates have been observed in
bladed mixers by Lekhal et.” (refer to their Figure 6). Based on a visual inspection of the
simulation results we assume that these agglomerates are pushed by the impeller. We
hypothesize that these agglomerates break down from time-to-time, leading to relatively large
velocity fluctuations. Further work focusing on the formation and breakage of agglomerates is
needed to verify this. In summary, the trends of the mean velocity fluctuation with the

moisture content are consistent for both particle sizes.

A similar increase in granular temperature S? is observed for the large particles in Figure 7.20,
as fluctuations are increased by the presence of moisture. We speculate that in the case of
these larger particles wall effects, and the formation of stronger force chains due to the

capillary forces (similar to increasing friction coefficients), play a dominant role, leading to the
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transfer of more energy into the granular flow. In this figure we have displayed the results for
the large particles on the coarse grid, i.e., the 20x20 grid and for the fine particles on a 60x60
grid. This is to keep the ratio of grid spacing and particle size constant as the mean particle

velocity fluctuations depend on this ratio.

The interesting finding is, that for the smaller particles with d, = 1 mm, the fluctuation level
decreases with increasing moisture content. This clearly indicates agglomerate formation in the
case of smaller particles, i.e., particles moving with an identical velocity in the particle bed.
Hence, agglomerate formation in wet granular matter is confirmed by this analysis. Only in the
small gap between the rotor and the stator, particle velocity fluctuations slightly increase in the
case of wet particles. This is because capillary bridges force particles to stick to the surface of
the impeller and the cylindrical wall. This leads to higher differences in the velocity of

individual particles in this region, i.e., a higher value for S2.

In summary, we have shown that for smaller particles the two metrics, i.e., the mean velocity
fluctuations and the granular temperature show opposing trends. This is due to the formation
of agglomerates. Thus, a suitable metric has to be chosen for analyzing the effects of interest.
However, more work is needed to fully elucidate the impact of stirrer and mixer geometry and

other variables on these effects.
7.3.5 Influence of the Coefficient of Restitution

We have investigated the effect of the coefficient of normal restitution (COR,) on the
simulation results. Specifically, we compared the velocity profiles, as well as the radial
distribution of the mean velocity fluctuation for COR = 0.98 and COR, = 0.7. The results for
a stirrer speed of 30 rpm and dry particles are shown in Figure 7.21. As can be seen, a smaller
COR,, i.e., more damping during the particle contacts, leads to lower velocity fluctuations (-
13% of the peak mean velocity fluctuations). Similar observations have been made for higher
stirrer speeds and wet particles, where the reduction in mean velocity fluctuations is slightly
more significant (-24% and -19% respectively). However, the qualitative behavior for different
COR, is very similar and we hence have performed the subsequent analysis with the results

for COR, = 0.98 only.
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Figure 7.21: Influence of the coefficient of normal restitution on velocity profiles and distribution of the
mean velocity fluctuations (30 rpm, dry particles, a: COR, = 0.98, b: COR,, = 0.7, velocity fluctuations
have been normalized with the tip speed squared).

7.3.6 Quantification of Mixing Mechanisms from Particle Distribution

Mechanisms of solids mixing were first introduced by Lacey."" He proposed three mixing
regimes, similar to fluid mixing: Convective, diffusive and shear mixing. In the convective
mixing regime, mixing occurs due to the transfer of large groups of particles. Diffusive mixing
is governed by the small-scale random movement of individual particles. The third
mechanism, shear mixing, is caused by the relative movement of a region of particles due to
external shearing or convection. Mixing due to shear and convection cannot be distinguished
in dense granular systems'” and are referred to in this work as convective-shear mixing. Ottino
and Khakhar® provided a comprehensive review on mixing and segregation of powders.
Among different segregation mechanisms, size and density segregation has been addressed by
most researchers (e.g., Kuo et al.’ or Conway et al.®). Also, the influences of cohesion”” and

shape® have been investigated.

With respect to the mixing mechanisms, diffusive mixing occurs in analogy to molecular

diffusion in fluids: it is caused by the random movements of individual particles, i.e., it occurs
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at the micro scale. The major difference between fluids and granular systems is, that in the
former diffusion happens spontaneously,” while in granular systems the particles must be
energized, e.g., by means of agitation. In contrast, convective mixing is caused by the motion

of larger particle groups on the macroscopic level.

To quantify the influence of the individual mixing mechanisms, two principal possibilities
exist: (i) direct observation of the movement of the particles and (ii) analyzing the time

evolution of the spatial distribution of one component in the mixture.

i)  Analysis of Particle Movement

In case data of the movement of particles are directly available, diffusive mixing can be
quantified directly by analyzing velocity fluctuations or diffusive displacements. In the former

method the concept of granular temperature is introduced in which the kinetic energy of the

particles is interpreted as temperature T, = <ﬁﬂw U ﬂuct>/ 3 (see for example Rosato et al.*).

The brackets in this definition refer to the temporal average of the fluctuating velocity vector

U gues - U e can be calculated locally from the instantaneous patticle velocities and the mean

velocity. The square root of the granular temperature can then be taken as a proportionality
factor for the granular self-diffusion coefficient (see Savage and Dai®), ie., a metric for

granular mixing.

A second method for quantifying the self-diffusion coefficient dates back to Albert Einstein
and has been detailed in the paper of Hsiau and Yang.”’ In this method individual tracer
particles have to be tracked and the bulk displacement due to the mean velocity of the powder
bed has to be subtracted. The self-diffusive displacements are then computed as a function of
time and the self-diffusion coefficient can be evaluated. We have already analyzed velocity
fluctuations in the particle bed and hence focus only on the second approach, i.e., the analysis

of the spatial distribution of one component in the mixture.

ii) Analysis of the Spatial Distribution of One Component

To quantify global mixing, the Lacey Index M can be used to quantify the mixing state in the

: 18
mixer

M="0"% (7.18)
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where G, is the variance of an initial, typically fully segregated state, G, is the variance of a

petfectly mixed state and 6 is the actual variance obtained with the mixing.

0,” and ©,” are given by

6,.=p-q,and (7.19)
o=l (7.20)
N

where p and q are the proportions of the two components in the mixture, and N is the total

number of particles in the mixture.

The actual variance 6° has to be determined from different samples in the powder bed. It is
important to keep the sample volume constant, i.e., the number or volume of particles, as it
has a strong influence on the resulting variance. For example, it was demonstrated that the
sample size has a significant influence on M, especially if the mixing mechanism is convective-
shear mixing.67 Hence, it is possible to obtain a qualitative picture of the relative importance of
diffusive and convective-shear mixing by plotting the time evolution of the mixing index M

versus the sample size.

Other techniques that can be found in the literature to quantify the mixing mechanisms
include (a) correlation techniques in which auto-correlograms are generated for different
correlation steps, (b) fractal analysis, i.e., by using Richardson plots, (c) phase space techniques
where the mixture is analyzed using phase portraits, and (d) spectral density techniques, where
Fast Fourier Transformation (FFT) is used to characterize the concentration variation in terms
of a power spectrum. All these methods have as input information the time evolution of the

distribution of one component in the mixture.

For the evaluation of the mixing intensity in a cylindrical control volume a sampling scheme
has been developed. Sampling locations were organized in a pattern of concentric circles and
are shown in Figure 7.22. Each sample location consists of a cylindrical volume with a
diameter of 8 mm and ranges from the bottom of the mixer to the powder bed surface.
Samples containing an identical number of randomly-selected particles (the total number of
particles was chosen as N, = 18) were taken from each sample location. Care was taken, that

the sample locations did not overlap to avoid multiple counting of particles.
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| sampling
location

Figure 7.22: Sampling locations for the quantification of mixing.

BEach sample has then been characterized by its content of marked particles x;, where the
index i refers to the circumferential direction and j to the radial direction.
N, .
x,; =—2=% (7.21)
by
NP

In Eqgn. 7.21, N_ . is the number of marked particles in the sample in region ij. To enable a

pm,jj

local characterization of mixing, the variance of x; was first analyzed using samples with

constant index j, i.e., at the same radius,
o)=L S (v, -x,) 7.22
by X, =X ). (7.22)
s,j 0

Here N; is the number of samples that were taken at the radius with index j. Thus, G;
characterizes how good the powder bed is mixed in the circumferential direction.

Furthermore, the total variation in the mixer was analyzed using Eqn. 7.23

GZ:NLZZ()CU—E)Z. (7.23)

Here x is the mean content of marked particles in all samples and N is the number of all

samples.

To get an impression of the time evolution of mixing, the local distribution of marked

particles x; is shown in Figure 7.23. Initially, the marked particles are fully segregated, i.e., one
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half of the particle bed in the mixer was marked. As can be seen from the upper left
representation of x; in Figure 7.23, mixing occurs mainly near the outer diameter of the
impeller. In contrast, near the axis of the impeller, mixing is very slow and even after 2

revolutions the region with a high and low content of marked particles are cleatly visible.
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Figure 7.23: Evolution of the local marked particle content x; for dry particles after different revolutions
of the impeller (60 rpm).

To get a more quantitative result for this mixing behavior, we plot the variance sz in
circumferential direction as a function of the radial distance in Figure 7.24. As can be seen, in
all cases the variance is reduced first at the outer radius of the mixer, i.e., at r = 0.050 m.
Comparing the simulation results involving wet and dry particles, we observe that the variance
between r = 0.035 m and r = 0.050 m for the wet particle bed decreases rapidly. This is caused
by the significantly stronger mean velocity for this type of granular matter. For the higher
stirrer speed of 60 rpm this leads to a better mixing over the whole radial distance, whereas for
the stirrer speed of 30 rpm the variance after 4 revolutions is lower for the dry particle bed

than for the one with wet particles.

Finally we concentrate on the characterization of the overall mixing behavior in the bladed

mixer. Therefore, we have plotted the mixing index M (see Figure 7.25) as a function of the
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impeller revolutions. This mixing index characterizes global mixing in the system. Note, that

this index cannot characterize mixing on a level below the sample size (in our work N = 18).
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Figure 7.24: Variance Gj in circumferential direction for (a) wet and (b) dry particles at different stirrer
speeds (top: 60 rpm, bottom: 30 rpm).
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Figure 7.25: Time evolution of the mixing index M over the number of revolutions for different stitrer
speeds and wet and dry particles.

Thus, it does not reflect mixing on a particle level in our work. Clearly, the mixing kinetics, as
well as the final mixing quality, do not depend much on the stirrer speed or the moisture

content of the granular matter. This can be explained by the fact, that for the mixing index M
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the mixing near the impeller is considered, which is rather insensitive to both stirrer speed and

moisture content.

This fact can be seen in Figure 7.12, where only small differences in the normalized mean
velocity fluctuations are visible up to a radial distance of approximately 0.025 m. Cleatly, even
if mixing is much faster near the wall for wet particles, it has a relatively small effect on overall
mixing performance for the analysis we have carried out. This may be due to the relatively
small number of particles per sample and the coarse particles used in the simulation. However,

as demonstrated in the previous chapter, significant differences in local mixing rates do exist.

7.4 Summary and Conclusions

In this work we studied the differences between wet and dry granular flow and mixing in a
bladed mixer. Simulations of wet granular flow were performed using a granular Bond number
of Bo, = 71, i.e., under very cohesive conditions. The discrete element method (DEM) was
used and our simulation parameters were chosen to mimic glass beads with a diameter of 3
mm and 1 mm in a mixer with a diameter of 100 mm. The simulation results are consistent
with experimental data. Furthermore, the comparison of simulations with experiments showed
that the qualitative behavior of a real dry powder bed can be captured with significantly larger
particles in the simulation. However, the fast oscillating motions and small-scale fluctuations
of small particles observed experimentally on the surface of the powder bed experiments
could not be reproduced. Thus, we conclude that this study is restricted to macroscopic
mixing only. For a wet powder bed, it is also necessary to use much smaller beads to simulate

the physics of cohesive granular flow.

The flow of wet granular matter in a bladed mixer can be summarized as follows:

® Wet granular matter results in significantly increased blade relative velocities and a

change in flow pattern behind the blade is observed.
® Heap formation is strongly increased in the case when particles are wet.

® The ratio between particle and impeller diameter plays a certain role for the fluctuating
velocity fields. This is especially true for wet particles where it strongly impacts the
variance of particle velocities. Specifically, the variance is suppressed by cohesive

forces, if particles are sufficiently small and far away from the surrounding walls.
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® Wet particles lead to an increased mean velocity fluctuation in a bladed mixer.
However, the particle motion becomes more coherent, which is reflected by a lower
variance in the particle velocities in a certain Eulerian grid cell. Heap formation is
possibly one cause for this increased velocity fluctuation in wet granular matter. The
observed coherent particle motion, i.e., the lower variance in the particles velocities in

wet granular matter, is caused by liquid bridge forces.

® Mean velocity fluctuations are highly anisotropic in wet granular matter due to the
damping action of capillary forces. However, the integral influence of capillary forces
is complicated with respect to mixing. For example, the change in flow pattern behind
the blade suggests that capillary forces transmit more shear forces into the powder
bed. To some extent this will enhance velocity fluctuations in the radial and
circumferential directions. However, a clear quantitative analysis of this contribution is

yet to be performed and will be addressed in future work.

® The analysis of the mixing quality based on the distribution of marked particles
reflects the differences in the fluctuation velocities between wet and dry particles.
Hence, we can confirm the well known fact that higher velocity fluctuations lead to
increased diffusive mixing. Our simulations show that this is also true for wet granular
matter, i.e., mixing is improved in wet granular beds. However, the velocity variances
on a particle level decrease if the particle size is chosen sufficiently small in the
simulation. This means that mixing on a particle level may decrease when the powder
bed is wet. Mixing on a particle level can be characterized by the granular temperature

(see Figure 7.20), which supports this finding.

® Mixing for wet particles in bladed mixers is much more heterogeneous compared to
dry particles. This is due to the fact that a certain threshold is necessary to break
agglomerates of wet particles apart. For example, there exist regions near the impeller
where localized forces are too low to break up agglomerates and particles essentially
rotate with the impeller. Once the threshold is overcome, particles have significant
higher kinetic energy. This effect results in stronger velocity fluctuations and a strongly

nonlinear distribution of mean velocity fluctuations in the radial direction.

The results of our work provide insight into wet granular flows, which are of high relevance to

the powder processing industry. Although some important conclusions can be drawn, this is
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possibly only a small step towards the full understanding of agitated flows of wet granular
matter. Future work will include the investigation of different bed heights on heap formation

and mixing.

7.5 Abbreviations

COR Coefficient of Restitution

DEM Discrete Element Method

FFT Fast Fourier Transformation
KTGF Kinetic Theory of Granular Flow
PETP Positron Emission Particle Tracking
PIV Particle Image Velocimetry

TDM Time-Driven Method

7.6 Nomenclature

A, B, C fit function

Bo Bond number

Ca capillary number

c, normal damping coefficient [kg/s]

C, tangential damping coefficient [kg/s]

d, particle diameter [m]

deapit particle diameter for capillary forces [m]

F,; body force acting on particle 1 [N]

FLU contact force between particle 1 and j [N]

qm’,.j normal contact force between particle i and j [N]
Hc’t’ij tangential contact force between particle i and j [N]

cohij cohesive force between particle i and j [N]
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total ,i

S*

rup

SZ

fit function

gravitational acceleration [m/s?]
indices

normal stiffness coefficient [N/m]
mixing index

moment due to rolling friction [Nm|]

total moment acting on particle i [Nm|]

total number of particles in the mixture

number of particles per sample

number of marked particles in region ij

number of samples taken at the radius with index j
total number of samples taken

proportion of component 1 in the mixture

list of particles in the grid cell jj

proportion of component 2 in the mixture

radius of particle i [m]

harmonic mean radius of particle 1 and 2 [m]

half distance between two particles or distance between particle and wall
[m]
dimensionless half distance between two particles or dimensionless distance

between particle and wall
rupture distance [m]

mean particle velocity fluctuation [m?/s?|

particle velocity fluctuation [m?/s?]

time [s]
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t, characteristic time for particle motion in the mixer [s]
Ty granular temperature [m?/s?|

U. characteristic velocity of the collision [m/s]

U? mean velocity fluctuation [m?/s?|

U*, V* normalized mean velocities in x- and y-direction

u, locally-averaged absolute velocity [m/s]

Uy ol locally-averaged relative velocity [m/s]

i time-averaged velocity fluctuations [m?/s?]

u, v, w fluctuating velocities in Cartesian coordinates [m/s]

Uiror Uppg> U, fluctuating velocities in cylindrical coordinates [m/s]

V. liquid volume per capillary bridge [m?]

V* dimensionless liquid volume per capillary bridge [V, /(d,/2)’]
Ve velocity component in circumferential direction [m/s]

V, velocity component in radial direction [m/s]

Vi blade tip velocity [m/s]

Vp velocity vector of a particle [m/s]

X; content of marked particles in region ij

X; mean content of marked particles at the radius with index j
X mean content of marked particles

x*, y* normalized coordinates

Greek letters

S, normal ovetlap between particle i and j [m]

S, tangential overlap between particle i and j [m]

n dynamic viscosity [Pas]
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contact angle

vector of the angular velocity for patticle i [1/]

normalized shear rate

surface tension [N/m]

sliding friction coefficient

rolling friction coefficient

particle density [kg/m?]

variance

variance of the fully segregated state

variance in circumferential direction at the radius with index j

variance of the perfectly mixed state
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“Measure properties, don't perform ritnals.”

(Roland Clift, 1994)

Investigation of Granular Flow
and Mixing due to a Blade’

The granular flow over a blade is of significant importance for mixing operations in various
industries. However, there is no profound understanding of this flow and the effect of various
process parameters (i.e., bed height, blade angle, etc.) on mixing performance is currently
unknown. We performed well-defined experiments in a bladed mixer, as well as in a two-
dimensional setup, to study the flow field and mixing performance of single and multiple
blades. The goal was to provide validation data for particle flow simulations using spherical
glass beads of various sizes. Also, the influence of process parameters (e.g., bed height,

moisture content, blade angle) on the behavior of the particle bed was investigated.

We found that the bed height had the most pronounced effect on the velocity profile on top
of the particle bed. When the particle size was increased in the bladed mixer, blocking effects,
as well as large gaps between individual particles, lead to a change in the instantaneous flow
field. The addition of moisture to the particles led to agglomerate formation and significant
changes in the velocity distribution. This agglomerate formation is also of paramount
importance for the mixing in the granular bed. Specifically, we observed an increased mixing

rate when moisture is added to a particle bed.

* This chapter is based on: S. Radl, D. Brandl, H. Heimburg, J.G. Khinast. Investigation of Granular Flow
and Mixing due to a Blade. To be submitted to Powder Technology.
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8.1 Introduction

Granular flow and mixing is an important process in many industries including the
pharmaceutical industry, food technology, biotechnology, etc. Due to the frequent application
of so-called convective mixers with rotating internals (e.g., bladed mixers, ploughshare mixers,
etc.), the dense particle flow over knives or blades is of great industrial interest. Often, the
bulk solid is cohesive, i.e., significant particle-particle interaction forces exist, complicating the

flow behavior.

The rate of mixing or de-mixing, i.e., segregation, connected to this flow is essential for the
outcome of a mixing process involving this type of mixing. There is, however, no simple
theory for these problems, since dense granular flows in general cannot be predicted by simple
mathematical models. This is due to the complex rheological behavior of bulk solids that has

been extensively analyzed using numerical,"® as well as experimental”*

tools in the past. The
recent review of Forterre and Pouliquen15 reflects most of the theoretical work undertaken
within the last 50 years. While large collections of data on steady granular flows are available,'"
a single model for the rheology of dense granular matter is definitely not available. It is even
more demanding to predict mixing and segregation processes. Clearly, currently there is no
quantitative mathematical model available to design mixing instruments based on a desired

final mixing quality and the properties of the particles to be mixed.

The recent experimental studies'"

of our group on dense granular flows relied on high-speed
imaging of the particle bed at the free surface or near transparent walls in agitated devices.
This work was based on rather undefined, non-spherical particles and only a few key
parameters have been studied. Still it is difficult to measure the flow within the particle bed,
ie., below the free surface or far away from the wall, due to limited optical access.
Consequently, researchers started using positron emission particle tracking (PEPT) to
investigate granular flows (see, e.g., Parker et al.”” or Parker and Fan'®). However, this is a very
costly and time-intensive method, and the information gained is still limited (e.g., it is

impossible to record the instantaneous flow field in a complete cross section of a granular bed

using this method).

Lekhal et al.” investigated the granular flow in a cylindrical vessel stirred by a bladed mixer.

They used non-spherical sand particles with a relatively narrow size distribution. The flow
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field was measured at the free surface and the transparent side wall of the vessel using a PIV

system. However, the work of Lekhal et al. leaves some open questions concerning
- the effect of the particle size and shape,
- the exact spatial distribution of the granular temperature in circumferential direction,
- the effect of the stirrer speed,

- the exact geometrical configuration of the system (e.g., stirrer position, blade angle,

etc.)*
- the quantification of mixing, as well as
- the three-dimensional characterization of the flow field

in wet granular matter.

recirculation up flow down flow surface of the
region region region particle bed
\ //’ —
Uo \ / outflow region U,
— \ /) —_—
T :
v. 24 X
— stagnant U™
inflow region  region blade base

Figure 8.1: Schematic representation of the flow regions in the flow over a blade. The blade is stationary
while the material is flowing over it (adapted from Bagster and Bridgewater!?).

For the study of granular flows over obstacles, Bagster and Bridgwater” developed a
specialized experimental setup. They used an open moving box apparatus, while the obstacle
(blade) was standing still. The dimensions of the box were 600 x 300 x 100 [mm] and images
were taken to analyze the flow. A blade was mounted on a long rod and placed inside the box.
The front and the rear face were made of glass. For box movements they mounted a variable
speed electric motor. Glass beads with a mean diameter of 2.13 +/- 0.09 [mm] were taken as

material for their experiments. The effect of blade immersion, blade angle o (if &¢ < 90 the

blade arrangement is called “obtuse”, and when ¢ > 90 the blade arrangement is “acute”), box

* Recent work of Remy et al.»® provides some computational results on the effect the blade geometry.
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velocity and blade material were studied in this early work. This work also included
investigations of the force that acts on the blade, a topic that was already investigated in their
previous publication.”””" Although the work of Bagster and Bridgewater gave qualitative
predictions of the flow field (e.g., see Figure 8.1 for some typical features of the flow over a
single blade) and some integral parameters (e.g., the force acting on the blade or a transport
rate), it could not quantify all details of the granular flow. This is especially true for the down
flow region of the blade, i.e., the region where mixing is thought to occur primarily. Also,
there was no effort by Bagster and Bridgewater to quantify mixing or segregation rates in this

setup.

8.2 Goals

The primarily goal of this study is to supply detailed experimental data on granular mixing in a
bladed mixer. These data should be suitable as validation data for numerical studies on
granular flows in agitated mixers. Consequently, it is of great importance to (i) investigate the
effect of particle size, as well as to (i) use spherical particles with a narrow particle size
distribution. Thus, the experimental setup was also driven by some numerical aspects.

Specifically, we investigated the effect of
® the particle size,
® the moisture content,
® the filling height,
® the stirrer speed, as well as

® the stirrer position.

in a cylindrical, four-bladed mixer under a well-defined atmosphere. A granular PIV system
was used to measure the velocity distribution of the particle bed. In order to assess the details
of granular mixing occurring in this bladed mixer, an additional experimental setup was build.
This setup consisted of a two-dimensional granular flow system for investigating the granular

flow and mixing over a single blade. In this system the effect of
® the particle size,
® the filling height,

® the blade speed,



8.1 Introduction 241

® the blade position, as well as the

® blade geometry (i.e., the blade angle)

on the granular flow was measured using a granular PIV system. Finally, the goal was to study
the effect of particle size and moisture content on the mixing performance of a single blade

submerged in a particle bed.

8.3 Experimental Method

8.3.1 Particle Characterization

For our experiments we used spherical glass beads. These beads were used due to their
defined size and shape, their frequent use in granular flow experiments,”” their inability to
absorb liquids, as well as the possibility to measure their (true) static friction coefficient. Glass
beads of various sizes were characterized with a focus on their mechanical properties. As we
have used manually-colored glass beads in our mixing experiments (see Chapter 8.4.3), we

have also investigated the effect of the applied coating (i.e., a thin polymer film).

Fn

sample
(i.e., particle)

'n

rotating disc
of the friction tester

test material

lower part of the
friction tester

elastic support

Figure 8.2: “Pin-on-Disc” setup for the measurement of the friction coefficient between a particle and a
rotating disc.

i)  Pin-on-Disc Friction Tester

A simple friction tester, similar to the standardized Pin-on-Disc apparatus,”® has been set up.

The principle of this tester is to measure the torque on a rotating disc that is in contact with a
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sample under a predefined normal force Fy. From the torque T the friction force can be easily
calculated (i.e., by division with the normal distance r,) and hence the friction coefficient can

be directly calculated from:

A
= (8.1)

N

An Anton Paar “MCR 300” rheometer has been modified (see Figure 8.2) to perform the
friction experiments. The upper disc of the 50mm parallel disc assembly of this rheometer was
used as the rotating disc of the friction tester. The material to be tested has been mounted on
the rotating disc. An elastic support for the sample (i.e., a glass particle) has been constructed
and fitted to the lower part of the rheometer. The sample has been placed on the elastic
support and the rotating disc of the rtheometer has been placed on the particle. The normal
force Fy has been controlled by the rheometer by adjusting the vertical position of the
rotating disc. The rotating disc has then set into motion. The torque, as well as the normal
force was recorded with a sampling frequency of 10 Hz for 100 [s] (i.e., a total of 1000
measurements were recorded). The friction coefficient has then been calculated from the
measured torque and normal force, as well as the normal distance r, to the contact point.
Typical results of the measured friction coefficient are shown in Figure 8.3 for two different

(mean) normal forces Fy.
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O 0.10
=
0
k]
L 005 | —

OF_N=117 [N]

®F_N=282[N] v =0.0236 [m/s]
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Figure 8.3: Typical results of a friction coefficient measurement for two different normal forces (4 mm
glass bead vs. glass plate, blue circles: 1.17 [N] normal load, red rectangles: 2.82 [N] normal load).

As can be seen, the friction coefficient is fluctuating due to the stick-slip transition at the

contact point. Also, it takes approximately 300 measurements (i.e., 30 s) until this fluctuation
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becomes stable. It is speculated that this is due to the alignment of the two surfaces in contact
with each other (the sample could not be fixed completely rigid on the elastic support leading
to a small displacement of the sample when the disc started to rotate). Thus, averaging was
done over the last 500 measurements (see Figure 8.3). Various material combinations have
been tested in the Pin-on-Disc friction tester and the results are shown in Figure 8.4. “Glass”
hereby refers to glass beads (whether 4 or 6 mm in diameter, there were only insignificant
differences depending on the particle size) and a conventional glass plate. “PMMA” refers to
the transparent polymer wall used in the single-blade system (refer to Chapter 8.3.3iii) for
details on this system), and “Steel” refers to a turned sample of stainless steel (material grade
1.4301). “freshCoat” and “usedCoat” refer to glass coated with a thin polymeric film from a

conventional paint before and after the use in the experiments, respectively.

O Glass-Glass H Glass-PMMA W Glass-Steel
035 | mfreshCoat-Glass H freshCoat-PMMA E freshCoat-Steel
M usedCoat-Glass @ usedCoat-PMMA B usedCoat-Steel
0.30 - | MfreshCoat-Coat @ usedCoat-Coat

0.25

0.20

0.15

Friction Coefficient

0.05

0.00

Mean Normal Force [N]

Figure 8.4: Results for the mean friction coefficient for different material partners (results are classified
in a low, i.e., 1 [N], and a high, i.e., 3 [N], mean normal force, error bars indicate the total standard
deviation, measurements were repeated at least five times).

As can be seen, the friction coefficient between two glass surfaces is significantly lower
compared to a glass-steel contact. In case of a glass-PMMA contact, the friction coefficient is
insignificantly higher compared to the glass-glass contact. Coating significantly increases the
friction coefficient. There are only small differences between fresh and used coated glass
beads, except for the coat-PMMA contact. For this contact, small differences in the coating
have obviously a larger effect on the friction coefficient. Higher normal forces slightly increase

the friction coefficient. The trends for the material partners are, however, exactly the same.
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Consequently, we have used primarily untreated glass beads in the flow experiments. Coated
beads were only used in our final mixing experiments. For these experiments, all beads have
been coated to avoid differences in the friction coefficient between beads of different colors.
As the differences between the friction coefficients of the glass-glass and glass-PMMA contact
were small, PMMA was accepted as a transparent material for the single blade experiments

described in Chapter 8.4.2 and 8.4.3.

ii) Normal Coefficient of Restitution

The normal coefficient of restitution COR, (or short COR) is defined as the ratio between the

post- and pre-collisional velocities of an impact between two bodies:

v t
COR, =2 (8.2)

Vpre

9

release W L light

source

-high-speed™
=" camera

-3 [ms] -1 [ms] +1 [ms] +3 [ms]

Figure 8.5: (a) Setup for the determination of the coefficient of restitution, (b) image sequence for
different times relative to the impact for 6 mm glass particles (untreated, polished surface), as well as (c)
for a spherical-cap tablet.
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In can be measured in various ways (even 7 situ, as shown in Wu et al.””) and some simple
techniques are reviewed by Farkas and Ramsier,” as well as by Cross.”” For the method
proposed by Farkas and Ramsier,” a massive horizontal surface with appropriate hardness, as
well as a stop watch is needed. The principle is based on measuring the total time t,,, it takes a
spherical particle to stop bouncing. Hence, it has to be ensured that the particle has to be
spherical, without spin at the release and does not collide with vertical walls during the
experiments. Using this method, it has to be assumed that the COR, is independent of the
impact velocity. The method proposed by Cross” uses two horizontal laser beams to measure
the pre- and post-collisional velocities on a ceramic disc mounted on a brass rod. A small
correction has to be made to the velocity measurements to take the effect of gravitational

acceleration into account.

6 mm 4 mm 4 mm 500 mg
Parameter glass beads  glass beads  glass beads tablet
(untreated)  (untreated) (coated) (coated)
Mean Value 0.96 0.92 0.90 0.74
Std. Deviation 0.018 0.042 0.031 0.040
Run-Run
Std. Deviation 0.011 0.023 0.031 0.028
Particle-Particle
Total Std. Deviation 0.021 0.048 0.044 0.049

Table 8.1: Results for the coefficient of restitution for different particle types.

To determine the coefficient of restitution, a simple experimental setup was built to measure
the pre- and post-collisional velocities during a particle-wall impact (see Figure 8.5a). The
collision partner (i.e., the wall) was made up of a very hard and smooth material (i.e., marble)
in order to exclude wall damping from the experimental results. The particles were dropped
from a release device located approximately 75 mm above the marble plate to give an impact
velocity of approximately 1.2 m/s. The particle velocities were extracted directly from the
image sequences (see Figure 8.5b and c) obtained via a “MotionScope M3” high-speed camera
operating at 1 kHz acquisition rate (for the specifications of the camera refer to Chapter
8.3.31)). To obtain statistically meaningful data, the experiments have been done in triplicate
and at least three individual particles were used for each material. The mean values, as well as
the standard deviations (split into a run-to-run, as well as into a particle-to-particle standard

deviation) for the COR are displayed in Table 8.1. Various glass beads and coated spherical-
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cap tablets (the latter has been included for comparison purposes; the 500 mg-tablets
consisted of a placebo-mixture and were supplied by DRIAM Anlagenbau GmbH, Eriskirch,
Germany) were investigated. Experimental difficulties arose due to the slightly non-spherical 4
mm glass beads, giving slightly lower values for the COR compared to the perfectly round,
polished 6 mm glass beads. This resulted in larger run-to-run variations (see third line from
the top in Table 8.1) for the 4 mm glass beads. However, the differences were small and
within the total standard deviation observed during our experiments. Coating the 4 mm glass
beads had only an insignificant effect on the COR (compare column three and four in Table
8.1). The experiments for the coated 500 mg tablet required a precisely controlled release of
the particle to ensure that the particle hit the marble surface with the cylindrical part (see

Figure 8.5¢). These difficulties also lead to the highest total standard deviation of 0.049.

iii) Powder Rheology

Dynamic and static powder rheometers are increasingly used to characterize powder mixtures.

Recent examples include the work of Patel et al.®

for the characterization of dry and wet
powders during granulation, the prediction of powder permeability using multivariate models
including the unconfined yield strength,” or to correlate powder rheology to the ability to fill a

die.”

Various quantities (e.g., the unconfined yield stress, internal and effective friction angle,
cohesion, the basic flowability energy, permeability, consolidation indices, etc.) can be
measured using advanced powder rheometers. However, this information typically has to be
correlated to the final product quality (e.g., mixing uniformity, granule properties in case of
wet granulation, tablet weight standard deviation) using black-box models. While there is the
possibility to interpret these correlations, there is no mechanistic model that can take use of all

the measured data.

We have measured the rheological behavior of dry and wet glass beads of various sizes (0.15-
0.25, 1.5-1.85 and 4.0 mm glass beads). The wet glass beads were produced by mixing 0,993
mL water with 248.2 ¢ of particles. Assuming a solid density of 2,500 kg/m?, the moisture
content of the particle bed was 1.0 Vol% m?, /m> ;. Tests of 0.15-0.25 mm dry and wet glass
beads were performed and are summarized in Table 8.2. A “FT4” powder rheometer
(consisting basically of a blade and a cylindrical glass vessel with a nominal diameter of 50

mm, provided by Freeman Technology, Worcestershire, UK) was used for that purpose.
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0.15-0.25 mm 0.15-0.25 mm
Parameter glass beads Zlass beads
(dry) (1.0 Vol.%)
Bulk density [kg/m’] 1,470 1,150
Specific energy [m]/g] 2.96 6.13
1,442
Basic flowability energy [m]] 1225
Stability index 0.977 101

Table 8.2: Results of the stability testing of dry and wet glass beads.

The tested parameters were (i) the specific energy (SE, i.e., a measure for particle flow in a
“loose” state under the action of shear), (if) the basic flowability energy (BFE, i.e., a measure
for particle flow in a relatively high-stress, compacting flow situation), as well as the stability
index (S1, i.e., the ratio of the BFE of the last and the first test run in multiple, typically seven,
consecutive experiments). The BFE is the amount of energy required to force a blade through
a conditioned, precise amount of bulk solid. The blade motion as well as the volume of the
bulk solid (ie., 200 mL) is precisely controlled in order to guarantee reproducible
measurements. The SE is similar to the BFE, however, the blade motion is different (i.e., the
blade is moving through the bulk solid in a gentle lifting motion to induce unconfined powder
flow). All of these parameters have been previously described in literature (see, e.g.,
Freeman™). The results displayed in Table 8.2 clearly indicate that dry and wet glass beads are
petfectly stable (i.e., the SI is close to one). However, the bulk density decreases by almost
22% when liquid is added to the particles indicating significant cohesive effects. The most
dramatic change is observed for the specific energy taken up by the particle bed: it increases
by a factor of 2.07. The measured value of SE of over 6 mJ/g already indicates a moderately

cohesive system.

The rheology of the particle bed has been furthermore assessed using variable speed tests.
Different particle sizes, as well as coated 4 mm glass beads, have been used for this analysis
and the results are shown in Figure 8.6. Note, that the tip speed is negative, since the tool of
the powder rtheometer moves in an anti-clockwise direction into the powder bed. Clearly, the
difference between dry and wet 0.15-0.25 mm particles is clearly visible from the offset in this

figure. However, the tip speed does not have any influence on the basic flowability energy.
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Figure 8.6: Basic flowability energy vs. tip speed for various coating and uncoated glass beads.

Interestingly, the 1.5-1.85 mm glass beads have the lowest BFE, while 0.15-0.25 mm and
(uncoated) 4.0 mm beads show higher levels of BFE. This behavior is to some extent
unexpected, since the previous study of Freeman and Fu® has shown that larger glass beads
(in their study approximately 0.174 mm) have a larger BFE than smaller ones (in their study
0.068 mm). Our experiments for the 0.15-0.25 mm glass beads show a similar level compared
to that measured by Freeman and Fu® for the 0.174 mm beads (i.e., 1017 and 1431 m] for our
and their measurements, respectively). These beads are smaller than the gap between the
impeller and the cylindrical wall of the FT4 powder rtheometer. Hence, beads will be squeezed
into this gap and will absorb more energy. In case the particles are significantly larger than the
gap (i.e., in case of the 1.5-1.85 mm glass beads we have used), there will be no particles in this
gap and the energy uptake of the particle bed will be smaller. This explains our massive
decrease for this particle size from 1017 to 688 m] for 1.5-1.85 mm glass beads. If the particle
size is further increased (i.e., when 4.0 mm glass beads are used), the BFE increases again. It is
speculated that this higher energy uptake is due to a blockage of particles in the rheometer.
Thus, the particle diameter is already in the order of the blade diameter in the cylindrical vessel

(50 mm diameter).

Comparing the coated and uncoated 4.0 mm glass beads, we see a significant increase in the
BFE for the case of coated particles. This change reflects the change in the friction coefficient

when glass beads are coated (see the first section of this chapter) and is more pronounced at
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lower tip speeds. It is speculated, that this is due to the longer particle-particle contacts at low
tip speeds. This will leading to a more pronounced effect of the friction coefficient, and hence
a higher energy uptake compared to the case of a larger tip speed. Also, in the experiments
involving the coated glass beads, there was a pronounced heap formation near the cylindrical
glass vessel of the FT4. This was due to the difference in the friction coefficient between the
particles (i.e., between two coated surfaces) and the particles and the wall (i.e., between a

coated and an uncoated surface).

8.3.2 Granular Particle Image Velocimetry

i) Background

Granular particle image velocimetry (gPIV) is an optical measurement technique for the
analysis of the velocity of a particle bed. With the arrival of relatively cheap digital cameras, it
has become an important tool for experiments in the area of fluid and solid mechanics.
However, conventional PIV is based on the analysis of (two-dimensional) images, and hence,
can provide only the flow field in a certain cross section of the flow. For granular PIV, the
llumination of the particle bed in a cross section is impossible. This means that only the
projection of the granular bed can be observed, and hence, only the velocity field in this

projection can be determined.

In the traditional use of PIV in the area of fluid mechanics, the scattering or the emission (e.g.,
due to fluorescence) of light by suspended particles is used. Thus, tracer particles are used in
these applications to visualize the flow. In the case of granular flow, only an appropriate
pattern in the particle bed has to be present. Thus, the particle making up the particle bed
itself can act as a tracer. For granular flows, the amount of tracer particles should be about 25
Vol.% to avoid similarity effects, i.e., multiple strong correlation peaks in the interrogation

31
area.

Early PIV measurements for granular flows have been performed by Lueptow et al.”> They
used a TSI system using a 640 X 480 pixel CCD camera. A YAG-laser synchronized with the
oscillator of their powder bed was used to illuminate the granular bed. To avoid effects of
static electricity, the humidity in the room was controlled. The approach has been applied to
wet granular flows by Jain et al.” They also used a TSI system with a CCD camera with a
resolution of 1016 X 1000 pixels. A dual-YAG laser system was used to illuminate the

particles. Glass beads were avoided in their experiments, because glass has a similar refractive
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index as water. Zeilstra’ used a LaVision Imager Pro high-speed camera for his studies on
vibrated beds. He used a maximum acquisition frequency of up to 2,000 Hz. His standard
setup included frequencies of approximately 50 Hz. To trigger the camera, a sinus generator
was used. A similar system was used by Darmana™ with a somewhat lower acquisition rate (up
to 625 Hz at full resolution). Reynolds et al.” used the same setup as Pudasaini et al.* Both
studies used a Photron DVR high-speed camera with an acquisition rate of 1125 Hz at a
resolution of 1024 X 512 pixels and a total memory for 4000 images. This was sufficient to
measure the granular temperature in a granulator with a rotor speed of 300 rpm and particles
(ie., granules) with a size between 0.71 and 2 mm. Also, Pouliquen’ used movies with an
acquisition frequency of 500 to 1,000 Hz for the determination of particle paths. The research
group around Glasser at Rutgers University uses a MotionScope PCI camera to perform gPIV

at 500 Hz.

In summary, a measurement system to analyze granular flows consists of the following

components:

® an image acquisition system (i.e., a high-speed camera with a typical acquisition

frequency of 10 to 2,000 Hz, as well as appropriate illumination),

® 2 triggering and image recording system (i.e., hard- and software to synchronize the

camera, as well as to save the recorded images), and

® software for post-processing of the image data (i.e., for calculating the velocity fields).

While image acquisition and recording are standard nowadays, the software used for

calculating the velocity fields is more complex.

ii) Software for Post-Processing

During post-processing, each image is split-up into a grid of sub-images, ie., so-called
“interrogation areas” (IAs). For each of these IAs, a velocity is calculated using the images
from two time instances of the same IA. For calculating the velocity in each IA, typically the
cross-correlation method is used. The cross-correlation algorithm basically compares two
instances of the same IA (i.e., A" and AI""") by multiplication of IA” and a shifted version of

AT*' as well as a subsequent summation operation of the multiplicated IAs. The

>
displacement for which this sum is at a maximum corresponds to the correct displacement of
the IA. More background on the numerical algorithm, as well as a calculation example is

presented in Appendix F.
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Zeilstra used the PIV software “DaVis”, which is based on FFT (Fast Fourier
Transformation) augmented by zero padding to avoid bias of large displacements. A
correction to avoid biases towards lower velocities is described in Dijkhuizen et al.”® A
multipoint Gaussian peak fit to the correlation peak was used by Zeilstra® to increase the
accuracy in evaluating the displacement (similatly to the work of Dijkhuizen et al.”®). Window
shifting, i.e., a two-step method for evaluating the velocity vectors was used by him. Post-
processing involved a median test to exclude outliers from the analysis of the experimental
data. The interrogation area had a size of 64 X 64 pixels and an overlap of 75 % of the
interrogation areas was allowed. Reynolds et al.” used the free software MPIV” for post-
processing the high-speed images in a MATLAB environment. Interrogation areas of 8 X 8 to
64 X 64 pixels have been used. Other (free) software for post-processing of PIV-images is (i)
MatPIV* and (ii) OpenPIV."

For the calculation of the vector fields in this work we established an extension of MatPIV.*
This was done by writing our own MATLAB routines that are based on the original version of
MatPIV. In MatPIV, the cross-correlation method is used to determine the displacement

between two time instances of an IA. The extension of MatPIV is detailed in Brandl.*** After

finding the displacement Ax for each IA, the velocity for this IA is calculated using:

Ax

v=—-:
At

(8.3)

This raw information of the velocity field is then filtered to avoid unrealistic velocities in the
IAs for which the cross-correlation algorithm did not work correctly. Typically, the following

filters are used in our work.

® “Signal to noise ratio” Filter (SNR Filter)

The correlation matrix is used to calculate a “quality” attribute. Thus, the ratio of the
dominant correlation peak and the surrounding “noise” (i.e., the height of local maxima in
the correlation matrix) is calculated. If this ratio is below a certain threshold (the default

value is 1.3), the calculated velocity is dismissed.

® ,Peak height“ Filter

The height of the dominant correlation peak is used for this filter. If the height is below a

certain threshold (the default value is 0.8), the calculated velocity is dismissed.
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¢ Global Filter

This filter will remove vectors from IAs that have a magnitude significantly larger or
smaller than the majority of the magnitude of the vectors in all other IAs. The default

value for the critical ratio has been set to 3.5.

e T.ocal Filter

Vectors are removed that deviate from the median (this is the default setting) or the mean
of the vectors in the surrounding IAs. Thus, a ratio of the vector in the IA to be filtered
and the surrounding vectors is calculated and compared to a threshold (the default value is

2.5).

IAs for which the filters have eliminated the calculated velocity are filled with interpolated
velocities from the surrounding IAs. The sensitivities to these filters are of major importance
to produce correct results. The filter settings were adjusted for each individual run to

guarantee filter-independent results for the velocity fields.

8.3.3 Experimental Setup

i) Camera System

The camera system used is based on a “MotionScope M3” high-speed camera (Imaging
Solutions GmbH, Eningen, Germany). This extremely compact, monochrome (i.e., 8-bit
grayscale) camera has a native resolution of 1280 X 1024 (1.3 MPixel) and a film speed of
3000 ASA. The nominal acquisition rate is 520 Hz at full resolution, and goes up to 16,100 Hz
at a reduced resolution (the latter is the maximal acquisition rate at resolution of 1280 X 32).
The camera is connected to a frame-grabber card, such that the image data is directly
transferred to the main memory (i.e., the random access memory, RAM) of the computer.
Currently, this enables us to record up to 8 GB (equal to approximately 8,000 images at full
resolution) during one shot. A software trigger, as well as manual triggers (e.g., manually
activated or activated by a photo sensor) can be used to control the recording of images. A
metal-halide cold light source (Imaging Solutions GmbH, Eningen, Germany) equipped with a
liquid-based light guide provides extremely bright light.

ii) Bladed Mixer

A similar experimental setup as the one used be Lekhal et al.”” has been used (see Figure 8.7).

It consists of a fully temperature- and pressure-controlled cylindrical mixing chamber (d,,... =

mnner
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145 mm, H, .. = 250 mm, at the bottom there is a ca. 10 mm rounded corner), as well as a

mner
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Figure 8.8: Top view of the stirrer and trigger positions.

A heating bath (T, = 25°C, T, = 95°C), as well as a vacuum pump (p,;, ., = / mbar) can
be connected to the mixing chamber. The stirrer (four 45°-pitched blades, see Figure 8.8) is
connected to a gearbox to realize also low stirrer speeds (i.e., down to 1 rpm). The rotation
was clockwise, i.e., a so-called “acute” blade arrangement was used in all experiments. The
stirrer drive consisted of a standard variable-speed electric drive unit. Using our setup, the

granular bed can be observed at the free surface, as well as at the bottom (via a mirror) and
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the side wall of the glass vessel. The system has been constructed and built-up by Daniel

Brandl.*

iii) Two-Dimensional Single Blade System

translational g ir
blade bearing system X\ / N

support

blade

glass front
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frame
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Figure 8.9: Isometrical view of the two-dimensional experimental setup with camera, blade and
translational bearing system.

To investigate granular flow over a single blade, an experimental setup similar to that of
Bagster and Bridgwater'” was set up (see Figure 8.9). It consists of an aluminium box (395 mm
high and 1200 mm long, 32 mm inside width, the front wall was transparent) filled with
particles, a translational bearing system, as well as frame with a fixed blade (32 mm width,
different angles and heights). The clearance between the blade and the bottom of the box was
typically chosen to be 10 mm. The box is fixed on the bearing system, such that the particle
bed in the box can be forced to flow over the blade. The front and bottom of the box are
made of plexiglass to allow optical access to particle bed. A partially transparent ruler is
mounted at the back of the box. This ruler together with a photo sensor is used to measure
the position, as well as the velocity of the box. This position measurement is synchronized
with the PIV system in order to correlate the position of the box and the flow field of the
particle bed. A stopping device on each side of the frame is used to abruptly stop the box at

the end position. The box is driven by an electric motor with a variable speed, direct current
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(DC) drive. The voltage of the DC drive is kept constant in order to obtain a constant speed
of the box. The system has been constructed and built-up during the diploma project of

Daniel Brandl.*

8.4 Resulis

8.4.1 Particle Flow in a Bladed Mixer®
The calculated velocity fields from the top, side and bottom of the granular bed are shown in
Figure 8.10. These images show instantaneous flow fields that are representative for the flow

situation in the mixer.
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Figure 8.10: Instantaneous flow fields in a bladed mixer (dp = 0.5 mm, 60 rpm, the tip speed is 0.41 m/s,
glass beads).

Cleatly, at the top of the particle bed the highest particle velocities are observed. The maximal
velocity is approximately 0.8 times the tip speed. It can be seen that there exists a region,
where the particles move faster than the blade (see Figure 8.10a, the blade speed linearly
increases with the radial distance to the center of the mixer and the maximum velocity is
observed half-way between the stirrer axis and the wall). Thus, there must be a region in front

of the blade were particles cascade down the heaps formed by the blade. Such a zone was

b Experiments were petformed by Hanna Heimburg and Daniel Brandl.4?
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already shown in the experiments of Bagster and Bridgewater.” Between the high-velocity
regions on top of the particle bed, there exist regions with zero velocities in the x-y direction.
This indicates that these regions are not effected by the stirrer or particles are vertically falling
down (i.e., they move in the z-direction only). The instantaneous flow field from the bottom
(see Figure 8.10b) shows significantly lower velocities. The high velocity regions near the
blades are significantly less pronounced as those at the top of the bed. The absolute
magnitude of the velocity field near the bottom will strongly depend on the details of the
blade near the bottom and the exact blade-to-wall distance. For the results shown in Figure
8.10 (as well as in the subsequent recordings) the blade-to-wall distance was 10 mm in order to
avoid abrasion of the cylindrical glass container. From the recordings of the side of the
particle bed the velocity fields were extracted and are shown in Figure 8.10c. In this figure also
higher velocities at the top of the particle bed can be observed. The maximum velocity is
approximately 20% of the tip speed. This significantly lower velocity near the side wall is
caused by the 7.5mm-gap between the impeller tip and the wall. However, the velocity vectors
indicate a slight upward motion of the particles in front of the blade. This supports the

existence of a recirculation region in front of the blade.

i)  Particle Size Effects
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Figure 8.11: Flow field of stirred glass beads for different particle sizes (60 rpm, the tip speed is 0.41
m/s).
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The results for different particle sizes at constant process parameters show a clear size
dependency of the instantaneous velocity field (see Figure 8.11). Specifically, a transition from
a smooth flow field in case of 0.5 mm glass beads (see Figure 8.11c, where a high-velocity
region can be clearly distinguished from the regions with a lower velocity) to a more erratic
behavior for the larger beads (i.e., 4 and 6 mm beads) is observed. The latter is expected to
occur due to a “roll-and-lock” effect that is caused by the gaps between big particles. Thus, big
particles fall in the gap between other particles, resulting in a measureable velocity fluctuation.
Large particle also lead to a less pronounced high-velocity region near the impeller blades.
Thus, the whole particle bed rotates to some extend with the impeller. In contrast, the particle
bed consisting of smaller particles shows clearly regions having a very low (i.e., below 0.1 m/s)

velocity in the x-y plane.

ii) The Effect of the Moisture Content
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Figure 8.12: Flow field for 60 rpm and increasing moisture content (0.5 mm glass beads; (a) 0, (b) 0.2,
(c) 0.4, (d) 0.6 Vol% moisture content).

In order to highlight the differences between dry and wet granular flows, selected results for
two different stirrer speeds are presented in Figure 8.12 (for 60 rpm) and Figure 8.13 (for 10

rpm). In the case of a high stirrer speed (i.e., 60 rpm), the regions of a low flow velocity on
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top of the granular bed vanish for the wet system. At a moisture content of 0.4 Vol%, these
regions are almost completely gone. Only a small spot of low velocity near the impeller shaft
remains. In general, also the maximum velocity at the top of the particle bed goes down with
increasing moisture content (there are individually scaled color bars for each of the sub-images
in Figure 8.12). However, the high-velocity regions near the impeller blades are clearly visible.
For the case of a lower stirrer speed (i.e., 10 rpm), we also observe vanishing low-velocity
regions with increasing moisture content. However, even in the case of a dry particle bed, the
high velocity regions near the impeller blades are not as clearly visible as for the higher stirrer
speed. Hence, the transition to a more uniformly distributed velocity in the circumferential
direction is less obvious. Also, the velocity on top of the particle bed does not decrease as

significantly as in the case of 60 rpm.
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Figure 8.13: Flow field for 10 rpm and increasing moisture content (0.5 mm glass beads; (a) 0, (b) 0.2,
(c) 0.4, (d) 0.6 Vol% moisture content).

The raw images showing "4 of the particle bed from the top of the mixer are displayed in
Figure 8.14. There are large agglomerates visible for both stirrer speeds and even the smallest
liquid content of 0.2 Vol%. These agglomerates are separated from each other by deep
“cracks” (visible via dark regions in the images) throughout the wet particle bed. The clumps

also lead to a significant bed extension (therefore also some regions of the granular bed are

0.07

0.06

0.05

0.04

0.02

0.06

0.04

0.03

0.02



8.4 Results 259

not perfectly focused) and a “rough” surface. Similar observations have been also made by
Lekhal et al.” in experiments with non-spherical sand particles. However, they reported this

bed extension at a significantly higher moisture content (i.e., at 2 w% water corresponding to

approximately 4 Vol.%).

0.2 Vol% | 0.4 Vol% 0.6 Vol%

60 rpm T l 10 rpm

Figure 8.14: Raw images from the top of the mixer for dry and wet granular matter for two different
stirrer speeds (top row: 60 rpm, bottom row: 10 rpm, 0.5 mm glass beads).

The surface roughness can be observed throughout the bed, with the exception of the region
close to the wall. Here the particle bed has aligned with the glass wall and forms a relatively
smooth surface that periodically breaks off the wall. Regions of a high porosity may be
anticipated from our recordings and are visible even at the lowest moisture content of 0.2
Vol%. In summary, it is hard to quantitatively differentiate between the images for different

moisture contents in Figure 8.14.

iii) The Effect of the Filling Height

The effect of filling height in the bladed mixer has been investigated at a constant impeller
position relative to the bottom wall (ie., the 10 mm distance to the bottom was kept
constant). The results for the velocity field on top of the particle bed (see Figure 8.15) indicate
a clear decrease of the surface motion for a fill level larger than 60 mm (note, the impeller

height is 20 mm and the distance of the impeller to the bottom of the vessel is 10 mm). The
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particle motion then gets also more diffused in circumferential direction. Thus, the high

velocity region near the impeller is significantly less pronounced.
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Figure 8.15: Flow field for 10 rpm and increasing filling height (0.5 mm glass beads; (a) 40 mm, (b) 50
mm, (c) 60 mm, (d) 70 mm, (e) 80 mm, (f) 90 mm).

To highlight this decrease with the filling height, time profiles of the radial and tangential
velocity at a radial position of 30 mm are shown in Figure 8.16. While the oscillation of the
surface velocity (due to the passing of the blades) at the filling height of 40 mm is clearly
visibly, this oscillation has completely vanished for the filling height of 100 mm (note the
different scale of the y-axis). Instead, the measured surface velocity behaves in an erratic
manner. Time averaging has been also performed for these velocity-time profiles. This has
been done by calculating the mean and the standard deviation of the radial and tangential, as

well as the magnitude of the surface velocity at a radial position of 30 mm. The standard



8.4 Results 261

deviation of the velocities has been interpreted as the (mean) velocity fluctuation and is shown
together with the mean values in Figure 8.17. The clear decrease of both the mean and
fluctuating velocities with the filling height is visible from these graphs. As expected, the
decrease is significantly more pronounced for the tangential velocity compared to the radial

velocity.

Figure 8.16: Time profile of the dimensionless velocity at r = 0.03 m (10 rpm, two different filling
heights, wr...radial velocity, Wi...tangential velocity, uy...tip speed).
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Figure 8.17: Velocity statistics at r = 0.03 m (10 rpm, various filling heights, (a) mean values and velocity
fluctuations shown as error bars, (b) velocity fluctuations vs. the filling height).

iv) The Effect of the Stirrer Position

Two stirrer positions have been investigated (Figure 8.18). The default stirrer position was 10

mm from the bottom of the cylindrical vessel and the flow field for this situation is shown in
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Figure 8.18a. At a constant fill level of 40 mm, the stirrer has then been raised by 10 mm,
resulting in the flow field shown in Figure 8.18b. This resulted in (i) a higher peak surface
velocity, in (i) a less smooth flow field with sharp, V-shaped interface between high- and low-
velocity regions, as well as (iii) the fact that the high-velocity region now extends to the
cylindrical wall of the mixer. Thus, the lower amount of particles over the blade primarily
leads to a higher average velocity in the granular bed.
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Figure 8.18: Velocity field of a 40 [mm] high particle bed, using a stirrer height hgrer of (a) 10mm and
(b) 20 mm (60 rpm).

A more rapid mixing in this case can be expected, because also the particles near the wall
move faster and hence are expected to mix faster. The sharp interfaces between low- and

high-velocity region is caused by the fact, that in the case of h . = 20 mm the heaps are

more pronounced and particles flow into the “valleys” of the particle bed. At this position the
particles abruptly stop, forming the sharp interface. The V-shaped interface is due to the
shape of the heaps in the particle bed. Thus, in the region from the shaft of the mixer to a
radial position of approximately 40 mm, particles are falling from the rear edge of the blade
and form a heap. This heap limits the extension of high-velocity region in that part of the
mixer. Near the wall of the cylinder, particles also form a smaller heap limiting the extension

of the high-velocity region at this location. This smaller heap is formed by particles that were

initially pushed to the wall by the blade.
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8.4.2 The Flow over a Single Blade®

The flow over a single blade was studied using the two-dimensional blade system described in
Chapter 8.3.3iii). Because this system is based on a moving box with a finite length, a short
acceleration and deceleration phase has to be taken into account. Thus, a time-averaged flow
field during a (nearly) constant translational motion of the box was used for post-processing
our results. For example, for the experiment shown in Figure 8.19 we used 200 images during
a time span between 1.7 and 2.1 [s]| after starting the experiment. Figure 8.19a shows a raw
image of this image sequence and Figure 8.19b the corresponding box velocity profile. The
box velocity during this image sequence was about 0.145 m/s. Thus, after a short acceleration
distance (approximately 0.15 m), the velocity is neatly constant. A small increase is observed
after 2.1 s (see Figure 8.19b), which is possibly due to the elastic deflection of the translational
bearing system when the box moves towards the center of the experimental setup (see Figure
8.9). This deflection could not be avoided, and also limiting the electric current to the DC
drive has not been done. However, the short image sequence of 200 images was enough to

calculate a representative time-averaged flow field.
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Figure 8.19: (a) Raw image and (b) measured box velocity for the single blade experiments.

i) Flow Regime Determination

Experiments with different blade speeds have been performed. The dimensionless shear rate

is known to be one of the most important parameters that determine the regime of a granular

16
flow:

¢ The experiments were performed and post-processed during the Diploma thesis of Daniel Brandl.#
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Here, 7 is the shear rate, d, is the particle diameter, P is a characteristic normal stress (or

(8.4)

pressure) and p is the bulk density. The dimensionless parameter I describes the relative
importance of inertia to the normal stress in the particle bed. For vertical free surface flows,

the characteristic normal stress can be approximated by:'

P=p-g-h, (8.5)
and the shear rate can be approximated with:'"

y=V/h. (8.6)

Here, h and V are a characteristic bed height and bed velocity, respectively. Inserting these

approximations into the definition of the dimensionless shear rate yields:

V-d,
I=—L. (8.7)
g-h
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Figure 8.20: Regime map of granular flow (Tardos et al.*4).

If the parameter I is above 107, the quasi-static regime (where the effective friction coefficient
is constant) is no longer valid, and the dense inertial regime has been reached.”’ In the dense
inertial regime, the effective friction coefficient of the bulk solid depends on the

dimensionless shear rate. A regime map for granular flows has been published by Tardos et
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44 . . . . . . c0% ¢ .
al.™ In this regime map, a similar dimensionless parameter, i.ec., }/O =y-.d » / g , is used to

separate the quasi-static regime from an “intermediate” flow regime (see Figure 8.20). The
latter regime corresponds to the dense inertial regime mentioned by the GDR Midi group.'
The boundaries between the flow regimes shown in Figure 8.20 and that mentioned by the
GDR Midi group'® are somewhat different due to slightly different definitions. Also, the
regimes defined by Tardos et al.** have been developed for granular flows in the Couette
geometry. The dimensionless shear rate calculated via Eqn. 8.7 is an average value for the
particle bed and strongly depends on the bed height. For the flow over a blade, the
characteristic bed height has been taken as the undisturbed bed height h, ; far away from the

blade. The characteristic velocity is chosen as the box speed v, ..

ii) The Effect of the Blade Speed

The effect of different box velocities, particle diameters and bed heights, i.e., dimensionless
shear rates, has been investigated. Figure 8.21 shows the time-averaged velocity fields for these
experiments. In these plots the velocity field is relative to the blade, i.e., the velocities are
shown in a blade-fixed coordinate system. In all of these experiments a recirculation region at
the top of the granular bed has been observed. This region is stagnant with respect to the
blade and particles circulate inside the particle bed upwards and roll downwards at the surface

of the particle bed.

As can be seen from Figure 8.21a and b, the box velocity has only a small effect on the
qualitative features of the granular flow in the dense inertial regime (i.e., I > 107?). In these two
figures, i.e., Figure 8.21a and b, the transition from a relatively fast moving inflow region (i.e.,
the region in the lower right corner of the image, see Figure 8.1) and the almost stagnant up
flow region is clearly visible. Particles strongly accelerate in the down flow region near the
blade tip. When the particles hit the particles in the outflow region of the granular flow, they
may also move against the box direction, i.e., they have a positive x-velocity in a blade-fixed

coordinate system as shown in Figure 8.21.

Similar flow features are observed in the quasi-static flow regime (see Figure 8.21c and d).
Note, for these experiments we have used a smaller blade, as well as a slightly larger bed
height to explore a wider range of the dimensionless shear rate I. The inflow and the up flow
region are not clearly separated. However, the down flow region characterized by a high

velocity is clearly visible. The recirculation region is present, however, only weakly developed
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and heap formation is significantly smaller as that observed in Figure 8.21a and b. Also, the
maximum velocity is significantly lower as in Figure 8.21a and b, despite the same box

velocities have been used (note the differences in the color bars).
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Figure 8.21: Velocities relative to the blade. (a) and (b) show velocity fields for 4 [mm] glass beads,
blade number DA04_45° and a bed height of 40 mm. (c) and (d) show velocity fields for 1.675 mm glass
beads, blade number DA04S_45° and a bed height of 50 mm.

iii) The Effect of the Bed Height

By changing the bed height at a constant blade geometry, we observe a significant change in
the down flow region when the bed height exceeds 80 mm (Figure 8.22). At this point also the
velocity at the top of the particle bed goes down. The velocity at the top of the particle bed is
more uniform and the localized high-velocity region near the upper blade tip vanishes. The
region behind the blade completely void of particles vanishes if the bed height goes above this
critical bed height. Furthermore, the recirculation region is no longer present when h, , > 60

mm.



8.4 Results 267

Focusing on the dimensionless shear rate, it is clear that the transition in the down flow region
(visible in Figure 8.22d) occurs at I < 0.0062. However, this parameter is definitely not enough
to indicate the transition alone. Also, the ratio of the blade height and the bed height has an

influence (compare Figure 8.21d and Figure 8.22b with identical values for I but different flow

features).
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Figure 8.22: Comparison of the velocity fields for different bed heights hpeq: (a) 40 mm, (b) 60 mm, (c)
80 mm, (d) 120 mm (4 mm glass beads).

iv) The Effect of the Blade Position

While the bed height is kept constant, the blade position was varied in the y-direction. Our
results clearly reveal that the particle bed below the lower blade tip is essentially undisturbed
(see Figure 8.23b and c). Hence, the situations with h .. > 0 correspond to situations with a
bed height equal to h,, - h, . This is supported by a comparison of Figure 8.23c and Figure

8.22¢ which have similar dimensionless shear rates and flow features (i.e., a recirculation zone
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in front of the blade, a well pronounced down flow region, as well as a region completely void
of particles below the upper blade tip). Thus, the blade position essentially does not play a

role, but only the bed height relative to the blade.
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Figure 8.23: Comparison of velocity fields at three different blade positions (hplade): () 0 mm, (b) 20
mm, (c) 40 mm (4 mm glass beads, hyeq = 120 mm).

v) The Effect of the Blade Angle

Results for different blade angles are displayed in Figure 8.24. No significant changes of the
flow features were observed. Most important, the recirculation region in front of the blade is
not observed for a blade angle of 45° (see the thin layer on top of the particle bed that has a
higher velocity). This recirculation region is well developed in the case of o = 90°, a case
where also the highest velocity in the down flow region has been measured. Thus, at this angle

more particle motion is induced in the bulk solid compared to the other blade angles.

The zone in the vicinity of the blade with extremely low particle velocities also depends on the
blade angle. While this zone is in front of the blade for a0 = 45° and o = 90°, it is located at

the down-stream region for the case of o = 135°.
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Figure 8.24: Comparison of velocity fields by using three different blade angles o: (a) 135°, (b) 90°, (c)
45° (Vbox = 0.1 m/s, 1.675 mm glass beads, hyea = 50 mm).

vi) The Effect of the Particle Size
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Figure 8.25: Velocity fields for different particle sizes dp: (a) 4 mm, and (b) 1.675 mm (Vhox = 0.15 m/s,
hbed =50 mm)
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Experiments with different particles sizes did not show significant differences in the time-
averaged flow field (see Figure 8.25). The recirculation zone is not developed in both cases,
and also the down flow region, as well as the region near the blade, show similar features.
Thus, despite the particle size linearly impacts the dimensionless shear rate, an effect on the
flow pattern cannot be observed. Experiments using 0.5 mm particles did not gave satisfactory
velocity fields. This was because particles were sticking at the front wall during the

experiments (due to electrostatic charging).

8.4.3 Single-Blade Mixing®

In the experiments presented in Chapter 8.4.2 the focus was on the flow pattern around a
single blade. Of greater industrial significance is the mixing induced by this particle motion.
Most important, the effect of the particle size, as well as of added moisture on the mixing rate
is of interest. Consequently, we studied the dependency of the mixing process during multiple
blade passages. Therefore, the two-dimensional experimental setup described in Chapter
8.3.3ii) was used. Due to the fact that a blade angle o« of 90° was used, the blade was moved
with a constant velocity of 0.15 m/s alternatively from left to right or vice versa to mix the
particle bed. The bed height was equal to the blade height and was equal to 32 mm. The
particle flow over the blade was captured with a camera at an acquisition rate of 210 Hz. The
same camera was used to capture the particle distribution in the particle bed (the particles

were colored red and white, the bed was filled as shown in Figure 8.26a).

i) Approach

In total, four experiments have been conducted using two differently-sized particles with and
without added moisture. For the investigation of the influence of cohesive forces that arise
due to liquid bridges, 1 Vol% distilled water was added to 0.75-1 mm particles in one

experiment.

When the box was moved, the particles flow over the blade (the blade angle was 90°) that was
held stationary. After each run the particle bed was recorded using a digital camera and the
color intensity distribution was calculated. Care was taken to avoid an overlap of the images by
using a scale at the bottom of the box. The distribution of the particles was averaged over the

bed length (approximately 700 mm) to obtain the mean particle distribution C over the bed

4 Experiments wete performed and post-processed by Hanna Heimbutg during her Bachelor thesis.*®



8.4 Results 271

height. For analyzing the data, a Matlab® program was used that detected the spatial

distribution of the differently-colored particles.

After the particle distribution was determined, the information was used to fit a simple model
for granular mixing. Therefore, a model treating the mixing in a granular flow as a purely
diffusive process has been adopted (similar approaches were taken by Lu and Hsiau,” Zik and
Stavans,"” as well as Rosato et al.™®). An especially attractive method is the one proposed by Lu
and Hsiau," which basically relies on the comparison of experimental data with an analytical
solution for a diffusion process. This route is also taken in this work, and we model the

diffusion process by:

9C_9 [p.o€] (8.8)
ot dy dy

Where t" is the number of blade passages (a discrete number that can be interpreted as a
dimensionless time, i.e., the time divided by a characteristic time for the blade passage), y’ is a
dimensionless coordinate (i.e., the y-position made dimensionless with the bed height) and D
is a dimensionless diffusion coefficient. In our experiments the bed height h, , was rather
small and we were interested in mixing the complete particle bed. Hence, we cannot assume
fixed values for C at the bottom and top of the bed. Instead, we assumed a zero-gradient

boundary condition, corresponding to the fact that particles cannot exit the bed at the bottom

and top of the bed:
a—C: = a—C: =0. (8.9)
ay y'=0 ay =1

A numerical algorithm has to be used to calculate the colored-particle profiles C(y’,t). This has
been done by using the function pdepe in Matlab®.* In case one fixes the dimensionless
time t’, the diffusion coefficient D can be adjusted to match the experimental results for C

with the model predictions.

ii) Colored-Particle Profiles

The calculated colored-particle profiles are fitted to minimize the squared differences between
them and the experimental results and are shown in Figure 8.26. Cleatly, the complex shape of
the experimentally observed colored-particle profiles (see Figure 8.26c and d) cannot be

perfectly fitted for a larger number of blade passages. This is especially true for the regions
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near the lower wall and the top of the particle bed (the cause are side-wall effects, i.e., particles
from the bottom of the box were forced to the top when the blade was near the vertical side
walls to the left and right of the box). This disturbing effect from the side-walls is most
pronounced for the large (i.e., 4 mm) glass beads. For this experiment, the dimensionless shear
rate of I = 0.034 indicates granular flow in the dense inertial regime. The diffusion model
reasonably well predicts the colored-particle profile near the center of the bed (i.e., between

approximately y’ = 0.2 to y’ = 0.8).
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Figure 8.26: Fitted colored-particle profiles of experiment 2 (dry, 4 mm glass beads): initial state (a),
after 8 b), 14 (c) and 20 (d) blade passages (I = 0.034).

The colored-particle profiles in Figure 8.27 and Figure 8.28 show significantly less side-wall
effects. In these experiments the dimensionless shear rate suggests flow in the quasi-static
regime. Especially in Figure 8.27 the fit of the model to the experimental results is excellent,
even after 25 blade passages. In case of the wet particles (i.e., in Figure 8.28), it seems that the
diffusion model does not very well predict the mixing of the particle bed and red particles are
quickly transported downwards. Since the number of red and white particles in the bed is
constant, also the area between the curves and the y-axis in Figure 8.28 should be constant.
However, this does not seem to be the case for the wet particles, where a large fraction of red
particles is observed. This fact may be explained by a preferential movement of red (i.e., top)

particles to the front wall. The cause for this motion is unclear, it is speculated that this
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motion is due to cohesive forces between the front wall and the particles that induce a

secondary motion in the particle bed (i.e., a circulation roll from the top to the bottom).
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Figure 8.27: Fitted colored-particle profiles of experiment 3 (dry, 0.75-1 mm glass beads): initial state
(a), after 8 (b), 14 (c) and 25 (d) blade passages (I = 0.0073).
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Figure 8.28: Fitted colored-particle profiles of experiment 4 (1 Vol% water, 0.75-1 mm glass beads):
initial state (a), after 5 (b), 10 (c) and 15 (d) blade passages (I = 0.0073).



274 8. Investigation of Granular Flow and Mixing

However, the generally faster mixing (compare Figure 8.27c and Figure 8.28d that were
obtained for dry and wet particles after a similar number of blade passages) in case of wet
particles is clearly visible. This may be explained by (i) a secondary motion in the particle bed
that is not present in the dry case and (i) the formation of agglomerates that are more

effectively transported over the height of the particle bed.

iii) Diffusion Coefficient for Multiple Blade Passages

In Figure 8.29 the values for the measured diffusion coefficient D of experiment 2 and 3 are
plotted against the number of runs. The measured data of each experiment is approximated by
a trend line based on an exponential equation. It is obvious that the diffusion coefficient D is
higher for larger particles, but the slope of the trend line is smaller than the slope of the
smaller particle’s trend line. The diffusion coefficient for the small (i.e., 1 mm) particles can be
described well with an exponential function (resulting in a R* value larger than 0.83), whereas
the values for the larger particles have a higher deviation around the trend line (ie.,
approximately 0.33). The range of the value for the diffusion coefficient for 4 mm particles is
from 1310 to 9410, whereas it ranges between 1.2510* and 5410 for the small glass beads.
The lowest measured value for the diffusion coefficient of the large particles is therefore about

one order of magnitude higher than the minimum value of the smaller particles.
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Figure 8.29: Diffusion coefficient D of experiment 2 (dry 4 mm glass beads) and 3 (dry 0.75-1 mm glass
beads) plotted against the number of runs.

In Figure 8.30 the diffusion coefficient of dry particles (i.e., experiment 3) is compared with

the diffusion coefficient of wet particles with the same diameter (i.e., experiment 4). The



8.4 Results 275

minimum value of the diffusion coefficient D of experiment 4 is 5.410", the maximum value
is 36710, The slope of the trend line of the 4™ experiment is much higher which means that
self diffusion of wet particles strongly increases during the mixing process. Thus, mixing
seems to be strongly accelerated for wet particles. In contrast, the diffusion coefficient of dry
particles increases only moderately. This is because in wet particle beds, the particle flow is not
dominated by the motion of individual grains, but by the motion of small clumps that form as
a result of the cohesive forces. This effect has been observed by various researchers,” who
studied wet granular flow. Thus, we speculate that the agglomerates behave similar as larger

particles that diffuse more easily, a fact that can be also seen in Figure 8.29.
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Figure 8.30: Diffusion coefficient D of experiment 3 (dry 0.75-1 mm glass beads) and 4 (wet 0.75-1 mm
glass beads) plotted against the number of runs.

8.5 Summary and Conclusions

We have performed well defined experiments on granular flow and mixing using spherical
glass beads. The goal was to provide validation data for simulations of granular flow, the latter
are typically based on mono-disperse spherical particles with defined mechanical properties
(ie., the friction coefficient and the coefficient of restitution). Hence, the particles were
characterized with respect to their mechanical properties. This characterization was also
performed for wet glass beads (i.e., a cohesive granular bed of particles) using a powder
rheometer. The wet glass beads were stable, i.e., the rheology did not change over time. The
powder rheometer also detected differences in the particle size. This was obviously due to the

blockage of particles between the impeller of the powder rheometer and the vessel causing an
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excessive energy uptake by the particle bed. Coating the particles also led to a detectable

change in the rheology of the particle bed. For the coated particles, an increasing energy

uptake with decreasing tip speed of the rheometer tool was observed.

Granular particle image velocimetry (gP1V) was used to measure the instantaneous flow field

in a bladed mixer, as well as in a two-dimensional single blade system. The following effects

were observed:

The particle size showed a significant effect on the measured instantaneous flow field
in the bladed mixer. It is speculated that this is due to (i) the relatively large gaps in
case of large particles leading to erratic motion of individual particles at the surface of
the particle bed, and (ii) a blockage effect. The latter effect leads to a clearly detectable
change in the circumferential velocity distribution that is more homogeneous for

larger particles.

When moisture is added to the glass beads, agglomerates form. This leads to a
significant change in the flow field at the top of the particle bed. Thus, the velocity at
the top surface decreases and the velocity distribution in circumferential direction gets

more homogeneous.

Changing the fill level has a similar, but much stronger effect. A 100% overfilling of
the mixer (i.e., a doubled bed height) leads to a more than 60% reduced mean
tangential velocity and a more than 80% reduced velocity fluctuation in tangential
direction. This is expected to cause a dramatic reduction in the mixing rate of the

mixer which has, however, not been directly measured in our work.

In contrast, lifting the stirrer (i.e., a decreased coverage of the impeller blades by the
particle bed) leads to higher surface velocities, and a characteristic V-shaped, well
defined interface between high- and low-velocity regions. It can be expected, that this

situation leads to an improved mixing performance.

The single blade experiments were performed in the quasi-static and in the dense inertial

regime of granular flow. Time-averaged data of the velocity fields were analyzed and

differences between these flow fields were qualitatively interpreted. We conclude that:

Beside the dimensionless shear rate I, also the relative blade height has a significant

impact on the flow pattern.
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Increasing the bed height (i.e., overfilling the mixer) by more than two times the blade
height, leads to a significant change in the flow profile and the absolute magnitude of
the velocities on top of the particle bed. The recirculation zone then vanishes, and the

velocity distribution is less localized compared to the case with a lower filling height.

The distance between the blade and the bottom of the container did not significantly
influence granular flow. This is because the particle bed under the blade was nearly

unaffected by the blade motion.

A change in the blade angle did not significantly affect the flow. However, at a 90°
blade angle the particle velocities on top of the particle bed were slightly higher and a
recirculation zone in front of the blade was clearly visible. This might improve mixing,

i.e., a blade angle of 90° seems to be optimal for efficient mixing.

The particle size also did not have a significant impact on the time-averaged flow field
at an identical bed height, blade angle and blade velocity. Despite the dimensionless
shear rate I linearly depends on the particle size, the experiments with different particle
sizes (i.e., different values for I) gave nearly identical results. Hence, we conclude that
beside I and the relative blade height, also a dimensionless parameter involving the

particle size determines the flow of particles over a single blade.

Finally, we performed mixing experiments in the single blade system to show the effect of the

particle size and cohesion on the rate of mixing. This rate was quantified using a simple

diffusion model, i.e., a self diffusion coefficient has been extracted from the experimental data.

We found that:

The diffusion model fits our experimental data for the particle distribution near the
center of the particle bed reasonably well. However, the diffusion coefficient is not
constant over time (i.e., the number of blade passages) and shows an exponential
increase. This may indicate that the diffusion coefficient is not constant over the bed
height (as was assumed in our work) and hence may accelerate the mixing process

when particles come into these regions.

The particle distribution profile for more than approximately ten blade passages shows
pronounced oscillations that are not predicted by the diffusion model. This was true
for all experiments and may suggest that mixing down to the particle scale could not

be achieved with our experiments.
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® Small, dry glass beads were most difficult to mix. This may be explained by the
different flow regimes that were present due to the different particle sizes (i.e., dense

inertial and quasi-static for the large and small glass beads).

® A wet particle bed mixes faster due the formation of large clumps. This larger clumps
mix easier in the bed, as they behave like larger particles. Thus, the wet particle flow is
not dominated by the motion of single particles but by the motion of agglomerates

and the mixing behavior differs significantly from the behavior of dry particles.

While we have attempted to interpret our experimental data with dimensionless parameters,
there is still a significant lack of understanding on which parameters influence the particle flow
in bladed mixers. This flow seems considerably more complex than other granular flows (i.e.,
that reported by the GDR Midi group'®) for which a sound theoretical understanding has been
already achieved. Clearly, significantly more experiments must be performed, especially in a
single blade system to fully characterize the interdependencies between the dimensionless
shear rate, the relative blade height and the particle diameter. To understand industrial-scale
mixers, it will be necessary to include multiple blades in the two-dimensional experiments.
This is because the blade-to-blade distance in industrial applications is often too small to

assume that there is no interaction between the individual blades.

Similarities between the experiments in the bladed mixer and the two-dimensional system
could be shown. Thus, in both experiments the bed height had the most pronounced effect
and led to a dramatic decrease of the velocity at the top of the particle bed. However, the
blocking effect of large particles is not present in the two-dimensional system, and hence, we
could not detect significant differences for large and small particles there. However, these
differences were clearly visible in the instantaneous flow fields recorded in the bladed mixer.
Also, we did not perform two-dimensional granular flow experiments involving the same wet
particles as in the bladed mixer. This was because these particles were too sticky and attached
to the front wall of the single blade system. Future investigations are necessary to resolve this

problem and to observe agglomerate formation induced by single and multiple blades.

8.6 Abbreviations

BFE Basic Flowability Energy

CCD Charge Coupled Device
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COR
DC
FFT
oPIV
1A
PETP
PIV
PMMA
RAM
SE

SI
SNR

YAG

Coefficient of Restitution

Direct Current

Fast Fourier Transformation
Granular Particle Image Velocimetry
Interrogation Area

Positron Emission Particle Tracking
Particle Image Velocimetry
Poly(methyl-methacrylate)

Random Access Memory

Specific Energy

Stability Index

Signal to Noise Ratio

Yttrium Aluminium Garnet

8.7 Nomenclature

stirrer

fraction of colored particles
dimensionless diffusion coefficient

inner diameter of the cylindrical vessel [m]
particle diameter [m]

normal force [N]

gravitational acceleration [m/s?]

inner height of the cylindrical vessel [m]

characteristic height [m]

bed height [m]

blade height [m]

stirrer position [m]
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1

P

pmin,abs

Vbox

post

tan

Greek letters

dimensionless shear rate

normal stress [Pa]

minimal absolute pressure [mbar]
normal distance [m)]

time difference [s]

dimensionless time

torque [Nm]

maximal temperature [°C]
minimal temperature [°C]
position [m]

displacement [m]

dimensionless bed height coordinate
velocity vector [m/s]

tip speed [m/s]

characteristic velocity [m/s]
velocity [m/s]

box velocity [m/s]
post-collisional velocity [m/s]
pre-collisional velocity [m/s]
velocity in radial direction [m/s]

velocity in tangential direction [m/s]

blade angle [°]

shear rate [1/s]
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v

p

friction coefficient

bulk density [kg/m?]
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9.1 Conclusions

Several multiphase systems have been analyzed with respect to their mechanistic modeling.
For some applications, there was essentially no previous published work that used a
sophisticated mathematical model to predict the outcome of a pharmaceutical production
process. This is true, e.g., for spray coating processes, where the coating-tablet interaction has

not been studied using state-of-the-art computational tools in the past.

In other areas, simple models are already in use that focus on predicting the outcome of a
process based on experimentally determined correlations. For example, the use of the
population balance equation (PBE) to model granulation processes (e.g., to predict the
distribution of the granules size) is widespread in the pharmaceutical industry. Despite these
models are extremely useful, there is always some empiricism involved. Granular flow is
typically completely neglected when using the PBE - thus these models are not, and can never
be, “fully” predictive on their own. Predictive models for granular flow processes have the
major benefit to deliver information on the mean and fluctuating particle velocities depending
on the system (e.g., particle size, moisture content) and process (e.g., stirrer speed) parameters.
These data themselves can be useful for various purposes (e.g., to improve design and
operation of equipment) as has been shown in Chapter 7 of this thesis. Furthermore, the
information from granular flow models can be supplied to the above mentioned “simpler”
models (e.g., the PBE) for improved modeling on a larger scale. This so-called multiscale
approach is well-known in many branches of chemical engineering nowadays. In this thesis
there has been no attempt to follow such an approach for granular flows. Instead, the focus
was to provide granular flow simulations, as well as experimental evidence on some cause-
and-effect relationships. Already these investigations required huge amounts of time, and the
detailed prediction of dense granular flows with computer models turned out to be relatively
imprecise. This is clearly due to the large number of variables involved (e.g., the number of
particles having an individual size, shape, etc., already does not allow a “direct” description of
bulk solids) and the inability to simulate the real system directly (a larger particle size had to be
used in the simulation). Clearly, current particle-based simulation tools for dense granular
flows have severe limitations in the total numbers of particles to be simulated. Experimental
evidence is necessary to justify simulations using a significantly lower amount of particles (i.e.,

several orders of magnitude) as in reality.
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The experimental technique used for granular flows, i.e., granular particle image velocimetry,
could reveal some of these particle-size effects. Also, it was demonstrated that gPIV is able to
measure velocity fields of transparent and colored glass beads under dry and wet conditions.
However, there are clear limitations to the image-based experimental technique used in this
work. For example, gPIV cannot distinguish between the translational and rotational motion
of particles. This is due to the fact, that in the gPIV method no individual particles are
tracked, but a certain pattern on the surface of the granular bed is observed. For large particles
with a non-uniform color on their surface, the measured “surface” velocity may not be exactly
the translational motion of the particles but may also contain some contribution of particle
rotation. Also, there is no possibility to measure velocities inside of the particle bed.
Furthermore, to record three-dimensional velocity fields would require a second set of image

data, as well as more sophisticated software - both was not available.

Chapters 4 to 6 of this thesis were dedicated to provide the basis for a rigorous multiscale
model for chemical reactions in bubbly flows. Such a model should be based on a particle-
based (i.e., Lagrangian) description of the bubbles in order to generate detailed information of
the local flow situation. The best strategy to bridge the scale gap seems to be to adopt simple
models (e.g., the film model) and calibrate them with more detailed information (e.g., from
Direct Numerical Simulations). Such a calibrated model alone can be already very useful for
parameter studies of complex reactive systems. The coupling of these linking models to
particle-based simulations yields an extremely powerful tool to study reactions in multiphase
reactors. It was demonstrated, that lab- to pilot-scale equipment (i.e., a bubble column with 60
L volume) can be studied with this approach. However, similar restrictions on the total
number of particles (compared to those for granular flows) apply to bubbly flows. The study
of industrial-scale problems is currently not possible, and bubble-swarm approaches and

statistical collision models have to be used in future.

9.2 Outlook

9.2.1 Simulation Tools

It can be expected that particle-based simulation methods will gain significant more attention
compared to a continuum description of the dispersed phase in multiphase systems. Particle-
based methods provide a good compromise between accuracy and the feasibility to be applied

to industrial-scale problems. The major challenge will be to extend the current models to
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industrial-scale processes, in which billions and more particles have to be described. This will
require the modeling of a particle (or a bubble) swarm as a single Lagrangian object to be
followed. This approach is already in use for, e.g., spray modeling. However, the extension to
dense coalescing systems seems to be challenging. Besides describing more particles in a
system, it will be necessary to improve the calculation of particle-particle interactions (i.e.,
primarily the collision frequency and the associated contact forces). Statistical approaches will
have to be adopted, extended to systems with coalescence and breakage and finally

incorporated into an appropriate software code.

The coupling of a sophisticated particle-based simulation tool with a module for chemical
reactions will require the use of a flexible software platform. The library “OpenFOAM” has
already been used for this thesis and Universities (e.g., the TU Miinchen, Germany), as well as
major companies (BASF AG, Germany) started in investing into this open-source platform.
Mid- and long-term cooperations with these partners should guarantee a sustainable
development of simulation tools that are useful for the prediction of processes in complex

multiphase systems.

Direct numerical simulations (DNS) of flow and mass transfer will remain a tool for
Universities and research institutions. The future challenge will be to filter out relevant data
from the enormous data streams generated by these simulations. More effort should be
devoted to deriving closure models, e.g., for LES, based on DNS results for reactive systems.
Otherwise, the understanding gained from these costly simulations cannot be directly applied

to engineering problems.

9.2.2 Experimental Methods for Granular Flows

Experimental methods to investigate the flow of bulk solids should be further developed into
two major directions. First, experiments should be designed with the goal to wvalidate
simulation results. Especially in the area of wet granular flows, e.g., it is still necessary to
assume the distribution of the liquid in a moving granular bed. Experiments, e.g., based on
fast x-ray tomography, are necessary to obtain more information about the liquid distribution
in agitated granular beds. Also the forces associated with different shapes of capillary bridges
(especially in the funicular state where liquid bridges between more than two particles exist), as
well as their effect on the rheology of the particle bed need more investigation. Specifically,
such investigations could be done using an advanced capillary force measurement device that

can handle single particles, as well as particle assemblies on a suitable microbalance. Also,



9.2 Outlook 289

powder rheometers and shear cells may be useful to provide validation data for simulations.
Last but not least, high-speed imaging and appropriate post-processing is a relatively cheap
method to obtain large amounts of data for granular flows. To improve the quality of this data

and to check their reproducibility are also necessary future goals.

Second, future work should focus on tools to characterize the state of a granular flow process.
The knowledge gained during this thesis could be useful to setup an image-based system to
monitor, e.g., granulation processes. This will require robust image acquisition and
llumination hardware, as well as smart software to interpret the raw image data, the calculated
velocity distribution or even the properties of single particles (e.g., the color distribution on
the surface of a tablet). Also, it would be interesting to measure the rotation rate of particles in
industrial equipment. Measuring the rate of rotation of particles in process equipment is
expected to be useful for, e.g., tablet coaters, where the homogeneity of the film on a single

tablet or tablet attrition is of interest.
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Appendix A Al

A Mass Transfer Enhancement and Selectivity using
Film Theory

A.1 Governing Equations

In this appendix the mathematical framework for a simplified analysis of an irreversible
consecutive reaction network near a gas liquid interface is provided. For this purpose the film
theory is used to model the mass transfer in the liquid-phase boundary layer.

There exists a broad basis of literature in the field of mass transfer involving chemical
reactions, e.g., the book of Westerterp et al.' For example, Bhat et al? analyzed mass transfer
and complex chemical reaction using film and penetration theory. Their results show that film
theory can provide a reasonable prediction of the mass transfer enhancement factors. Later
Bhat et al.” applied their model to unequal diffusivities and compared their results to literature
data for the chlorination of p-cresol. The strong influence of mass transfer on the selectivity of
the reaction was illustrated by them. However, their results did not provide an analytical (or
semi-analytical) solution for determining the selectivity of the reaction. Onda et al." performed
an analysis of arbitrary irreversible consecutive chemical reactions with mass transfer. The
mass transfer enhancement factor was calculated using a semi-analytic solution procedure
requiring the simultaneous solution of three algebraic equations. Their technique is used as a
starting point to predict the selectivity of two consecutive reactions near a gas-liquid interface.
In contrast to Onda et al.," we allow the bulk concentration of the intermediate product R to
be non-zero. This is important as accumulated intermediate product in the bulk changes the
concentration profiles and the selectivity of the reaction network in the liquid-phase boundary
layer. We also consider different diffusion coefficients for each species i.

The reaction network considered consists of two consecutive hydrogenations:

Vi -Hy(g)+v, - A() v, R() (A1)
Vi, - Hy(8)+ v RS vy - 5(1) (A2)

The general rate laws for reaction 1 and 2 are:

ri=kl.CH2.CA (A?))

N
n =k, Ch, "Cr

(A4)
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Note that the reaction network considered in Chapter 4 is a special case of Eqs. A.1-A.2. The

differential material balances in dimensionless form can be written as

C m —n —_ p—
= 8)_;2 —VHZ-HaZ(EH2 -C, +K2-CH2”-CR") (A5)

J’c Dy

0=—2-v,-Ha’ —=*.¢c, "¢, (A6)
ox’ D,
2°c D, (_ ., _., v, o,

0= a)—C2R +V,-Ha® - DH—. Cy, "y =Ky ey " (A7)

R R

All concentrations have been made dimensionless with the concentration of the liquid phase
reactant in the bulk c, ,. The Hatta number has been defined as
m+n—1 m+n—1 2
ki-cuo Dy kicap 0

Ha’ = ’ 2 = (A.8)
k;’ D,

The boundary layer thickness 0 is defined as & = Dy Ik, and has been used to make the film

thickness coordinate dimensionless, i.e., X = x/J . The parameter K, characterizes the relative

rate of the second reaction:

k —m—n
K,="2c,,"" (A9)

The boundary conditions are the constant concentrations in the bulk (subscript 0) and the

dimensionless interface concentration of hydrogency, ;. Furthermore, we assume that A, R

and S cannot evaporate, and therefore, have a zero gradient at the gas-liquid interface. Using

this boundary conditions, the set of ordinary differential equations (Eqs. A.5 — A.7) can be

solved numerically for the unknown dimensionless concentration profiles ¢, ,Cy,Cp.

However, also a semi-analytical solution procedure can be used instead to solve this reaction-

diffusion problem.

A.2 Semi-Analytical Solution Strategy

The main influence factors for the selectivity in the film are the dimensionless concentrations

of reactant A, ie., C,;, and intermediate Product R, ie., ¢, at the interface. Hence, to

predict the selectivity, the characteristic values for these concentrations at the boundaries are
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of major importance. The mass transfer enhancement factor E, describes the influence of the
reaction on mass transfer. This factor is proportional to the negative gradient of the hydrogen
concentration profile at the interface. The details of the semi-analytical solution procedure are

described in Onda et al.* Basically, three equations have to be solved simultaneously:

c 1% D D
E =1-—0__ "H KHV—’{]-—A-(EM )+ R~ )} (A.10)
'DH2 Vi Vy Vi

c
e 150 o7
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The functions M; and T are defined as:

» v, -k-c, 6% im_l ; +1 1)
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, kg m+1 DH2 ’ p+1 CHz,i f
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Eq. A.10 can be found from an integral material balance over the film width. Eq. A.11 is

obtained from an approximation for the enhancement factor taking into account a modified
Hatta number /M, . Eqn. A.12 is derived from a given concentration profile (see Onda et

al.") using the differential balances for the liquid phase reactant A and the intermediate
product R. M; and T are weak functions of the interfacial concentrations of species A and R.
The nonlinear system of equations (Eqs A.10 - A.12) can be solved only numerically, e.g.,

using a Newton algorithm.

A.3 Results

The semi-analytical solution was compared with the exact solution that is obtained by

numerical solution of the boundary value problem Eq. A.5 — A.7. A plot of the computed
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mass transfer enhancement factor E, is given in Figure A.1. The mass transfer enhancement

factor E, is defined as

ac,,
H, " _
> ox oc —
E,= == i'z| L (A.15)
k, Ch,i ox =0 CH,,

and thus, can be calculated using the gradient of the dimensionless hydrogen concentration

profile at the gas-liquid interface. As can be seen from the results, the agreement between

semi-analytical and exact solution is very good. The curve for ¢, ,=0 coincides with results

reported by Onda et al.*
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Figure A.1: Mass transfer enhancement factors as a function of the Hatta number for different
intermediate product concentrations in the liquid bulk.

In addition to the mass transfer enhancement, the selectivity towards the final product S can

be evaluated. We have defined the differential selectivity towards final product S as

Np+ N
N . and N ¢ denote the net formation rate of intermediate product R and final product S in

the film, respectively. The net formation rate has the units [kmol/m?s], i.e., is defined per unit

interfacial area. The net formation rate of .§ can be calculated from
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1
Ny=v,-8- [r,(x)-ax, (A17)
0
whereas the net formation rate of intermediate product R is:
. 1 1
NR=VR'5'J"’]()_C)'df_VR"5'J‘rz(f)'d)?‘ (A.18)
0 0

Thus, the selectivity can be evaluated as
1
Vs jrz (x)-dx
o'= - 0 - . (A19)
Vr* I’i(f)'df‘F(Vs _VR')' J‘rz()_c)'df
0 0

The shape of the concentration profiles in the film has to be assumed to calculate the integral
reaction rates and hence the selectivity. In this work the concentration profiles are
approximated with straight lines in two separate zones, i.e., (i) a zone close to the gas-liquid

interface (referred to as reaction zone) and (ii) a zone next to the liquid bulk phase. The

thickness 9, of the reaction zone is defined by:

)—Cr:iz H&.l=i (A20)
6 dc, | O E,
ox |,

This definition is based on the linearization of the concentration profile at the gas-liquid
interface. Under this assumption the integral reaction rates can be computed analytically,

yielding

— m+1 — n+l
1 (74, ()
— m+n — m — n f CHz R 1_-¥ EH 0 CAJ
J.rl(x)'d)—c =k "Cao  Cu,i "Ca; - — = + o ’ c., .|z
b m+1 CHZ'O_ -1 n+l H,.i CA,O/ -1
Ch, i Ca,i

(A21)

and
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In Figure A.2 we compare this approximate semi-analytical solution (0, ..) for the selectivity

appro
with an exact numerical calculation (6°,,.). Cleatly, the agreement is less accurate but seems to
be still acceptable for estimating the selectivity (Figure A.2). The relative error between the
two solutions is less than 25% for Hatta number smaller than two. For Hatta numbers higher
than 2, the relative error can be up to 50%. Due to the fact, that the semi-analytical solution is
based on simplified concentration profiles, the interfacial concentrations in this case are not
accurate for high Hatta numbers. The situation gets worse if the Hatta number is very high,

e.g. above 100.

2
10 ' '60000006'5)
10" | ]
— 10° +
S,
o _
10 . %)
approx
10-2 | O % um [%]
-3
10 ' ' '
10" 10° 10 10° 10°

Ha

Figure A.2: Comparison of the approximate semi-analytical solution and the numerical calculation for
the selectivity in the film.
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B Verification of the Particle Tracking Algorithm

B.1 Lift Force Verification

The lift force model used mimics the action of Saffman forces on the particle due to a velocity
gradient in the liquid phase. Higher velocity differences between particle and liquid give rise to
a low pressure whereas low velocity differences lead to a high pressure in the vicinity of a

bubble. Hence, a bubble located at y = 0 moving with U,, =U, = ©0o,U T)in a flow field

with U,, = (0,0,— y- a)x) will migrate in positive y-direction. This liquid-phase flow field is

Lig

represented by a vorticity vector equal to @ = (— @, ,0,0) and is illustrated in Figure B.1.

Figure B.1: Schematic representation of the liquid-phase flow field used for the verification of the lift
force model implementation.

The lift force for this case is

0
xo=C, -p -V, U@ 1] (B.1)
0

F,=-C -p, 'Vp Uy
At steady-state this force will be in equilibrium with the drag force in the y-direction, resulting

in a constant migration velocity U

migr,y*
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In Eqn. B.1, V,;, and p, is the volume of the particle and the density of the continuous phase,
respectively.
F, +F, =0 (B.2)

U _ CL'pL'Vp'UT'wx
T C 0.5 p, Uyl A

Cross

(B.3)

rel

Here, A, is the cross-sectional area of the particle. For a spherical particle the migration

Cross
velocity is:

LS (B.4)

migr,y Uy X
3.C,

This is true under the assumption that the terminal rise velocity is much bigger than the
migration velocity such that U, can be set equal to U;. The parameters of the test case are

summarized in Table B.1 and the results are shown in Figure B.2.

Parameter Value
d, 0.01 m
U, 0.543 m/s
Re, 5450
X 11/s
Cp 0.44
C, 0.53
UL igry 0.0161 m/s

Table B.1: Parameters for the verification of the lift force model implementation.

0.018 T T T T
0.016
0.014
0.012
0.01 -
0.008
0.006

0.004
— simulation A
GH05 analytical (steady-state) -------
0

u,, [m/s]

0 0.02 0.04 0.06 0.08 0.1
position [m]

Figure B.2: Particle velocity in y-direction vs. the particle position for the lift force test case.
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B.2 Gravitational Settling

The settling of a spherical particle in a quiescent fluid at small Reynolds numbers has been

used to verify the drag force implementation. The analytical solution is (from Hu'):

u,()=lu,o—g-7,)-expl-1/7, ]+ g -7,, and (B.5)
xp(t)=(up,0—g-z'p)-rp-(l—exp[—t/rp])+g-rp~t+xp’0, (B.6)
with

_pp'dpz

T (B.7)

Here, u, and x, are the particle settling velocity and the particle position, respectively. The test

case parameters are defined in Table B.2 and the results are shown in Figure B.3.

Parameter Value
d, 50 10° m
Py 1,000 kg/m?
[V 1.0 kg/m?
o 1.0 '10” Pa's
g 9.81 m/s?
Cp 24/Re,

Table B.2: Parameters for the gravitational settling test case.

1 ' T ! Ny o 0.009
0.008
08 - T 0.007
?g 0.006
> 06 4~
= & 0.005
S N 0.004
> 0.4 1 &0
0.003
0-2 1 Analytical ] 0.002 _
Simulation, 2 substeps @ 0.001 |- _ ~_Analytical ]
0 1 f I Simulation, 2 substeps @
e s w s o——tmmeme,e ]
t/t
' t/t

v

Figure B.3: Particle velocity (left) and position (right) for the gravitational settling test case (a time step
of 0.5 ms for particle tracking was used resulting in a maximum relative error of the velocity prediction
of 1.06%, the particle velocity has been made dimensionless with the steady-state settling velocity up if

=gT).
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B.3 Particle Injection into a Uniform Cross Flow

The injection of a water droplet into air at small Reynolds numbers was analyzed (the setup is
illustrated in Figure B.4). The analytical solution for the velocities and positions in x- and y-

direction are (from Hu'):

u,(6)=u,,~U)-expl-1/z, ]+ U (B.8)
v, ()=v,,-expl-1/z,] (B9)
x,(0)=7,-(u,,~U)-(1—expl-t/z, )+ U -1+ x,, (B.10)
v, (0)=7,-v,,-(1—expl-1/7, )+ v, (B.11)

The particle relaxation time T, has been already defined in Eqn. B.7.

—bU
.
—_— =
—_—
f, — &~
X

Figure B.4: Schematic representation of the test case for particle injection into a cross flow.!

Test case parameters are defined in Table B.3 and the results are shown in Figure B.5.

Parameter Value
d, 100 10° m
(W05 Vi) (0, 0.05) m/s
U 0.01 m/s]
Py 1,000 kg/m?
Pamb 1.0 kg/m?
[ 1.0 °10° Pa's
x (domain size) 1.0m
y, z (domain size) 0.3 m
Cp 24/Re,

Table B.3: Parameters for the particle injection test case.
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Figure B.5: Particle velocity (top row) and position (bottom row) for the particle injection test case (a
time step of 0.25 ms for particle tracking was used resulting in a relative error of the velocity prediction
below 0.15%).

B.4 Particle Motion in an Oscillating Flow

The motion of an inertial particle in a spatially homogeneous, but unsteady flow field
described by

ult)=U, -sin(@-1) (B.12)
at small Reynolds numbers has been studied. This enables the verification of the particle
tracking algorithm in an unsteady continuous-flow situation. The analytical solution for the

velocity in x-direction and the particle position for t>>1_ is (adapted from Hu'):

U U, ot
u (f)=——=>—— -sin(w-t+@)+| u , +7—TO L -exp[—t T ], (B.13)
! [1+(Cl)-1'p)2]y2 R o7, i / ’
with
(z):arctan(—a)-fp), and (B.14)
_ U,
xp(t):x— cos(w-1+¢), (B.15)

@ [1+(a)-2'p)2]y2

with
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_ U,

X:Tp | Upo +m'(a)'fp) .

(B.16)

Test case parameters are defined in Table B.4 and the results are shown in Figure B.6.

Parameter

Value

d

P

p amb
o

x (domain size)

y, z (domain size)

Co

1.0°10° m
1.0 m/s
1.0 m/s

4s

Tt/2 rad/s

1,000 kg/m?
1.0 kg/m?
1.0 '10” Pas
8.0 m
0.1 m
24/Re,

Table B.4: Parameters for the oscillating flow test case.

These parameters result in a Reynolds number of 100, for which the used drag coefficient is

strictly not applicable. However, for this drag law an analytical solution exists.

1 T T T 1
Analytical
0s L Simulation, 4 substeps @

0 5 10 15 20 25 30 35
t[s]

40

Analytical

SimlulatiorIL 12 slubste,cj)s |.

0 5 10 15 20 25 30 35 40

t[s]

Figure B.6: Particle velocity (left) and position (right) for the oscillating flow test case (a time step of 100
ms for particle tracking was used resulting in a relative error of the velocity prediction below 1.0%, the

analytical solution for x;(t) is only valid for long times t>>1;).
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B.5 Bubble Motion in a Swirling Flow

The bubble motion at small Reynolds numbers in a flow that rotates with a constant angular

velocity ® superimposed to a uniform axial velocity was studied (the setup is shown in Figure

B.7).

N
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Figure B.7: Setup for the study of particle flow in a swirling flow.!

This flow has been experimentally and theoretically investigated by Magaud et al.” This flow
can be effectively used to verify three-dimensional particle tracking routines because drag, lift,
added-mass, and buoyancy forces, as well as forces due to the fluid stress (i.e., the force due to
a pressure gradient in the continuous phase) have to be taken into account. The analytical

solution for the radial position of the bubble is (from Hu'):

()= -expl £ /2] (cosh[g r J \/fX -sinh(%-t*n forw<a,,, (B.17)

and
r*(t*)=r0 eXP[—f t/2] (cos{% t] \/fX sin(\/Z D forwz2aw,,, (B.18)
with
,,*:%’;:w,t, (B.19)
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3k /P,
=—" L d B.20
i 2 W,aﬂ ( )
A=|f>-9. (B.21)

The constant k is equal to 24 for Stokes’ drag law, which has been also assumed in this work.

Here, @, is the critical rotational speed that is given by (adapted from Hu'):

crit

3.k ulp,,
®,, = 4= Ean B.22
" 6-42 (d, /2] (522

This solution is valid for a lift and added mass coefficient equal to 0.5. We did not use the

same implementation as described in the work of Hu,' but have also interpolated the pressure
gradient from the grid. The parameters studied for this flow situation are detailed in Table B.5.
For these parameters Stoke’s drag law is strictly not valid. However, for this drag law an

analytical solution exists.

Parameter Value
d, 1.0°10° m
Vo 0.2614 —1.312 m/s
W, 1.0 m/s
n 104 — 522 rpm
) 10.89 — 54.66 rad/s
O, 12.73 rad/s
P, 1.0 kg/m?
Xp g (0.024,0,0) m
Py 1,000 kg/m?
o 1.0 °10° Pa's
R 0.030 m
X,V, 2 0.06 x 0.06 x 1.2 m
Ch 24/Re,

Table B.5: Parameters for the swirling flow test case.

The results for the bubble’s dimensionless radial position /R, as well as the projection of the

bubble’s trajectory in the x-y plane are shown in Figure B.8.
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Figure B.8: Radial position (left) and trajectory (right) of a bubble in a swirling flow with two different
rotation rates (top row: ® < Mcit, bottom row: ® > crir; a time step of 10 ms for particle tracking was
used resulting in a relative error of the particle radial position below 1.4%, a 10 x 10 x 100 uniform grid
was used to save the imposed flow field from which a linear interpolation to the particle position was
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C Validation of the Reactive Micro Mixing Model

C.1 Setup

In order to validate the calculation strategy for the reaction term presented in chapter 6, a
well-known test case for fast reactions has been selected, i.e., a confined impinging jet reactor
(CIJR), that can be used to produce nano-particles via precipitation. For different designs of
this reactor, Johnson and Prud’homme' performed a rigorous experimental study, while CFD

predictions were made by Liu and Fox,” Gavi et al.”, as well as Marchisio.

P e W

reactor '
geometry 1/ \\

dimensions in mm

drawing not to scale
turbulent | I
velocity o ™
profile |
. |——
z Y 7Y Y
¥ X
i outlet

Figure C.1: Isometric view (left) and dimensioned drawing (right) of the 1000A-Y2X micro reactor.

In this work the focus is on the reactor labeled 1000A-Y2X in previous work,' which consists
of a cylindrical main body with a half-spherical top, as well as a conical outlet. The main body
has a diameter of 4.76 mm and a total length (including the spherical top and the conical
outlet) of 10.9 mm. A 2.9 mm long outlet pipe with a diameter of 2 mm is connected to the
conical part. The two inlets are formed by two straight pipes with a diameter of 1 mm with a
total length of 16 mm. The resulting computational domain has a volume of 185.9 mm?®. The
Reynolds numbers studied (calculated from the inlet diameter and velocity) ranged from 700
to 2,700. All other process parameters are summarized in Table C.1. The computational mesh
consisted of approx. 1.1 Mio. cells, to give an average mesh spacing of 55 um. The volume

where the collision of the jets occurred and the near-wall regions were refined.
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Parameter Value
T 298 K
P 962.5 kg/m?
u 0.001995 Pa's
D 2.0107 m2/s
Gnro= 0cy= 0 202 mol/m?
Oy 212 mol/m?
ky 0.6855 m*/mol/s
t 14.10107 s
Re 700; 1,900; 2,700

Table C.1: Reaction conditions for the hydrolysis of DMP used for the analysis of the micro reactor.

C.2 Results

In Figure C.2, we have displayed the instantaneous and the time-averaged (mean) velocity
together with the sub-grid-scale viscosity. Scaling of these quantities is different for each
Reynolds number studied and is displayed in the caption of Figure C.2. Starting with the
lowest Reynolds number studied, i.e., Re = 700, we observe that the flow is already unstable.

However, from the mean flow field we conclude that velocity fluctuations are quickly damped

by the action of viscous forces. The maximum sub-grid-scale viscosity v (Figure C.2, right)

sgs

for Re = 700 is significantly smaller than the molecular viscosity, i.e., V = approx. 0.5V.

sgs,max
This indicates that the sub-grid-scale model has only a small effect on the flow and the
simulation is close to a direct numerical simulation (DNS). Increasing the jet velocity, and
hence the Reynolds number, sub-grid-scale motion becomes more and more important. At Re
= 1,900, v, is already in the order of the molecular viscosity v, and at Re = 2,700, the

maximum V is approximately twice V. Similar findings were reported by Marchisio* in his
LES study (he observed a scaling of 0.6, 1.67, as well as 2.32 for the maximum V,,, for Re =
704; 1,892 and 2696 respectively). However, Marchisio used a slightly coarser mesh, explaining
his 20 to 65 % higher values for v. This is especially true for the refined area near the
impingement surface, where we can see from our simulation that the level of sub-grid-scale

viscosity is significantly smaller than in the rest of the reactor (see Figure C.2, right).
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Re =700

Figure C.2: Instantaneous velocity U, mean velocity Umecan, as well as sub-grid-scale viscosity Vg for
three different Reynolds numbers in a CIJR (scaling of the velocities: 0 to 2 m/s for Re = 700; 0 to 4 m/s
for Re = 1,900; 0 to 6 m/s for Re = 2,700; scaling of the sub-grid-scale viscosity: 0 to 110-° m?/s for Re =

700; 0 to 2.10-¢ m?/s for Re = 1,900; 0 to 410 m?/s for Re = 2,700).

From the instantaneous flow fields (Figure C.2, left) it is also clear that the flow structure is
increasingly finely developed with increasing Reynolds number. Time-averaged mean velocity
contour plots (Figure C.2, center) indicate that the turbulent transport increases the magnitude
of fluid motion in the reactor, i.e., the fluid agitation is improved. In addition, it can be
observed that for the highest Reynolds number the mean flow field does not have a
pronounced peak in the impingement plane normal to the jet axis. This is due to the fact, that
at high Reynolds number the flow is unsteady (as can be seen from the instantaneous velocity

field, the actual impingement plane moves to left and right in an erratic motion). This leads to
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a smeared-out mean velocity field. Similar findings were reported by Marchisio,' who
observed an increase in this velocity peak from Re = 700 to Re = 1,900 and a decrease from

Re = 1,900 to Re = 2,700. This trend is fully confirmed by our simulations.

g

X
0.25

0.188

0.125  Re =700
0.0625

0

Re = 1,900
0.125

0.0625

005 Re = 2,700

0.025

Figure C.3: Instantaneous filtered mixture fraction, variance of the mixture fraction, concentration of
DMP, as well as conversion of DMP (scaling of the mixture fraction and species concentration of DMP:
0 to 1; variance of the mixture fraction 0 to 0.02; scaling of the conversion of DMP is shown in the figure

for each Reynolds number, the time instant plotted is at t = 3-t;mean)-

As there are currently no experimental data for the fluid flow available, neither by our own
experiments nor in the literature, we can only conclude that the flow field agrees well with
already published simulations. A rigorous validation of the used sub-grid-scale turbulence
model, i.e., the Smagorinsky model, is hence not possible in this work and will be investigated

in the future.
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In order to validate the reaction solver, there are, however, excellent data available. First, we

show some contour plots of the four main variables of the reactive flow in Figure C.3: (i) the
filtered mixture fraction &, (i) the variance of the mixture fraction &, (i) the filtered

concentration of DMP, and (iv) the local conversion of DMP X. The latter can be calculated

from the mixture fraction, as well as from the concentration of DMP via

1-£-Y,
X = é:—_L). (C1)
I-¢
The plots in Figure C.3 are snapshotted after three times the mean residence time t, .., the

latter is 0.0821, 0.0302 and 0.0213 s for Re = 700; Re = 1,900 and Re = 2,700, respectively. As
can be seen from this figure, the filtered mixture fraction and the species concentration of D
are almost homogeneously distributed in the reactor. Only in the case of Re = 700, spatial
gradients are visible in these two fields. The variance of the mixture fraction is significant only
near the impingement region and vanishes rapidly. The production of mixture fraction
variance can be anticipated and occurs in an annular region around the two jets, as well as
directly at the impingement plane. Comparing the level of mixture fraction variance with that
reported by Marchisio," we find significant differences, i.c., 0.02 in our work vs. 0.12 in that of
Marchisio. This is due to the finer grid in our simulation, especially near the impingement
plane. Thus, we resolve significantly more of the mixture fraction variance as in the work of
Marchisio." A finer mesh causes a dramatically shorter timescale for dissipation (see Eqn.
0.25), that substantially increases the dissipation rate of mixture fraction variance. Finally,
focusing on the local distribution of conversion X, we find that at the right side of the
impingement plane, i.e., the side where the acid enters the reactor, the conversion is locally
extremely high. Clearly, this is due to the local excess of acid, leading to high reaction rates
and consequently to a fast consumption of the available DMP. In the case of Re = 2,700, we
find good agreement for the conversion X at the outlet between the simulation results of
Marchisio' and Gavi et al.,’ our simulations and the experimental results of Johnson and
Prud’homme.' Our simulations for the time-averaged conversion at the outlet of the reactor
give values of 15.6%, 11.7%, and 5.0 % for Re = 700, Re = 1,900, and Re = 2,700,
respectively. The results of Johnson and Prud’homme' indicate 30%, 13% and 7.1%
conversion for the above mentioned Reynolds numbers, while Marchisio* obtains values close
to that of our simulations (see Figure C.4). The results at lower Reynolds numbers confirm the

trend in DMP conversion, i.e., higher conversion with lower Reynolds number. This is due to
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the less intensive mixing, which results in a local excess of acid and hence a fast hydrolysis of
DMP. However, our predictions for the conversion, as well as that of Marchisio, are
significantly lower than the experimental data for low values of the Reynolds number. As
already mentioned in the work of Marchisio, this is due to sensitivity of the simulation results
with respect to the constant Cy. Simulations using lower values of Cy would yield higher

conversion rates for lower Reynolds numbers.

Umeane;
! &
o <
x 0,1:
'Johnson & Prud‘homme, AIChE J 43 (2003)
*Marchisio, Comp & Chem Eng 33 (2009)
0,01 . . . .
100 1000 10000
Rej

Figure C.4: DMP conversion vs. Reynolds number (diamonds: experiments by Johnson &
Prud‘homme,! filled symbols: reference simulations by Marchisio,* red circles: this work).
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D Liquid Bridge Model Testing

D.1 Implementation Strategy

The liquid bridge model was implemented via a user-defined contact force model in the
commercial software EDEM." Specifically, the implementation is done via the function
CALCULATEFORCE, to which all relevant contact information (e.g., collision velocities, time
step information, particle properties, etc.) are passed by EDEM. Relevant parameters for the
liquid bridge model (i.e., the characteristic collision velocity for the determination of the spring
constant, the dimensionless liquid volume, the surface tension, as well as the contact angle) are
read-in via the text file “lin_spring prefs.txt”. All other parameters (e.g., particle density or

coefficient of restitution) are taken from the graphical user interface of EDEM.

The function CALCULATEFORCE is called when particles are in contact with their so-called
“contact radius”. This radius can be chosen independently of the physical radius of the
particles to allow force calculations even when there is no physical contact. All quantities are
calculated at the contact point, i.e., the point where the contact radii overlap. This has to be
considered in the calculation of the overlap (i.e., the difference between contact and physical
radius has to be subtracted to calculate the physical overlap) and in the tangential contact
velocity calculation (i.e., the relative tangential velocity at the physical contact point is different
from that at the contact point). The collision process of two particles with a contact radius

larger than the physical radius is illustrated in Figure D.1.

~
d ~

._ contactVell  physical radius

contact radii .-

Figure D.1: Schematic representation of two colliding particles.
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D.2 Force Calculation Implementation

The contact force model used is based on a Linear-Spring-Dashpot including rolling friction.
The model is described in Appendix A of the EDEM User Guide.' The implementation is

such that the normal (k,) and tangential (k) stiffness are equal and calculated via:

1/5

16 15-m,-V?
k =k =2. [p g .| 22tV D.1
’ b5 o [16' Rl,z'El,z ’ ( :

Here, R, ,, E,,and m, , are the effective radius, Young’s modulus and mass, respectively. These
quantities are calculated from the collision partners’ properties. V is the characteristic impact
velocity. V can be used to make the spring stiffer or softer (besides tweaking Young’s modulus
of the collision partners). The damping coefficients in normal and tangential direction are then

evaluated from this calculated stiffness using:

4-m, -k,
C, = |5 (D.2)
1+48
4-m, -k
¢, = |—=+ (D.3)
1+5° >
where the constant 3 is a function of the coefficient of restitution (COR):
T
== D.4
p In(COR), (D4)

The capillary force is directly added to the force from the Linear-Spring-Dashpot and the

moment stemming from the rolling friction model.

D.3 Setup

The setup for testing the capillary force model consisted of (i) a particle-wall and (if) a particle-
particle collision scenario. The collisions were primarily performed in the z-direction, i.e., the
particle(s) had only non-zero z-velocities. Gravity was set to zero. To test the implementation
in the tangential direction, also particle-wall collisions under an angle of 45° were performed.
The parameters used in the simulation are provided in Table D.1. The following results show

logged simulation data to test the correct calculation of forces during the simulation.
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D.4 Results

D.4.1 Impact Normal to Wall

Simulations of particles-wall collisions were performed, in which the particle had only a wall-
normal velocity. The simulated normal ovetlap, i.e., the overlap of the particle’s contact radius
with the wall, is plotted in Figure D.2. As the contact radius is 0.3 mm larger than the physical
radius, the physical (normal) overlap is the contact-radius overlap minus 310 [m]. As can be
seen from this graph, the particle impacts the wall, causing a physical overlap of the particle
with the wall (i.c., the overlap is greater than 310 [m]). Then, the particle is repelled from the
wall and detaches from the wall. The particle is attracted again by the liquid-bridge force and is

in continuous physical contact after 410 [s].

Parameter Symbol Value
Particle radius fp 1 mm
Contact radius f, 1.3 mm
Particle density Pp 2,700 kg/m?

Normal stiffness k, 1.4710° N/m
Tangential stiffness k, 1.4710°N/m
Coefficient of restitution COR 0.7
Sliding friction coefficient [ 0.1
Rolling friction coefficient U, 0.01
Dimensionless liquid volume V* 0.01
Contact angle ) 0°
Surface tension® Y, 1 N/m
Bond number Bo 0.106
Wall-normal velocity u, -0.05 m/s

Table D.1: Simulation input parameters for the test cases.

2 The value for the surface tension has been adjusted to obtain a Bond number in the order of O(101).
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Figure D.2: Normal overlap vs. time for a particle-wall impact including liquid-bridge forces.

The total force on the particle (i.e., the sum of the liquid-bridge force and the contact force) is
shown in Figure D.3. It is equal to zero before the impact (i.e., before a physical overlap
occurs, this happens at a time of 6.4 ms after starting the simulation) and when the capillary
force and the elastic force of the contact force model are in equilibrium (i.e., at t > 7107 [s]).
After the initial impact (characterized by the first positive peak of the normal force), the
particle lifts off the wall and experiences only the liquid bridge force equal to -0.0114 [N].”
This is in agreement with the liquid bridge force at zero physical overlap using the parameters

in Table D.1.

0.06 |- ﬂ rl\lormal Force
0.05 L Time of Contact
0.04 ”

0.03

0.02
0.01

Normal Force [N]

-0.01 B4 1
6.410° 6.610° 6.8-10°
Time [s]

Figure D.3: Wall-normal component of the total force acting on the particle vs. time for a particle-wall
impact including liquid-bridge forces.

The velocity-time profile for the wall-normal impact is shown in Figure D.4. Clearly, the

capillary force model does not have an impact on the rebound velocity of the particle (it is

b The liquid bridge force changes slightly (i.e., from -0.01140 to -0.01129) during the lift-off of the particle due to
the change in the wall-normal direction.
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equal to 0.035 [m/s], see the global maximum of the velocity in Figure D.4; the value without
capillary force would be equal to CORwu,, i.e., 0.035 [m/s]). This is because we do not take
into account any viscous dissipation, or other hydrodynamic forces, in our capillary bridge
model. During the (relatively short) compression phase of the particle, i.e., when the physical
overlap increases, there is a net energy input by the capillary force, because the liquid bridge
force acts in the same direction as the particle velocity (i.e., both quantities are directed
towards the wall). During the unloading phase, exactly the same amount of energy is taken up
by the liquid bridge. Thus, there is no net energy input or dissipation due to the capillary
bridge model during the wall impact.
0.04 1 T I
0.03 |
0.02 |
0.01 |
O -
-0.01
-0.02 -
-0.038 -

-0.04 -
-0.05

[m/s]

Velocity Normal to Contact
Tirlne of Contact

Translat. Veloci

6.410° 6.6-107° 6.8107°
Time [s]

Figure D.4: Velocity of the particle vs. time for a particle-wall impact including liquid-bridge forces.
However, if the particle lifts off the wall and the liquid bridge is stretched, a certain amount of
energy is dissipated by the liquid bridge. Thus, the particle has to be pulled a certain distance

(i.e., the rupture distance) away from the surface against the capillary force. The energy needed

for this is equal to

E,, = |F,,-ds. (D.5)

Thus, for a fully elastic particle with a kinetic energy lower than this rupture energy, the
particle will stay in contact with the wall (or the particle). For particle-wall collisions and the
used capillary force model, the rupture energy E, is

rup

Eypp=715"7, [lexpla-S"+BJ+C)-as". (D.6)

rup, pw
0

This yields
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exp[A'Sfu +B]—exp[B] .
Erup,pw:ﬂ’-.rilz';/s.( pA +C'Srup > (D7)
with
S =M-3V*. (D.8)

rup

The critical velocity for a particle impacting on a wall resulting in a liquid bridge rupture is

3.1, exp|A-S  + B|-exp|B .
VmppW: rii }/x. p[ rup ] p[ ]+C'Smp ) (D9)
’ 2-n-p, A

For the parameters shown in Table D.1 (but for a fully elastic particle, i.e., COR = 1), this

yields the results as shown in Table D.2.

Parameter Symbol Value
Rupture distance Sep ™ 0.215
Max liq. bridge force F oo promas 0.0114 N
Min liq. bridge force E oo pwmin 0.000529 N

Rupture energy E. v 6.2810" Nm
Critical rupture velocity Veuppw 0.333 m/s

Table D.2: Critical values for liquid-film rupture for particle-wall collisions.

In Figure D.5 we show the overtlap for a particle impacting the wall with a velocity 2% below
(solid line) and 2% above (dashed line) the critical rupture velocity. Cleatly, in case of the
lower velocity, the particle overlap decreases after the impact (i.e., at the point with the highest
overlap of 310" [m]) and then increases again. Thus, the particle bounces from the wall, but
the liquid bridge force cannot be overcome and the particle moves again towards the wall.
However, if the particle’s impact velocity is slightly higher than the critical velocity, the
overlap steadily increases until the liquid bridge ruptures (this occurs after 2.7 [ms]). The total
force on the particle is then zero and the particle moves away from the wall with a constant
velocity. This is also visible from Figure D.6, where the particle velocity normal to the wall is

plotted.
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Figure D.5: Normal overlap vs. time for a sub- and supercritical particle-wall impact including liquid-
bridge forces (the horizontal black line indicates the overlap at which the liquid bridge ruptures).
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Figure D.6: Velocity of the particle vs. time for a sub- and supercritical particle-wall impact including
liquid-bridge forces.

D.4.2 Impact at 45°to Wall

To test the implementation of the tangential force calculation, a particle impact with a wall-
normal velocity of u, = -0.05 [m/s] and a wall-tangential velocity of u, = 0.05 [m/s], i.e., a
collision under an impact angle of 45°, was studied. For this situation, the forces, the particle
velocities and the overlap in the direction normal to the wall are identical to the situation
described in Chapter D.4.1. This can be seen from the bold solid lines in Figure D.7 to Figure
D.9. These curves are identical to the curves shown in Figure D.2 to Figure D.4. However, in
the case of a 45° impact, there is also a tangential force that promotes a rotation of the
particle. Clearly, there exists a tangential force during physical contact of the particle and the
wall (see the dashed line in Figure D.7) that rapidly increases or decreases the angular velocity
(see the dashed line in Figure D.8). When the particle lifts off the wall (i.e., when there is no

physical contact between particle and wall), the angular velocity decreases slightly due to the
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action of the liquid bridge force. After approximately 410 [s] the particle angular velocity is

constant, i.e., the particle rolls on the surface and is slowly decelerated by rolling friction.

|
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Figure D.7: Wall-normal and tangential component of the total force acting on the particle vs. time for a
particle-wall impact at 45° including liquid-bridge forces.

~ 0.04 — . . ~
£ 38 $
E 0.01 | 1 30 &
2 oo | g
~ -0.01 [ 1 g
2 -0.02 - 20 .8
- -0.03 >

-0.04 | N
‘3 -0.05 Velocity Normal to Contact 4 10.8
S 006 Angular Velocity §o
S -0'07 - Time of Contact &
E'i . | | O q

6.410° 6.6107 6.8107°

Time [s]

Figure D.8: Velocity normal to the wall and angular velocity of the particle vs. time for a particle-wall
impact at 45° including liquid-bridge forces.

Normal and tangential overlaps are shown in Figure D.9. As can be clearly seen, the normal
overlap is identical to that reported in the case of a normal-to-wall impact as it should be. The
tangential overlap (of the contact radius with the wall) is large when the first physical contact
occurs (i.e., it is approximately 2.510” [m], data not shown) and very small for the following
impacts. It increases only when the particle bounces back, i.e., in case of no physical contact,

and quickly approaches zero when the particle is in contact with the wall.



Appendix D D.J9

3.0210 — . : -
= - Normal Overlap S
i . Tangential Overlap ------- 6e-07 &
& 3.0110% | | Time of Contact 3
= b2 =
~ ] ] S
£ 3.00.107 4e-07 S
= 3
Ei S
g 29910 207 3§
> &
s wlldd LA 3

2.98-10 L 3 ' i x ! - 0 B

6.410 6.6-10° 6.8-10
Time [s]

Figure D.9: Normal and tangential overlap vs. time for a particle-wall impact at 45° including liquid-
bridge forces.

D.4.3 Particle-Particle Collision

Similar tests to those performed in Chapter D.4.1 were done for the collision of two equally-
sized particles (the parameters were the same as in Table D.1). Plots for the normal overlap
and the total (normal) force acting on a particle during a head-on collision are shown in Figure
D.10 and Figure D.11. The maximum force that is computed within the simulation and shown
in Figure D.11 (i.e., 0.005476 [N]) is identical to the value obtained from Eqn. 7.4 and the

parameters in Table D.1.

- 6.02.10°% — . :
g
2,
= 6.00-107 |-
D
=
=)
= -4
g 5.9810™ |
S Normal Overlap
2, Time of Contact
5.96.10 ' '
6.410° 6.610" 6.8.107°
Time [s]

Figure D.10: Normal overlap vs. time for a particle-particle collision including liquid-bridge forces.
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Figure D.11: Total force acting on a particle vs. time for a particle-particle collision including liquid-

D.5 References
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bridge forces.
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E Calculation of Blade-relative Velocities

In order to calculate a meaningful time-averaged blade-relative velocity of particles, we
calculated the particle velocity in a coordinate system that rotates with the impeller. Thus, we

performed a coordinate transformation, i.e., a rotation, by using the rotary matrix R:

_ COS(aBlade ) sin (aBlade )

- (_ sin (aBlade ) Cos(aBlade )j

Multiplication of this matrix with the particle coordinates or the particle’s blade-relative

(E.1)

velocity gives the quantities in the rotating coordinate system K’:

F=R-F

L . (E2)
Voret = R:Vpge

By performing this transformation, we obtain the blade-relative velocity field in a blade-fixed
coordinate system K’. We are now able to calculate a time-averaged blade-relative velocity
field that is phase resolved, i.e., also depends on the circumferential coordinate. Such a phase-
resolved time-averaged velocity would not be obtained when taking the blade-relative velocity
in an absolute coordinate system K. This is because the dependency on the circumferential

coordinate would be lost due to the rotational motion of the impeller.
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F Basics of the Cross-Correlation Method for PIV

F.1 Introduction

The algorithm described here is that used in the singlepass routine of MatPIV' 1.6.1.
This appendix is an introduction to the cross-correlation method for particle image
velocimetry (PIV), where the displacement between two images has to be calculated. Thus, the
goal is to find the position an image has to be displaced in order to match a second image. A
more elaborate introduction to PIV algorithms as well as their accuracy is provided by

2
Scarano.

MatPIV uses the function xcorr to perform the cross correlation operation in MATLAB. The
function R=xcorr (A, B) returns the cross-correlation of two matrices A(Ma, Na) and

B(Mb, Nb). The result is a matrix of dimension R(Ma+Mb-1, Na+Nb-1) which is calculated

. 1)
R(i,j)z A(m,n)-conj[B(m+i,n+j)] (F.1)
m=0 n=0
A
[ T ]
i=-2 B R=0
| |
A
[ T ]
i=-1 B R=0
[ B
A
[ T ]
i=0 g R=1
[ T
A
[ T
i=1 B R=0
[ B ]
A
- | [ I

Figure F.1: Graphical representation of a one-dimensional cross correlation.
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This matrix is defined for 1<i<M_ +M, —1land 1< j<N_,+N,—1. For a simple 1D-

system, i.e., N,=N;=1, we get the following graphical representation of this operation (see

Figure F.1, bright = 0, dark = 1). For i = 0 the two matrices correlate and R is unity.

F.2 Application to Image Processing

Two matrices are used to represent the intensity distribution in an interrogation area (IA), i.e.,
a sub-image of an image. To limit the number of calculations, Eqn. F.1 is evaluated using a
fast Fourier transformation (FFT). The correlation matrix R(i,j) is obtained and the position
(i.e., the values for i and j) where R has a global maximum is detected. This position is equal to
the displacement of the two IAs. This information can be used to calculate the velocity by

division with the time difference between the two images.

In the following, these sub steps of such an image processing algorithm are described using
two simple (synthetic) images shown in Figure IF.2. These two images represent IAs at two

different time instances.

image1 (a) image2 (b)

Figure F.2: Raw images for cross-correlation analysis (a: imagel, b: image2).

F.2.1 Reading the Image

The images (e.g., in TIF format) are read in into MATLAB via the imread command. The
image is then converted to a matrix in double-precision number format and normalized. The
mean is subtracted to avoid correlation of the mean background intensities. These data is
shown in Figure F.3. Note, that due to the numbering convention in MATLAB the y-axis is

inverted during the reading process.
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Figure F.3: Normalized data as in MATLAB (a: imagel, b: image2).

F.2.2 Weighting the Image Data

Each TA (in this example the image “imagel” and “image2”) is weighted with a two-
dimensional function w. This has to be done because in the subsequent FFT calculation it is
assumed that the input is of a periodic nature. The obtained correlation field would be biased

for large displacements if no weighting is performed.

Weighting adds values of zeros around the original interrogation areas by multiplication with a

two-dimensional function. The choices for this function are:

®  (Gaussian
® Hanning

e Hann
¢ Hamming
e Blackman
e (Cosn

Typically, the function Cosn is used with a value for d of 20 (see Figure F.4). The function

Cosn is defined as:

w(m,n):(1—cosd(7z-%ﬁ-(1—cosd(z-%n (F.2)

Here M and N are the size of the IA to be processed in x and y-direction, respectively.
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Figure F.4: Function Cosn as used for the weighting of the images (n = 20).

The weighted “imagel” is shown in Figure F.5.
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Figure F.5: ‘imagel’ weighted with function Cosn (n=20).

F.2.3 Performing the Cross-Correlation

After weighting the image, the (FFT) cross-correlation is performed using the xcorrf2 of
MatPIV. The result is again normalized, and a matrix containing the cross-correlation
information with a size (Ma+Mb-1, Na+Nb-1) is obtained. To correctly visualize the

displacement between the two images, the matrix has to be displayed on a grid that starts at
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(-Ma+1, Na+1) and ends at (Mb-1, Nb-1). The resulting correlation matrix is shown in Figure
F.o.

“ o0 -0 0 50 100

Figure F.6: Correlation matrix of ‘imagel’ and ‘image?2’.

F.2.4 Locating the Global Maximum

The function £ind of MATLAB is used to locate the highest value (i.e., the global maximum)
in the correlation matrix at a discrete displacement level. To increase the precision, a fitting of
the correlation matrix near the highest peak can be performed. This is done using different
fitting functions (e.g., a centroid, Gaussian or parabolic fit) in MatPIV. This sub-pixel fitting is
done in the function intpeak that returns the values of the correlation matrix in a
significantly finer resolution than the native IA resolution. The peak position then can be
found again using the function find of MATLAB. This yields the coordinates of the

displacement in the correlation diagram of (-27.1450, -25.8155).

Finally, the displacement in x-direction has to be multiplied with -1 again to give the true
displacement of the data (this is because of the numbering convention in MATLAB). Thus, the

true displacement is (+27.1450, -25.8155) [pixel].
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