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Abstract

Implementation attacks and in particular its subtype power analysis (PA) attacks
pose a serious threat to IT-devices like cryptographic smart cards or USB tokens.
This thesis focuses on countermeasures against PA attacks at the cell level.
Special PA-resistant logic styles are employed to avoid any leakage of information
via the power consumption signal that could be exploited by an attacker.

Three PA-resistant logic styles are presented in this thesis: mCMOS, MDPL,
and iMDPL. They all follow the masking approach to make them resistant
against PA attacks. The main incentive for choosing this approach was the
assumption that masking can help to avoid any hard to fulfill constraints in the
implementation phase of the cryptographic circuits. Various tough constraints
burden many other PA-resistant logic styles that have been proposed so far.

Masking at the cell level is explained in general and the three proposed
masked logic styles are introduced in detail. Subsequently, the evaluation re-
sults and insights obtained for them in particular with respect to their PA re-
sistance are presented and discussed. The evaluations are based on theoretical
considerations, (power) simulation results, and measurement data acquired from
prototype chips containing circuits implemented in the masked logic styles. It is
shown that the main effects that influence the PA resistance of the masked logic
styles in a negative way are signal glitches and an early propagation behavior of
the PA-resistant logic cells. Also other, more advanced attacks on the masked
logic styles are discussed.

Furthermore, it is presented how PA-resistant logic styles following the mask-
ing approach can be used in the semi-automatic design flows that are very com-
mon to implement digital circuits. Another issue that is related to the design and
implementation of digital circuits is the simulation of their power consumption.
In the context of PA attacks, it is discussed how power simulations are suitable
to estimate the PA resistance of cryptographic circuits. The main issue is to find
the right balance between accuracy to consider all relevant effects and resource
requirements (memory, time) to allow enough simulation runs in adequate time.
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Introduction

One main stimulus for the notable changes in our society during the last cen-
tury has been without question the inventions and developments in the field
of information technology. Information technology is basically concerned with
all aspects of computer-aided generation, storage, processing, transmission, and
retrieval of information. In many cases, this information and the related data
is sensitive in one way or the other and must thus be protected. The branch
of information technology that deals with this protection is commonly called
information security.

The basic building blocks to achieve information security are cryptographic
algorithms and protocols. They describe in detail how sensitive data is processed
in order to protect it against potential threats like unrestricted accessibility, mod-
ification, and forgery. They also regulate how communication entities exchange
the data.

Cryptographic algorithms and protocols are specified in an abstract way.
For a long time, only these immaterial descriptions have been analyzed for their
resistance against all types of increasingly sophisticated mathematical attacks.
In these analyses, the internal activities of the algorithms and protocols have
been typically hidden in a black box. Any influences of them on the environment
have been neglected and only the regular input and output values have been
considered.

However, cryptographic algorithms and protocols are executed by mechanical
or electronic devices—the so-called cryptographic devices. The execution on
physical devices on the one hand influences the environment and on the other
hand can also be influenced by the environment. This fact opened the way
for a radically new class of attacks summarized with the term implementation
attacks. The important difference to the classical mathematical attacks is that
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the physical “emissions” of intermediate results of cryptographic algorithms and
protocols and also the influenceability of the intermediate results from outside
the device are included in the attacks. The emissions related to the processing
of intermediate results are usually available continuously during the execution
of the algorithms and protocols. In the same way, external interferences can be
potentially set at all moments in time during the execution. This is the most
important novelty of implementation attacks and is the reason for their strength.

A specific implementation attack that exploits the influence of a crypto-
graphic device on its environment during operation is power analysis (PA). In a
PA attack, the power consumption of the digital circuit on the device is analyzed
to draw conclusions about the processed data like the secret key of an encryption
algorithm. Many countermeasures against all types of implementation attacks
have been developed. In the case of PA attacks, countermeasures aim at reduc-
ing and removing the exploitable information in the power consumption signal
of cryptographic circuits. In general, the countermeasures can be applied at all
design levels of the circuits like the circuit architecture level or the cell level.

This thesis focuses on countermeasures against PA attacks on the cell level.
We have made proposals for PA-resistant logic styles and have analyzed our pro-
posals and others for their efficiency. We have also incorporated our PA-resistant
logic styles in existing, semi-automatic chip design flows. In a similar way as lo-
gic simulations are used to verify the functionality of digital circuits, all types of
power simulations can be employed already during the design and implementa-
tion phases of cryptographic circuits to assess their resistance against PA attacks.
We have also contributed to this simulation and evaluation methodology in the
course of the work for this thesis.

1.1 Contributions of This Thesis

The main topic of research covered by this thesis has been the development
and improvement of PA-resistant logic styles. At the beginning of our work, we
analyzed various PA-resistant logic styles for their working principles, properties,
and efficiency. Based on the various shortcomings we identified for existing PA-
resistant logic styles, we formulated two main goals for our own proposals. First,
the protection achieved by the PA-resistant logic styles should not rely on tough
constraints that have to be observed in the implementation phase, e.g. pairs
of wires with identical capacitive loads. Second, the cells of the PA-resistant
logic styles should be realizable with commonly available CMOS standard cells
in order to significantly reduce the implementation effort.

The first proposal of a PA-resistant logic style, developed together with Ste-
fan Mangard, was “masked CMOS” (mCMOS). We found out that the basic
functionality of the mCMOS cells can be neatly implemented based on com-
monly available CMOS standard cells. Furthermore, we also assumed from the
results of a first security analysis that mCMOS is secure without the need of
obeying tough constraints during implementation. However, we soon identified
a major problem of masked circuits: glitches significantly reduce their PA resis-
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tance [MPGO5]. This publication has been joint work with Stefan Mangard and
Berndt Gammel. Because we made the findings about glitches already during
the development of mCMOS, we never published this logic style.

In a next step, Masked Dual-Rail Precharge Logic (MDPL) was developed
in cooperation with Stefan Mangard. MDPL cells can still be implemented
with normal CMOS cells and glitches are prevented by design [PMO05]. We also
investigated how MDPL circuits can be switched from secure to insecure mode
to reduce its power consumption and increase its speed [PM06]. MDPL and
its application in semi-automatic chip design flows have also been included in a
book about power analysis attacks written together with Stefan Mangard and
Elisabeth Oswald [MOPO07]. In a joint publication together with Egon Valentini,
Edmund Haselwanter, and Robert Ulmer it was analyzed how semi-automatic
chip design flows using PA-resistant logic styles profit from the standardized
data representation and access interface known as the OpenAccess framework
[VHUPO5].

In order to get further insights, a prototype chip using MDPL was devel-
oped and implemented. Unfortunately, the evaluation of this chip showed that
MDPL suffers significantly from data-dependent timing issues caused by the
early-propagation behavior of the MDPL cells [PKZMO07]. These findings have
been the result of joint work together with Mario Kirschbaum, Thomas Zefferer,
and Stefan Mangard. A more detailed analysis of the MDPL prototype chip to-
gether with Mario Kirschbaum showed that the early propagation problem does
not nullify the PA resistance of MDPL in all cases [PKMO09].

As a result of the early-propagation issue, “improved MDPL” (iMDPL) was
developed [PKZMO07]. It avoids the early propagation behavior of the cells but
has very high area requirements and consumes a lot of power. An iMDPL proto-
type chip has been implemented and evaluated together with Mario Kirschbaum
[KP09).

Together with Stefan Mangard and later Mario Kirschbaum, various ap-
proaches to simulate the power leakage that is exploitable in PA attacks have
been analyzed. We built our own tool that performs such a power estimation
and evaluated its efficiency with respect to speed, memory requirements, and
accuracy [KP07].

1.2 Structure of This Thesis

In the following, we briefly outline the chapters of this thesis.

Chapter 2 starts with a general introduction to implementation attacks,
which are used to target all types of cryptographic devices. Subsequently, a
specific type of implementation attacks called power analysis (PA) attacks is
discussed. Since the power consumption of digital circuits plays an important
role in PA attacks, it is reviewed why and how such circuits actually consume
power from the supply. Finally, an introduction is given to common counter-
measures against PA attacks. Various proposals of PA-resistant logic styles are
presented.
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Chapter 3 deals with the simulation of the power consumption of cryp-
tographic devices with the specific purpose to estimate their resistance to PA
attacks. First, the general approaches to power simulation are investigated to
find out how well they are suited for the estimation. Also common high-level
power models are discussed, which can be used to translate activities in digital
circuits to (estimated) power consumption values. Due to the findings of the
general investigation, a power estimation approach based on logic simulation
has been chosen. This approach is described in detail and also tools are pre-
sented that work accordingly. An example PA attack is shown that works with
simulated power traces delivered by one of the tools.

Chapter 4 presents the first masked logic style we proposed to counteract
PA attacks at the cell level. It is called “mCMOS”. After an introduction to
the general concept of masking at the cell level, mCMOS cells and circuits are
presented in detail. Then, the important finding that signal glitches significantly
reduce the PA resistance of masked logic styles like mCMOS is discussed from
a theoretical point of view and also based on practical simulation results.

Chapter 5 introduces the second masked logic style proposed by us called
“MDPL”. It avoids glitches by design and should therefore have a significant
better PA resistance than mCMOS. After a detailed discussion of the function-
ality and properties of MDPL cells and circuits, a variant of MDPL is presented
that allows increasing speed and reducing power consumption by switching to
an insecure operation mode while this is unproblematic. Next, it is discussed
how PA-resistant logic styles and especially masked logic styles can be used in
semi-custom chip design flows.

Chapter 6 is dedicated to the results of the thorough theoretical and prac-
tical evaluations of MDPL. First, it is analyzed how the PA resistance of MDPL
is influenced by unbalanced complementary wires. A main design goal of MDPL
was to be unaffected by such a situation. Next, the early propagation problem
of MDPL is investigated, which has been identified by other research groups
after the publication of the logic style. Also the results from our own MDPL
prototype chip are shown, which clearly prove the existence of the early propa-
gation problem of MDPL in practice. However, it is also shown with the help of
the prototype chip that the early propagation problem does not nullify the PA
resistance of MDPL in all cases. Finally, the results of a more advanced attack
on MDPL called the “PDF-attack” are shown and further issues of MDPL are
discussed.

Chapter 7 presents an improved version of MDPL called “iIMDPL” which
aims at preventing the early propagation behavior of the cells. After a general
introduction to iMDPL, the results of a basic security analysis are presented.
Next, practical results gained from the analysis of an iMDPL prototype chip are
shown. The evaluation results show that iMDPL indeed reduces the problem
of early propagation behavior. It shows a significant improved PA resistance
compared to MDPL.

Chapter 8 contains the conclusions about our work on PA-resistant logic
styles and the simulation of the power leakage of cryptographic circuits.



Power Analysis Attacks and
Countermeasures

In this chapter, we give an overview of power analysis attacks and describe how
they are used to reveal the secrets of cryptographic devices like smart cards. In
the beginning, we introduce implementation attacks, which is the general class
of attacks where power analysis (PA) belongs to. We have published similar
introductions to implementation attacks in the paper [Pop09] and about PA
attacks in the article [PMOO07]. We have given a comprehensive description
of PA attacks and related countermeasures in the book [MOP07], which was
published in 2007 by Springer.

The power consumption of cryptographic devices is of key importance in the
context of PA attacks. We describe in the following how and why digital circuits
in general and cryptographic devices in particular consume power, which can
then be measured and exploited by an attacker.

In the last part of this chapter, we introduce different types of countermea-
sures that were proposed so far to counteract PA attacks. The focus of this part
lies on countermeasures at the cell level of digital circuits because this is also
the main field of contribution of our work presented in this thesis.

2.1 An Introduction to Implementation Attacks

Implementation attacks pose a serious threat to the security of cryptographic
algorithms and protocols. In such attacks, not the abstract, mathematical de-
scriptions of cryptographic methods are attacked but their practical realizations
in cryptographic devices. This opens up a wide range of powerful attacks, which
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are described in the following. We start with a very brief introduction to cryp-
tography and the related main classes of attacks. Subsequently, we focus our
introduction on implementation attacks and its various subtypes.

2.1.1 Cryptography

While cryptography tries to protect sensitive data from disclosure and manip-
ulation, various types of attacks aim at circumventing this protection. Imple-
mentation attacks are a relatively new and very powerful kind of attack on
cryptographic methods.

Whenever sensitive data is exchanged between different entities, a subset of
the following main aspects of information security is of importance. Usually, only
the intended recipients should be able to read and understand the transmitted
data (confidentiality). In many cases, it must be verifiable that the data was not
altered on its way from sender to receiver (integrity) or who the originator of
the data actually is (authenticity). In other cases, the sender must not be able
to deny being the originator of the transmitted information (non-repudiation).
And also, there are more and more situations where the privacy of sender and
receiver must be ensured (anonymity).

Cryptography [MvOV97] provides a comprehensive set of methods to achieve
these security goals. We generally distinguish between cryptographic algorithms
that either use no key, the same key (symmetric-key methods), or different keys
(asymmetric-key methods) for the communicating entities. In case of symmetric-
key algorithms, the same or a related secret key must be transferred in a confi-
dential manner to the receivers, which is the major drawback of this approach.
Asymmetric-key algorithms use a key pair: the private key and the public key.
Only the private key, which stays with the sender, must be kept secret. The
public key can be transmitted openly to the other communication entities.

An important property of cryptographic algorithms is that their strength
should not rely on the fact that the details of a particular algorithm are kept
secret. This is known as Kerckhoffs’ principle [Ker83a, Ker83b] and ultimately
means that it is sufficient to protect only the secret or private key from disclosure.

The security goal of confidentiality is typically achieved with the help of
encryption algorithms. An encryption algorithm takes as inputs the message to
be protected (plaintext) and the secret or public key. It produces a ciphertext as
output, which can only be decrypted by an entity that also knows the secret key
or possesses the related private key. A very common symmetric-key encryption
algorithm today is the Advanced Encryption Standard (AES) [Nat01]. To provide
the security goal of data integrity, one-way functions (hash functions) are usually
an important building block. Such functions “compress” data blocks of arbitrary
length to blocks with a fixed length. Common hash algorithms are the Secure
Hash Algorithm 1 (SHA-1) and its successor SHA-2 [Nat08]. For authentication
and non-repudiation, digital signatures are used. An example for them is the
Rivest-Shamir-Adleman (RSA) signature algorithm [RSATS].
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2.1.2 Attacks on Cryptographic Methods in General

The ultimate goal of attacks against cryptographic algorithms is to reveal se-
cret (and private) keys. Cryptanalytic attacks aim at cryptographic algorithms
directly (classical cryptanalysis) or at their implementations in a device (imple-
mentation attacks). Other approaches to get information about secret keys such
as keystroke logging or social engineering are not considered as cryptanalytic
attacks. Social engineering means that people are manipulated so that they are
prepared to give away secret credentials like passwords (phishing) or that pub-
licly available information about them is collected and analyzed to get hints on
their potential passwords. Especially in times of Facebook & Co it became quite
easy to acquire such personal data [Tho08].

In classical cryptanalytic attacks, the structure of cryptographic algorithms
and their input and output values are analyzed mathematically for weaknesses.
In the context of encryption, such a weakness might for example allow to recover
(parts of) the plaintexts if a certain number of ciphertexts is available. In the
best case, a cryptanalytic attack allows to deduce the secret key. Many differ-
ent methods of classical cryptanalysis are known, such as linear and differential
cryptanalysis [BS93]. A reasonable cryptanalytic attack on a particular cryp-
tographic algorithm has a lower complexity (time, memory) than a brute-force
attack on the same algorithm. In a brute-force attack, all possible values of the
secret key are tried out, which is computationally infeasible for the key sizes
of modern cryptographic algorithms (128 bits and more). Interestingly, there
exists a symmetric-key encryption algorithm called the one-time pad which can-
not even be broken by a brute-force attack because for a given ciphertext all
possible plaintexts are equally likely. The major drawback of a one-time pad is
that it requires a truly-random key bit for each plaintext bit and the key bits
must never be reused.

2.1.3 Implementation Attacks

A relatively new type of cryptanalytic attacks are implementation attacks. As
the name implies, not the abstract descriptions of cryptographic algorithms are
attacked in this case but their practical implementations in cryptographic de-
vices. Implementation attacks became popular with the rise of mechanical and
especially electrical devices (integrated circuits) that perform the cryptographic
operations. A cryptographic device consists of the components in a system that
either perform cryptographic operations or that handle the data of these oper-
ations. Examples include general-purpose hardware like microcontrollers that
execute software implementations of cryptographic algorithms and protocols,
dedicated cryptographic hardware modules like encryption coprocessors, and
(non-volatile) memories that store secret keys. Cryptographic devices come in
many different shapes like smart cards or USB tokens. They generally tend to
be small, closed platforms which facilitates protection from attacks.
Implementation attacks are very powerful because they also utilize the in-
formation “emitted” by the physical implementation, for example the execution
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time of a cryptographic algorithm. Furthermore, they can include a wide range
of manipulations of implementations like cutting a wire in a circuit on a chip.
Classical cryptanalytic attacks are much more restricted in this respect. On the
other hand, a practical mathematical weakness in a cryptographic algorithm ren-
ders it completely unusable while a successful implementation attack typically
only affects a specific cryptographic device. In most cases, no general weakness
of the cryptographic algorithm can be derived from such an attack.

Implementation attacks can be generally classified in two ways. First, we
distinguish between passive and active attacks. In passive attacks, only infor-
mation emitted by a normally operating cryptographic device (e.g. a physical
property like its power consumption) is observed. This includes that the device
is operated within its specifications (supply voltage, temperature, etc.). In active
attacks, the cryptographic device and/or its environment are manipulated. The
main aim is to make the device behave abnormally and to exploit this abnormal
behavior in an attack.

A second common classification criterion for implementation attacks is the
interface that is used to manipulate a cryptographic device or to access the avail-
able information. In this context, we distinguish non-invasive, semi-invasive,
and invasive attacks. In non-invasive attacks, the cryptographic devices are
not permanently altered in any way. Only information from directly accessible
interfaces is exploited. In semi-invasive attacks [Sko05], only outer, basically
non-functional layers of cryptographic devices are removed (e.g. chip packages).
Active circuitry is neither directly contacted nor altered. Finally, invasive at-
tacks include all manipulations and means of access that are technically feasible.
This includes directly probing, cutting, and rerouting of wires and changing the
logic states of signals in a chip (forcing). It is clear that the different types
of implementation attacks differ significantly in terms of their complexity and
cost. A general rule of thumb is that passive attacks are easier to conduct than
active ones and that invasive attacks are much more complex and costly than
semi-invasive and non-invasive attacks.

The main types of implementation attacks are: side-channel analysis, fault
analysis, probing attacks, and combinations of them. Also reverse engineering of
cryptographic algorithms is commonly considered as a type of implementation
attack. The common taxonomy to classify attacks on cryptography is summa-
rized graphically in Figure 2.1. Reverse engineering in this context means that
the software or hardware implementation of an unknown cryptographic algo-
rithm is analyzed to find out how it actually works. Cryptanalytic attacks are
typically only possible if the functionality of the targeted cryptographic algo-
rithms is known. This is especially true for implementation attacks. However,
security products often use proprietary cryptographic algorithms whose details
are kept secret. There is a steady discussion going on if this violation of Kerck-
hoffs’ principle actually increases the overall strength of a cryptographic system
or not. Opponents of this security-by-obscurity approach argue that designing
mathematically strong cryptographic algorithms is so complex that only an open
evaluation by many different experts leads to robust results. Furthermore they
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Figure 2.1: The common taxonomy to classify attacks on cryptographic methods.

say that keeping the details of cryptographic algorithms secret in the long run
is very hard. A recent example is the successful reverse engineering of the pro-
prietary Crypto-1 encryption algorithm that is used in some radio-frequency
identification (RFID) tags [NESPO08]. After the semiconductor and wiring lay-
ers of such an RFID tag had been visually analyzed, the digital circuit could
be reconstructed and the details of the algorithm were revealed. Subsequent
cryptanalytic attacks on the algorithm showed that it is mathematically weak
[GVRVS09].

Side-channel analysis (SCA) attacks have received a lot of attention in the
last years. They are passive, non-invasive attacks which exploit physical signals
(the “side channels”) emitted by normally operated cryptographic devices. The
most common side channels are execution time, power consumption, and electro-
magnetic (EM) emanation. The basic principle of SCA attacks is to determine
secret keys from their influence on the side-channel signals. How this works and
what can be done against it is presented in more detail in Sections 2.2 and 2.4.

Fault analysis (FA) attacks have become increasingly popular in the last
years. FA attacks are in general more complex than SCA attacks because they
are active attacks. Their aim is to induce faults in a cryptographic circuit so that
it behaves abnormally and/or delivers incorrect results, which in turn reveals
information about the secret key. FA attacks and possible countermeasures are
for example discussed in more detail in [Sch09].

Probing attacks are another, very powerful type of implementation attacks.
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These are passive, invasive attacks where outputs of memory cells, wires be-
tween logic cells, etc. are electrically contacted to read out their state while
the cryptographic circuit operates normally. Very expensive equipment like a
chip probing station is necessary for such attacks. Furthermore, probing attacks
get more and more complicated because of the steadily shrinking feature sizes
of semiconductor technologies into the nanometer range and because of the ex-
ponentially increasing complexity of chip circuits. This generally implies more
routing layers and thus leads to wires that are no longer accessible without de-
stroying other important circuit structures. Nevertheless, the effort may still be
worth it because successfully planted probes allow in the best case to directly
read out bits of secret keys.

2.2 Power Analysis Attacks

Besides the obvious output channel of cryptographic devices, namely the one
providing the result of the executed cryptographic algorithm, there exist various
other, so-called side channels which also emit information during operation.
Such information is for example how long the algorithm execution takes (timing
analysis, TA), how much current is drawn from the power supply (power analysis,
PA), or how much EM radiation is emitted due to electrical activity (electro-
magnetic analysis, EMA). Also some more exotic side-channel signals like sound
or temperature have already been investigated.

If a secret key is included in a cryptographic algorithm, the output values of
all side channels are somehow related to that key. In case of the result output
channel, the influence of the secret key is present and observable only in the
final output value. The major difference to side-channel signals is that they are
typically also available for the calculation of the intermediate results of a cryp-
tographic algorithm. Many intermediate results only depend on small parts of
the secret key. This enables a divide-and-conquer approach, which dramatically
reduces the attack complexity.

PA and EMA attacks are the most common and well studied types of SCA
attacks. If data is processed in digital circuits, signal wires carry different data
values and must be charged and discharged. This leads to data and operation-
dependent current flows and EM fields. The sources of the power consumption
of cryptographic circuits are explained in more detail in Section 2.3.

SCA attacks exploiting the power consumption side-channel were presented
for the first time at a conference in 1999 [KJJ99]. One of the first academic
publications about EMA attacks was [GMOO1]. However, we know today that
the US government was already aware in the 1950s that for example EM signals
radiated from monitor screens can be used to reconstruct the displayed content
from a distance. This led to the development of a set of standards summarized
with the term TEMPEST, which describes possible countermeasures.

The power consumption and the EM radiation of electronic devices have
the same source: The currents flowing in the circuits. Thus, the results from
both types of SCA attacks are similar to some extent. A main difference is the
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necessary measurement equipment: resistors and current probes inserted in the
power supply lines in case of PA; EM probes placed on the chip package in case
of EMA. Furthermore, EMA attacks allow targeting only parts of a circuit if
a sufficiently small probe can be placed near the interesting circuit component.
This might also help to defeat some countermeasures. One the other hand,
the noise in EMA measurements is typically higher than in PA measurements
(strong carrier signals, etc.).

The basic equipment necessary for PA and EMA attacks is relatively inex-
pensive. A state-of-the-art personal computer usually provides enough comput-
ing power, versatility, and memory to control the side-channel measurements,
store the measurement results, and do the analysis. For the measurement of
the side-channel signals, instruments like oscilloscopes, EM antennas, and spec-
trum analyzers are necessary. These are today also available off-the-shelf with
sufficient performance and accuracy.

The three basic subtypes of PA and EMA attacks are: simple power/EM
analysis (SPA/SEMA ), differential power/EM analysis (DPA/DEMA ), and tem-
plate PA/EMA attacks. Especially DPA/DEMA attacks are very common. We
shortly introduce simple, differential, and template PA attacks in the following.
The related EMA attacks basically work in the same way.

2.2.1 Simple PA Attacks

SPA attacks are possible in cases where the power consumption of a circuit
strongly depends on the individual bits of the secret key. For example, the value
of a bit might determine which of two operations is executed next or whether
or not an operation is executed at all. If the operations are clearly visible and
distinguishable in the power signal, an attacker can directly deduce the key bits
simply by looking at the patterns in a power trace. SPA attacks typically require
detailed knowledge about the attacked device and are relatively easy to prevent.
The main characteristics of SPA attacks are that only one or few power traces
are used and that a trace is analyzed along the time axis.

2.2.2 Differential PA Attacks

Much harder to prevent are DPA attacks. In these attacks, the power informa-
tion emitted during the calculation of a specific intermediate result is statistically
analyzed. The targeted intermediate result must depend on a small part (e.g.
8 bits) of the secret key and on other, varying but known data (e.g. parts of
the plaintext or ciphertext). The concrete value of the key part in question
specifically influences the emitted power signal when calculating the interme-
diate result. An attacker tries to estimate the power signal for the different
possibilities of the key part with the help of a power model and determines
which estimation fits best to the actual (measured) power traces. Figure 2.2
graphically depicts the principle of DPA attacks. Very small influences of the
secret key on the power signal can be exploited by a differential attack. Such
small signals are not directly visible because they are buried in the switching



12

Chapter 2. Power Analysis Attacks and Countermeasures

noise caused by simultaneously calculated intermediate results and in all sorts
of electronic noise. Due to the statistical analysis of the power signal for varying,
known data, it is possible to significantly reduce this noise in the signal.

Varying
input data

A

Cryptographic | Secret

Key

device key Power model guesses
Power signal Power signal
predictions

Highest correlation for
which key guess?

Figure 2.2: The principle of DPA attacks.

DPA attacks are in general performed according to the following five-step
strategy:

1.

Choose an intermediate result v of the executed algorithm that depends
on a small part of the secret key k and on varying but known data d:

v = f(k,d).

Measure the power consumption of the cryptographic device (i.e. record
power traces) for varying data d. This is typically achieved by varying the
input data of the algorithm.

For the known data values d and all possible guesses of the secret-key
part k (i.e. the 256 possible values in case k is 8 bit wide) calculate the
hypothetical intermediate values v according to the formula above.

Map the hypothetical intermediate values v to hypothetical power con-
sumption values with the help of a suitable power model.

Compare the hypothetical power consumption values for each key guess
with the measured power values. The key guess for which these values
show the highest correlation is under normal circumstances the actual part
of the secret key used in the cryptographic device.

Subsequently, the attack is repeated for the next part of the secret key. In
most cases, new power measurements (step 2) are not necessary.

DPA attacks are very common because very good generic power models are
available for them. We discussed before that such models are required to map
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hypothetical intermediate values (depending on the secret key) to hypotheti-
cal power consumption values. These generic power models are the Hamming-
weight (HW) model, the Hamming-distance (HD) model, and the zero-value
(ZV) model. The HW model assumes that the emitted power signal when cal-
culating the intermediate result is correlated to the number of bits that are 1 in
the intermediate result, the HD model assumes a correlation to the number of
changing bits, and the ZV model assumes that the power signal is significantly
different for a special value like 0 compared to all other values. These power
models are discussed in more depth in Section 3.1.3.

The main characteristics of DPA attacks are that many power traces for
varying processed data are measured and that the analysis happens over the
power values of the traces at a fixed point in time. The points in time where the
differential attack finally succeeds marks exactly that points when the targeted
intermediate result is processed. This means that an attacker does not exactly
need to know when this processing actually happens. The power signal is just
recorded for a reasonable interval (e.g. from the beginning of an encryption to
its end) and the DPA attack is then performed successively at each point in
time. This is one main reason why DPA attacks typically require less detailed
knowledge about the attacked device than SPA attacks. Obviously, longer traces
imply increased attack runtimes (trace transmission, analysis for each point in
time) and increased memory capacity for trace storage.

A very common way to quantify the relationship between the hypothetical
power consumption values and the measured power consumption values is to
calculate (estimate) the linear Pearson correlation coefficient p [CKNO01, BCO04]
between both sets of values. In most cases, the assumption holds that for wrong
points in time (where the attacked intermediate result is not processed) and for
wrong key guesses this correlations approaches zero with an increasing number
of measurements. For the correct time ¢t and the correct key ck, a correlation
peak pe ot (actually its estimation rcy ) appears. The height of pe o+ depends
on the signal-to-noise ratio (SNR) between the exploitable part of the power
consumption in the given attack scenario and the noise (switching noise and
electronic noise). In the context of PA attacks, the exploitable part of the
power consumption is also often called the power leakage of a specific attack
scenario. Furthermore, p.x .+ depends on the quality of the power model used
by the attacker, i.e. how well the hypothetical power values actually describe
the exploitable power consumption of a cryptographic device.

From a designer’s perspective, we usually use the minimum number n of
needed power traces to get a distinct correlation peak to quantify the DPA re-
sistance of a cryptographic circuit for a specific attack scenario. Based on the
assumption that there only occurs a correlation value different from zero for the
correct key and the correct point in time, we consider a correlation peak estima-
tion as distinct if we can distinguish it in a statistical sense from a correlation
“peak” of value zero with high probability [Man04a]. For a confidence of 99.99 %
and for a correlation peak pei ¢+ < 0.2, the minimum number of traces n can be
approximated according to Equation 2.1 (ck ...correct key, ct ...point in time
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where the attacked intermediate result is processed). pe o and n actually show
a quadratic relationship. Another, more general approach to quantify the DPA
resistance of cryptographic circuits based on success rates has been proposed in
[SMYO09].
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So far, we only discussed first-order DPA attacks where only one intermediate
result is analyzed. In higher-order DPA attacks, two (second-order attacks) or
more intermediate results are considered simultaneously. In other words, higher-
order DPA attacks exploit the combined leakage of two or more intermediate re-
sults that are processed by the cryptographic device [Mes00]. In a higher-order
DPA attack, usually a preprocessing step based on a suitable combination func-
tion is necessary to bring the power consumption contributions of the different
intermediate results together. Furthermore, the different intermediate results
are included in the calculation of the hypothetical intermediate values. In some
cases, the preprocessing step is not necessary. Examples are situations where the
intermediate results in question are processed jointly (i.e. as inputs to the same
function), in parallel (e.g. in different hardware modules at the same time), or
consecutively (e.g. stored in the same register one after the other). Higher-order
DPA attacks are mainly used to defeat DPA countermeasures like masking (see
Section 2.4). Usual targets are in this case intermediate results that are masked
with the same mask or a masked value and the corresponding mask.

An example of successfully applying SPA and first-order DPA attacks on a
commercial product is the attack on the KEELOQ code hopping protocol, which
is widely used in remote keyless entry systems of garage and car doors. The
DPA attacks [EKMT08] allowed to retrieve the device keys of the hand-held
transmitters, which can then be cloned easily. Much more seriously, also the
manufacturer key could be disclosed by the DPA and SPA attacks [KKMP09].
The manufacturer key is unique for a particular vendor of KEELOQ products.
Knowing it allows for example to calculate device keys of transmitters and to
produce your own transmitters.

2.2.3 Template PA Attacks

Another type of attacks are template PA attacks. In such attacks, the power
model that describes how the performed operations and the processed data val-
ues influence the power consumption are determined in a characterization step.
This requires that the attacker has access to a fully controllable cryptographic
device, which is similar or even identical to the attacked one. With this charac-
terization device, the attacker builds descriptions of the power signal for different
keys and processed data. One such description for a specific key and processed
data value is called a template. A template usually describes several points of
a power trace that show a relation to the used key and processed data. The
templates then help to enhance the subsequent SPA [CRR03] or DPA attacks
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[ARRO3]. Template-based SPA and DPA attacks are very powerful types of PA
attacks but they require the availability of a characterization device.

2.3 CMOS Circuits and Their Power Consump-
tion

Most digital circuits are today implemented in a complementary metal-oxide
semiconductor (CMOS) logic style. This basically means that combinational lo-
gic cells usually consist of a pull-up network (PUN) and a pull-down network
(PDN), which are controlled by the input signals and are never conducting at
the same time. A conducting PUN sets the affected output signals to Vpp while
a conducting PDN sets it to GND. Besides the combinational logic cells, which
react directly on input value changes according to their logic function (e.g. AND,
XOR, ADD), sequential cells like flip-flops (FFs) are important building blocks
of digital circuits. Sequential cells work synchronously to a control signal that is
usually called the clock signal and they are mainly concerned with the storage of
signal values. CMOS logic styles are implemented in a CMOS process technology
from a particular semiconductor foundry. A CMOS process technology allows
to efficiently implement the PUNs and PDNs of the logic cells with two com-
plementary types of metal-oxide semiconductor (MOS) transistors in the same
substrate.

Due to the widespread use of CMOS logic styles, also cryptographic devices
are mainly implemented in CMOS. In the following, we discuss when and how
such logic styles consume power because this ultimately is the source of power
leakage that can be exploited by attackers.

2.3.1 Total Power Consumption

The total power consumption of a CMOS circuit is the sum of the power con-
sumptions of the logic cells making up the circuit. It essentially depends on the
number of logic cells in a circuit, the connections between them, and the fact
how the cells are built. These properties are a result of design decisions that are
taken at the system level (overall system architecture, used algorithms, hard-
ware/software splitting, etc.), the architecture level (specific implementation of
hardware and software components), the cell level (design of the logic cells), and
the transistor level (process technology used to implement the MOS transistors
of the logic cells).

When operating a CMOS circuit, the circuit is provided with the constant
supply voltage Vpp and with input signals. The logic cells in the circuit process
the input signals and draw current from the power supply. We denote the total
instantaneous current of the circuit by ipp(¢) and the instantaneous power con-
sumption by ppp(t). Hence, the average power consumption Ppp of the circuit
over time 7' can be calculated according to Equation 2.2.
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1" Voo [T
PDD = T/ pDD(t)dt = T/ ZDD(t)dt (22)
0 0

As pointed out before, logic cells are usually implemented using a CMOS
logic style. In the following, we use the simplest CMOS cell, the CMOS inverter,
to describe when and why CMOS cells dissipate power. The discussion of the
inverter is representative for all other cells because all CMOS cells are built based
on complementary pull-up and pull-down networks. In case of an inverter, these
networks consist of the two transistors P1 and N1, respectively, as shown in
Figure 2.3. In case of more complex gates, more MOS transistors are necessary
for these networks.

VDD
T

P1 Cu

N1 I CLZ

GND

Figure 2.3: Transistor schematic of a CMOS inverter with output capacitances.

The power consumption of a CMOS inverter can essentially be divided into
two parts. The first part is the static power consumption Pg;,;. This is the
power that is consumed if there is no switching activity in a cell. The second
part of the power consumption is the dynamic power consumption FPy,,. In
addition to the static power, a cell consumes dynamic power if an internal signal
or an output signal of a cell switches. The total power consumption of a cell is
the sum of Pssqr and Pyyp,.

2.3.2 Static Power Consumption

CMOS cells are built in such a way that their PUN and their PDN are never
conducting at the same time for constant input signals. In case of the CMOS
inverter, P1 is conducting and N1 is insulating if the input a is set to GND.
Vice versa, P1 is insulating and N1 is conducting if the input a is set to Vpp. In
both cases, there is no direct connection between the Vpp line and the GND line.
Therefore, only a small leakage current is flowing through the MOS transistor
that is turned off. Furthermore, this leakage current typically shows a very
low data-dependence. If we denote the average leakage current by Ijeqkr, the
static power consumption Pg,e can be calculated according to Equation 2.3.
The leakage currents of MOS transistors are typically in the range of 107'2 A
[RCNO3]. However, the leakage currents are increasing significantly for modern
process technologies that have structure sizes of less than 100 nanometers. Thus,
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also their data dependence becomes more and more important in the context of
PA attacks.

Pstat = Ileak : VDD (23)

2.3.3 Dynamic Power Consumption

Dynamic power consumption occurs if an internal signal or an output signal of
a logic cell switches. At a fixed moment of time, an internal or output signal of
a CMOS cell can essentially perform one out of four “transitions”. In the two
cases 0 — 0 and 1 — 1, the cell consumes only static power, while in the other
two cases 0— 1 and 1—0 also dynamic power is consumed. The corresponding
power consumption values Py, P11, Po1, and Py depend on the type, load,
and input signal characteristic of the cell and on the used process technology.
However, in general it holds that Pyy ~ P11 < Py1, Pig- The most important
aspect in the context of PA attacks is that the dynamic power consumption is
data-dependent.

There are essentially two reasons for the dynamic power consumption Py, of
a CMOS cell. The first one is that the involved load capacitances of the cell need
to be charged. The second one is that there usually occurs a short circuit for a
short period of time if a signal of a cell is switched. Pgyy is the dominant part
of the total power consumption for process technologies with structure sizes of
100 nm and more. For smaller process technologies, the static part of the power
consumption becomes steadily more significant.

Charging Current

When performing internal and output signal transitions, CMOS cells draw a
charging current from the power supply to charge the involved load capaci-
tances. The load capacitances consist of the so-called intrinsic capacitances and
the extrinsic capacitances of a CMOS cell. Intrinsic capacitances are internal
capacitances that are involved in the switching activity. Extrinsic capacitances
include the capacitances of the wires that connect to the subsequent CMOS cells
and the input capacitances of these cells. The sizes of the capacitances depend
heavily on the properties of the used process technology and the cell and circuit
layouts (internal structure and dimension of cells, geometry and environment of
output wires, number of subsequent cells, etc.).

To describe the charging power consumption of CMOS cells we use a model
that includes two output capacitances Cr; and Cpo as shown in Figure 2.3. Cp
includes all intrinsic and extrinsic capacitances that need to be charged from the
power supply when the output signal changes from Vpp to GND. Cps contains
all capacitances that are involved in the opposite transition. In case of the CMOS
inverter, C'p; is charged from the power supply and C5 is discharged internally
via the MOS transistor N1 if the output signal ¢ changes from Vpp to GND. If
q changes from GND to Vpp, Cpo is charged from the power supply and Cp; is
discharged internally via the MOS transistor P1. In the general case, Cr1 and
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Cr are not equal due to different effective capacitances to Vpp and GND. As
a consequence, the power consumption values Py; and Pjg are not equal. This
fact represents a common root cause of vulnerabilities to PA attacks.

The average charging power P, that is consumed by a cell during the
time T can be calculated as shown in Equation 2.4. In this equation, peprg (%)
denotes the instantaneous charging power consumed by the cell. If we set T to
be the clock cycle time, P.xrgy can be calculated using the clock frequency f,
the so-called activity factor «, the load capacitances, and the supply voltage.
The activity factor corresponds in this case to the average number of 0 —1—0
transitions that occur at the output of a cell in each clock cycle. For example, if
a cell switches its output value from 0 to 1 and back to 0 once every clock cycle,
«ais 1.

In Equation 2.4, it can be observed that P4 is proportional to « - f, the
sum of the load capacitances Cp; and C3, and the square of the supply voltage
Vpp. Thus, the most effective way to reduce the dynamic power consumption
of CMOS circuits is to reduce the supply voltage. Less effective options are to
reduce the clock frequency, the load capacitances, or the switching activity of
the cells.

1

T
Pehrg = T/o Pehrg(t)dt = a- f - (Cr1 + Cra) - Vip (2.4)

Short-Circuit Current

The second part of the dynamic power consumption of a CMOS cell is caused
by the temporary short circuit between the PUN and the PDN that occurs in a
CMOS cell during the switching of the output. In case of a switching event of
a CMOS inverter, there is a short period of time where both MOS transistors
P1 and N1 are conducting simultaneously. This happens for 0 —1 and 1 —0
transitions.

The average power consumption P, that is caused by the short-circuit cur-
rents in a cell during the time 7" can be calculated as shown in Equation 2.5. In
this equation, ps.(t) is the instantaneous short-circuit power consumed by a cell.
If T corresponds to the clock cycle time, I,cqr denotes the current peak that is
caused by the short circuit during the switching event (neglecting a dependency
on the transition direction), and ¢, is the time for which the short circuit exists,
Equation 2.5 can be rewritten as shown. For the calculation of P;., the wave-
form of the short-circuit current for one switching event is approximated by a
triangle with base length ¢5. and height Ip..r. Note that two switching events
with a temporary short circuit occur in a complete switching cycle (0—1—0)
of the inverter output ¢g. The values of ¢s. and I,cqr mainly depend on how fast
input and output signals switch (absolutely and in relation to each other).

1

T
Psc = f / psc(t)dt = Q- f . VDD . Ipeak: e (25)
0
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2.3.4 Glitches and Early Propagation

An important observation for CMOS circuits is that the different input signals of
multi-input cells usually arrive at different, data-dependent points in time. There
are basically two reasons for this. First, the logic cells and the wires between
these cells have non-zero, data-dependent, and in general different propagation
delays. It takes a certain time until a cell switches its output upon a specific
change of the input, and it also takes a certain time for a specific signal transition
to propagate from one cell to the next. Second, multi-input cells often take
outputs from cells in different stages of the circuit as input.

Another characteristic behavior of multi-input combinational CMOS cells is
that they show what is commonly called an early-propagation effect. This means
that a combinational cell changes its output as soon as one or some new input
values define a new output value. In other words, the evaluation of the cells
is not postponed until e.g. all input values have reached their final state of
the current clock cycle. It is clear that in the case of binary value encoding and
combinational CMOS cells, early propagation is in general not avoidable because
a differentiation between valid and invalid signal states is not possible.

The different, data-dependent arrival times of the input signals of combi-
national cells and the early propagation effect are both necessary prerequisites
for an important phenomenon to occur in digital circuits. As observable in
standard CMOS circuits, where these effects occur, combinational CMOS cells
usually switch their output signals several times before they reach the final value
of the current clock cycle. Such switchings of combinational cells to temporary
output states are called glitches or dynamic hazards [RCNO03].

The number of glitches in CMOS circuits typically increases with the num-
ber of stages of the combinational circuit. Glitches propagate like an avalanche
through such circuits. If there is a glitch in one of the early stages of the combi-
national circuit, this single glitch most likely leads to glitches at the outputs of
all cells that are connected to this cell etc. In complex CMOS circuits, glitches
can become a dominant factor in the total power consumption. Most notably in
the context of PA attacks is that the occurrence of glitches is data-dependent.

2.4 Power Analysis Countermeasures

Many countermeasures against SCA attacks in general and PA attacks in par-
ticular have been proposed in the last ten years. In case of PA, the aim of any
countermeasure is to reduce the exploitable information in the power consump-
tion to a level where attacks are no longer possible or at least to a level that
would require too many measurements to be taken by an attacker. The first goal
is of course the more attractive one but it is very hard to reach in practice. As
a compromise, designers of secure cryptographic systems usually step back from
the ideal goal of achieving unconditional security in terms of PA attacks and
apply the following more practical rule: The costs for an attacker in terms
of required knowledge, equipment, time, and memory must outweigh
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the (expected) profit. Countermeasures are selected and parameterized ac-
cordingly in order to fulfill this goal. As a consequence, it is necessary to clearly
know the application domain of a cryptographic device already in the design
phase.

A general countermeasure especially against differential PA attacks is to use
secret keys and similar data as rarely as possible (e.g. derive session keys and
work with them) and to update the keys as often as practically possible. The
main problems of this approach are the need for regular key updates even in the
field and the protection of the key derivation operation itself against PA attacks.

More technically speaking, the goal of PA countermeasures is to break the
dependency between the data values and operations occurring in a cryptographic
algorithm and the power signal of a cryptographic device that executes this al-
gorithm. Two basic approaches can be followed to achieve this goal. The first
one is hiding, which aims at breaking the link between the data values processed
in the device and the power consumption. The second approach is masking,
which means that the intermediate results in the algorithm are randomized be-
fore they are processed in the device. Hiding as well as masking countermeasures
are applied either at the architecture level (software/hardware) or at the cell level
(hardware) of cryptographic devices.

Hiding countermeasures try to change the power consumption characteristics
of cryptographic devices in a way that the data and operations processed on a
device and the emitted power signals are no longer related. However, this is
typically not perfectly possible in practice. There are essentially two approaches
to implement hiding. The first one is to randomize the power consumption. The
second approach is to make the power consumption equal for all operations and
data values.

Randomization of the power consumption can be achieved by performing
the operations of cryptographic algorithms at different moments in time for
each execution (randomization in time). As a result, the operations and their
corresponding signals in the power traces are no longer aligned, which makes
PA attacks much harder [Man0O4a]. The second randomization technique is to
directly increase the noise level in the power signal (randomization in the ampli-
tude dimension). Examples for randomization in time are: random insertion of
dummy operations [CCDO00], dummy clock cycles, or delays [BLGTO05], shuffling
of operations [THMO07], and randomly changing the clock frequency [YWVT05].
Examples for randomization in the amplitude dimension are: architectures with
wider datapaths and noise engines [PGH™04].

A more equal power consumption for different operations and data values
can be achieved by carefully selecting executed instructions, program flow (e.g.
no conditional jumps depending on the secret key value), and memory accesses.
A rather equal power consumption is possible for example by filtering the power
signal [Sha00, Plo09] and with special logic styles (see Section 2.4.1). Equalizing
the power signal often has the effect that the cryptographic device consumes the
maximum amount of power in each clock cycle.

When masking is used as countermeasure against PA attacks [GP99, CTRR99],
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each vulnerable intermediate result v of a cryptographic algorithm is concealed
by a random value m called the mask: v, = v * m. The random mask
is generated internally by a device because it must not be known by an at-
tacker. All operations performed in a cryptographic device work only with the
masked values v,,,. Due to the random mask, these values are independent of
the corresponding unmasked values. Therefore, also the power consumption
when processing the masked values is independent. The most common masking
operations * are the exclusive-or (XOR) function (Boolean masking) and arith-
metic operations like modular addition or multiplication (arithmetic masking).
Examples of masking countermeasures are masked look-up tables in software
[HOMO6], masked functional blocks in hardware [OMPR05, POM™*04], masked
buses [BGM 103, ETS*05], randomly precharged buses [BGLT04], and masked
logic styles (see Section 2.4.4). In the asymmetric-key area, masking is usually
called blinding.

A significant burden of masking countermeasures and randomization counter-
measures in the time and amplitude dimension is their need for random numbers.
The pseudo-random number generators (PRNGs) that typically produce these
numbers must usually be included in the cryptographic chip so that an attacker
cannot access or even alter the random bit stream. Hiding and masked logic
styles will be presented in more detailed in the following two sections. Their
basic idea is to build cryptographic circuits out of cells that are resistant to
PA attacks, i.e. their power consumption is independent of the intermediate
results of the executed cryptographic algorithms. If it is furthermore ensured
that the cells are not (de)activated in a data-dependent manner (e.g. by using
data-dependent clock gating) the circuit will be resistant to PA attacks. In gen-
eral, PA-resistant logic styles can provide a very high level of protection against
attacks and they can usually be applied automatically within well-established
chip design flows (see Section 5.2). However, PA-resistant logic styles must be
carefully tested in real silicon and they are typically very demanding in terms
of implementation constraints and resource requirements.

2.4.1 Hiding at the Cell Level

Counteracting PA attacks at the cell level has been one of the first reactions
of the semiconductor industry after the publication of these attacks. In the
scientific community, it took much longer until the first proposals for cell-level
countermeasures appeared. During the last years, several proposals for logic
styles to counteract power analysis attacks have been made. Many of these
logic styles are based on the concept of hiding and aim at making the power
consumption of the cells constant in each clock cycle for all processed logic values.
Constant in each clock cycle means that the instantaneous power consumption of
a cell is the same in each clock cycle. A consequence of this behavior is that the
logic cells always consume the maximum amount of power in each clock cycle.
Logic styles with a constant power consumption counteract both SPA and
DPA attacks. In standard CMOS circuits, essentially four transitions can occur
at a node that stores the data value v(t — 1) at time ¢t — 1 and the value v(t)
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at time ¢. Table 2.1 lists the possible transitions together with the energy that
is dissipated in order to perform the respective transition (Eqq ... E11). Each of
these transitions occurs with a certain probability denoted by pgg - .. p11-

Table 2.1: Possible transitions of the value v on a node in a CMOS circuit and cor-
responding energy consumptions.

v(t—1) w(t) | Energy Probability

0 0 Eoo Poo
0 1 Eo1 Po1
1 0 E1o P10
1 1 En P11

In a DPA attack, the recorded power traces of the CMOS circuit are split into
two sets e.g. according to the value v(t) at time ¢t. Subsequently, the attacker
determines the difference of the means (DM) of the two sets of traces. We
refer to the means as M, )—g and My)—1. Of course, at the time ¢ not only
the attacked node performs a transition. Several other nodes also switch their
value at this moment in time. However, the energy dissipation that is caused by
these other nodes can be modeled as Gaussian noise [MDS02]. Therefore, the
expected value of the difference of the means, E(DM,)), is calculated as shown
in Equation 2.6 for a correctly calculated v(t) (i.e. when the attacker uses the
right key guess).

E(DMyqy) = E(Mygpy—1) — E(Moyy—o) = p11E +poiLor  pooFoo + proLio
P11+ Po1 Doo + P1o
(2.6)

In case of standard CMOS logic it usually holds true that Ey =~ E1; <
E1g # Eo1 (see Section 2.3.1). In this case, E(DM,)) is different from zero,
which leads to a successful DPA attack. A common approach to prevent the
expected value of the difference of means from being non-zero is thus to use cells
with the property that Fog = Eg1 = F19 = FE11, i.e. to use cells with a constant
power consumption.

The constant power consumption of hiding logic styles is typically achieved by
applying the dual-rail precharge (DRP) principle and by balancing complemen-
tary paths. In the following, we introduce this important working mechanism
and we present some examples of common hiding logic styles that are based on
the DRP principle. Subsequently, we introduce some alternative approaches to
achieve cells and circuits with a constant power consumption.

DRP Logic

A DRP circuit alternates between two operating states called the evaluation
phase and the precharge phase. The sequence of the phases is usually controlled
by the clock signal of the circuit, e.g. by the actual value of the clock signal. In
DRP circuits, each signal is carried on two wires. During the evaluation phase, a
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binary signal value is encoded in a differential manner on the wire pair: the two
wires are set to complementary values (thus, the two wires are also commonly
called complementary wires); which one of the two wires is 1 defines whether
a logical 0 or a logical 1 is carried over the wire pair. During the subsequent
precharge phase, both wires of a pair are set to the specified precharge value,
which is either 0 or 1. This means, wire pairs do not carry complementary signals
during the precharge phase.

If we assume that glitches do not occur in a DRP circuit, a DRP cell in this
circuit shows the following behavior during a switching sequence of precharge -
evaluation - precharge phase. The wire-pair values of the DRP-cell output switch
from the precharge value to complementary values and back to the precharge
value. Always two transitions occur on one output wire during the sequence, the
signal of the other output wire stays at the precharge value. Thus, the DRP cell
consumes a constant amount of power if the charging and discharging behavior
of both wires of a pair is the same, i.e. if both wires are balanced in an electrical
sense. This balancing is usually achieved by ensuring that for each wire pair,
the output capacitances of the driving DRP cell, the wire capacitances, and the
input capacitances of the subsequent DRP cells are the same. The corresponding
resistances and inductances must also be balanced in the same way. Finally, it
also has to be ensured that the internal power consumption of the DRP cell
is constant with respect to different input and output values. In summary,
DRP cells and circuits must fulfill three requirements to have a constant power
consumption: no glitches; pairwise balanced complementary output paths of
DRP cells; and constant internal power consumption of DRP cells.

Well-studied PA-resistant logic styles based on the DRP concept are Sense-
Amplifier Based Logic (SABL) and Wave Dynamic Differential Logic (WDDL).
They are presented in more detail in Section 2.4.2 and Section 2.4.3, respectively.
There exist various other proposals for PA-resistant DRP logic styles. Bystrov
et al. [BSYKO03] and Sokolov et al. [SMBY04, SMBYO05] presented the so-called
Dual-Spacer Dual-Rail (DSDR) logic style. In this DRP logic style, both possible
precharge values are used in an alternating way in subsequent precharge phases.
In doing so, it is ensured that at both complementary outputs of a cell the same
signal transition occurs in each switching sequence of precharge - evaluation -
precharge phase. As a result, the overall energy consumption of a logic cell
during a complete switching sequence is not influenced by any imbalance of
the complementary outputs. However, especially for low clock rates, also the
variations of the energy consumed in each phase of the switching sequence can
be observed in power measurements.

A DRP logic style that works similarly to DSDR logic was proposed by Bucci
et al. [BGLTO06]. The logic style is called Three-Phase Dual-Rail Precharge Logic
(TDPL). During a clock cycle, TDPL cells run through three operation phases.
In the first phase, the complementary outputs of a TDPL cell are charged to
(1, 1). Next, in the evaluation phase, one output is discharged to 0 according to
the input values and the function of the TDPL cell. In the third phase, also the
second output is discharged to 0. As discussed for DSDR logic, this leads to a
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constant energy consumption in each clock cycle independent of the balancing of
the complementary outputs. A single-rail version of TDPL called Three-Phase
Single-Rail Precharge Logic (TSPL) has been published by Menendez and Mai
[MMO08]. TSPL should require less area and power than TDPL and does not
have the requirement of balanced complementary wires.

Another DRP logic style is 3-State Dynamic Logic (3sDL) presented by Tri-
filetti et al. [AMM™05]. This logic style uses Vpp/2 as precharge value. At the
end of the evaluation phase, always one complementary output wire of a cell has
been charged to Vpp while the other output wire has been discharged to GND.
In the subsequent precharge phase, the two complementary wires are connected
together. If both wires have the same capacitance, the voltage level at both
wires settles to Vpp/2. This approach saves power. Another specialty of 3sDL
is that the second wire of each pair is not routed through the circuit. Instead, a
dummy capacitor is connected to the respective cell output whose capacitance
matches the capacitance of the first wire. A major drawback of this approach is
that this matching must be done individually for every wire pair in the circuit.

So far, almost all articles on DRP logic styles have been published by people
from academia. One of the very few scientific articles explicitly stating that also
industry uses this technique is [FS03].

Asynchronous Logic

Asynchronous (or self-timed) circuits have also been proposed as a cell-level
countermeasure against PA attacks. Using such circuits for this purpose has for
instance been discussed by Moore et al. [MACT02] and by Yu et al. [YFPO03].
Asynchronous circuits that counteract PA attacks are usually implemented as
DRP circuits. Therefore, the power consumption of these asynchronous cir-
cuits can be balanced in the same way as discussed above for synchronous DRP
circuits. Further considerations for balancing the power consumption in asyn-
chronous circuits and a proposal of PA-resistant asynchronous cells have been
made by Kulikowski et al. [KSST05]. Unfortunately, the PA resistance of asyn-
chronous circuits still relies on the balancing of complementary wires. Addition-
ally, asynchronous circuits are hard to verify and there is still a lack of mature
electronic design automation (EDA) tools that support the design of such cir-
cuits.

The security evaluation of an asynchronous test chip implementing a 16-bit
microcontroller was presented in [FML103], which showed some weaknesses of
the approach. An asynchronous implementation of AES resistant to power and
timing attacks was shown by Yu and Brée [YB04]. Another asynchronous AES
design that should be resistant to PA attacks was presented by Bouesse et al.
[BRG04]. However, in [BRRT04] the authors showed that the asynchronous
circuit still leaks due to imbalances in the design. Based on these results, an im-
proved design methodology for the asynchronous AES circuit using hierarchical
place and route has been developed subsequently [BRDGO05]. An interesting idea
called the “path swapping method” to get rid of the balanced-routing constraint
of the asynchronous design has been presented afterwards [BSR06].
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Giirkaynak et al. [GOK™05] proposed the use of globally-asynchronous
locally-synchronous (GALS) designs to increase the DPA security of circuits. A
design flow for PA-resistant asynchronous circuits was proposed by Kulikowski
et al. [KSTO06]. Kulikowski et al. also came up with a new cell-level approach
called Asynchronous Directional Latch-Based Logic (ADLBL). This logic avoids
the need for balanced routing by using a non-standard, directional discharge
protocol [KVWT08, KVWT08].

Current-Mode Logic

In current-mode logic (CML) circuits, the output value of a logic cell is defined
by currents that are passing through the cell. The sum of these currents is
rather constant and more or less independent of the actual output value. This
makes CML logic styles interesting for PA-resistant circuits. In [TL05], Toprak
and Leblebici proposed the use of MOS Current-Mode Logic (MCML) [YY92]
as a PA-resistant logic style. The main drawback of MCML is its increased
static power consumption. A CML logic style that avoids this drawback is
Dynamic Current-Mode Logic (DyCML) [AEO1]. The use of DyCML in PA-
resistant circuits has been proposed by Mace et al. [MSHT04].

Adiabatic Logic

Also adiabatic logic styles [Kae08] like the classical charge recovery logic 2N-
2N2P [KDFMO95] have been proposed to be used as PA-resistant logic styles. The
basic ideas of adiabatic logic are to work with very small, more or less constant
currents in a circuit to minimize energy dissipation and to reuse the charge stored
in capacitances. A PA-resistant logic style proposal that works according to the
adiabatic principle is Secure Adiabatic Logic (SAL) [KMET08, MKSS09).

2.4.2 SABL

Sense Amplifier Based Logic (SABL) is a PA-resistant logic style following the
DRP principle and has been introduced by Tiri et al. [TAV02]. SABL cells have
a very special structure. That means on the one hand that the cells must be
implemented from scratch, which causes a high effort when switching to new or
smaller process technologies. On the other hand, it allows having cells with an
almost constant internal power consumption. If we assume well balanced com-
plementary wires in the SABL circuit, the PA resistance of the circuit is very
high (see [TV03] and Section 6.1.1). In [SA05], Sundstrom and Alvandpour pre-
sented a comparative study of the power consumption variance of static CMOS
logic, dynamic CMOS logic, dynamic differential logic, an SABL variant, and
DyCML. In this comparison however, SABL performs not as good as usually
experienced.

Not only the sequential SABL cells but also the combinational ones are con-
nected to the clock signal to switch their state between precharge and evaluation
phase. With the help of the transistor schematic of an SABL NAND cell shown
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Figure 2.4: Transistor schematic of an SABL NAND cell.

in Figure 2.4, the basic functionality of SABL cells will be discussed (we assume
that logic-0 corresponds to GND and logic-1 corresponds to Vpp). During the
precharge phase (clock signal clk = 0), the MOS transistors Py, P>, and N;
ensure that all internal nodes of the cell are charged to Vpp. Due to the output
inverters I3 and I, the outputs g and g of the SABL cell are set to the precharge
value 0. The same is true for the inputs a, @, b, and b because they originate
from preceding SABL cells, which are currently also in the precharge phase.

At the onset of the evaluation phase (clk switches to 1), P; and P» stop
precharging the cell and N7 activates the differential pull-down network (DPDN),
which is designed accordingly to implement a NAND functionality. After the
two input signal pairs have been set to complementary values, one branch of the
DPDN conducts and switches the cross-coupled inverters I, Is to the according
complementary state. This state is inverted by I3 and I and finally reaches
the complementary outputs of the SABL cell. The transistor No ensures that
all internal nodes of the cell have been discharged at the end of the evaluation
phase. In doing so, a constant internal power consumption is achieved.

The functionality of an SABL flip-flop is basically the same. The main dif-
ference is that it consists of two serially connected stages. When the first stage
is in the precharge phase the second one is in the evaluation phase, and vice
versa.

2.4.3 WDDL

The DRP logic style Wave Dynamic Differential Logic (WDDL) has been intro-
duced by Tiri and Verbauwhede [TV04b]. The effort to design WDDL cells is
minimized because they are based on standard CMOS cells that are commonly
available in cell libraries. WDDL circuits can also be implemented in FPGAs
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[TV04d]. The rather simple structure of WDDL cells allows small circuits but
also sets boundaries to the achievable PA resistance. The main problems of
WDDL in this context are a vulnerability to early propagation [SS06] and an
unbalanced internal power consumption.

In WDDL circuits, only the sequential cells are connected to the clock signal.
The functionality of the combinational WDDL cells must ensure that if all inputs
are set to the precharge value also the complementary outputs get precharged.
Figure 2.5 shows how this is achieved in a WDDL NAND cell. For complemen-
tary input values of a, @ and b, b, respectively, the complementary output values
of g, q are set according to the NAND functionality. In case all inputs are set
to the precharge value, the outputs produce the same value. Precharging of the
complementary signals is started at the outputs of the WDDL flip-flops. WDDL
flip-flops consist of two stages of two CMOS flip-flops each. One stage stores the
precharge value while the other stage stores the current complementary values.
Due to the two flip-flop stages, WDDL FFs must be clocked twice as fast as the
corresponding CMOS circuit to achieve the same data rate.

CMOS AND
a
b q
CMOS OR
a -
b aq

Figure 2.5: Cell schematic of a WDDL NAND cell.

Results of DPA attacks on a test chip using WDDL were presented in
[THH'05]. As already mentioned, the PA resistance of WDDL circuits is de-
graded due to mainly two effects: early propagation and unbalanced internal
power consumption. Guilley et al. [GHM™04] proposed a special structure for
such DRP cells that avoids these effects. Drawbacks are a reduced cell speed
and a significantly increased cell area. Another proposal that aims at mitigating
the two weaknesses of WDDL is called Double WDDL (DWDDL) [YS07]. As
the name suggests, DWDDL uses two copies of a balanced WDDL circuit, which
are operated in a complementary way. DWDDL is primarily intended to be used
in FPGAs, but the concept seems to be extendable to application-specific inte-
grated circuits (ASICs) as well. A proposal that tries to reduce the area penalty
introduced by DWDDL is called Isolated WDDL (IWDDL) [MMMO09).

2.4.4 Masking at the Cell Level

The first special logic styles that have been proposed to counteract PA attacks
were all based on the concept of hiding (see Section 2.4.1). Masking was in
the beginning mainly used at the architecture level. Only some time later, also
several PA-resistant logic styles have been proposed that use masking.
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Masking at the cell level basically means that the input and output values
of cells are randomized by “combining” them with the so-called masks. Since
the resulting masked values are independent of the unmasked values, in theory
also the power consumption of the cells is independent of the unmasked values.
This makes PA attacks impossible. As shown later in detail, various higher-
order circuit effects like different signal delays leads to vulnerabilities of masked
circuits in practice.

In the course of the work for this thesis, we have developed three masked logic
styles: Masked CMOS (mCMOS), Masked Dual-Rail Precharge Logic (MDPL),
and Improved MDPL (iMDPL). Their functionality, properties, and problems
are presented and discussed in detail in Chapters 4, 5, and 7. In Section 4.1,
the general concept of cell-level masking is presented in detail. Thus, we refrain
from repeating the same description here.

As discussed in detail in Chapter 4, the early proposals for masked logic styles
like [ISW03, GM04, TKL05] and also mCMOS have the problem that in their
security analyses, the negative effects of glitches were not taken into account.
In practice, glitches usually lead to a data-dependent power consumption and
make PA attacks possible. Several later proposed masked logic styles that take
the glitch problem into account include Random-Switching Logic (RSL), MDPL,
and Gammel-Fischer Logic (GFL). The GFL style overcomes the glitch problem
if each masked input signal of a cell arrives at the same time as the corresponding
mask [FG05], which is quite a tough constraint in practice. RSL and its various
successors are presented in more detail in the following section. Masked logic
styles of this type generally also avoid another problem of masking at the cell
level called early propagation (see Section 6.2). Also MDPL suffers from this
problem. With the proposal iMDPL we aimed at solving the early propagation
problem of MDPL.

2.4.5 RSL

Random-Switching Logic (RSL) is a single-rail masked logic style that has been
proposed by Suzuki et al. [SSIO4]. As an example of a combinational RSL
cell, the transistor schematic of an RSL NAND is depicted in Figure 2.6. The
masked input signals a,,, b,, and the masked output signal g,, are related to
the corresponding unmasked signals a, b, and ¢ via the random mask bit m in
the following way: a,, = a & m, b,, = b® m, and ¢,, = ¢ & m. en is the enable
signal of the RSL NAND cell. During the precharge phase en is 0 (en = 1) and
the output ¢, is precharged to 0. At the onset of the evaluation phase en is set
to 1 (em = 0) and the cell is allowed to calculate the result g,, = a-b® m. Note
that the enable signal en must not be set to 1 until the masked input signals a,
and b, have arrived in order to avoid glitches in the RSL circuit. The enable
signal is generated externally by an independent circuit consisting basically of
delay lines. This is a rather complex approach that includes non-standard design
steps. Furthermore, a new RSL cell library must be built from scratch where all
combinational cells have enable inputs.

The main advantage of RSL is that together with the glitch problem also the



2.4. Power Analysis Countermeasures 29

Figure 2.6: Transistor schematic of an RSL NAND cell.

early propagation problem is avoided due to the use of the independent enable
signal. However, RSL shows weaknesses to another attack called the “PDF
attack” (see Section 6.4). This attack aims at masked logic styles like RSL and
also MDPL which use the same mask bit for all signals of a circuit. To overcome
this problem, an improved version of RSL circuits has been proposed in [SSI0O7b].
The proposal includes a re-masking technique to counteract the PDF attack as
well as other higher-order DPA attacks. RSL including re-masking has been
evaluated on an FPGA.

The drawback that RSL requires an enable signal for each cell which is cum-
bersome to generate has been addressed in [CZ06]. The proposed logic style is
called Dual-Rail Random-Switching Logic (DRSL) and uses an additional circuit
in each cell to detect the point in time when it is allowed to evaluate. In do-
ing so, globally generated enable signals are no longer necessary. Unfortunately,
our analysis showed that DRSL suffers from early propagation in the precharge
phase (see Section 7.1).

Another drawback of the original RSL proposal is that the cells must be
implemented from scratch. In [SSSS09], the authors present “pseudo RSL”,
which addresses this issue. Pseudo RSL still works with globally generated
enable signals in order to avoid problems with glitches and early propagation.
Furthermore, it is based on commonly available CMOS cells and also uses re-
masking to overcome the vulnerability to the PDF attack. Pseudo RSL has been
evaluated on a 0.13 um prototype chip that implements AES [SSSS09, SYOO09].






Simulation of Power Leakage

Ever since digital circuits have been designed and implemented, it has been
important to know at some point in the design process how much power such a
circuit will finally consume. Due to the steadily increasing integration densities
of digital circuits, the importance of this question has even significantly increased
over time.

In modern VLSI design flows, it is essential to know rather exactly and
early in the design process how the power consumption of a digital circuit will
finally look like and if it will meet the design requirements. The composition
and distribution of the power consumption on a chip determines things like
the degree and type of cooling that is necessary and the applicability of the
chip in domains with restricted power budgets (e.g. contactlessly-powered or
battery-powered environments). For cryptographic devices, the appearance of
power analysis attacks added another dimension to the impacts of the power
consumption. It determines how effective such a device can be attacked in the
field.

The power consumption of digital circuits is in general determined via sim-
ulations. Such power simulations can be already performed very early in the
design process. The farther the design process advances, the more accurately
and detailed the power consumption of digital circuits can be simulated. This
accuracy obviously also influences how well the part of the power consumption
that can be exploited in a power analysis attack is simulated, i.e. how well the
data- and operation-dependent effects in the power consumption are considered.
We denote the part of the power consumption that can be exploited in a power
analysis attack for a specific attack scenario as power leakage. For designers of
cryptographic circuits it is very helpful to have a technique to simulate this power
leakage. It helps them to quantitatively verify that the security requirements in
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the context of power analysis attacks are met.

In this chapter, we first investigate the most common power simulation tech-
niques currently used for digital circuits. We discuss their general properties to
find out the advantages and disadvantages of the different techniques when it
comes to the simulation of the power leakage of cryptographic devices. Next, we
present the approach we have chosen and implemented based on this discussion
to evaluate the PA resistance of cryptographic circuits with power simulations.

3.1 Power Simulation in General

Power simulations can be performed at different abstraction levels of digital cir-
cuits. In our discussion, we distinguish three levels of abstraction (starting from
the lowest one): the physical or analog level, the logic level, and the behavioral
level. The abstraction levels differ basically in the following properties:

e what signals or values are simulated,
e how are they simulated,

e what devices are part of the netlist that describes the simulated circuit,
and

e what power models are used to map the simulated signals and values to
power consumption values.

It is clear that at a lower level of abstraction, a higher level of simulation
accuracy can be achieved. In the context of power leakage simulation and sim-
ulation accuracy, the following features and properties are of importance:

e how well is the fact considered that different signals in a digital circuit
usually contribute differently to the overall power consumption,

e to what degree are the timing of signals and the resulting effects like signal
glitches considered,

e how much knowledge about the design is necessary, and

e how many resources (simulation time, memory) are required for the simu-
lation.

In general, the higher the level of accuracy, the more resources are required.
For a particular simulation case (e.g. a single cell or a circuit implementing a
complete encryption algorithm), a reasonable trade-off between accuracy and
the usage of resources must be found.

The amount of knowledge required about a design to perform a specific type
of power simulation is a measure for how well this type of simulation is also
suitable for an attacker of a cryptographic device. During a power analysis
attack, the attacker does nothing else than some kind of power leakage simulation
based on hypothetical data values, i.e. data values which are assumed to be
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processed. The more accurate the resulting power leakage can be simulated, the
better attack results can be achieved. However for attackers, it is usually not
possible to get detailed knowledge about the circuit design.

An exception to this assumption are the very effective template attacks,
which have been introduced in Section 2.2.3. In a template attack, a very ac-
curate power model is constructed by an attacker by characterizing the power
consumption with a fully controllable (i.e. the secret key can be configured)
cryptographic device, which must be more or less identical to the attacked one.
The result of such a characterization is not only a very precise power model of
the attacked device but also of the power measurement setup. A typical source
of “identical devices” are for example evaluation kits containing the attacked
cryptographic device.

In the following sections, the different abstraction levels of power simulations
are discussed in detail according to the various properties mentioned before.

3.1.1 Analog Level

The most precise way to simulate the power consumption of digital circuits is
to perform a transient analog simulation, i.e. a simulation of the instantaneous
voltage and current values in a circuit over time. The instantaneous power
consumption is then simply the product of both values. From the point of
analog simulation, a digital circuit is just a specific type of analog circuit.

The basis of such a simulation is a netlist that contains all transistors of
a digital circuit and the connections between them. Furthermore, this netlist
usually contains the parasitic elements of the circuit. Parasitic elements (capac-
itors, resistors, indictors) occur in digital circuits due to the way the circuits
are manufactured. These elements are actually unwanted. In particular, there
are parasitic capacitances between the wires of a circuit, and there are also un-
wanted capacitances in the transistors. The size of the parasitic elements mainly
depends on the used process technology.

The number of parasitic elements that occur in digital circuits is very large
in practice. This is why certain simplifications are usually made in order to
reduce the complexity of the analog simulation. A very common simplification
is to model all parasitic capacitances of a cell or wire as a single capacitance at
the output of a cell. This model is commonly known as the lumped-C model. In
the lumped-C model, it is also assumed that wires have a negligible resistance
compared to the resistance between the drain and source terminals of MOS
transistors. Due to these simplifications, simulations based on the lumped-C
model not always precisely describe the instantaneous power consumption of
a circuit. Clearly, the more precisely the parasitic elements of a circuit are
modeled, the more precise is the simulation result.

Independent of the fact whether the used transistor netlist is based on certain
simplifications or not, a transient analog simulation is always performed in the
same way. The analog circuit simulator takes the transistor netlist and calculates
the instantaneous voltage and current values that occur in the circuit based on
difference equations and comprehensive device models (e.g. BSIM transistor
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models [BSI]). This requires a lot of resources. Hence, analog simulations are
typically only used for small, critical blocks of a digital circuit and not for the
whole circuit. On the other hand, in analog simulations all the relevant effects
for power analysis attacks (individual signal weighting, exact signal timing) can
be considered very well.

Examples of analog circuit simulators are SPICE [Rab] from the University of
California at Berkeley [Unib], Spectre from Cadence Design Systems [Cad], and
NanoSim from Synopsys [Syn]. SPICE (Simulation Program with Integrated
Circuit Emphasis) is the most famous analog circuit simulator and this is the
reason why analog simulations are often also called SPICE simulations. SPICE
is the ancestor of many other simulators [Pes]. Analog circuit simulators differ
mainly in terms of their field of application (analog circuits, digital circuits),
their speed, and their accuracy.

3.1.2 Logic Level

Power simulations at the logic level usually require less resources than analog
circuit simulations at the price of a lower precision. The basis of power simu-
lations at this level is a netlist that contains the logic cells of the circuit and
the connections between them. Power simulations at the logic level conceptu-
ally happen in two steps. First, the logic values and transitions that occur in a
digital circuit are simulated. In the second step, these logic simulation results
are mapped to power consumption values.

To simulate the logic values and transitions in a digital circuit, the Boolean
equations describing the logic cells in the netlist are evaluated for the given input
signals. An important property that can be considered in logic simulations are
the signal delays that are caused by logic cells and wires. If these delays are
not considered (i.e. all cell and wire delays are assumed to be 0), we speak of
a zero-delay simulation. In such a case, effects like signal glitches do not occur.
In order to basically consider the effects of signal delays, unit-delay simulations
can be performed. Here, the propagation delays of all cells from any input to
any output are set to some default “unity” value, e.g. 1ns. It is clear that such
an assumption is in general still very inaccurate. However, it already allows to
at least rudimentarily consider signal glitches and other effects.

The highest level of accuracy for logic simulations with respect to timing
can be achieved if the signal delays are determined based on the final layout
of a digital circuit. In this case, the exact positions of the logic cells and the
interconnecting wires are known. Thus, the values of the parasitic elements can
be estimated quite well (most importantly the overall output loads of cells),
which in turn allows to accurately estimate the signal delays occurring in a
circuit. The process of introducing accurate signal delay information into logic
simulations is called back-annotation.

Clearly, the power simulation results are the most precise if the underlying
logic simulation is done with back-annotated delay information. In particular
the occurrence of glitches depends heavily on the exact values of signal delays.
In summary, the final result of the logic simulation step is a list that states for
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each signal in the netlist which logic value the signal has and when transitions
occur. The most common logic simulators used today are ModelSim from Mentor
Graphics [Men], Incisive (also known as NCSim) from Cadence Design Systems
[Cad], and VCS (Verilog Compiler Simulator; the simulator is not restricted to
the hardware description language Verilog) from Synopsys [Syn].

The second step of a power simulation at the logic level is to map the logic
simulation results to power consumption values. For this purpose, it is necessary
to have some kind of power model that describes how the logic simulation results
are quantitatively related to power consumption values. Typically, such power
models take as input not the individual transitions of a specific signal and the
time when they happen, but the more abstract value of the “transition probabil-
ity” of each signal. A transition probability of 100 % means that a signal toggles
in every clock cycle (thus, this value is often also called toggle probability). This
indicates that the result of such power models is in general only the average
power consumption of the simulated digital circuit and not the instantaneous
consumption. Unfortunately, such average power consumption values are not
very useable in power analysis attacks. This is the reason why we use a different
type of power model in our approach of power simulation at the logic level. Our
approach is presented in detail in Section 3.2.

The power models used for power simulation at the logic level are often
included in modern standard-cell libraries and describe the contribution of each
cell to the overall, average power consumption of a digital circuit. Usually, these
models are parameterized by the capacitive load at the output of a cell and
by the slew rates of the input and output signals. Besides the power that is
necessary to load the wire at the output of a cell, the models also include the
internal power consumption of a cell when input and/or output signals toggle.

The tools in a VLSI design flow for digital circuits that actually calculate
power consumption values are typically the logic synthesizers or the place-and-
route tools. For this task, these tools take as input the transition probabilities
from the logic simulators. Cell output loads and signal slew rates can usually
be determined by the tools itself (at different degrees of accuracy of course).
Looking at the preceding discussion, it is clear that power simulations at the logic
level require a very detailed knowledge about the design of the digital circuit.
Effects that are relevant for power analysis attacks like the individual weights
of signal transitions and signal timings can be considered quite well. The main
problem is that power simulations at this level usually provide average power
consumption values and not instantaneous values.

3.1.3 Behavioral Level

Power simulations of digital circuits at the behavioral level are a very fast
method, but compared to simulations at analog and logic level a much less
accurate one. The basis of a power simulation at this level is a high-level de-
scription of the digital circuit. This high-level description contains the major
components of the digital circuit (microcontrollers, memories, dedicated hard-
ware modules, functional blocks, etc.). Furthermore, the functionality of the
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various components is described in a data-flow manner, i.e. with functions that
describe how the data inputs of a component are mapped to output values. The
border between behavioral and logic level is reached just before all components
in the “high-level description” actually represent logic cells that are available in
standard-cell libraries.

In order to map the activities of the components to power consumption val-
ues, some high-level power models of these components are necessary. These
models might only consider that a component is active at some point in time
or it might also consider the values of the data entering and leaving a com-
ponent. In the context of power analysis attacks, only those behavioral-level
power simulators are of interest that also include the data-dependent and the
operation-dependent portions of the power consumption. Power simulations at
the behavioral level are usually used to assess the average power consumption of
complex circuits. As described for power simulation at the logic level, this makes
such simulators rather inappropriate in the field of power analysis attacks. Ex-
amples of behavioral-level power simulators are instruction set power simulators
for microcontrollers like SimplePower [IKVO01] and JouleTrack [SCO1].

An important step in power analysis attacks is to map data values, which
are assumedly being processed in cryptographic devices, to power consumption
values. This can be regarded as a kind of power simulation of a very small
part of the cryptographic circuit on the behavioral level. In general, attackers
do not have much knowledge about the design of the cryptographic device they
attack. On the one hand, this means that usually only a high-level description
of the circuit is available, e.g. only the algorithmic description of a circuit that
performs encryptions. What intermediate results actually occur in the circuit
can only be assumed. On the other hand, this also means that attackers can only
employ rather simple power models. However, the power models do not need to
provide absolute power consumption values in the case of power analysis attacks.
Relative values which indicate whether the power consumption is “higher” or
“lower” are basically sufficient.

In the following, we present the most common power models for attackers in
detail. Currently, these are the Hamming-distance (HD) model, the Hamming-
weight (HW) model, and the zero-value (ZV) model. Also some variants of
them are briefly addressed. What all these power models commonly assume is
that all occurring data values are binary encoded in a straight-forward manner.
These binary encoded values then directly represent the logic values carried
on individual signal wires. Furthermore, a specific logic value of a signal wire
corresponds to a specific voltage level in the circuit, which means that when a
logic value changes, also a voltage level of a wire changes and power is consumed.

Hamming-Distance Power Model

As said before, an attacker usually does not have detailed knowledge about the
attacked design. Nevertheless, the information about the basic functionality and
type of a cryptographic device (e.g. what cryptographic algorithms are used; is
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the device a microcontroller or an ASIC design) and an understanding of the
architectures of digital circuits in general allow an attacker to make educated
assumptions about the structure of some parts of a cryptographic device. This
usually allows a basic estimation of the power consumption of this part of the
device.

The basic idea of the HD power model is that the power consumption of
the circuit is proportional to the number of 0 — 1 and 1 — 0 transitions that
occur at a specific point in time. If two intermediate values v; and vs appear
consecutively in a part of the circuit, the HD model simply counts the number
of transitions that occur. The HD of two values v; and wvs is formally defined
as the HW of v; @ v. The HW corresponds to the number of bits that are one,
and hence, HW (v; @ v3) corresponds to the number of bits that differ in v; and
V2.

HD(vy1,v2) = HW (v1 @ v9) (3.1)

In case of the HD power model, the basic assumption thus is that the attacker
knows two intermediate results in a circuit which are processed consecutively.
For example in a microcontroller, it is very likely that the intermediate results
occurring in the executed algorithm are transferred over an internal bus in the
order the results appear in the algorithm. Also glitches typically do not occur
on internal buses. The capacitive loads of buses is usually quite big, and hence,
activities on the buses contribute significantly to the overall power consumption
of a microcontroller. Therefore, glitches are often avoided by driving the bus
lines only through sequential cells to keep the power consumption low. In case
of glitches, the actual consecutive data values are unknown and the HD model
would not be appropriate. This is also the reason why intermediate results of
combinational logic blocks can typically not be attacked with such a generic
power model like the HD model [MPOO05]. Furthermore, as postulated by the
HD power model, it can typically be assumed that the capacitive loads of the
individual wires of a bus are about equal and that it does not matter whether
0 — 1 or 1 — 0 transitions occur, i.e. all transitions of individual bus signals
cause a similar power consumption.

Also the power consumptions of registers can be described rather well with
the HD model. The reason is that glitches do not occur at the output of registers
because they are triggered by a clock signal. Therefore, the HD of the two values
stored consecutively in a register describes its power consumption usually very
well. It can typically be assumed that registers are used at the outputs of most
functional blocks in a digital circuit.

The HD power model does not consider differences in individual transitions
due to parasitic capacitances of signal wires or logic cells. Another point is
that the HD model also completely ignores the static power consumption of the
cells. In variants of the HD model, this is changed. For example, transitions
of individual signals can be weighted differently or a difference can be made
between 0 —1 and 1— 0 transition. Such models are of course less generic and
typically specific for a particular kind of cryptographic device.
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Hamming-Weight Power Model

In case of the HW power model, the basic assumption is that the power con-
sumption of a specific part of a digital circuit depends solely on the number of
bits that are one at a specific point in time. Obviously, this power model is
not very accurate for digital circuits, which are nowadays mainly implemented
in the CMOS logic style. In such a circuit, the power consumption is mainly
determined by its dynamic part caused by signal transitions (see Section 2.3.1)
and not by the values of signals itself.

However, it can happen that the HD power model is not useable because the
attacker cannot identify data values that are processed consecutively. In these
cases, changing to the simpler HW power model, which needs only information
about a single data value, might still lead to successful attacks. The reason is
that what the HW model predicts is usually not completely unrelated to the
actually occurring power consumption. We show this by looking at the general
case where v; and v are consecutively processed and an attacker uses HW (v2)
as estimation of the power consumption. In the general case, the bits in v; and vg
are both uniformly distributed and each bit is independent of the corresponding
bit in the other value. Note that the following considerations are also valid for
the transition from vs on to the next processed value vs.

In a real digital circuit, the assumption that the power consumptions caused
by 0—1 and 1— 0 transitions are equal (as made by the HD model) is usually
not completely true. For example, the power consumption for a 0— 1 transition
might be higher than for a 1 — 0 transition. The basic reason for this behavior
is described in Section 2.3.3. In such a case, the actual power consumption is on
average higher if the HW of the processed value vy is high, because this leads
on average to more 0— 1 transitions than to 1 —0 transitions. Thus, there is in
most cases an at least small relation between the HW of the processed data and
the power consumption.

Other scenarios, for example where the bits in v; are not uniformly dis-
tributed, are discussed in detail in [MOPO7]. Note that these cases are usually
more advantageous for the HW power model. However, the general rule is to
use the HD power model whenever possible. A variation of the basic HW power
model is to weight the individual bits in a value according to their (estimated)
capacitive weights in the digital circuit.

Zero-Value Power Model

Various reports of successful attacks on cryptographic circuits in the last years,
e.g. [GT03, Gou03, AT03], show that also another generic power model is of
importance. In this power model, one assumes that a part of a circuit consumes
a significantly different amount of power if a particular data value is processed.

A very common case is that this happens for the value 0. For example,
a multiplier often requires much less power in case one operand is zero. This
power model is called the zero-value model. Such a model is often also suitable
to attack combinational blocks that show an according behavior [MPOO05]. This
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is a major advantage compared to the HD or the HW power models.

3.1.4 Comparison

Table 3.1 gives a compact overview of the different power simulation techniques
discussed in the preceding sections. In particular, the techniques are categorized
whether or not they are also useable by attackers of cryptographic circuits. What
is also very important in the context of power analysis attacks is how a specific
simulation technique can consider the individual weights of signal transitions
and the individual timing of signals.

3.2 Power Leakage Simulation at the Logic Level

Designers of cryptographic circuits want to know during the implementation
process how much power leakage (i.e. exploitable information in the power con-
sumption for a specific attack scenario) their devices eventually have. Further-
more, they want to know if the applied countermeasures against power analysis
attacks work efficiently. Calculating the power leakage formally is usually not
possible. The first reason is that cryptographic circuits are very complex sys-
tems, which makes this task practically infeasible for a circuit as a whole. But
also for small parts of it, which can in principle be handled, very complex models
would be necessary to consider all effects that influence the power consumption
of a real circuit.

A usual solution to this problem is simulation. This means, the power con-
sumption of a cryptographic device is simulated during implementation in a
suitable way and power analysis attacks are performed on the simulated data
to determine the power leakage. Note that a designer performs in this case
two power simulations: one to determine the power consumption of the crypto-
graphic circuit and one in the power analysis attack when mapping apparently
processed data values to power consumption values. A classical attacker that has
to work with the cryptographic devices in real silicon and power measurements
performs only the second type of power simulation.

The way how the power consumption of cryptographic circuits is simulated
during implementation is defined by a trade-off between simulation accuracy and
resource usage. On the one hand, simulation time and memory requirements
of the simulation should not be too high. When looking at Table 3.1, this
indicates that a power simulation at the analog level is often not suitable for
entire cryptographic circuits. Such simulations are typically used for small,
crucial parts of a circuit, if maximum accuracy is desired (e.g. [TV03, RBET07]).
On the other hand, the main effects that determine the power leakage like all
data- and operation-dependent circuit activities, the capacitive loads of signal
wires, and the individual timing of signals must be considered sufficiently well in
the power simulations. Thus, also simulations at the behavioral level as shown
in Table 3.1 are in general not suitable.
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Table 3.1: Compact comparison of different power simulation techniques at different abstraction levels.

Simulation | Analog Logic Behavioral

level

Simulated Instantaneous voltage Logic values and Data values

signals + current values transitions

Basis of Difference equations Boolean functions + cell | Functions describing data flow

simulation + detailed device models | and wire timing models

Netlist Transistor netlist with Logic cells Circuit components

content parasitic elements (opt.)

Power p(t) = u(t) *i(t) Cell power models Component HD power | HW power | ZV power
models power models model model model
Simulation || Instantaneous power Average power Average power | Number of | Number of | Is Value
result in Watt in Watt in Watt transitions |logic ones | zero?
Transition Individually per Individually per Individually per | Equally for | — -
weighting voltage/current signal logic signal data value all values

Signal Individually per Individually No No No No
timing voltage/current signal per logic signal

Useable also || No No No Yes Yes Yes

by attackers

Resource Very high High/medium Low Very low Very low | Very low
usage
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Hence, power simulations at the logic level are often considered as the most
suitable compromise to simulate the power leakage of cryptographic devices.
According to Table 3.1, their demand for resources is moderate and all major
effects influencing the power leakage can be considered in the simulation to a
reasonable degree. However, the table also indicates that existing power sim-
ulators that work on the logic level cannot be directly used since they usually
provide only average power consumption values and not instantaneous values.
Therefore, the general approach must be adapted to overcome this problem.

3.2.1 Deriving the Instantaneous Power Consumption from
Logic Simulation

The proposed approach for power simulations at the logic level is the following.
First, the behavior of all logic signals in the cryptographic circuit is determined
by a logic simulation of the final cell netlist (i.e. the cell netlist after placing
and routing the circuit - see Section 5.2.1). Such a simulation includes the
activities of all signals in the cryptographic circuit. Thus, also all the data-
and operation-dependent signal activities are considered. Furthermore, also the
accurate timing of signals can be considered in the logic simulation (in the best
case through back-annotation from the circuit layout). In the second step, the
signal values and activities are mapped to instantaneous power consumption
values with the help of an appropriate power model. In the power model, it
is possible to consider the individual weights of transitions due to the different
parasitic loads of the wires in the circuit.

HDL
netlist

Cell/wire
delays (opt.)

Wire capaci-
tances (opt.)

Power-trace
estimator

Stimulus Signal
data Logic waveforms

simulator Power
model

Figure 3.1: Concept of estimating the instantaneous power consumption of a digital
circuit from logic simulation.

Power trace

In Figure 3.1, the basic concept of estimating the instantaneous power con-
sumption of a digital circuit based on the results of logic simulation is depicted
graphically. The logic simulator takes as input the HDL description of the circuit
netlist and some stimulus data that is applied to the circuit inputs. The HDL
netlist also includes the Boolean descriptions of primitive logic cells if these are
present. Optionally, also the delay information of cells and wires is read, which
allows a more accurate timing of the activities of the logic signals.
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The output of the logic simulation—the signal waveforms—are next fed into
the power-trace estimator. The estimator converts the information in the signal
waveforms into instantaneous power consumption values with the help of an
appropriate power model. The instantaneous power consumption values, which
are nothing else than a simulated power trace, constitute the output of the
power-trace estimator.

There are several possibilities for the interface from the logic simulator to
the power-trace estimator. A flexible approach is to write the signal waveforms
in an appropriate format to a file, which is then read by the power-trace esti-
mator. A common format for signal waveforms is for example the value change
dump (VCD) format, which is defined in the IEEE standard of the Verilog HDL
[IEEO1]. A VCD file basically contains the initial value of all recorded signals
and time markers with the new values of signals that change at these points in
time.

Another approach is to hook the power-trace estimator directly into the sim-
ulation engine of the logic simulator to get the signal waveforms. This is for
example possible via standardized programming language interface (PLI) rou-
tines of the respective HDL or the simulator itself provides a proprietary interface
to directly access the simulation data. The main advantage of this approach is
that it is in general faster and requires less memory since no intermediate file
must be written. Its main drawback is lacking flexibility because the approach
depends much more on the used HDL and logic simulator.

In the next two sections, the steps “logic simulation” and “power-trace esti-
mation” are discussed in detail.

Logic Simulation

Logic simulation of a digital circuit is possible at different implementation steps.
An early, high-level behavioral description of a circuit will not yet contain all
signals that are finally present. Therefore, it is recommended to simulate the
circuit after place and route if the power leakage is analyzed. At that design
stage, the netlist already contains all logic cells and signals that will be present
on the final chip. However, it typically also makes sense to simulate already
at an earlier stage and perform a power leakage analysis. This often allows
drawing first conclusions on the most vulnerable parts of a design in terms of
power analysis attacks. In such simulations, detailed information about a circuit
like signal delays and wire capacitances are not yet available.

In the logic simulation, usually the waveforms of all signals are recorded in
order to include all data- and operation dependent activities. The internal signals
of any primitive logic cells are not included, since these signals are usually not
modeled as they behave in the “real” cells. The risk that internal signals leaking
information are completely missed is generally not given since the activities
of internal signals are always related to input and/or output signals of logic
cells. Furthermore, the contribution of internal signals to the overall power
consumption is in general very small. If only the power leakage of a specific
module should be analyzed, the logic simulation is configured to record only the
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waveforms of the relevant signals.

In the logic simulation, it is important to consider the individual signal de-
lays caused by logic cells and wires as accurate as possible. These delays are
directly responsible for effects like signal glitches and describe a possible early-
propagation behavior of the cells. Both effects strongly influence the PA resis-
tance of a cryptographic circuit. The possible timing modes of a logic simulation
consider the individual signal delays very differently.

Zero delay mode: In a logic simulation using this timing mode all cell and
wire delays are set to 0. No signal glitches and no early propagation occur. All
signal transitions either occur at clock events or when input signals change. This
very elementary timing mode is used to simulate the basic power leakage that is
caused by the occurring intermediate values directly and not by any higher-order
effects like glitches.

Unit delay mode: If the simulation is based on this timing mode the propa-
gation delay of each primitive cell is set to the same unity value (typically 1ns).
Glitches occur in such a simulation. While no early propagation of primitive
cells is considered, a unit delay simulation already shows if any modules of the
circuit calculate faster or slower for specific input values (e.g. for the input value
0). If this is the case for a module, it indicates a power leakage that is exploitable
with the ZV power model. A unit delay simulation is as simple as a zero delay
simulation but already allows to basically consider the main higher-order effects
that lead to power leakage. Still, some leakage might go undetected since the
delay model is very uniform.

Random delay mode: This timing mode is very similar to the unit delay
mode. The main difference is that the propagation delay of each logic cell is set
to a random value. While keeping the simplicity of the unit delay mode, the
random delay mode helps to detect power leakage that would go undetected if
too uniform delay values are used.

Back-annotated delay mode: In the most accurate timing mode, the indi-
vidual signal delays caused by cell and wires are extracted from the layout of
the design and are back-annotated to the logic simulation. Only the knowledge
of the layout of a circuit allows to rather exactly determine the parasitic loads
of wires, which have a significant impact on the individual signal delays. On
the other hand, this also means that the back-annotated delay mode requires
the highest effort because the design must already be placed and routed and a
parasitics extraction and delay calculation must be run. In the context of power
analysis attacks based on logic simulation, this timing mode provides the most
exact figures about the amount of power leakage.
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Power-Trace Estimation

The logic simulation provides detailed information about signal values and tran-
sitions in a digital circuit. The second step in the proposed simulation method-
ology of the instantaneous power consumption of a digital circuit is the mapping
of the signal activities to power values.

The power models used for this mapping usually consider only the dynamic
part of the power consumption, i.e. that part that is caused by signal transi-
tions. The dynamic power consumption still makes up the major part of the
overall power consumption of digital circuits and shows the highest data de-
pendency. However, for process technologies with feature sizes smaller than
130 nm, also the static power consumption and its data dependency is becoming
important [WHO04]. Therefore, it will be essential to consider also this type of
power consumption when analyzing the PA resistance of cryptographic circuits
implemented in such advanced process technologies.

An important aspect of the power-trace estimation is how the signal values
and transitions reported by the logic simulation are weighted in their contribu-
tion to the overall power consumption. This contribution basically depends on
the parasitic properties of the cells driving the signal wires and on the parasitic
properties of the signal wires itself. It is clear that this contribution is different
for each signal in reality. Various simulation power models are possible which
consider the weighting of signals in a variety of ways.

Unit weighting model: In this power simulation model, each signal transi-
tion is weighted with the same value (usually 1), independent of the particular
signal and the transition type. This is a very simple and inaccurate power model,
but it can be used very early in the design process and can help to basically iden-
tify critical parts of a design. However, various effects causing a power leakage in
the context of PA attacks will not be detected with such an elementary model.

Random weighting model: A power model that avoids the shortcomings of
the very uniform unit weighting model is the random weighting model. In this
case, a random weighting value is assigned to each signal transition. This comes
much closer to the real situation and is still possible relatively early in the design
process.

Back-annotated weighting model: This power model is only possible after
the placement and routing steps of the circuit design flow have been finished.
Only at this stage, the individual signal weights can be estimated rather exactly
from the layout of the design. In the context of power analysis attacks based
on logic simulation, this power model provides the most exact figures about the
amount of power leakage.

In the power-trace estimation methodology outlined above, the simplest ap-
proach is to consider the dynamic contribution of a signal transition only at
the point in time when the transition occurs. In the next time step, the power
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consumption caused by this signal transition is zero again. A much more so-
phisticated method would be to disperse the whole energy of a switching event
over the time range the event actually occurs (according to the signal rise or fall
time). This would be a much more complex approach and would also signifi-
cantly reduce the speed of the proposed power estimation technique.

In a power-trace estimator based on logic simulation, it is easily possible to
analyze the individual contribution of each signal to the overall power consump-
tion and to select which type of signal transitions shall actually be considered.
Very common is the so-called “toggle count” mode. In this case, the 0 — 1 and
1—0 transitions of all signals in a circuit are considered with unit weighting in
the analysis.

The main pros and cons of power-trace estimation based on logic simulation
in the context of PA-resistance analysis can be summarized as follows. This
simulation approach is rather fast and has a low memory usage compared to the
very accurate but slow analog-level simulation. On the other hand, its underly-
ing power model still allows considering most of the major PA-leakage effects.
What is usually not considered correctly is the internal power consumption of
primitive logic cells, because their behavior is only specified in a logical way via
Boolean functions. However, the internal power consumption of primitive cells is
typically very small. The presented power simulation approach is also limited in
considering how the effective size of a wire capacitance is influenced by the state
of adjacent wires. Furthermore, the short-circuit power consumption and its
dependence on signal rise and fall times is usually not included. In power-trace
estimations based on logic simulation, it is also usually assumed that power is
only consumed at the point in time a signal transition occurs. In reality, this
event takes a specific amount of time depending on the cell driving strength and
the electrical properties of the signal wire. A main advantage of the simulation
approach is that it can be used very early in the design process, even already
with the high-level circuit model. In this case, not all signals will already be
present in the circuit, but the existing ones are often sufficient to identify the
critical parts of a design.

3.3 Power-Trace Estimation Based on Logic Sim-
ulation in Practice

Two versions of power trace estimators based on logic simulation have been
practically implemented. The first implementation is a stand-alone tool called
“Transition-Trace Generator” (TTG) written in the programming language Java.
An earlier name of the TTG was “ved2pt” (VCD file to power trace). This tool
has been used and evaluated in a master thesis [Ste06]. In another investigation,
a comparison of the run times of power trace simulation on the analog level
(simulator NanoSim from Synopsys [Syn]) and on the logic level (logic simulator
NCSim from Cadence [Cad] and power trace estimator ved2pt) has been made.
The power consumption of an AES encryption module suitable for RFID tags
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[FDWO04] implemented in the PA-resistant logic style SABL (see Section 2.4.2
for the details of SABL) has been simulated with NanoSim and NCSim/ved2pt,
respectively. In both cases, the netlist of the AES RFID module with extracted
circuit parasitics from the design after place and route has been simulated. This
means for the power trace estimation with ved2pt that the logic simulation has
been done with back-annotated delay information. The simple “toggle count”
power model has been used by ved2pt. The power simulation results have sub-
sequently been used in a DPA attack. In case of NanoSim, the power simulation
and the DPA attack took about 15 hours while in the case of NCSim/ved2pt, the
whole process took just around 20 minutes. This tremendous speed-up factor of
45 comes at the expense of accuracy for the NCSim/ved2pt simulation. How-
ever, the NCSim/ved2pt simulation has already helped to successfully identify
and solve PA-related problems in the design.

The second version of a power trace estimator that has been practically
implemented is called “vcd_analyzer”. It is part of TAIK’s Side-Channel Analysis
Toolbox (SCA Toolbox) [Ins] for MATLAB [The]. The ved_analyzer has not been
entirely written in the MATLAB scripting language, for performance reasons
parts of it have been implemented in the programming language C. The main
features of the ved_analyzer are the following:

e As the tool name suggests, VCD files are read and the signals in it are
analyzed. If recorded signals should be excluded from the analysis, they
must be removed in the VCD file header.

e Time ranges need to be specified. All signal activities within a time range
are analyzed as if they happened at the same time, which allows for exam-
ple to summarize all activities per clock cycle. No summation in the time
dimension occurs if the time ranges match the logic simulation resolution
of, for example, 1mns.

e It can be specified to sum up the activities of all signals within a time
range or to separately count the activities per signal.

e It can be specified which signal activities are counted: either only the
transitions 0 — 1 and 1 — 0 are counted as a single sum value or all 16
types of transitions (0—0,0—1,0—-X,0—-2,1-0,..., Z—=X,Z2—>7)
are counted as 16 separate values.

e Per signal and for each of the counted signal transitions, either the weight
1 can be used for all of them (“unit weighting” mode) or individual weight
values can be specified. The latter allows realizing the analysis modes
“random weighting” and “back-annotated weighting”.

In [KPO7], we compared the results of power-trace estimation based on logic
simulation, the results of analog-level simulations, and the results of real power
measurements. The results of power-trace estimation based on logic simulation
show a close resemblance to the other results, in particular when the power traces
are used in DPA attacks. Recently, it has also been proposed in [MSSE09]
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to extend the toggle-count model with individual signal weights and to treat
0 — 1 and 1 — O transitions differently. This approach significantly increases
the accuracy of power-trace estimation based on logic simulation while its good
performance is maintained.

3.3.1 Simulated DPA-Attack on the Demo Circuit “AES-
encinit” Implemented in CMOS

For a practical investigation on how well the power trace estimation based on
logic simulation with the tool “vcd_analyzer” works, the demo circuit “AES-
encinit” described in the following has been analyzed in a simulated DPA-attack.
The demo circuit implements parts of the initial operations of an AES encryp-
tion [Nat01] run, namely an 8-bit AddRoundKey operation and the subsequent
8-bit SubBytes operation as shown in Figure 3.2. The flip-flops InFF, KeyFF,
and OutFF store the input byte, the key byte, and the resulting output byte.
The SubBytes operation is calculated arithmetically in the finite field GF(2°)
according to [WOL02]

The high-level description of the demo circuit has been synthesized with the
0.35 um CMOS standard-cell library C35 from austriamicrosystems [aus]. Since
this design has also been used to investigate the masked logic styles mCMOS,
MDPL, and iMDPL (see Chapters 4, 6, and 7), the cell usage during synthesis has
been restricted so that the resulting netlist could have been directly translated
into such circuits. More specifically, this means that only buffers, inverters, basic
combinational 2-input cells like NAND, NOR, and XNOR, flip-flops including
the versions with asynchronous reset and/or preset functionality, and tie cells to
provide constant logic values have been allowed.
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Figure 3.2: Separation of the AESencinit demo circuit into a combinational (“comb”)
part and a sequential (“sequ”) part.

Simulation Flow, Attack Flow and Terminology

As indicated in Figure 3.2, two parts of the synthesized demo circuit have been
thoroughly simulated with the logic simulator NCSim from Cadence [Cad]: a
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combinational part including the AddRoundKey and the SubBytes operation,
which is in the following called “comb” and a sequential part including the
eight flip-flops storing the result of the comb-part, which is in the following
called “sequ”. Both parts represent the two general circuit types of digital
circuits. The comb-part of the circuit has been simulated for all possible combi-
nations of input value transitions of the AESencinit circuit. This means, since
we have an 8-bit input value (key value is fixed), that 2562 = 65536 power traces
have been simulated. The first trace represents the power consumption when
the input value switches from 0 to 0, the second trace represents it when the
input value switches from 0 to 1, etc. The sequ-part of the circuit has been
simulated for 2562 random input values of the AESencinit demo circuit, which
are processed consecutively. The reason for the different simulation approaches
is the following. When the masked implementations of the AESencinit circuit
are simulated (where also mask bits are inputs), doing that also for all possible
combinations of input value transitions in case of the sequ-part would lead to far
too many simulations. Thus, all combinations of input value transitions are only
used when simulating the comb-part and the same number of random values is
used to simulate the sequ-part.

The logic simulation has been done down to the CMOS cells, i.e. all logic
signals have been recorded, excluding the internal signals of the logic cell models
since they often do not represent the real situation and are assumed to cause
a rather low contribution to the overall power consumption. In some investiga-
tions, only the 8-bit output signals of the comb-part or the sequ-part have been
used. In this case, the simulation results have been denoted as “combout” or
“sequout”, respectively. Furthermore, the logic simulation has been performed
in two timing modes: zero delay and unit delay. In the mode “zerodelay”,
effects like signal glitches and early propagation of cells do not occur while they
occur in the mode “unitdelay”. This approach allows evaluating the influence
of these effects on the DPA resistance of the demo circuit.

The simulated signals have then been read into MATLAB with the tool
ved_analyzer. Basically, only the signal transitions 0 — 1 and 1 — 0 have been
considered. With respect to signal timing, the analysis has been performed in
two ways. Either all signal activities within a clock cycle have been summarized
(analysis denoted as “cc” in the following) or the analysis has been made with
the same time resolution as the logic simulation (analysis denoted “tr” in the
following). The reason for the cc-analysis is the following: The combination of
a unitdelay simulation, which includes glitches and early propagation, and the
cc-analysis allows getting a power simulation result that only includes the effect
of glitches and not the effect of early propagation. This allows to separately
investigate the impacts of both effects. With respect to signal weighting, the
analysis with vcd_analyzer has been performed in two settings. Either all signal
transitions have been weighted equally with 1 (analysis denoted in the follow-
ing as “equal”) or the signal transitions have been weighted with uniformly
distributed random values from the interval [1.5,2.5] (analysis denoted in the
following as “random”).
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The subsequent first-order DPA-attack has also been performed with MAT-
LAB. As a first point of attack, the intermediate result after the AddRoundKey
operation has been selected. This result is equal to the data value entering the
SubBytes circuit and has been denoted as “SBin” in the following analysis. The
power model that has been used at this attack point is the ZV model considering
the whole resulting byte. As secondly attacked intermediate result, the output of
the SubBytes circuit has been chosen. This result is also equal to the data value
entering (in the current clock cycle) and leaving (in the next clock cycle) the
eight flip-flops at the output of the demo circuit. This intermediate result has
been called “SBout” in the analysis. The power models that have been used
to attack the intermediate result SBout are the HW and the HD model con-
sidering the whole resulting byte and the HWbit(z) and the HDbit(z) model
considering only a specific bit of the result ({x) is a number between 0 and 7,
which specifies the attacked bit; bit0 denotes the least significant bit).

An example identifier for an attack result is combout /zerodelay /random/
cc/SBout/HD. It means that the logic simulation has only included the eight
output bits of the comb-part of the AESencinit demo circuit and that the sim-
ulation has been done in the zero delay timing mode (no glitches, no early
propagation). Furthermore, the tool ved_analyzer has used random weighting
for the signal transitions and the signal activities have been summarized within
each clock cycle. In the DPA attack, the output value of the SubBytes module
has been predicted and the HD power model has been used to map intermediate
values to power consumption values.

The various simulation and attack variants introduced above allow to thor-
oughly analyze which parts of cryptographic circuits are vulnerable to which
types of PA attacks.

Attack Results

The logic simulation of the CMOS implementation of the AESencinit demo cir-
cuit has been performed with a clock cycle time of 60ns, i.e. the clock transitions
happen at Ons, 60 ns, etc. The 8-bit secret key used in the simulation has been
165 (0xA5).

Attacks on the combinational part of the demo circuit: The attack
result comb/zerodelay/equal/cc/SBout/HD depicted in Figure 3.3 shows
the well-known result that a DPA leakage occurs for CMOS circuits even if
effects like glitches and early propagation are not considered. A correlation peak
of around 0.147 (and not 1.0) for the correct key has been achieved because of
the parallel activity of other signals in the comb-part. Furthermore, all signal
activities have been summed up in one point. The attack .../SBout/HW does
not show a DPA peak because the HW power model does not work if the power
is simulated in the “toggle count” mode, i.e. if the transitions 0—1 and 1—0
are both weighted with 1 (unit weighting).

With the argumentation at the beginning of the last paragraph in mind,
one might assume that if the power simulation includes glitches, i.e. with
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a unitdelay simulation, the DPA peak will get higher. However, this is not
the case because the inclusion of glitches has also reverse effects that are more
dominant in case of a combinational circuit. Since glitches occur also for sig-
nals that are not attacked, the noise level rises. Furthermore, glitches signif-
icantly reduce the accuracy of the HD power model because the value transi-
tions taken as basis to calculate the HD actually do not occur. This explains
why the attack comb/unitdelay/equal/cc/SBout/HD has not been suc-
cessful. The situation gets even worse if the more realistic power simulation
approach unitdelay/equal/tr has been chosen. In this case, additionally a
randomization effect in time occurs for the attacked result because early prop-
agation is also considered. All in all, these results confirm the statement that
it is much harder to attack the outputs of combinational circuit blocks than
the outputs of sequential cells [MPOO05]. At the outputs of sequential cells
like flip-flops, no glitches and effectively no randomization in time occur. In
order to get a DPA peak in case of unitdelay simulation of combinational lo-
gic, even changing to attacks on the combout-part of the CMOS demo circuit
has not improved the situation. Including only the combout-part, e.g. in a
combout/unitdelay/equal/cc/SBout/HD attack, significantly reduces the
amount of noise.

A detailed analysis of the simulated power traces for comb /unitdelay/
equal/cc revealed that the combinational AES-SubBytes circuit shows a se-
vere ZV effect. If the input to the SubBytes block is 0, i.e. if the data in-
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put to the comb-part is 165 (the key value), the average number of transitions
in the comb-part has been 340.2. For the other cases, the average number
of transitions has been 705.07. This difference can be exploited in the attack
comb /unitdelay/equal/cc/SBin/ZV and has led to a distinct DPA peak of
0.172 for the correct key. The simulated power traces for comb/unitdelay/
equal/tr (with included timing information) are shown in Figure 3.4. The black
curve denotes the average power consumption in case the input of the SubBytes
block is 0 in the current clock cycle. The figure shows that the ZV effect also
occurs in the time dimension. This is the reason for the very broad DPA peak
in the related attack comb/unitdelay/equal/tr/SBin/ZV, which is shown
in Figure 3.5.

Attacks on the combinational part with random weighting: As men-
tioned before, a DPA attack using the HW power model does not work if the
underlying power simulation only considers 0 — 1 and 1 — 0 transitions and if
these transitions are weighted with 1. However, this has been the case in all
our equal-simulations. As a dramatic example, we look at the results of the at-
tacks combout/zerodelay/equal/cc/SBout/HD and .../SBout/HW. In
the first case, we have got a perfect DPA peak of 1.0 because of no glitches and
no early propagation in the power simulation and no noise due to parallel signal
activity in the DPA attack. On the other hand, the second attack has shown no
correlation. In fact, in our setting we have got a perfect line of zero correlation.
In order to get a more realistic situation, we have also used random weights
(values from the interval [1.5,2.5]) for each transition direction and signal. Note
that this alone might not be enough because the requirement for successful DPA
attacks based on the HW power model is the following: the mean value of the
transition weights of the attacked signals for transition direction 0 — 1 must
be significantly different from the mean value for the opposite transition direc-
tion. If this requirement is not fulfilled when attacking a byte result, an attacker
typically switches to the HWbit power model.

With transition means of 2.127 (0— 1) and 2.017 (1 —0), the attack result
combout/zerodelay /random/cc/SBout /HW shows a distinct DPA peak of
0.0266 for the correct key. The attack result combout/zerodelay /random/
cc/SBout/HD still shows a peak of 0.9936 for the correct key, which is not a
significant change to the result for equal weighting.

Attacks on the sequential part of the demo circuit: In a final analysis
step, the sequ-part of the CMOS demo circuit has been simulated. The attack
result sequ/zerodelay/equal/cc/SBout/HD shows, as the identical attack
on the comb-part, that CMOS circuits already have a DPA leakage in this setting
(no glitches, no early propagation). The correlation peak of 0.706 for the correct
key is significantly higher than in the comb-attack because of less noise. A similar
DPA peak occurs both in the clock cycle when the attacked result is produced
and enters the flip-flops (because of the zerodelay simulation; see Figure 3.6) and
in the next clock cycle when the attacked result appears at the flip-flop outputs.
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When switching to unitdelay-simulations, the sequ-attacks show different results
than the comb-attacks. Although the DPA peaks disappear in the clock cycle
where the attacked result is produced by the preceding combinational circuit,
the DPA peak in the next clock cycle (attacked result appears at FF outputs)
persists. With a height of 0.126 for the correct key, it is lower compared to the
corresponding zerodelay-attack peak due to the noise caused by glitches at the

FF inputs.



Masking at Cell Level - mCMOS

Countermeasures against PA attacks aim at reducing the exploitable information
in the power consumption of cryptographic devices. Various countermeasures
have so far been proposed for the architecture level where they are implemented
either in software or in hardware. Another very important group of countermea-
sures against power analysis attacks are those at the cell level. A countermeasure
at this level means that the logic cells in a circuit itself counteract power anal-
ysis attacks, i.e. the cells belong to a so-called PA-resistant logic style. The
first approaches to implement such logic styles were all based on the concept
of hiding (see Section 2.4.1), both in the semiconductor industry (as far as we
know) and, proposed some time later, also in the scientific world (e.g. [TAV02]).
It took another while until the first PA-resistant logic styles based on masking
were proposed (e.g. [ISW03]).

The main aspect why PA-resistant logic styles have come more and more
into the focus of countermeasure developers is that such logic styles promise to
make the securing of cryptographic circuits an automatic task. If there is a PA-
resistant logic style that efficiently prevents PA attacks, the basic idea is to use
this logic style in a standard semi-custom design flow to implement cryptographic
circuits. A PA-resistant logic style treats the problem right where it arises—at
the logic cell—and software and hardware designers of cryptographic devices
do not need to be designated experts in the field of PA attacks to implement
appropriate countermeasures. The automatic use of PA-resistant logic styles is
possible because they are independent of the functionality and architecture of
the actual cryptographic algorithm they implement. The automatic nature of
the countermeasure application furthermore helps to reduce errors that would
cause a power leakage to a minimum.

However, it soon turned out that PA-resistant logic styles based on hiding
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usually place a hard to fulfill constraint on the semi-custom design flow. Such
logic styles usually try to make the power consumption of each logic cell con-
stant for all input and output values by using the dual-rail precharge (DRP)
principle. Additionally, the parasitic loads of dual-rail wire pairs need to be bal-
anced in order to achieve such a constant power consumption. Unfortunately,
this “balancing of wires” is a rather unusual task in a semi-custom design flow
(see Section 5.2.2) and can in practice never be handled perfectly [TV04c]. Fur-
thermore, it is very hard to test and verify that the balancing achieved during
the design phase is still present in each chip after production. Imbalances are
commonly introduced by “natural” process variations. In some cases, imbalances
are also caused by faults that are introduced passively (or even actively by very
sophisticated attackers) in the mostly redundant balancing circuitry [KKTO06a].
Traditional chip testing methods fail in such a case because these imbalances
and faults do not manifest as logical errors.

This is the point where masked logic styles come into play, because it was
assumed that they can circumvent this problem while not putting other tough
constraints on the design. The basic working principle of masked logic styles—
randomizing the values in a design with the help of a random mask—does not
directly rely on the balancing of dual-rail wire pairs. Furthermore, such logic
styles do not consume always the maximum amount of power as hiding logic
styles with a constant (and thus maximum) power consumption do. Unfortu-
nately, in the course of research it turned out more and more that the PA resis-
tance of masked logic styles depends on various side-effects (e.g. signal glitches),
which are in the end at least as hard to tackle as the balancing problem.

In this chapter, we present the results of our research when we started to work
on masked logic styles. When working on a proposal for a masked logic style
called Masked CMOS (mCMOS), we realized that signal glitches significantly
reduce the PA resistance of such logic styles [MPGO05]. The chapter starts with
a discussion of the general concept of masking at the cell level.

4.1 General Concept of Cell-Level Masking

In a masked implementation of a cryptographic algorithm, each intermediate
value v is represented by the two shares v, and m according to the following
equation: v,, = vkm. It is also possible to have three or more shares. In this case,
we no longer talk about “masking” but about “secret sharing” [CJRR99, GP99].

The value m in the equation above is called the “mask” and is a random value,
which is changed for every execution of the algorithm. The mask is generated
inside a cryptographic device and must not be known by an attacker. For the
operation * several functions are possible, e.g. an arithmetic function like “mod-
ular addition +” (arithmetic masking) or the Boolean function “exclusive-or ®”
(Boolean masking). The chosen function is typically related to the operations
used in the cryptographic algorithm.

For the different intermediate values in an algorithm, usually several masks
are used. In general, more masks increase the security but also decrease the
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performance. Thus, a reasonable trade-off has to be found. Additionally, this
trade-off is influenced by the fact that the rate at which new random values
for the masks can be provided is limited. How inputs, intermediate values,
and outputs of a cryptographic algorithm are masked is specified in a masking
scheme.

Applying masking to the cell level means that the logic cells in a circuit only
work on masked values and the corresponding masks. Cells that are used in
such circuits are called masked cells and belong to a specific masked logic style.
The circuits themselves are called masked circuits. Usually, Boolean masking
is used for masked circuits. If the masked cells are not activated in a data- or
operation-dependent manner, masked logic styles counteract both SPA and DPA
attacks.

Figure 4.1 shows a 2-input unmasked cell and a corresponding 2-input masked
cell. The input signals a, b and the output signal ¢ of the unmasked cell are
carried on single wires. In case of the masked cell, the input signals and the
output signal are split into masked values and the corresponding masks. The
following equations hold for the masked cell: a,, = a ® mq, by, = b P my, and
gm = q ® mq. The logic signals of the unmasked cell occur randomized in the
masked cell.

an —
a [E—
Unmasked My — Masked |— Qn
cell | @ :> b | cell |—mg
b | m
my, —

Figure 4.1: A 2-input unmasked cell and a corresponding 2-input masked cell.

The theory of masked circuits is the following. Since the masked values are
independent of the unmasked values, the power consumption of the masked cells
is theoretically independent of the unmasked values. As a result, the total power
consumption of a cryptographic device is also independent of the processed data
and the performed operations. However, like in case of all other countermeasures,
complete independence cannot be achieved in practice. It is only possible to
make the power consumption largely independent of the corresponding unmasked
values.

In the following, we look at the power consumption of a node in a masked
circuit in detail and perform a first-order DPA attack as described for a node in
a CMOS circuit in Section 2.2. Table 4.1 shows all transitions that can occur
at the node storing the masked value v,, when the time moves from clock cycle
t —1 to t and the random mask m is updated in every clock cycle. The following
equations hold: v, (t—1) = v(t—1)@®m(t—1) and v,,(t) = v(t)®m(t). The table
furthermore shows the required energy and the probability of each transition.
The value Ey; for example denotes the energy consumption when the value at
the node switches from 0 to 1, i.e. v,,(t —1) = 0 and v, (t) = 1. The value po;
for example denotes the probability of the unmasked value having a transition
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from 0 to 1, i.e. v(t—1) = O and v(t) = 1. The probability in line 1 is for
example calculated ab follows: $poo = p(m(t—1) = 0)-p(m(t) = 0)-p(v(t—1) =
0)-p(o(t) =0) = * Poo-

Table 4.1: Possible transitions of the masked value v,, on a node and corresponding
energy consumptions when the mask m is updated in every clock cycle.

Line || v(t—=1) | m(t—1) wvn(t—=1) | v(t) | m(t) ovmn(t) | Energy Prob.
1 0 0 0 0 0 0 EOO poo
2 0 0 0 1 1 0 EOO ip()l
3 1 1 0 0 0 0 EOO %plo
4 1 1 0 1 1 0 EOO :{pll
) 0 0 0 0 1 1 Ey P00
6 0 0 0 1 0 1 E(]1 %p()l
7 1 1 0 0 1 1 E01 inlO
8 1 1 0 1 0 1 E01 4p11
9 0 1 1 0 0 0 E10 poo
10 0 1 1 1 1 0 E10 ZleOl
11 1 0 1 0 0 0 E10 iplo
12 1 0 1 1 1 0 E10 jlipll
13 0 1 1 0 1 1 E11 lpoo
14 0 1 1 1 0 1 E11 lep(n
15 1 0 1 0 1 1 E11 leplO
16 1 0 1 1 0 1 E11 ?lpll

When a DPA attack is performed on the masked circuit, the power traces
are for example split according to the value of v(t) in the clock cycle t. However,
in the circuit now the masked value v, (t) is actually processed. In order to cal-
culate the expected value of the mean of the traces where v(t) = 0, E(My )=o),
the odd lines in the table are used while &(M,)—1) is calculated based on the
even lines. As shown in Equation 4.1, the two expected values are equal. There-
fore, the expected value of the diﬁerence of the means E(DM,) is zero and
first-order DPA attacks are not possible any more for the given power model.
Note that the power consumption of the other nodes in the masked circuit dur-
ing clock cycle ¢ can be typically modeled as Gaussian noise (see for example
[MDS02]). Thus, it does not influence the expected values of the means and
consequently the difference of the means.

E(Myy=0) = E(My1y=1) = (Eoo + Eo1 + Evo + Env) (4.1)

Two basic design decisions of masked logic styles are how many different
masks are used in a circuit and how frequently each of these masks is updated.
These to basic aspects are discussed in detail in the following sections.
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4.1.1 The Number of Different Masks in a Circuit

There exist three approaches to build masked circuits. First, one distinct mask
for each signal can be used. As a result, all masked values are pairwise inde-
pendent of each other, no matter whether the corresponding unmasked values
are independent or not. Using this approach, the functionality of the logic cells
is typically very complex, because every input and output signal is masked sep-
arately. The number of necessary masks for such a circuit is huge. Therefore,
this approach is not practical.

The second possibility is to partition the signals of a circuit in several groups
and to use the same mask for a group of signals. This decreases the number of
required masks significantly. Furthermore, the complexity of cells working on
input signals that are masked with the same mask is typically reduced. For every
masked signal that passes over from one signal group G'1 to another signal group
G2, some additional circuitry is necessary to change the mask from mgy to mgs.
Defining the number of signal groups with different masks is a non-trivial task.

The third approach is to use the same mask for all signals in a circuit. Hence,
there is no overhead for handling different masks. If unmasked values depend
on each other, also the corresponding masked values depend on each other. A
drawback of this approach is that updating the single mask value can typically
be detected via the power consumption of the huge mask net and possible re-
masking activities. The mask net is responsible for distributing the mask to
every cell in the circuit. Possible solutions to this problem are to resort to the
second approach discussed above or to implement the mask net in a DRP-like
and balanced manner.

4.1.2 Mask Value Updating Frequency

When specifying how often the mask values in a circuit are updated, the following
considerations are important. If the mask values are updated in each clock cycle,
the rate at which new random values must be generated is very high. This is
especially true if many different masks are used in a circuit. A main advantage
of updating the mask values in each clock cycle is that higher-order DPA attacks
(see Chapter 2) are more difficult. Thus, this approach is the most common one
for masked logic styles.

In order to reduce the rate at which new random values are required, the
mask values can be used in several clock cycles. As a result, the rate at which
new random values must be generated is reduced. However, higher-order DPA
attacks become more effective. Therefore, this approach is usually avoided.

4.2 Masked CMOS (mCMOS)

In many patents [MDP01, KKG02, MP03] and papers [ISW03, Tri03, GMO04,
TKLO5] that first proposed masking at the cell level as an efficient countermea-
sure, the security of the masking approach is proven similar to the argumentation
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presented in Section 4.1. However, this proof is based on the substantial assump-
tion that the output of a logic cell switches only once per clock cycle. In general,
this assumption does not hold true in practice. Most of today’s digital circuits
are implemented in CMOS logic. The signal delays in CMOS circuits cause the
input signals of the CMOS cells to arrive at different times. Since the outputs of
combinational CMOS cells directly react on input signal changes, these outputs
potentially switch several times during a clock cycle. These additional switching
events are called signal glitches and significantly impact the power consumption
of a CMOS circuit (see Section 2.3.4 for further details). Thus, glitches play also
an important role in the context of the PA resistance of cryptographic circuits.

At the time the masked logic styles listed above have been proposed, we
also worked on a masked logic style called Masked CMOS (mCMOS). In this
section, mCMOS and its properties will be presented in detail. Note that this
presentation does not take the findings about the impact of glitches
on the PA resistance of masked circuits into account! mCMOS was
developed shortly before this issue was discovered. During the work
on mCMOS, we realized at some point that glitches in general reduce the PA
resistance of masked circuits. These findings have been published in [MPGO05]
and will be discussed in detail both from a theoretical and also a practical
standpoint in the subsequent two sections. Because of the occurrence of the
“glitch problem” for masked circuits, we never published the mCMOS logic style
proposal.

mCMOS cells are single rail (i.e. a logic value is encoded by two distinct
voltage levels on a single wire) and use the same Boolean mask m for the inputs
and outputs of a cell. This leads to very simple functions that must be realized by
the basic mCMOS cells. Table 4.2 shows the truth tables of the masked versions
of the basic combinational cells AND, OR, and XOR with two inputs. a and b
denote the unmasked input values. The masked input values are calculated as
follows: a,, = a ®m, b,, = b ® m. The combinational mCMOS cell takes these
masked values as input and calculates the respective output value ¢,, = ¢ ®m
according to the intended cell function f so that the following equation is fulfilled:
q= f(a,b).

From the truth tables in Table 4.2, the Boolean functions of the basic combi-
national mCMOS cells can be worked out. Table 4.3 summarizes them together
with the NOT function. A few very nice and important conclusions can be drawn
from Table 4.3. The first finding is that an mCMOS inverter is just a CMOS
inverter that takes the masked value a,, as input, i.e. the inversion function is
invariant under the Boolean masking operation. Next, the 2-input masked AND
function is nothing else than the so-called majority (MAJ) function with three
inputs. A 3-input majority function provides the value 1 at its output if more
inputs are 1 than 0, i.e. two or three inputs are 1. The masked NAND function
is then simply the inverting majority (IMAJ) function.

A very important aspect is that MAJ and IMAJ cells are typically avail-
able in standard-cell libraries. This means that mCMOS circuits can be com-
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Table 4.2: Truth tables of the masked versions of the basic combinational cells.

AND OR XOR
a b mi|an bn||q|gn | q]|dn| 9] 9m
0 0O 0 ofoloflo]loTfo]o
0 110 0 1ol o 1|1 |11
1 01]0 1 ool o 1] 1 1]1
1 1]0 1 1 1] 11100
0 01 1 T ol 1ol 1 o] 1
0 1|1 1 ool 1]1]o0f|1]o0
1 0|1 0 1ol 1|10 ¢|1]|0
1 111 0 o1l 011|l01o0]|1

pletely built based on the standard cells in common libraries. This is a very
big advantage since it avoids the usually huge effort of designing special masked
cells and makes a switch of the underlying CMOS logic style or the process
technology rather easy. Figure 4.2 shows the transistor schematic of a 3-input
IMAJ cell (¢ = IMAJ(a,b,c)), which directly realizes an mCMOS NAND cell
(gm = IMAJ (@, by, m)). Note that the only “full-grown” internal node in the
IMAJ cell also constitutes the output node of the cell. Thus, this internal node is
well masked. It is assumed that the other four, “non-full-grown” internal nodes
(i.e. nodes which are not for all input values either connected to Vpp or GND)
in the IMAJ cell do not produce a significant power leakage that is measurable
from the outside of an integrated circuit (IC).

Table 4.3: Basic combinational cell functions and their masked realizations.

Function Masked realization

NOT adm=a,,

AND (a/\b)EBm (@m Abm) V (am Am)V (by, Am)
NAND  (aAb) @ m = (Gm Abm) V (@n AT)V (b, AT)
OR (aVd)dm= (amAbm)V (am AT)V (b, ATR)
NOR (a\/b)@m (@ A bm) V (@ Am) V (b, A1)
XOR (a®b)®m=am®b, dm

XNOR (a®b)Bm=am Py Emd1

Another finding from Table 4.3 is that the masked OR (NOR) function can
be realized by using the MAJ (IMAJ) function and inverting the mask input.
Furthermore, the 2-input masked XOR (XNOR) function can be implemented
with a 3-input XOR (XNOR) function. However, such a 3-input XOR (XNOR)
cell cannot be used directly in most cases because it is typically implemented
in a way that the correct masking of full-grown internal nodes of the cell would
not be given. This happens for example if the masked values a,, and b,, are
fed internally into an asymmetric function like AND, which leads to an output
value that is not completely uncorrelated to the unmasked values. Therefore,
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Figure 4.2: Transistor schematic of a Figure 4.3: Implementing an XOR
CMOS 3-input inverting- function with inverters
majority cell. and NANDs.

it is suggested to implement the XOR function based on its realization with
inverters and NANDs as shown in Figure 4.3. To get a masked version of the
implementation, the three NANDs must be replaced by IMAJ cells. In case of
the XNOR function, the NAND at the output must be replaced by a MAJ cell.
Table 4.4 lists the basic mCMOS cells and their implementation with CMOS
cells. Also the mCMOS flip-flop implementation is included, which is explained
in the next paragraphs.

Table 4.4: Basic mCMOS cells and their implementation with CMOS cells.

mCMOS cell CMOS implementation

Inverter Inverter

2-input AND (mAND) 3-input MAJ

2-input NAND (mNAND)  3-input IMAJ

2-input OR (mOR) 3-input MAJ + inverter

2-input NOR (mNOR) 3-input IMAJ + inverter

2-input XOR (mXOR) 3x(3-input IMAJ) + 2xinverter

2-input XNOR (mXNOR) 2x(3-input IMAJ) + 3-input MAJ + 2xinv.
Flip-flop (mFF) 2-input XOR + FF

Figure 4.4 shows the general architecture of an mCMOS circuit. The mask
bit, which is updated in every clock cycle, is provided by a pseudo-random
number generator (PRNG) that is initially seeded by a true-random number
generator (TRNG). The PRNG produces every clock cycle a mask bit called
my,, which is the mask bit that will be used in the next clock cycle. The mask
bit that was produced one cycle before is the mask bit m of the current clock
cycle. The PRNG does not output m,, directly, but in the form m @ m,,.

The situation in a specific clock cycle is the following. All circuit inputs get
masked with the current mask bit m and are fed into the mCMOS combinational
block, which is also provided with the mask m. The data stored in the mCMOS
flip-flops (mFFs) is masked with m as well and is likewise fed back into the
mCMOS combinational block. If a masked value is required as an output value,
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the current mask m must be removed. It is clear that only uncritical signals
may leaf the masked circuit. The mCMOS combinational block calculates the
intended masked result, which enters the mFFs. The mFFs not only store data,
they also need to update the mask for the next clock cycle. This is achieved by
xor’ing a data value d,, = d ® m that enters an mFF with the value m @& m,,:
dememedm, =ddm, = dn, . The newly masked data value d,,, is stored in
the CMOS flip-flop at the next active clock edge, which also marks the beginning
of a new clock cycle. At the beginning of the new clock cycle, m,, becomes m
and the PRNG generates a new m,,. This finishes a cycle and the process starts
again.

mCMOS
combinational cells

data,
d q out
CMOS %D

mdm,
. m PRNG/
TRNG

clk O

Figure 4.4: Architecture of an mCMOS circuit.

A main problem of any single-rail masked circuit which uses a single mask
bit is that it can be usually detected via the power consumption of the circuit
whether the mask bit changes between two clock cycles or not. A changing
mask bit causes a significantly higher power consumption and is thus attackable
via SPA. There are three main reasons for that. Firstly, the typically big mask
net requires a lot of power when the mask bit changes. Secondly, the mask bit
arrives generally at a different time at the inputs of cells. Thus, if the mask
value changes, it is more likely that glitches occur in the circuit than in case the
mask value stays the same. Thirdly, the unmasked values of many signals in a
circuit are not random in each clock cycle. In other words, the unmasked values
of a signal in consecutive clock cycles may tend to stay the same. The reason
for that lies in the particular Boolean function of the circuit. The extreme case
is constant signal values over two or more clock cycles. For example, control
signals or flip-flop (register) contents often behave in such a way. If the mask
bit changes, the masked values of such more or less constant signals will also
change, which increases the power consumption. In the papers [TS07, ST07],
this effect is studied in detail for more recent masked logic styles. Also the logic-
level power simulations of an mCMOS demo circuit presented in Section 4.4.2
show that significantly more transitions occur if the mask bit changes.

As general solution to this problem, it is proposed to divide the whole circuit
that is going to be implemented in mCMOS into various masking domains,
which all have their own mask bit. However, this approach increases the area
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requirements of mCMOS circuits because interfacing circuitry is necessary for
signals that pass between masking domains. Furthermore, it is not trivial to
decide how many mask domains are necessary for a specific circuit and how a
circuit should be divided. And the PRNG has to provide more new mask bits
in each clock cycle. Other methods that might help to solve this SPA problem
are to build the mask net in a DRP-like manner to basically balance its power
consumption and to avoid implementing “constant” signals in mCMOS (e.g. by
excluding the state machine of a design, because the control logic is a typical
source of such “constant” signals and should in most cases not include PA-critical
signals).

Even when taking the effort for protecting the mask bit transitions from SPA
attacks into account, it is assumed that mCMOS circuits are still much easier
to implement in a semi-custom design flow than PA-resistant circuits based on
logic styles with a constant power consumption. There is no need to balance
complementary wires or a similar requirement. Furthermore, the protection of
mask bit transitions must only be done against SPA attacks. Semi-custom circuit
design in the context of masked logic styles is discussed in detail in Section 5.2.

It is also assumed that mCMOS circuits are secure against higher-order DPA
attacks (see Section 2.2). Such attacks are based on the assumption that an
attacker can separately measure the power consumptions when processing several
related masked values (i.e. masked with the same mask) or several masked
values and their respective masks. For example, in a second-order attack, an
attacker might measure the power consumption when processing m and the
power consumption when processing a,,. However, in an mCMOS circuit these
two values are processed together in one clock cycle. The time interval between
the two processing events is usually somewhere in the nanosecond range. Due
to the low-pass filtering behavior of the power net, it seems to be impossible to
separately measure the power consumption of the two processing events.

An interesting feature of mCMOS circuits is the possibility to switch eas-
ily between secure (masked) and insecure (unmasked) mode. This is simply
achieved by keeping the mask constant. In the insecure mode, the mCMOS
circuit should behave basically like the corresponding CMOS circuit and should
have a significantly lower power consumption than in secure mode.

4.2.1 Comparison of CMOS, mCMOS, and SABL

In this section, the basic properties of the logic styles CMOS, mCMOS, and
SABL are compared. SABL is a hiding logic style based on the DRP princi-
ple and is implemented as full-custom cells (see Section 2.4.2 for more details).
The compared properties include area requirements, circuit speed, power con-
sumption, and DPA resistance. All technology-specific comparisons are based on
the 0.35 wm process technology from austriamicrosystems [aus] and the related
standard-cell library C35. Note that the comparisons are based on rather rudi-
mentary figures because the work on mCMOS was stopped immediately after
the glitch problem of masked logic has been discovered. Thus, for example no
figures of a large test circuit in mCMOS are available for the comparison.
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Area Requirements

For a technology-independent comparison of the area requirements of the basic
CMOS, mCMOS and SABL cells, the transistor count is considered. The figures
in Table 4.5 are based on common implementations of the cells using a typical
number of transistors. For mCMOS, the transistor count is derived from CMOS
and the equivalences shown in Table 4.4. The figures for SABL are derived from
schematics presented in [TAV02] and [Sch03].

Table 4.5 indicates that the area requirements of mCMOS are located some-
where between CMOS and SABL—with a general orientation towards SABL.
However, the size of a cell layout is not only determined by the transistor count
but also by the intra-cell routing complexity. Practical implementations of lay-
outs of SABL cells [Pop04] and of mCMOS cells (based on their CMOS imple-
mentations according to Table 4.4) in a 0.35 um process technology clearly show
an advantage for mCMOS cells. The work in [Pop04] states an area increase
factor of 3.5 for an SABL circuit compared to the corresponding CMOS circuit.
Hence, it is assumed that the average increase factor for mCMOS circuits is
somewhat below this value.

What specifically increases the area requirements of mCMOS circuits is the
partitioning into multiple masking domains in order to halt SPA attacks on the
mask bit. Furthermore, a PRNG is required for an mCMOS circuit.

Table 4.5: Transistor counts of basic CMOS, mCMOS, and SABL cells.

Function | CMOS | mCMOS mCMOS:CMOS | SABL SABL:CMOS
Buffer 4 4 1 8 2

NOT 2 2 1 0 0

AND 6 12 2 18 3
NAND 4 10 2.5 18 4.5

OR 6 14 2.3 18 3

NOR 4 12 3 18 4.5
XOR 10 34 3.4 18 1.8
XNOR 10 36 3.6 18 1.8

FF 26 36 14 28 1.1

Circuit Speed

For the figures related to circuit speed, only rough estimations have been made
for mCMOS circuits. These figures are based on a comparison of the average
propagation delays of a CMOS NAND cell and an mCMOS NAND cell (3-
input IMAJ cell) in a 0.35 um process technology. The NAND cell is the most
representative cell for both logic styles. The propagation delays of the 3-input
IMAJ cell for different input-output paths are all approximately 1-2 times bigger
than the related propagation delays of the 2-input NAND cell of the same driving
strength. Thus, this factor is also taken as a first estimate for the speed reduction
of an mCMOS circuit compared to the corresponding CMOS circuit.
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The work in [Pop04] shows a decrease of the circuit speed of an SABL circuit
by a factor of around 2. This reduction is mainly caused by the additional
precharge phase of the SABL circuit. An mCMOS circuit does not have such a
precharge phase. In summary, it is estimated that the mCMOS circuit speed is
higher than the circuit speed of the corresponding SABL circuit.

Power Consumption

A severe disadvantage of SABL is its high power consumption. In a clock cycle,
every SABL cell dissipates the same, worst-case amount of power in order to
achieve a constant power consumption in every clock cycle. Furthermore, all
combinational SABL cells are also (additionally to the sequential SABL cells)
connected to the clock tree, which considerably increases its load. Since the
clock signal switches unconditionally two times per clock cycle, this significantly
contributes to the increased power consumption of SABL circuits.

In a CMOS circuit much less transitions occur in a clock cycle compared to
the corresponding SABL circuit even when glitches are considered (note that no
glitches occur in SABL circuits). Therefore, the power consumption of CMOS
circuits is significantly lower than that of SABL. Simulations of SABL circuits
have shown an overall increase of the power consumption by a factor of around
4 [TV03, Pop04] compared to CMOS circuits.

In mCMOS circuits, more transitions will occur compared to the correspond-
ing CMOS circuits. One of the reasons is that for unmasked signals which are
(mostly) constant, transitions will occur if they are masked and the mask bit
changes. For (mostly) random signals, masking does not have a significant effect
on the number of transitions because the amounts of newly created signal transi-
tions and avoided signal transitions due to a mask bit change will approximately
compensate each other. A second reason for the signal transition increase in mC-
MOS circuits is that glitches are more likely due to the additional mask bit input
of the logic cells. However, the power consumption of mCMOS circuits still lies
significantly below that of the corresponding SABL circuits because the mCMOS
cells do not consume the maximum amount of power in every clock cycle. And
the increase of the power consumption due to the mask net in mCMOS circuits
is usually excelled by the increased power consumption of the extended clock
tree in SABL circuits. Therefore, the power consumption increase of mCMOS
compared to CMOS is well below the factor 4.

DPA Resistance

In order to compare the DPA resistance of CMOS, SABL, and mCMOS, a NAND
cell implemented in all three logic styles has been attacked. According to the
output value of the NAND cell, the simulated power traces were separated into
two groups and the mean power trace of each group was calculated. Finally, the
energies of these two mean traces were determined and a difference calculated.
The result, called the difference of mean energies (DME), indicates the height of
the peak in a DPA attack. The assumption made in this case is that an attacker
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can only measure the total energy consumed by a cell during a clock cycle. It
seams reasonable that due to the limited bandwidth of a chip’s or smart card’s
power supply net and the measurement setup, the instantaneous course of the
power consumption during a clock cycle cannot be determined.

The power simulations have been performed with the analog-level simulator
Spectre from Cadence Design Systems [Cad]. In the simulations, the output
loads of the NAND cells have been varied. In case of the single-rail logic styles
CMOS and mCMOS, the output load has been modeled by a variable capacitance
connected to the output nodes of the NAND cells. For the SABL NAND cell,
two variable capacitances have been connected to the dual-rail output of the cell.
In order to analyze the effect of mismatch on the DPA resistance of SABL, the
power simulation has also been performed with one output capacitance having
a 5% and a 10% lower value than the nominal one. The dependency of the
DME on the load capacitance of the CMOS, mCMOS, and SABL NAND cells
is shown in Figure 4.5.
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Figure 4.5: Difference of mean energies (DME) for a DPA attack on a NAND cell
implemented in CMOS, mCMOS, and SABL depending on the (nominal)
cell output load. In the case of SABL, the imbalance of one complemen-
tary output node with respect to the nominal value is given in percent.

Figure 4.5 clearly shows that as long as the balancing of complementary wires
in an SABL circuit is ideal, its DPA resistance is outstanding (see line “SABL
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NAND 0%”). But ideal balancing is impossible to achieve on a real chip due
to layout parasitics, process variations etc. From the two curves in Figure 4.5,
where an unbalanced differential output of the attacked SABL NAND cell is
assumed (see lines “SABL NAND 5%” and “SABL NAND 10%”), it can be
seen that already an absolute difference of 5.5 fF' leads to the same amount of
side-channel information leakage as for an mCMOS NAND cell. The 5.5 fF" have
been determined by looking at the crossing points of the line for the mNAND cell
and one of the lines for the SABL NAND cell with unbalanced complementary
outputs: with 5% mismatch, the two lines cross at around 110 fF nominal output
load while with 10 % mismatch, the two lines cross at around 55 fF' mismatch
of the complementary output capacitances.

Achieving only a capacitance difference of 5.5 fF' for complementary wire
pairs is assumed to be rather tough, especially if a semi-custom design flow
is used for layout generation. Therefore, the DPA resistance of mCMOS logic
seems to be higher than that of SABL in a real environment. mCMOS also
suites better for a semi-custom design methodology because the routing process
is not constraint by a troublesome balancing requirement.

The DPA attack as described above has also been performed on other basic
cells. The DME of SABL and mCMOS cells have been the same for the following
capacitive mismatches of the complementary output nodes: 3 fF (NOR), 2 fF
(XNOR), and 1.5 fF (XOR).

4.3 The Glitch Problem of Masked Logic Styles
in Theory

The security proofs of the first proposed masked logic styles are all based on a
similar argumentation as presented in Section 4.1. This is in particular true for
the masked logic style mCMOS, which has been introduced in the last section.
However, this argumentation does not take the effects of signal glitches into
account, which have a significant impact on the power consumption of a circuit.
It was first shown in [SSI04, MPGO5] and then later in [SSI05, SSI07a] that
glitches are a source for power leakage in masked circuits.

The reasons for glitches are that the output values of combinational logic cells
depend directly on the input values and that the new input values of a clock cycle
usually arrive at different points in time. Each time a new input value arrives,
the cell output possibly switches to a temporary, “wrong” value. Only if all
input values have reached their new values, the final, correct output value of the
current clock cycle can be calculated by a combinational cell. These switching
events to wrong output values are called glitches and contribute significantly to
the overall power consumption of a circuit. Note that glitches at the output
of a cell are typically provided to the inputs of subsequent combinational cells
and cause even more glitches in these cells. Sequential cells like flip-flops do not
produce glitches and also stop them if they occur at the input.

Whether or not the outputs of combinational cells directly depend on the
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inputs is defined by the functionality of the used logic style. In the by far most
common logic style today, CMOS, the combinational cells show such a direct
behavior. This is also true for mCMOS, which is built based on CMOS cells.
The different arrival times of the cell input values are caused by the varying
propagation delays of cells and wires and the fact that logic signals usually must
take paths of different logic depth (i.e. different numbers of logic cells) until
they arrive at the particular inputs.

In order to theoretically show the effect of glitches on the PA resistance
of a masked logic style, the analysis model must be extended. This extended
model considers the sequence of input value transitions as well as the resulting
energy consumption of cells due to output value transitions including glitches.
A possible scenario for a 2-input mCMOS AND cell is for example: the mask
bit m arrives first while the masked input values a,, and b,, arrive later at the
same time. It is in fact quite a likely case that m arrives first because it is
produced by a separate part of the circuit (the PRNG) and does not need to
propagate through many levels of combinational logic. Common assumptions to
simplify the analysis are that the unmasked input values of a cell are independent
and uniformly distributed and that cell inputs switch only once. Furthermore,
it is typically assumed that—in the context of the given example—the delay
between m and the other input values is big enough so that the output value of
the mAND cell switches fully to the temporary values in case of glitches. Each of
the three input values of the mAND cell can have 4 possible transitions (0— 0,
0—1,1—0, 1—1. This leads to 4> = 64 possible combinations of input value
transitions. Together with the chosen delay scenario of the inputs, this results
in a specific energy consumption of the cell for each of these combinations. The
energy values are finally used in a DPA attack as described in Section 4.1. A
difference of means (DME) value that is unequal to 0 indicates a power leakage.

In the appendix of [Man04b] the analysis of an mAND cell is presented
in detail. In [MPGO5], the more general case where each input and output
signal has its own mask bit is thoroughly discussed. Furthermore, also cells
implementing other basic Boolean functions are investigated. In both analyses,
various delay scenarios of the input values have been used. The results clearly
show that in all circumstances, a power leakage occurs for the non-linear cells
(AND, NAND, OR, NOR) if glitches are considered. Interestingly, linear cells
like XOR and XNOR are not susceptible to DPA attacks when glitches occur.
However, non-linear Boolean functions are essential to implement digital circuits.

The conclusion of the theoretical analysis is that glitches must be avoided
in masked circuits to be secure against first-order DPA attacks. This can for
example be achieved by using variants of so-called domino logic styles [RCNO3].
The typical drawback of such an approach is a significant increase of area re-
quirements and power consumption. In some cases, this also means that new
cells must be implemented from scratch, which is a rather costly and inflexible
approach.
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4.4 The Glitch Problem of Masked Logic Styles
in Practice

In the following sections, results are presented that verify the findings about
glitches and masked circuits practically.

4.4.1 Verification with Analog-Level Power Simulation

In this case study, the power consumption of different implementations of 2-input
masked AND cells has been simulated at the analog level with the simulator
Spectre from Cadence Design Systems. The simulations have been performed for
different delay scenarios of the input values to include the effects of glitches. The
simulated power traces have then been used in a DPA attack to investigate how
glitches influence the DPA results. These results have originally been published
in [MPGO5].

The masked cells have been implemented using the C35 CMOS standard cells
from austriamicrosystems, which are based on a 0.35 um process technology.
Two implementation approaches for masked cells have been investigated. The
first one has been presented by Messerges et al. in a patent [MDPO1]. They
propose to implement masked cells using multiplexors and crossbar switches.
This approach leads to rather big masked cells but has nevertheless been used
in a proposal to secure a data scrambling technique against PA attacks [Gol03].
A 2-input masked AND cell requires 3 multiplexors, 3 crossbar switches, and 4
XOR cells. The second investigated implementation approach for masked cells
is that of Trichina et al. [Tri03, TKLO5]. In this case, normal CMOS cells
are used to implement masked cells. When following this approach, a 2-input
masked AND cell consists of 4 AND cells and 4 XOR cells. Both implementation
approaches have in common that all input and output values (@, b, ¢m) have
their own mask bit (mg, my, m,). In the power simulations, an output load of
10 fF' has been set for the masked AND cells.

Both masked AND cells have been simulated for two delay scenarios. In the
first scenario, all input values of a cell switch at the same point in time (i.e. at
time 1ms). In the second delay scenario, the mask bit m, switches 1ns before
(i.e. at time 1ns) the other four input signals (i.e. at time 2ns). Since glitch-
free input signals are assumed, 4% = 1024 combinations of input transitions are
possible. The DPA attack is performed by dividing the simulated power traces
in two groups according to the cell output value ¢ = ¢, ®© my when all input
signal transitions have occurred. A value unequal to zero in the difference of the
means of the two sets shows a power leakage of the masked cell. For reference,
also a normal CMOS AND cell has been simulated and attacked. The inputs (a,
b) of this cell have been specified to switch at the time 1ns.

Figure 4.6 shows the results of the DPA attacks on the normal CMOS AND
cell, on the masked AND cell according to Messerges, and on the masked AND
cell according to Trichina. In the power simulations for the figures of the first
and second row, the input signal transitions occur all at the same time while for
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Figure 4.6: Results of the DPA attacks on the normal CMOS AND cell, on the
masked AND cell according to Messerges, and on the masked AND cell
according to Trichina for different delay scenarios: input signal transi-
tions occur all at the same time (figures in first and second row) and
transitions of the output mask bit mg occur 1ns earlier than the other
transitions (third row).
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the figures in the third row, the transitions of the output mask bit m, occur 1ns
earlier than the other transitions. A significant increase of the power leakage can
especially be observed in the latter scenario for the masked AND cell following
Trichina’s approach. The masked AND cell according to Messerges already
shows a high power leakage if all input value transitions occur at the same time.
The reason is that the complex structure of Messerges’ masked AND cell already
provokes internal glitches even in this delay scenario.

In the analysis, it has not been searched for the delay scenario which maxi-
mizes the power leakage of the masked AND cells. Further investigations have
indicated that there are delay and attack scenarios which show a similar amount
of leakage as for the CMOS AND cell. In the presented case, the power leak-
age of the masked AND cells is only approximately halved compared to the
leakage of the normal CMOS AND cell. Nevertheless, this result shows already
that masking at the cell level is quite ineffective if glitches occur in the masked
circuits.

4.4.2 Verification with Logic-Level Power Simulation -
Simulated DPA-Attack on the Demo Circuit “AES-
encinit” Implemented in mCMOS

In order to investigate the influence of glitches and other timing effects like early
propagation on masked circuits, we have applied the power trace estimation
technique based on logic simulation. This technique has been presented in detail
in Section 3.2. The specific tool that was used to map logic simulation results
to power traces is called “vcd_analyzer” and is described in detail in Section 3.3.
As demo circuit, the design “AESencinit” has been used, which is described in
Section 3.3.1.

The implementation of the demo circuit in mCMOS, the power simulation
with ved_analyzer, and the DPA attack have been performed similarly as de-
scribed for the CMOS implementation of the demo circuit in Section 3.3.1. In
that section, also the used terminology to denote the various simulation and
analysis results is explained in detail. The main differences of the mCMOS and
the CMOS implementation of the demo circuit are the following. After synthesis,
the CMOS circuit has been translated to an mCMOS circuit. Secondly, since
an mCMOS circuit also takes the mask bit as an input, 2562 % 4 simulations are
necessary to simulate all possible combinations of input value transitions for the
comb-part of the demo circuit (2562 transition possibilities for the 8-bit input
value; 4 transition possibilities for the mask bit). The sequ-part has been sim-
ulated for the same number (2562 * 4) of random 8-bit input values and random
1-bit masks. Simulating all transition possibilities of the sequ-part would require
too many simulations.

Attack Results

The logic simulation of the mCMOS implementation of the AESencinit demo
circuit has been performed with a clock cycle time of 60 ns. The 8-bit secret key
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used in the simulation has been 165 (0xA5).

Attacks on the combinational part of the demo circuit: The attack
result comb/zerodelay/equal/cc/SBout/HD has shown no DPA peak for
the mCMOS demo circuit because of masking and the fact that no glitches (and
no early propagation) have been considered in the power simulation. For the
same attack on the CMOS demo circuit, a DPA peak already appeared in this
scenario. Thus, when applying such a simple power model, mCMOS completely
prevents DPA attacks on a circuit. Note that the attack .../SBin/ZV obviously
also does not show a DPA peak in the simple power model.

However, in the more realistic attack comb/unitdelay/equal/cc/SBin/
ZV, where glitches but no early propagation has been considered in the power
simulation, a DPA peak of around 0.095 has occurred for the correct key. This
practically demonstrates the “glitch problem” of combinational mCMOS cir-
cuits. Like in the CMOS attack, the leakage has only been exploitable via the
ZV model. In the attack comb/unitdelay/equal/tr/SBin/ZV, which con-
siders also early propagation, the DPA peak for the correct key has increased to
around 0.245. The result of this attack is depicted in Figure 4.7. The six false
peaks after 40 ns are caused by the wrong key hypotheses 22, 74, 138, 144, 156,
and 184 and originate from a minor ZV effect of the S-box for the input values
22165 = 179, 74 165 = 239, etc.: the S-box calculation for these input values
takes longer than for all other input values. However, the shape of the DPA
peaks easily allows identifying the peak of the correct key. Figure 4.8 shows the
corresponding simulated power traces where the major ZV effect can be easily
identified.

Some general observations for single-rail masked circuits that use a single
mask bit have been verified by looking at the power simulation results of the mC-
MOS circuit in detail. The power simulation result comb /zerodelay /equal/cc
(no glitches, no early propagation) shows that the average toggle count for each
input value depends in the following way on the occurring mask transition be-
tween two clock cycles. For mask transitions 0— 0 and 1— 1, the average toggle
counts for each input value are identical. This is clear because only the direc-
tions of the occurring data signal transitions change in the two cases, which has
no influence on the toggle count. The same is true when comparing the average
toggle counts for mask transitions 0— 1 and 1—0 in the given power simulation
scenario.

As a matter of fact, masked signals which stay constant for the mask transi-
tions 0 — 0 and 1 — 1 undergo a transition in case the mask transition is 0 —1
or 1 —0 and vice versa. A second observation is that the average toggle count
over all possible input values in case the mask bit changes is significantly higher
than in case the mask does not change between subsequent clock cycles: 207.2
toggles on average compared to 145.8 toggles on average. This shows that in
the unmasked combinational circuit, on average more signals stay the same (ap-
prox. 3/5 of them) than change between two clock cycles. This is an inherent
property of the specific circuit and its logical implementation. The difference
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in the number of toggles with respect to whether the mask bit changes or not
is a problem because it opens up the possibility to detect mask transitions in
mCMOS circuits by SPA attacks. To counteract such attacks, a separation of
the masked circuit into masking domains as described in Section 4.2 has been
proposed.

Another interesting observation for the power simulation result comb /zero-
delay/equal/cc is that even in this case, a ZV effect is visible in the average
toggle counts for a specific mask transition. If the input to the S-box is 0
(unmasked) the least signal transitions occur for the mask transitions 0— 0 and
1—1 and the most signal transitions occur for the mask transitions 0 — 1 and
1—0. These effects cancel out in the actual attack where mask transitions occur
randomly.

For the more realistic power simulation results comb /unitdelay /equal/cc
(glitches, no early propagation) and ../tr (glitches, early propagation) the situ-
ation is as follows. Like in the zero delay simulation, the average toggle counts
for each input value are the same for the mask transitions 0—0 and 1—1. The
same is still true for the mask transitions 0—1 and 1—0.

On the other hand, the ratio between the average toggle count in case the
mask bit changes in subsequent clock cycles and the average toggle count when
the mask bit stays constant rises. The reason is that additional glitches are
caused by changing mask bits. Such glitches occur more often for cells located
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deep in combinational paths, because there, the arrival times of masked data
inputs and mask input are typically very different. This effect increases the
problem of the detectability of the mask transitions via SPA.

Finally, the power simulation results based on unit delay show severe ZV
effects in the average toggle counts for specific mask transitions. Furthermore,
these effects do not cancel out any more in the actual attack (with random mask
transitions) as it was the case in the zero delay simulation. Figure 4.8 depicts
the simulated power traces, which clearly show the ZV effect.

Attacks on the sequential part of the demo circuit: The attack sequ/
zerodelay/equal/cc/SBout/HD has confirmed that also mCMOS flip-flops
are secure against first-order DPA attacks if glitches (and early propagation) are
not considered in the underlying power simulation. This is different to CMOS
FFs, which also have had a leakage in this attack scenario.

The more realistic attacks sequ/unitdelay/equal/cc/SBout/HD and
../tr/SBout/HD on the mCMOS FF's have demonstrated the following. In the
clock cycle where the attacked intermediate result appears at the FF inputs, no
DPA peak could be achieved due to the effect of glitches (and early propagation
in the tr-simulation). This result is identical to the corresponding one in CMOS.
On the other hand, also in the next clock cycle, where the attacked result appears
at the FF output, no DPA peak could be achieved. The reason is that masking
is used and that no glitches and practically no early propagation occur at FF
outputs. The CMOS results showed a DPA peak in that scenario.

By switching to ../SBin/ZV attacks, it has been possible to turn the attacks
into successful ones. In both clock cycles, where the attacked result is processed
by the mCMOS FF, DPA peaks have been achieved for the correct key. In both
cases, the leakage has been caused by the signal activities at the FF inputs. In
the first clock cycle, the ZV effect occurs when the value 0 (unmasked) overwrites
the old value at the input of the SubBytes module: DPA peak of around 0.166
(cc). In the subsequent clock cycle, again a noticeable ZV effect occurs when the
value 0 (unmasked) gets overwritten by a new value at the FF input: DPA peak
of around 0.0433 (cc). In case also early propagation is included in the power
simulation, the DPA peaks for the correct key rise to around 0.243 (tr) in the
first clock cycle and to around 0.116 (tr) in the second clock cycle.

Attacks on the combinational part with random weighting: A final
investigation that used random weights for the signal transitions in the power
simulation confirmed the following. The attack comb /zerodelay/
random/cc/SBout/HD (no glitches, no early propagation), which has not
been successful with unit weighting due to the use of masking, does still not
lead to a DPA peak for the correct key. Thus, the problem of masked logic
styles like mCMOS is not directly the different capacitive loads of wires but the
indirectly caused timing effects. The important conclusion at this point is that
any effective masking logic style must take these timing effects into account.






Solving the Glitch Problem - MDPL

The theoretical and practical results presented in the last chapter have clearly
shown that signal glitches are a source of PA leakage if they appear in crypto-
graphic circuits masked at the cell level (see Sections 4.3 and 4.4 for details).
After this so-called “glitch problem” emerged, researchers started to propose
masked logic styles which avoid the occurrence of signal glitches. Two main
approaches have been pursued so far to achieve this goal. The first one is to
prevent the evaluation of the combinational cells at a specific logic level of a
design until all cell input signals have reached their final value of the current
clock cycle. After this happened, the combinational cells get enabled and their
output signals can propagate to the next level of presently still disabled cells.
The second approach is to restrict a logic circuit to a behavior and functionality
that per se avoids signal glitches.

An example of the first approach (delayed evaluation) is random switching
logic (RSL), which is presented in detail in Section 2.4.5. In the context of
glitch prevention, the disabling and enabling of combinational cells must be
implemented carefully. On the one hand, if the input signals of a disabled cell
are just stopped until all have reached their final value, glitches might still be
produced after enabling the propagation of the input values through the cell.
On the other hand, glitches might still happen internally of a cell if only the
outputs of it are disabled until the final output value has been calculated. At
least, it avoids that glitches propagate to the inputs of the subsequent cells.

The second approach of glitch prevention does not have this problem because
in that case, glitches are intrinsically avoided due to the cell functionality and
circuit behavior. In our research, we chose the second approach and developed
the masked dual-rail precharge logic (MDPL) style [PMO05]. In the next section,
MDPL and variants of it are presented in detail. The second part of this chapter
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is dedicated to introducing semi-custom design flows for digital circuits in general
and to discuss the necessary modifications and extensions if PA-resistant logic
styles like MDPL are used in the design process.

5.1 Masked Dual-Rail Precharge Logic (MDPL)

MDPL uses masking at the cell level and avoids glitches in the circuit by using
a dual-rail precharge (DRP) approach. Due to the use of masking, no special
constraints for the place and route process like the balancing of complementary
wires have been assumed to be necessary. As a main feature, all MDPL cells can
be built from standard CMOS cells that are commonly available in standard-cell
libraries. This saves the costs and efforts of designing MDPL standard cells from
scratch and also allows to easily switch the underlying process technology (other
feature size, other semiconductor foundry).

MDPL uses the same mask m for all signals in the circuit. Each masked
signal v, that is processed in an MDPL circuit corresponds to an unmasked
value v = v,,, ®m. The mask is updated in every clock cycle. MDPL circuits are
furthermore implemented as dual-rail precharge circuits. Hence, for each signal
U, also the complementary signal v, is present in the circuit. This is solely
done to avoid glitches. Therefore, it is not necessary to balance complementary
wires in an MDPL circuit.

Table 5.1: Possible energy consumptions caused by the masked value v,,,, which is en-
coded on two complementary and precharged nodes, during the evaluation
phase of clock cycle t.

v(t) m(t) | vm(t) vm(t) | Energy Probability
0 0 0 1 For 1po
0 1 1 0 Eo 1po
1 0 1 0 Ey ip1
1 1 0 1 Eoo i

Similar as for single-rail, non-precharged masked circuits in Section 4.1, we
investigate the basic DPA resistance of MDPL in the following. Table 5.1 shows
the possible energy consumptions in the evaluation phase of clock cycle ¢ for a
value v(t) that is masked with m(t) and encoded on two complementary and
precharged wires. Ey; denotes the consumed energy when the non-inverted wire
has a 0 — 1 transition. Likewise, Ey; denotes the consumed energy when the
corresponding inverted wire has a 0 — 1 transition. These two energy values
are typically not equal because complementary wires are not balanced in MDPL
circuits. The values pg and p1, respectively, denote the probability that v(t) = 0
and v(t) = 1, respectively. In a first-order DPA attack, the expected values of
the mean energy M for the cases v(t) = 0 and v(t) = 1 are calculated as shown in
Equations 5.1 and 5.2. Furthermore, the difference of the means is determined.
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Since the two expected values for the means are equal, the expected value of the
difference of the means is zero. This shows that first-order DPA attacks are not
possible in the given power model.

1, 7, 1
spoEo1 + 5pokor 1 ——
E(Myp—o) = 2 2 =5 (Eo1 + En (5.1)
v(=0 3P0 + 3P0 2 ( )
1 1
sp1Fo1r + 5p1kor 1 ——
E(Mypy—1) = 2 2 = — (Ey1 + Ep1 5.2
(t) 1) %'p1+%p1 2( ) (5.2)

5.1.1 MDPL Cells

In the following, we discuss combinational MDPL cells in general. The struc-
ture of sequential MDPL cells is quite different from the one of combinational
MDPL cells. Sequential MDPL cells are introduced later by looking at example
implementations of MDPL D-flip-flops.
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Figure 5.1: Generic structure of a combinational MDPL cell.

Figure 5.1 shows the generic structure of a combinational MDPL cell. It
basically consists of two circuits that realize the Boolean functions F} and F5.
These functions must be defined in the following way: If the masked input signals
Gy Tmy bms bm, ... and the mask signals m and 7 are set to complementary
values, masked complementary output values are calculated according to the
intended logic function of the cell. Furthermore, it must be ensured that all
intermediate values which are necessary to calculate the masked complementary
output values are also masked appropriately.

In order to avoid signal glitches at the cell outputs ¢, and @,,, F1 and F5
must be positive monotonic Boolean functions. The second important effect of
using positive monotonic Boolean functions is that combinational MDPL cells set
their outputs automatically to the precharge value if all their inputs have been
set to the precharge value. In the following, we first discuss positive monotonic
Boolean functions in general. Afterwards, we look in detail at the behavior of a
combinational MDPL cell during a clock cycle, i.e. during an evaluation phase
and a subsequent precharge phase. In all considerations, we assume that the
precharge value is 0.
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Monotonic Boolean functions: A monotonic Boolean function is a function
that changes its output value in a monotonic way whenever its input values also
change in a monotonic way. Monotonic changes mean that the logic values
change only in one direction, i.e. either only 0 — 1 or only 1 — 0 transitions
occur. As a result, an output value only performs either a single 0 — 1 or a
single 1 — 0 transition as long as the input values of the function are changed
in a monotonic way. An example of a monotonic Boolean function is the AND
function. An example of a Boolean function that is not monotonic is the XOR
function.

A positive monotonic Boolean function is a monotonic Boolean function
where the directions of the monotonic input changes and the resulting mono-
tonic output change are the same. Accordingly, a negative monotonic Boolean
function is a monotonic Boolean function where the directions of the monotonic
input changes and the resulting monotonic output change are opposite. An ex-
ample of a positive monotonic Boolean function is the OR function. An example
of a negative monotonic Boolean function is the NAND function.

Positive monotonic Boolean functions have the property that if all input
values are set to 0 the output value of the function is also 0. Otherwise, 0 — 1
changes of the input values could not cause a 0 — 1 change of the output value
of the function, because the output value would already be 1. With the same
argumentation, it can be shown that if all input values are set to 1, the output
of a positive monotonic Boolean function is 1.

Evaluation phase: At the onset of the evaluation phase, all complementary
input signals of a combinational MDPL cell have been set to the precharge
value 0 because of the preceding precharge phase. Since only positive monotonic
Boolean functions are allowed, the complementary output signals of the cell have
also been set to 0. When the input signals are then set to complementary values,
only 0— 1 transitions occur at the inputs of the MDPL cell and thus at the inputs
of the positive monotonic Boolean functions F; and F5. As a result, only one
transition can occur at each of the two complementary outputs ¢,, and g, of an
MDPL cell. But since F; and F5 always calculate complementary output values
for complementary input values, only one complementary output of the MDPL
cell performs a 0 — 1 transition while the other output stays at 0. No glitches
occur at the MDPL cell’s outputs.

Precharge phase: In the subsequent precharge phase, all complementary in-
put signals of the combinational MDPL cell that have been set to 1 are now set
back to 0. This means that only 1 — 0 transitions occur at the inputs of the
positive monotonic Boolean functions F; and Fs. As a result, only one 1 —0
transition can occur at the output of each function, and thus, at each comple-
mentary output of the MDPL cell. A transition happens when the output that
has been set to 1 in the preceding evaluation phase is set back to 0. Also during
the precharge phase, no glitches occur at the outputs of combinational MDPL
cells.
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Examples of Combinational MDPL Cells

In the following section, we show the implementations of MDPL AND, OR, and
XOR cells with single-rail CMOS cells. The most basic combinational cell is the
MDPL AND, all other combinational MDPL cells are based on this cell.

MDPL AND: An MDPL AND cell takes six values as input (am, @m, bm, b,
m, ™) and produces two output values (¢, Gm). The truth table of an MDPL
AND cell for complementary input values is shown in Table 5.2. The masked
output values of the MDPL AND cell are calculated according to the following

equations: gm = ((a4m M)A (b, ®m))®m and G, = (@, @) A (b, ®TH)) BT

Table 5.2: Truth table of an MDPL AND cell for complementary input values.

Line no. Un  bm M | qm Gm by ™M | G
1 0 0 0 0 1 1 1 1
2 0 0 1 0 1 1 0 1
3 0 1 0 0 1 0 1 1
4 0 1 1 1 1 0 0 0
5 1 0 0 0 0 1 1 1
6 1 0 1 1 0 1 0 0
7 1 1 0 1 0 0 1 0
8 1 1 1 1 0 0 0 0

In Table 5.2, it can be seen that ¢, and g,, can be calculated by the so-
called majority (MAJ) function. The output of this function is 1 if more inputs
are 1 than 0. Otherwise, the output is 0: ¢, = MAJ(am,bm,m) and G, =
MAJ (@, by, M). A majority cell is a commonly used cell and it is available
in a typical CMOS standard-cell library. The transistor schematic of a CMOS
majority cell is shown in Figure 5.2. The cell schematic of an MDPL AND built
with two CMOS majority cells is shown in Figure 5.3. An MDPL NAND cell
can be built by swapping (=inverting) the complementary wires of the output
signal.

fm CMOS
ab| b >—1b MAJ 49— Om
co mo—-ic
co— aC
b CMOS .
mo—ic

Figure 5.2: Transistor schematic of a Figure 5.3: Cell schematic of an MDPL
CMOS majority cell. AND cell.
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The majority function is a positive monotonic Boolean function. Thus, an
MDPL AND (NAND) cell produces no signal glitches at its outputs. Further-
more, the outputs of the MDPL AND cell are precharged correctly if all six input
values are set to the precharge value. This can also be seen in the truth table of
the MDPL AND given in Table 5.2 when looking at lines 1 and 8.

MDPL OR: According to the truth table of an MDPL OR cell shown in
Table 5.3, an MDPL OR can be constructed from an MDPL AND by swapping
the complementary wires carrying the mask value. An MDPL NOR is then built
by furthermore swapping the complementary wires of the output signal. Note
that the swapping of complementary wires does not invalidate the considerations
made for the MDPL AND cell concerning propagation of the precharge value and
glitches. Therefore, also the MDPL OR and NOR cells propagate the precharge
value correctly and produce no signal glitches.

Table 5.3: Truth table of an MDPL OR cell for complementary input values.

Lineno. || am b m | @m || Gm  bm T | Gm
1 0 0 0 0 1 1 1 1
2 0 0 1 0 1 1 0 1
3 0 1 0 1 1 0 1 0
4 0 1 1 0 1 0 0 1
5 1 0 0 1 0 1 1 0
6 1 0 1 0 0 1 0 1
7 1 1 0 1 0 0 1 0
8 1 1 1 1 0 0 0 0

MDPL XOR: Figure 5.4 shows the cell schematic of an MDPL XOR that is
built with three MDPL NAND cells. Note that the connections for the mask
signals have been omitted for the sake of clarity. Using two 3-input CMOS XOR
cells to build an MDPL XOR (like the MAJ cells are used in the MDPL AND)
would also lead to a functionally correct cell. However, it would not be free
of glitches since an XOR is not a monotonic Boolean function. Implementing
the MDPL XOR cell with three MDPL NAND cells prevents glitches. Also
the precharge value propagates correctly trough such an MDPL XOR cell. An
MDPL XNOR is realized by swapping the complementary wires of the output
signal.

MDPL D-Flip-Flop

Figure 5.5 shows the cell schematic of an MDPL D-flip-flop. It is a complex cell
that has to perform three operations. First, the mask of the input signal must
be changed from the current mask m(t) to the mask m(t+ 1) that is used in the
next clock cycle. This change of the mask is performed by the CMOS AND, OR,
and MAJ cells at the input of the MDPL D-flip-flop. The circuit built by these
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Figure 5.4: Cell schematic of an MDPL XOR cell.

cells takes as inputs d,, ;) = d®m(t) and m(t) @m(t+1) (both non-inverted and
inverted). It calculates as output d,,;4+1) = d ® m(t +1). The AND, OR, and
MAJ cells are positive monotonic functions, and hence, the circuit responsible for
mask changing is precharged correctly during the precharge phase and produces
no glitches.

The second operation of the MDPL D-flip-flop is realized by the CMOS D-
flip-flop. This flip-flop stores the value d,,(;41), which is masked with the new
mask m(t + 1) of the next clock cycle, at the positive clock edge. Note that no
precharge value needs to be stored in the CMOS D-flip-flop. This is because the
MDPL D-flip-flip stores masked values only.

The third operation is realized by the two CMOS NOR cells at the output
of the MDPL D-flip-flop. During the precharge phase (clk = 1) the outputs of
the NOR cells and thus the outputs g,,(;4+1) and G,,41) of the MDPL D-flip-
flop are set to the precharge value 0. This starts the precharge wave for the
combinational MDPL cells connected to the outputs of the MDPL D-flip-flop.
In the subsequent evaluation phase (clk = 0), the complementary values at the
outputs of the CMOS D-flip-flop are just passed through the CMOS NOR cells.

m(t)em(t+1l) m(t)em(t+1)

A1)

d q .
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Figure 5.5: Cell schematic of an MDPL D-flip-flop.
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MDPL D-flip-flop without timing constraint: In the MDPL D-flip-flop
shown in Figure 5.5, there is a timing constraint at the onset of the precharge
phase that must be satisfied. When the positive edge of the clock signal clk
arrives, the two CMOS NOR cells must switch their outputs to the precharge
value 0 before the CMOS D-flip-flop provides the new value d,,(;+1) at its out-
put. Otherwise, there may be glitches introduced in the circuit. However, this
timing constraint is satisfied because NOR cells are faster than D-flip-flops. Fur-
thermore, the CMOS D-flip-flop and the CMOS NOR cells are both leaf cells of
the clock tree, which is separately build during the implementation process of
a circuit. Therefore, the skew between the clock signals supplied to the CMOS
D-flip-flop and the NOR cells is minimal.

There is also an implementation of the MDPL D-flip-flop possible that does
not have such a timing constraint. However, it is much bigger and requires a
doubling of the clock frequency in order to keep the same data rate. Such an
MDPL D-flip-flop is shown in Figure 5.6 and uses four CMOS D-flip-flops: two
for storing the precharge value and two for storing the complementary masked
data value. With this approach, the two CMOS NORs at the output of the
MDPL D-flip-flop can be omitted and the timing constraint is avoided. Note
that also the mask changing circuit at the input of the MDPL D-flip-flop gets
more complex, because not only d,,;41) must be calculated but also its inverse
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Figure 5.6: Cell schematic of an MDPL D-flip-flop without timing constraint.

MDPL Cells Summary

Table 5.4 summarizes the basic MDPL cells and their respective implementa-
tion with standard CMOS cells. The table also shows the area complexity of the
MDPL cells when the 0.35 ym standard-cell library C35 of austriamicrosystems
[aus] is used for implementation. The area values are given in gate equivalents
(GEs) - one GE corresponds to 54.6 um?. The area requirements of the MDPL
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cells are furthermore compared to the area requirements of their CMOS counter-
parts. Note that for the MDPL D-flip-flop, the implementation with the timing
constraint is considered. As experience has shown, the size of an MDPL cir-
cuit compared to the size of the corresponding standard CMOS circuit can be
expected to increase by a factor of 4-5.

Table 5.4: MDPL cells and their CMOS implementations.

CMOS implementa- Area in GEs of Ratio
MDPL cell tion of MDPL cell MDPL cell | CMOS cell ]gﬁgg
Inverter Wire swapping 0 0.67 0
Buffer 2x Buffer 2 1 2
AND, OR 2xMAJ 4 1.67 2.4
NAND, NOR | 2xMAJ 4 1 4
XOR 6xMAJ 12 2.33 5.14
XNOR 6xMAJ 12 2 6
D-flip-flop AND, OR, MAJ

D-FF, 2xNOR 12.33 5 2.47

5.1.2 MDPL Circuits

The general architecture of an MDPL circuit is shown in Figure 5.7. In MDPL
circuits, only the sequential cells are connected to the clock signal. Therefore,
only these cells precharge at the same time when the clock signal switches to
1. Furthermore, they also evaluate at the same time when the clock signal
switches to 0. Combinational MDPL cells precharge when their inputs have
been set to the precharge value. They evaluate, when their inputs have been set
to complementary values. MDPL D-flip-flops perform three operations. In the
precharge phase, they start the precharge wave. In the evaluation phase, they
provide the stored complementary values that are masked with the mask value
m(t) of the current clock cycle. Third and last, the MDPL D-flip-flops perform
the mask change from m(t) to m(t + 1). The mask m(t + 1) is the mask value
of the next clock cycle.

During the precharge phase, the precharge wave is started at the outputs of
the MDPL D-flip-flops. The precharge value that is used in MDPL circuits is
0. In the precharge phase, also the mask signals m(t), m(t), m(t) & m(t + 1),
and m(t) @ m(t + 1) are precharged. This causes the combinational MDPL cells
that are directly connected to the outputs of the MDPL D-flip-flops to precharge.
Then, the combinational MDPL cells in the next logic level are switched into the
precharge phase and so on. At the end of the precharge phase, all MDPL cells
in the combinational circuit have been precharged. Furthermore, the MDPL
D-flip-flops store the masked values for the subsequent evaluation phase. Let us
assume that these values are masked with the mask value m(¢). In the subsequent
evaluation phase (starts with the negative clock edge), the MDPL D-flip-flops
provide their stored masked values to the combinational MDPL cells. Since these
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stored values are masked with mask m(¢), this mask must also be provided to
the combinational MDPL cells. The MDPL D-flip-flops are provided with the
mask m(t) ® m(t + 1) and its inverse. The flip-flops change the masks of the
input values from m(t) to m(t + 1) before these re-masked values are stored at
the beginning of the next precharge phase (starts with the positive clock edge).

MDPL MDPL C(_)mb_ltnatlonal
D-flip-flops j cireut
S
m(t)e m(t+1) m(t)em(t+1)
m(t)
PRNG | m@®

Figure 5.7: Architecture of an MDPL circuit.

Signals entering the MDPL domain must be precharged, made complemen-
tary, and masked with the mask value m(¢). Signals leaving the MDPL domain
must be unmasked, converted to single-rail, and the precharge phase must be
removed. Interfacing cells that perform these operations are presented in Sec-
tion 7.1.1.

The transitions of the mask values cause significant current peaks in MDPL
circuits because the mask nets are usually quite big. The situation is made worse
by the fact that the transitions of the mask values coincide with the transition of
the clock signal. Note that the mask nets in MDPL circuits are complementary
wires that are precharged. This allows balancing the power consumption of
the mask nets to a degree that prevents SPA attacks, i.e. it is not possible to
determine the mask values by looking at the power traces of the circuit.

The masks of the MDPL circuit are generated by a pseudo-random number
generator (PRNG), which is in the best case seeded by a true-random number
generator (TRNG) like [BBL04]. An MDPL circuit requires only one new mask-
ing bit per clock cycle. A mask preparation unit that generates the necessary
mask values m(t), m(t), m(t) ® m(t + 1), and m(¢t) ® m(t + 1) from the new
masking bit is presented in Section 7.1.1.

The area requirements of MDPL circuits are in general at least quadrupled
compared to corresponding unmasked CMOS circuits, while the maximum clock
rates are typically halved. The power consumption of MDPL circuits is signif-
icantly increased because MDPL circuits are DRP circuits and the mask nets
must be switched. In order to get more concrete values for the circuit properties
of MDPL circuits, we have implemented an AES module in MDPL [PM06]. The
implementation results are summarized in the following. An in-depth analysis
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of the PA resistance of MDPL is presented in Chapter 6. The main outcome of
the analysis is that the PA resistance of MDPL circuits suffers from an early-
propagation behavior of the MDPL cells

AES MDPL Module

An AES module suitable for RFID tags [FDW04, FWR05] has been implemented
in MDPL. For the implementation of the MDPL cells, the 0.35 ywm standard-cell
library C35 of austriamicrosystems has been used. To implement the MDPL
circuit, the semi-custom design flow suitable for masked logic styles which is
described in Section 5.2.2 has been used. For comparison, the AES module has
also been implemented in the unprotected 0.35 um CMOS logic style.

In Table 5.5, the main properties of the MDPL and the CMOS implementa-
tions of the AES module are compared. The figures given in the table have been
determined for circuits including the clock tree. The power simulations were
done with transistor netlists including extracted parasitic capacitances using
the simulator NanoSim from Synopsys.

The area requirements of the MDPL circuit are almost five times higher
than the area requirements of the corresponding CMOS circuit. The speed of
the MDPL circuit is approximately halved. This is due to the fact that not
only the evaluation wave but also the precharge wave must propagate through
the combinational logic. The increase of the power consumption of the MDPL
circuit compared to the CMOS circuit is significant. However, the comparison
given herein is not generally representative because the CMOS reference imple-
mentation has been specifically trimmed to low power consumption. The signal
activities in the CMOS circuit have been minimized by low-power techniques like
clock gating and sleep-mode logic [WHO04]. Porting these techniques to MDPL
and similar masked logic styles significantly reduces the power consumption of
such circuits as well [FP08]. However, these low-power techniques have not been
applied to the current MDPL circuit.

Table 5.5: Comparison of the properties of an AES module implemented in CMOS

and MDPL.
Area Speed Avg. current
(GE) | (MHz; worst-case corner) | (pAQ100kHz,3.3V)
CMOS 3452 17.02 7.02
MDPL 16421 10.04 122.34
- MDPL
Ratio #3755 | 4.76 0.59 17.43

5.1.3 MDPL Variant with Disengageable Masking and
Precharging

The power consumption of an MDPL circuit is quite high compared to a CMOS
implementation of the same circuit. This is due to the fact that MDPL ran-
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domizes data values with a masking bit that changes every clock cycle with a
probability of % Furthermore, MDPL is a dual-rail precharge logic style. Be-
sides the low-power techniques that have been mentioned in the last section,
there exists another approach to reduce power consumption if an MDPL circuit
does not need to operate in a PA-resistant manner at all times.

m(t)em(t+1l) m(t)em(t+1)

CMOS
Ay MAJ

clk prec

Figure 5.8: MDPL D-flip-flop with disengageable precharging.

In MDPL circuits, it is easily possible to turn off precharging. It requires
only a small modification of the MDPL D-flip-flops as shown in Figure 5.8 and
of the CMOS-to-MDPL interface where input signals get precharged. The signal
prec controls whether or not precharging is activated. Furthermore, the mask
can be set to a fixed value. These two measures lead to a significant decrease of
the power consumption of the AES MDPL module that has been investigated
in the last section.

Table 5.6 summarizes the circuit properties of the AES MDPL module that
uses the new MDPL D-flip-flop with disengageable precharging. Three different
operation modes are distinguished: normal (full precharging and masking); mask
value is fixed and complementary mask nets are not precharged; mask value is
fixed and complementary mask nets and circuit signals are not precharged. In
the latter operation mode, the power consumption is reduced by almost a factor
of three compared to the results shown in Table 5.5. However, it is clear that
while the MDPL circuit is in this operation mode the circuit is no longer PA-
resistant. Such an insecure operation mode is for example suitable for the rounds
three to eight of AES (ten rounds in total) where no DPA attack is possible. It
is also suitable for microprocessors which do not always perform security-critical
operations that are susceptible to DPA attacks.

Table 5.6 also shows that the modification of the MDPL D-flip-flop increases
the area requirements of the AES implementation. The major contribution
to the area increase is not caused by the additional AND gate required in a
modified MDPL D-flip-flop. However, the additional AND gate is part of the
clock network and leads to a much bigger clock tree than before. Optimization of
the clock tree should be possible. The bigger clock tree also leads to an increased
power consumption of the new AES module in normal mode compared to the
original AES module. Table 5.6 furthermore shows that when precharging is
completely deactivated, the AES circuit can be operated at double speed, i.e. at
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Table 5.6: Operation modes of MDPL circuits and the resulting circuit properties.

Operation mode Area | Speed Avg. current
(GE) | (MHz) | (0nAQ@100kHz,3.3V)

Normal 18831 9.73 171.59

Mask value fixed, mask nets

not precharged 18831 9.73 164.24

Mask value fixed, mask nets

and circuit signals not precharged | 18831 | 19.46 43.58

approximately the same speed as the original CMOS circuit (see Table 5.5).

5.2 Semi-Custom Design and PA-Resistant Lo-
gic Styles

Digital circuits are typically implemented on a chip by the help of a semi-custom
design approach. Semi-custom design is characterized by the fact that a circuit is
built from a limited set of predefined basic cells (combinational cells, sequential
cells, I/O cells, etc.). These predefined cells are the so-called standard cells.
Standard cells are defined in a library that describes them in various ways. The
description typically includes the logic function, the timing behavior, the power
consumption, and the layout of the cells. A standard-cell library needs to be
created only once for a given process technology.

Semi-custom design allows to implement very large and complex designs and
to produce chips that are functionally correct with a high probability. Therefore,
it is important that also PA-resistant logic styles are useable in semi-custom
design flows. In the following, we first present the general steps of semi-custom
circuit design. Afterwards, we will discuss the modifications and extensions
to the design process that are typically necessary if PA-resistant logic styles are
used. In particular, we will show the major differences in the semi-custom design
flows of hiding and masked logic styles.

5.2.1 Semi-Custom Circuit Design in General

In a semi-custom design flow, the high-level description of a digital circuit is
mapped to the logic cells of the standard-cell library. This conversion process is
called synthesis. Many steps of the design flow can be done automatically due
to specific restrictions that have been applied to the logic cells. There exists a
large number of so-called electronic design automation (EDA) tools that can be
used for this purpose.

The typical steps of a semi-custom design flow using standard cells are illus-
trated in Figure 5.9 and described in the following.

e High-level design capture: In this step, a description of the digital
circuit is entered into the design system. This can be done at different
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Figure 5.9: Semi-custom design flow using standard cells.

levels of abstraction. For high levels of abstraction, behavioral description
languages like SystemC, SystemVerilog, or SystemVHDL are used. For
low levels of abstraction, hardware description languages (HDLs) like Ver-
ilog or VHDL are used. Descriptions based on HDLs are usually done at
the register-transfer level (RTL). In this case, the combinational and the
sequential behavior of the circuit are already defined in a cycle-accurate
fashion.

Design synthesis: Depending on the abstraction level used for design
capture, different types of design synthesis are necessary. Behavioral syn-
thesis supports the process of taking various high-level architectural deci-
sions like the separation of a design into a hardware and a software part.
Often, such a process can be automated only partially. The result of be-
havioral synthesis can for example be an RTL description of the digital
circuit expressed using an HDL. Then, logic synthesis is used to continue
in the design process. In logic synthesis, the RTL description of the digital
circuit is mapped to the actual cells that are available in the standard-
cell library. Logic synthesis often also involves different optimizations of
the digital circuit. It is nowadays done quite efficiently by EDA tools in
an automated way. The result of logic synthesis is a netlist that consists
of standard cells and sometimes also of so-called macro cells. These are
predefined, complex modules like multipliers, memories, or even complete
microcontrollers.
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¢ Floorplanning: In this step, the overall layout of the chip (height, width,
aspect ratio, etc.) is defined based on the number and size of the cells in the
circuit. Regions for the core logic (logic cells that implement the actual
functionality of the digital circuit), the I/O cells, and the power supply
cells are defined. Furthermore, the layout of the power supply grid of the
chip is designed.

e Placement: In this step, the precise placement of the cells of the digital
circuit is done. The placement is influenced by the connections between the
cells. As a result, the placement tool tries to place cells that are connected
closely to each other. During placement, an important subtask is the
generation of the clock tree. The clock tree distributes the clock signal to
all (sequential) cells in the circuit. In a synchronous digital circuit, it is
important that the clock signal arrives at all cells at nearly the same time.

e Routing: In this step, the wire connections between the cells are estab-
lished. This is done according to the connections that are specified in the
netlist and the actual placement of the cells. Modern routing tools can
change the cell placement to some extent in order to solve problems like
infeasible routes.

e Front-end verification: In this step, the functionality of the design is
verified. This is mainly done by functional and logical simulations. In
addition, a so-called static timing analysis of the digital circuit is done for
performance checking. Typically, simulations and static timing analysis are
based on the estimated physical properties of cells and wires in the digital
circuit. For increased accuracy, it is possible in later design steps to extract
more accurate physical information (e.g. signal timing information) from
the layout in order to include this information in the simulations and the
timing analysis. This process is called back-annotation.

e Back-end verification: In this step, many different checks are performed
to verify the functionality of the layout of a digital circuit. It relies heav-
ily on the fact that circuit parasitics can be accurately estimated at this
level. Clircuit parasitics are unwanted electronic elements that occur in all
fabricated circuits, e.g. capacitances between wires. The main tasks of
back-end verification are design-rule checking (checking geometric design
rules of transistor structures and wires in the layout), circuit extraction
(extraction of the transistor netlist from the layout including exact tran-
sistor sizes and circuit parasitics), and layout-versus-schematic checking
(checking that the placed and routed netlist is functionally still the same
as the synthesized netlist).

e Tape-out: When all design constraints are met and the various verifica-
tion steps were successful, a file containing the circuit layout is generated
and sent to the semiconductor foundry. The file contains all information
that is necessary for the chip manufacturing process.
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In modern semi-custom design flows, the steps are often not performed
strictly sequentially as Figure 5.9 might suggest. Today, an integrated approach
is necessary that usually includes more than one iteration through the design
process. The reason is that it is a very challenging task to accurately estimate the
physical behavior of digital circuits that are implemented using modern process
technologies.

5.2.2 Semi-Custom Circuit Design for PA-Resistant Logic
Styles

In general, also PA-resistant logic styles based on the concepts of masking or
hiding can be used in semi-custom design flows. If this does not apply to a
particular PA-resistant logic style, its practical usability is significantly reduced.
The PA-resistant standard cells of adequate logic styles for semi-custom design
can be applied independently of the selected cryptographic algorithms and the
chosen circuit architectures. Therefore, the high-level design of cryptographic
devices can be done independently of the underlying PA-resistant logic styles,
which are automatically inserted later in the design process.

When using PA-resistant logic styles, some extensions to a standard semi-
custom design flow as depicted in Figure 5.9 are necessary. There are essentially
two main reasons for these extensions. First, logic synthesizers typically cannot
use PA-resistant standard cells directly. Most logic synthesizers are specialized
in using single-rail (SR) cells like standard CMOS cells and do not support the
complex functionality of PA-resistant cells. The usual solution to this problem is
that logic synthesis of the high-level design is at first performed using an SR cell
library. The resulting SR cell netlist is then converted to a netlist containing the
corresponding PA-resistant cells. This process is usually called logic-style con-
version. It also includes various additional tasks that are necessary to implement
a circuit in a particular PA-resistant logic style. Examples are the inclusion of
interfacing circuitry for the signals going into and out of PA-resistant domains
and the insertion of a PRNG in case random numbers are required. In the course
of the work for this thesis, we have implemented and analyzed a logic-style con-
version tool using a proprietary design database and one that is based on the
standardized OpenAccess (OA) framework [VHUPO05]. While the OA framework
is very versatile and eases the tool implementation, the resulting converter was
significantly slower than that one using the proprietary database. The analysis
indicated that this might change only for very large designs.

The second reason for extensions of the design flow is that in most cases,
special constraints of the PA-resistant logic styles must be enforced. Typical
constraints are the pairwise balanced routing of complementary wires especially
in the case of hiding logic styles or a specific timing sequence of signals propa-
gating through the PA-resistant circuits. The necessary extensions to a standard
semi-custom design flow are shown in gray in Figure 5.10. In the following, the
steps of a semi-custom design flow for PA-resistant circuits are discussed in more
detail.
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Figure 5.10: Semi-custom design flow using PA-resistant logic styles.

e High-level design capture: A main issue during high-level design is that
sensitive intermediate results must not leave the modules of cryptographic
circuits that are implemented in PA-resistant logic styles. It must be as-
sumed that all other circuit parts are not sufficiently protected against
power analysis attacks. Therefore, any sensitive intermediate result that
leaves the secured part of a cryptographic circuit would cause a vulnerabil-
ity to PA attacks. PA-resistant logic styles typically significantly increase
the area requirements and the power consumption of cryptographic circuits
and reduce their speed. Thus, usually not all modules of a cryptographic
circuit are implemented in a secure manner.

e Logic synthesis: Logic synthesizers typically cannot use PA-resistant
cells directly. Therefore, logic synthesis is done using an appropriate SR
cell library. Special constraints are applied to ensure that only such SR
cells are used for which corresponding PA-resistant cells exist.

e Logic-style conversion: The main steps of the logic-style conversion
process are cell substitution, adaptation of the signal nets, and addition of
SR interfaces to the inputs and outputs of the converted circuit. During cell
substitution, all SR cells are replaced by the corresponding PA-resistant
cells. The logic function, the timing behavior, and the layout of the inserted
cells are provided by a PA-resistant cell library. The mapping between SR
cells and PA-resistant cells is defined by conversion rules. In the second
step, the signal nets of the SR circuit are adapted if necessary, e.g. doubled
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to get complementary wires. Any additional wires must be connected to
the appropriate inputs and outputs of the PA-resistant cells according to
the conversion rules. The adaptation is usually done for all signal nets
in the SR circuit except for dedicated SR signals like the clock signal or
the asynchronous reset signal. Furthermore, it might be necessary to also
connect all combinational PA-resistant cells to the clock tree or that one or
more mask nets must be added to the circuit and connected appropriately
to the masked cells. In the third step of the logic-style conversion process,
typically an SR interface is added to the PA-resistant circuit. This interface
ensures that all SR signals entering and leaving the PA-resistant circuit are
conditioned as necessary. Examples of necessary signal modifications are
adding and removing a precharge phase and the conversion of single-rail
signals to dual-rail signals and vice versa. At the end of the logic-style
conversion process, it must be ensured that the output load of each PA-
resistant cell in the circuit is still below the maximum value specified in
the cell library.

Floorplanning, placement, and routing: During these steps of the
semi-custom design flow, the special constraints of the used PA-resistant
logic style must be enforced. In the following, we illustrate a common
situation by means of the concrete scenario of hiding logic styles that re-
quire complementary wires to be pairwise balanced. “Pairwise balanced”
means that the capacitances and resistances of a complementary wire pair
are identical, which ensures that signal timing and power consumption is
the same no matter what wire is charged in a clock cycle. The same must
hold true for the discharging event. However, perfectly balanced comple-
mentary wires are impossible to achieve in practice because their exact
capacitances and resistances on the final chip are simply not known dur-
ing the design process. The used models of the wires always introduce
inaccuracies. Furthermore, the capacitances of a wire are not only located
between the wire and the supply lines (Vpp and GND) but also between
the wire and its neighboring wires. These capacitances are called cross-
coupling capacitances. Thus, the effective capacitance of a wire depends
on the states of the neighboring wires, which means that it is data de-
pendent. Unfortunately, the cross-coupling capacitances become more and
more dominant over the capacitances to the supply lines in modern process
technologies.

Two of the proposed methodologies to place and route circuits with hiding
logic styles in a balanced way are differential routing [TV04c] and back-end
duplication [GHMPO5]. In the differential routing approach, the comple-
mentary wires are routed in parallel. A prototype chip that has been
implemented using this approach is presented in [THHT05]. In the back-
end duplication method, two circuits are produced with the same layout,
and one circuit always processes the complementary signals of the other
circuit.



Evaluating MDPL in Theory and
Practice

In the last chapter, the masked logic style MDPL was presented in detail. This
logic style avoids signal glitches by construction, so that they do not decrease
the PA resistance of the masked circuits (see Sections 4.3 and 4.4). In this
chapter, various theoretical and practical evaluation results of MDPL circuits
are presented and discussed. The results allow judging the PA resistance of
MDPL circuits.

First, evaluation results of MDPL in the context of the balancing problem are
presented. The term “balancing problem” refers to a main disadvantage many
PA-resistant logic style proposals based on hiding have: they often require that
the capacitive loads and other parasitic properties of complementary wires are
pairwise balanced, i.e. that they are the same (see Section 2.4.1).

The evaluation shows that the masking of MDPL solves the balancing prob-
lem if the timing differences caused by input signals with different arrival times
and by unbalanced complementary wires are neglected, i.e. if only the energy
consumption per switching event (clock cycle) is considered. In the earlier phases
of MDPL development, our research focused on solving the balancing issue with
respect to energy consumption. The basic assumption was that the timing dif-
ferences in the power consumption would not have a severe impact on the PA
resistance of MDPL circuits.

However, this assumption was subsequently proven to be wrong. In the
second part of this chapter, we discuss the evaluation results that clearly show
that early propagation as it appears in MDPL circuits has a dramatic effect on
the PA resistance of such circuits. This was shown not only theoretically but
also verified practically with the help of an MDPL prototype chip. Interestingly,
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we found out during analysis that the AES coprocessor that is also part of the
prototype chip cannot be attacked quite as easily as the MDPL microcontroller.
This indicates that there are circumstances where the early propagation problem
does not completely remove the PA resistance of MDPL. We analyze this issue
in the third part of this chapter.

In the remainder of this chapter, other specific issues that arose during the
evaluation of MDPL circuits in particular and masked circuits in general are
discussed. Topics include the question how vulnerable MDPL is due to the use
of a single mask bit per clock cycle for all signals and if MDPL has special
requirements with respect to the randomness of the mask bit.

6.1 The Balancing Problem

To start the investigation of the balancing problem and its impact on MDPL,
we first present analysis results for the PA-resistant DRP logic styles SABL
(logic cells are built from scratch) and WDDL (logic cells are built based on
standard CMOS cells). These DRP logic styles are introduced in Section 2.4.2
and Section 2.4.3, respectively. The analysis results clearly show that unbalanced
complementary wires significantly reduce the PA resistance of the DRP logic
styles SABL and WDDL. Subsequently, analysis results will be presented that
show that MDPL is immune against unbalanced complementary wires (as long
as timing effects are neglected—this issue will later be analyzed in Section 6.2).

6.1.1 PA-Resistant DRP Logic Styles with Balanced Com-
plementary Wires

The PA resistance of DRP logic styles is indirectly proportional to the variance of
the instantaneous power consumption of their cells [MOPO7]. In the following,
we analyze the PA resistance of SABL and WDDL firstly for the (artificial)
balanced case and secondly for unbalanced complementary wires by determining
the energy variations of NAND cells implemented in both logic styles. For further
comparison, the results of the balanced case are also compared to the energy
variation of a CMOS NAND cell.

Note that in order to quantify the PA resistance of the cells, we use the
variance of the energy consumption over a clock cycle instead of the variance
of the instantaneous power consumption. The reason is that an attacker can
typically only measure a signal that is proportional to the energy consumption
of a cell and not a signal that resembles its instantaneous power consumption.
However, this approach also hides the leakage caused by timing variations in
the instantaneous power consumption curve, which are still detectable by an
attacker. This is the main reason why the early propagation problem of MDPL
was not discovered in the beginning.

The energy consumption of the NAND cells implemented in CMOS, SABL,
and WDDL has been determined by analog circuit simulations using the simu-
lator Spectre from Cadence Design Systems. The schematics of the NAND cells
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(SABL: see Figure 2.4; WDDL: see Figure 2.5) have been implemented using the
0.35 um, 3.3V CMOS process technology C35 of austriamicrosystems [aus]. No
intra-cell routing parasitics have been considered in the simulations since these
parasitics heavily depend on the particular cell layouts. The nominal capaci-
tance at the outputs of the NAND cells (output to GND) has been chosen to be
100 fF. The power simulations have been performed for all 16 possible combi-
nations of input signal transitions shown in Table 6.1. Note that the transitions
have been sorted in a sequence that allows applying them consecutively to the
cell inputs.

Table 6.1: All 16 possible combinations of input signal transitions and the resulting
output signal transitions of a 2-input NAND cell.

Input signal transitions | NAND output signal transition
Input a Input b Output ¢
0—0 0—0 1—1
0—0 0—1 1—1
0—0 1—1 1—1
0—1 1—1 1—0
1—1 1—1 0—0
1—1 1—0 0—1
1—0 0—1 1—1
0—0 1—0 1—1
0—1 0—0 1—1
1—1 0—1 1—0
1—0 1—1 0—1
0—1 1—0 1—1
1—1 0—0 1—1
1—0 0—0 1—1
0—1 0—1 1—0
1—0 1—0 0—1

Figure 6.1 shows the 16 power traces for each of the three different imple-
mentations of the NAND cell. The power traces of the DRP NAND cells show
the power consumption of the evaluation phase and the subsequent precharge
phase. The variations in the power traces of the CMOS NAND cell are due
to the fact that for some input transitions, the output capacitance is charged
(either via one or via two transistors connected in parallel—this explains the
different power peaks), while for other input transitions, this is not the case.
For the DRP NAND cells, all input transitions lead to a charging event for one
output capacitance. Since the output capacitances are balanced in this case, the
variation of the power consumption is much smaller than for the CMOS NAND
cell.

Variance and standard deviation of the energy consumption of the different
NAND implementations for balanced complementary wires are shown in Ta-
ble 6.2. The variance of the energy consumption of the SABL NAND cell is
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Figure 6.1: Simulated power traces of a CMOS NAND cell, an SABL NAND cell,
and a WDDL NAND cell for different input transitions and balanced
complementary output wires.
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approximately four orders of magnitude smaller compared to the CMOS NAND
cell. This is a very good result and shows that SABL has a very high PA resis-
tance in case perfectly balanced complementary wires could be achieved. The
variance of the WDDL NAND cell is around three orders of magnitude smaller
than the one of the CMOS NAND cell. The reason for the higher variance is
that combinational WDDL cells are built in a simple way from basic single-rail
cells like CMOS AND and CMOS OR cells. Therefore, the possibilities for fine-
tuning the functionality and the layouts of WDDL cells to achieve a lower energy
variance (i.e. a higher PA resistance) are limited.

While the variance of the SABL NAND cell is also representative for the
SABL D-flip-flop due to the similar cell structure, this is not the case for the
WDDL NAND cell and the WDDL DFF. The variance of the energy consump-
tion of the WDDL DFF is typically much lower than the one of the WDDL
NAND cell. The reason is that identical single-rail DFFs are used in both
datapaths of the WDDL DFF. This leads to a much more balanced power con-
sumption. A WDDL DFF consists of four single-rail CMOS DFFs connected
together like those in the special MDPL DFF shown in Figure 5.6.

Table 6.2: Variance and standard deviation of the energy consumption of the CMOS
NAND cell, the SABL NAND cell, and the WDDL NAND cell for balanced
complementary wires.

Logic style CMOS SABL WDDL
Var(Enanp) || 22469 - 10729 J% | 1.6954 - 10~2% J2 | 26.853 - 10~2% J?
Std(Enanp) 474 fJ 412 fJ 16.4 fJ

6.1.2 PA-Resistant DRP Logic Styles with Unbalanced
Complementary Wires

As shown in the last section, the estimated PA resistance of DRP cells is very
high if the capacitances at the complementary outputs are balanced. However,
this balancing is never perfect in practice, and thus, the PA resistance of DRP
cells is reduced. Figure 6.2 shows how the variance of the energy consumption
of an SABL NAND cell and a WDDL NAND cell increases when the comple-
mentary output wires of the cells become less balanced.

The graphs show that the PA resistance of the SABL NAND cell is maximal
in the balanced case (the energy variation at this point is minimal). The PA
resistance decreases quadratically (i.e. the variance increases quadratically) with
the difference of the capacitances at the complementary outputs ¢ and g of the
cell. The graph of the WDDL NAND cell shows basically the same behavior
as the graph of the SABL NAND cell. An interesting point is that the WDDL
NAND cell does not reach its maximum PA resistance when the capacitances
at the outputs g and g are perfectly balanced. The graph shows that the maxi-
mum DPA resistance is reached when the capacitance at output ¢ is around 2 fF'
lower than the capacitance at output g. This indicates an unbalanced internal
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structure of the WDDL NAND cell. The reason is that the single-rail AND
and the single-rail OR cells within the WDDL NAND cell (see Figure 2.5) do
not consume exactly the same power when switching their outputs in the same
manner. During the design of the cell layout, it is possible to correct the un-
balanced internal structure of the WDDL NAND cell to some degree. However,
this increases the design and implementation effort of WDDL cells significantly.
Note that the minimum energy variance of the WDDL NAND cell (i.e. for —2 fF
capacitance difference) is still slightly higher than the minimum energy variance
of the SABL NAND cell.
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Figure 6.2: Variance of the energy consumption of an SABL NAND cell and a WDDL
NAND cell as a function of the difference of the capacitances at the
complementary cell outputs ¢ and g. The nominal capacitance at the
outputs is 100 fF'.

6.1.3 MDPL with Balanced and Unbalanced Complemen-
tary Wires

The first, elementary evaluations of the PA resistance of MDPL indicated that it
is completely immune to unbalanced complementary wires. In these evaluations,
the figure of merit was based on energy values and their variation for different
processed data. The problem is that timing effects in the power consumption
caused by differing arrival times of cell input signals and unbalanced comple-
mentary wires are not considered in such an analysis. Therefore, the negative
effects of this phenomenon on the PA resistance of MDPL went unnoticed in the
beginning. Ultimately, it was discovered as shown in Section 6.2.
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In a similar practical experiment, we analyzed the effectiveness of MDPL
with balanced complementary wires as we did for the DRP logic styles SABL
and WDDL in Section 6.1.1. Furthermore, we analyzed how unbalanced comple-
mentary wires influence the PA resistance of MDPL and compared these results
to the results for SABL presented in Section 6.1.2.

We did this by analyzing the PA resistance of an MDPL NAND cell, which
is implemented by an MDPL AND cell shown in Figure 5.3 with swapped com-
plementary outputs. As for the DRP NAND cells in Section 6.1.1, the PA
resistance of the MDPL NAND cell has been determined by simulating the vari-
ance of its energy consumption for different input transitions. The simulation
environment has been the same as for the DRP NAND cells. Figure 6.3 shows
the 16 different power traces of an MDPL NAND cell when the 16 combinations
of signal transitions given in Table 6.1 have been applied to the inputs of the
cell. Every combination of input signal transitions has been simulated for the
four possible mask signal transitions. Afterwards, the mean of these four traces
has been calculated. Since an attacker does not know the values of the mask,
he implicitly does the same during a DPA attack. The power traces show the
power consumption of the evaluation phase and the subsequent precharge phase.
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Figure 6.3: Simulated power traces of an MDPL NAND cell for different input tran-
sitions and balanced complementary output wires.

Table 6.3: Variance and standard deviation of the energy consumption of the CMOS
NAND cell, the SABL NAND cell, and the MDPL NAND cell for balanced
complementary wires.

Logic style CMOS SABL MDPL
Var(Enxanp) || 22469 -10729 J? | 1.6954 - 10=2° J? | 170.48 - 10=29 J2
Std(Enanp) 474 fJ 4.12 fJ 41.3 fJ

Variance and standard deviation of the energy consumption of the MDPL
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NAND cell for balanced complementary wires are shown in Table 6.3. The
variance of the energy consumption of the MDPL NAND cell decreases approx-
imately by two orders of magnitude compared to the CMOS NAND cell and
is around two orders of magnitude higher than that of the SABL NAND cell.
The values for the CMOS and the SABL NAND cells have been copied from
Table 6.2 to allow for an easy comparison. The values in Table 6.3 clearly show
that the PA resistance of an MDPL NAND cell is lower than that of the DRP
NAND cells for balanced complementary wires. However, in contrast to the
DRP NAND cells, the DPA resistance of the MDPL NAND cell does not de-
pend on the balancing of the complementary output wires in the used evaluation
model. This was initially (i.e. before the discovery of the timing problem, see
next section) thought to be the major advantage of MDPL.

Figure 6.4 shows how the variance of the energy consumption of an MDPL
NAND cell and an SABL NAND cell depends on the balancing of the comple-
mentary output wires of the cells. The result for the SABL NAND cell has
been taken from Figure 6.2. While the PA resistance of the SABL NAND cell
decreases quadratically with the increasing difference of the capacitances at the
complementary outputs, the PA resistance of the MDPL NAND cell is more
or less independent of the size of the difference. In this particular case, if the
difference of the capacitances is approximately 10 fF' or more, the PA resistance
of the MDPL NAND cell is higher than the one of the SABL NAND cell. More
basic experiments showing PA-resistance simulation results of MDPL circuits
are presented in [PM05] and in [PMO6].

6.2 The Early Propagation Problem

As extensively discussed in the last section, the PA resistance of MDPL is not
decreased by unbalanced complementary wires as long as timing variations in
the instantaneous power consumption are not considered. It was mentioned that
a rather common analysis model which considers only the energy consumption
per clock cycle introduces such a simplification. However, data-dependent timing
variations of the power consumption are very common in modern CMOS circuits.
Therefore, such a simplification is not acceptable in PA-resistance evaluations.
Besides unbalanced complementary wires in dual-rail circuits, the main cause
of data-dependent timing variations of the power consumption of digital circuits
is an effect called early propagation. FEarly propagation occurs in all combi-
national circuits implemented with cells whose input values directly and im-
mediately influence the output values. The combinational cells of the nowadays
predominate CMOS logic style (see Section 2.3) show this effect. This “directly”
also implies that a cell produces an output value as soon as it is unambiguously
defined by some or all input values, e.g. the output of a CMOS NAND cell eval-
uates to 1 if only one input is 0—the actual state of all other inputs is irrelevant.
In other words, early propagation describes the effect that combinational cells
evaluate prematurely, i.e. before all inputs have reached valid new values. In
combination with delay differences of the input signals, early propagation leads
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Figure 6.4: Variance of the energy consumption of an MDPL NAND cell and an
SABL NAND cell as a function of the difference of the capacitances at the
complementary cell outputs ¢ (¢) and G, (). The nominal capacitance
at the outputs is 100 fF.

to data-dependent timing variations of the power consumption.

An interesting fact to notice is that combinational cells with early propaga-
tion are basically a necessary condition for the occurrence of glitches in com-
binational circuits. This is the main difference between early propagation and
glitches: it is possible to have early propagation but no glitches in a circuit (e.g.
see the discussion for MDPL in the following), but to have glitches without early
propagation is usually not possible (if we neglect the fact that glitches might even
also be produced internally in a cell). A further necessary condition for glitches
is that there are actually delay differences in the input signals of a combinational
cell (if we again neglect the fact that glitches might also be produced internally).
However, due to the usually different parasitic loads of signal wires and the fact
that the input signals typically originate from paths with different logic depth,
this condition is in most cases fulfilled.

Early propagation has already been mentioned in various publications for its
disadvantageous impact on hiding logic styles aiming at a constant instantaneous
power consumption, e.g. [GHM™'04]. However, this problem has often simply
been overlooked or its impact has been strongly underestimated. For example,
the original version of an SABL NAND cell [TAV02] has an early propagation
problem as pointed out in [Sch03] and [KKTO06b]. A rather simple modification
of the SABL NAND cell (two additional transistors) as described in [Sch03],
[TV04a], and [TVO05] solves this problem for SABL. Early propagation also oc-
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curs for the combinational WDDL cells [SS06]. Unfortunately, a low-overhead
solution for WDDL is not so easy to find as in the case of SABL.

For masking logic styles, it was not obvious in the beginning that early propa-
gation can be a significant problem as well. However, Suzuki and Saeki addition-
ally showed in [SS06] that early propagation also negatively influences the PA
resistance of MDPL. They verified their theoretical findings with measurements
of MDPL implementations on an FPGA. In parallel to these investigations, we
produced a prototype chip that includes an MDPL circuit. With this chip it
was possible to verify the theoretical and FPGA-based findings for MDPL also
on an ASIC. The results of the prototype evaluation are presented in the next
section.

6.2.1 Evaluation of MDPL on a Prototype Chip

In order to confirm the results of [SS06] for ASIC implementations, we analyzed
an 8051-compatible microcontroller core that has been implemented in the logic
styles CMOS (for reference) and MDPL. The comparison of the analysis results
for the implementations shows that the MDPL microcontroller core can be at-
tacked almost as easily as the CMOS core due to the early propagation effect.
These findings have been published in [PKZMO07]. Also two master theses have
been completed in the course of analyzing the prototype chip. In the basic eval-
uation presented in [Zef07], it was discovered that the MDPL core has a general
problem with regard to its PA resistance. The more detailed investigation pre-
sented in [Kir07] sought the origin of the problem, which finally turned out to
be principally the early propagation effect.

The prototype chip has been implemented in a 0.13 um process technology.
The general architecture of the chip is explained in more detail in the next
chapter in Section 7.2 together with its successor chip, which has a very similar
structure. The cell netlist of the CMOS and the MDPL core in the prototype
chip is essentially the same, only the implementations of the primitive cells were
done in the respective logic style. An on-chip PRNG produces the mask values
for the MDPL core.

DPA Attack Results

The two logic styles have been analyzed by attacking the 8051 microcontroller of
the respective core while it performs an internal MOV operation, i.e. one byte
of data is moved from one internal random-access memory (IRAM) register to
another one. The value in the destination register has been set to 0 before this
operation. In the DPA attack, the Hamming weight (HW) of the moved byte has
been used as the predicted power consumption. In the given scenario, the HW of
the moved byte equals the number of bit transitions at the destination register.
Besides this leakage model, the linear Pearson correlation coefficient has been
used in the DPA attack to quantify the relationship between the predicted and
the measured power consumption [BCO04].
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The measurement setup that has been used to record the power consump-
tion of the prototype chip consisted of three main parts: a board that holds
the prototype chip and necessary external devices like power regulators and the
program read-only memory (ROM), a digital oscilloscope, and a host PC that
controls both the oscilloscope and the prototype chip on the board. The band-
width of the oscilloscope has been 1 GHz. A suitable differential probe has been
used to measure the power consumption via a 10 {2 measurement resistor in the
Vpp line of the prototype chip.

A first investigation of the measured power traces revealed the presence of
significant disturbances within some traces, which have a negative effect on the
DPA attack. Highly disturbed traces have been identified by calculating the
“sum of squared differences” of each trace and the mean trace of a set of mea-
surements: first, the difference between a trace and the mean trace was cal-
culated point-wise; these difference values were then squared and summed up.
Traces for which this sum exceeded a specific threshold were considered as highly
disturbed and were filtered out.

The clock frequency provided to the prototype chip has been 3.686 MHz.
The relevant settings of the digital oscilloscope have been the same in the mea-
surement runs for the two cores:

e Vertical resolution: 39mV/Div

e Input coupling: 1 MQ — AC

e Horizontal resolution: 0.2 us/Div
e Sampling rate: 4GS/s

¢ Points per power trace: 8000

Figure 6.5 (left) shows the result of the DPA attack for the MOV operation
on the CMOS core. The correlation trace when using the correct data bytes to
generate the power hypothesis is plotted in black. Additionally, 10 correlation
traces are plotted in gray for which random data values have been used to
generate the power hypotheses in the DPA attack. As expected, a rather high
maximum correlation coefficient of 0.3068 occurs for the correct power hypothesis
in the clock cycles where the MOV operation is executed. The first correlation
peak occurs when the moved byte is fetched from the source register via the
internal bus to the destination register. The second peak occurs when the moved
byte is stored in the destination register and removed from the internal bus. In
the 10 correlation traces for random data values, no significant correlation values
occur.

The correlation trace for the MDPL core depicted in Figure 6.5 (right) shows
a significant leakage in the MOV operation. As we will show in the next sec-
tion, this leakage is mainly caused by the early propagation effect. The highest
correlation peak of 0.2385 lies in the range of that one of the CMOS core. Note
that the MDPL core has been operated with activated PRNG. The MDPL core
precharges when the clock signal is 1 and evaluates when the clock signal is 0.
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Figure 6.5: Results of the DPA attacks on the CMOS reference core (left, 5000 sam-
ples) and the MDPL core (right, 5000 samples): internal MOV operation
in the IRAM; the correlation trace for the correct power hypothesis is
plotted in black. The related clock signal is indicated in the upper part
of the figures.

In Table 6.4, the results of the DPA attacks on the measured power traces
of the prototype chip are summarized. The formula to calculate the number of
required power traces for a successful attack from the highest correlation value
is given in Section 2.2.

Table 6.4: Results of the DPA attacks on the measured power traces of the prototype
chip, internal MOV operation

Logic Number of Highest absolute Number of
style used power traces | correlation peak | required power traces

CMOS 5000 0.3068 279

MDPL 5000 0.2385 471

Problem Analysis Based on Transistor-Level Simulations

In this section and the next one, the origin of the leakage of the IRAM MOV
operation on the MDPL core is analyzed in detail. As shown by Suzuki and
Saeki [SS06], MDPL cells may leak information due to timing differences in the
input signals and the early propagation effect, which is not prevented in such
cells. Suzuki and Saeki verified their theoretical results by measurements on an
FPGA. We show that these effects are most probably also the cause for the DPA
leakage in the MDPL core of the prototype chip.

In a first step of the problem analysis, the cells that are directly involved in
the MOV operation have been analyzed with the help of transistor-level simu-
lations. These simulations have been carried out with NanoSim from Synopsys.
The transistor netlist of the MDPL core (excluding interconnect parasitics to im-
prove simulation speed) has been simulated for two cases: moving the value 0z00
and moving the value OxFF in the IRAM for different mask values. The power
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Figure 6.6: Power consumption of the MDPL core in a clock cycle of the MOV oper-
ation when moving the value 0200 (black) and 0z FF' (gray), the mask is
kept 0. Left: transistor-level simulation without interconnect parasitics.
Right: transition count at each point in time based on logic simulations
including extracted delay information.

consumption in the clock cycle of the MOV operation where the significant cor-
relation peak (according to Figure 6.5 - right) occurs is shown in Figure 6.6 (left)
for mask 0. The first two peaks of the power consumption, which are identical
for the values 0200 and 0z FF, occur right after the negative clock edge (start of
the evaluation phase of MDPL). For the third peak of the power consumption,
the time offset t3 — t5 for the two data values is clearly visible. The time offset
is in the range of 1ns. The NanoSim simulations for random mask values have
shown that this timing difference is independent of the actual value of the mask.
Thus, a correlation between the unmasked values and the power consumption
occurs in the DPA attack on the MDPL core even with activated PRNG.

Next, the reason for this mask-independent time offset has been analyzed. In
the simulation results, an MDPL-AND cell has been identified which switches
at the beginning of the time period where the correlation peak occurs. Fur-
thermore, the outputs of this MDPL-AND cell switch with a time difference of
approximately 1ns for the two moved values in the transition from precharge
phase to evaluation phase. The transistor-level simulations have also shown that
the difference between the arrival times of the input signals A, B, and M of this
cell is significantly larger than the propagation delay of the MDPL-AND cell,
which consists of two majority (MAJ) cells (see Figure 5.3). The input signal
A depends on the moved value and signal B is constantly 0. The situation is
depicted in Figure 6.7.

The timing conditions for the inputs of the MDPL-AND cell are as follows:
the signals M, M arrive first (time t1), then Ay, Aps arrive (time t3), and at
last Bys, Bas arrive (time t3). The mask signals arrive first because they are
provided by a so-called mask unit (see Figure 7.6) right at the beginning of the
evaluation phase and they do not need to go through combinational logic. The
delay of the signals By, By is longer than that of the signals Ay, Aar because
of a higher number of cells in the respective combinational paths.
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Figure 6.7: Signals of the MDPL-AND majority cells for which early propagation
occurs (transistor-level simulation, black: signals of first MAJ cell, gray:
signals of second MAJ cell). Signal A depends on the moved value. Signal
B is constantly 0.

In the given situation, it turns out that for A = 0, always one majority cell
switches at time to (neglecting the propagation delay of the majority cell). A
different mask value only changes the affected majority cell within the MDPL-
AND. For A = 1, the majority cells always switch at time ¢3 (again neglecting
the propagation delay).

These results clearly show that early propagation causes the dependency
between the unmasked data values and the evaluation moment of the MDPL-
AND cell. In [SS06], the authors show the occurrence of leakage due to early
propagation for a more general case, i.e. when the value of B is also variable.
Only one cell that shows this behavior would most probably not cause such
a significant correlation peak in the DPA attack on the entire chip. However,
further investigations have shown that the discussed early propagation effect also
occurs for the other seven bits of the moved data value and there are several other
MDPL-AND cells which behave in the same way. Furthermore, the outputs of
the affected cells are fed into many other MDPL cells before the data values are
eventually stored in registers. Thus, also these cells are affected by the data-
dependent moment of evaluation. Altogether, there are hundreds of MDPL cells
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which evaluate in a data-dependent manner.

Preventing early propagation would mean that the MDPL-AND cell only
evaluates when all input signals have arrived, i.e. all input signals have been set
to differential values. Thus, in both cases (A = 0 and A = 1), such an improved
MDPL cell would always evaluate at time t3. The DPA leakage caused by the
data-dependent evaluation moments of the MDPL-AND cell would be prevented.
A proposal how to avoid early propagation for MDPL is presented in Chapter 7.

Problem Analysis Based on Logic Simulations and Transition Counts

In a last step of the problem analysis, the correlation results based on mea-
sured power traces have been reproduced by attacking simulated power traces.
Transistor-level simulations were not suitable for this purpose because it would
have taken too long to simulate an appropriate amount of power traces for such a
big circuit as the analyzed one. Therefore, logic simulations including extracted
delay information have been performed. From these results, a basic power trace
has been generated by counting the number of transitions at each moment in
time. Figure 6.6 shows that the result of such a simulation (see figure on the
right) looks quite similar to the transistor-level simulation result (see figure on
the left).

1.5

Correlation

Time

Figure 6.8: Result of the DPA attack on the MDPL core using simulated power
traces: transition count based on logic simulation of internal MOV op-
eration in the IRAM; 256 samples; the correlation trace for the correct
power hypothesis is plotted in black. The clock signal is indicated at the
top.

Logic simulations of the MOV operation in the MDPL core have been per-
formed for the 256 different values of the moved byte and random mask values.
A subsequent DPA attack on the simulated power traces derived from the logic
simulations has led to the results shown in Figure 6.8. Correlation traces for
wrong power hypotheses are plotted in gray while the correlation trace for the
correct power hypothesis is plotted in black. The correlation peak in the third
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clock cycle (a clock cycle starts with the positive signal edge) corresponds to
the highest correlation peak shown in Figure 6.5 (right). It is also the point in
time that is shown in detail in Figure 6.6. The correlation peaks in the first
and second clock cycle do not appear in the DPA attack on the measured power
traces. A detailed analysis has shown that these correlations are caused by
very small data-dependent variations in the power consumption, which can only
be exploited in the attacks based on simulations. These small data-dependent
variations most probably occur because the data value that is moved is already
stored in the source register before the actual MOV operation takes place. The
improved version of MDPL that is presented in the next chapter is capable of
removing all these correlation peaks in a DPA attack based on power traces
derived from logic simulations.

6.2.2 Simulated DPA-Attack on the Demo Circuit “AES-
encinit” Implemented in MDPL

In order to further investigate the particular influence of early propagation on
MDPL circuits, we have also used the power trace estimation technique based
on logic simulation for the demo design “AESencinit”. The power simulation
technique has been presented in detail in Section 3.2. The specific tool that was
used to map logic simulation results to power traces is called “vcd_analyzer” and
is described in detail in Section 3.3. The demo design “AESencinit” is described
in detail in Section 3.3.1.

The implementation of the demo circuit in MDPL, the power simulation with
ved_analyzer, and the DPA attack have been performed similarly as described
for the mCMOS implementation of the demo circuit in Section 4.4.2. The used
terminology to denote the various simulation and analysis results is explained
in detail in Section 3.3.1. The main difference of the mCMOS and the MDPL
implementation of the demo circuit is that after synthesis, the CMOS circuit
has been translated to an MDPL circuit. The comb-part of the MDPL demo
circuit was simulated for all 2562 * 4 possible input value transitions (8-bit data
input; 1-bit mask input).

Attack Results

The logic simulation of the MDPL implementation of the AESencinit demo cir-
cuit has been performed with a clock cycle time of 120ns. The 8-bit secret key
used in the simulation has been 165 (0xA5). In our detailed analysis of MDPL,
we concentrated on the early propagation effect. Therefore, we only simulated
and attacked the combinational part of the demo circuit.

The attack result comb/unitdelay/equal/cc/SBin/ZV (glitches, no early
propagation) showed a DPA peak for the mCMOS implementation (see Sec-
tion 4.4.2). This result demonstrated that mCMOS has a problem with glitches
in the masked circuit. Looking at the corresponding result for the MDPL cir-
cuit, the attack comb/unitdelay/equal/cc/SBin/ZV no longer leads to a
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DPA peak. Since glitches do not occur in MDPL circuits by design, they cannot
cause a DPA leakage as in case of mCMOS.

If also the effects of early propagation are included in the power simulation
of the MDPL demo circuit, the situation changes. Figure 6.9 shows the average
power traces for different input values and random mask bits. The ZV-effect can
clearly be seen: If the input value of the SubBytes block is 0, the calculation
finishes much faster. Note that in the picture, the power peaks at the beginning
of the precharge phase (60ns to 119ns) have been clipped. The highest power
peak showed 253 toggles.
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Figure 6.9: Average power traces for the simulation comb/unitdelay/equal/tr for
different input values of the comb-part and random mask bits; black
curve: input of comb-part is 165 = input of SubBytes block is 0 (un-
masked).

The result of the successful attack comb/unitdelay/equal/tr/SBin/ZV
is shown in Figure 6.10. In the evaluation phase (0ns to 59 ns), a significant cor-
relation peak for the correct key guess is achieved in a rather wide range around
40ns. This corresponds to the power simulation result shown in Figure 6.9.
A smaller but still visible DPA peak also occurs around 20ns. This indicates
another ZV-related leakage at this point in time. In the precharge phase there
is another small, negative correlation peak.

The above results again clearly demonstrate the “early propagation problem”
of combinational MDPL circuits. The power simulations for varying input data
and masks always reported 924 toggles, equally divided in the precharge and the
evaluation phase. The problem is thus not how many signal transitions occur but
at which point in time they occur. The variance of the latter leads to successful
ZV-based DPA attacks.
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Figure 6.10: DPA attack result comb/unitdelay/equal/tr/SBin/ZV. The black
curve shows the correlation trace for key guess = 165.

6.3 A “Secure” MDPL AES Module Despite
Early Propagation

The analysis of the microcontroller in the MDPL prototype chip presented in the
last section clearly showed that for the large signal-delay differences in the range
of a nanosecond that occur in the controller, no increase in the PA resistance
could be achieved. Still an open question in this context was how this effect
scales in a circuit with significantly smaller delay differences.

In the following we show how we analyzed this issue with the help of an
AES coprocessor that is attached to the microcontroller on the prototype chip.
This AES module is based on a very regular architecture, which is explained in
more detail in the next chapter in Section 7.2. Thus, the occurring signal-delay
differences are much smaller than in the microcontroller module itself. This has
been verified by analyzing logic simulations that included back-annotated signal
delays. The attack results presented below indicate that MDPL might not be
broken in all circumstances. So far, we have not been able to mount a successful
standard, first-order DPA attack on the AES coprocessor. These findings have
been published in [PKMO09].

6.3.1 DPA Scenario Description

The target of the DPA attack are the movements of the SubBytes results of
the first AES round through the State registers 1 to 16. According to the
architecture shown in Figure 7.9, these values are moved in the AES State from
top to bottom during the SubBytes operation and from right to left during
the subsequent MixColumns operation. Each of the SubBytes results depends
exactly on one byte of the unknown secret key, thus there are 256 possibilities
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for each of them.

As an example, we track the movements of the plaintext byte that is initially
loaded into the AES State cell 4. In the first clock cycle, the initial AddRound-
Key operation with round key byte 4 is performed by the State cell. The result
enters the first stage of the S-box until the intermediate result is stored in the
pipeline registers. In the next clock cycle, the second stage of the S-box is per-
formed and the substitution result is stored in State cell 1. Since the value
we track belongs to the fourth row of the AES State, the byte is rotated three
positions to the left in the third clock cycle. Thus, it gets stored in State cell
6. In the following two clock cycles, the byte moves down through cell 7 into
cell 8, which is its final position after SubBytes and ShiftRows. In the next
clock cycles, the byte is moved to the left because the MixColumns operation is
performed.

During its way through the AES State, a SubBytes result overwrites other
SubBytes results. In case of the attacks on the CMOS core, the Hamming
distance of such two values is used as the power model in the DPA attack. Note
that with our approach, we favor the attacker in the following way. We assume
that the secret key byte which is necessary to calculate the overwritten SubBytes
result is known. In doing so, we keep the number of possibilities for the secret
key in one DPA attack at 256. In the attacks on the MDPL core, we only have
to predict the Hamming weight of the moved SubBytes result. The reason is
that before a byte is transferred over a bus, all bus lines get precharged to 0.
Furthermore, since MDPL is a dual-rail logic style with more or less randomly
imbalanced wire pairs, we can generally only use one bit at a time of the 8-bit
SubBytes result in a meaningful leakage model. In the following, we call this the
HWhbit power model.
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Figure 6.11: Power trace and clock signal during the execution of the attacked AES
operations for the CMOS core (left) and the MDPL core (right).

Figure 6.11 shows the power trace and the clock signal of the part of the first
AES round we have measured for the DPA attacks. An identifier beneath each
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clock cycle indicates the step of the operation that is performed (SB = SubBytes;
MC = MixColumns). A trigger signal was generated by the attacked device to
easily locate these important clock cycles. The assumption that one knows
when the power consumption needs to be measured also favors the attacker
significantly, because the amount of data and the measurement and analysis time
are in this case substantially reduced. The measurement setup was the same as
that one used in the attack on the MDPL microcontroller (see Section 6.2.1 for
details).

6.3.2 DPA Attack Results

In the DPA attacks, the linear Pearson correlation coefficient was used to quan-
tify the dependency between measured power consumption and predicted power
consumption [CKNO1]. The height of the correlation peak in a successful attack
is used to calculate the minimum number of needed power traces to get a distinct
peak. For correlation peaks pcy ¢t < 0.2, the minimum number of needed power
traces n is approximated as follows: n = 28/p? ., (confidence = 99.99 %, ck
...correct key, ct ...point in time where the correlation peak occurs) [MOPOT].
The number n is used to quantify the DPA resistance of the attacked device for
the given attack scenario.

DPA Attack on the CMOS Reference Core

The DPA attacks on the hardware AES in the CMOS reference module showed
that the leakage (i.e. the height of the resulting correlation peak) of the different
key bytes significantly depends on the path each key byte takes through the AES
State matrix (see Figure 7.9). It turned out that State cell 4 leaks the most
information because its output is connected to an S-box input, a MixColumns
input and the AES module output bus. The State cells 1 to 3 leak the second
most and cells 8, 12, and 16 leak the third most. The least leakage occurs for all
other cells because their output is only connected to their neighboring cells to
the left (circuitry for a State shift to the left) and their neighboring cells below
(circuitry for a State shift to the bottom).

640 000 traces have been measured to attack the CMOS AES hardware mod-
ule. As mentioned in Section 6.3.1, the HD power model has been used to map
the byte transitions in the AES State cells to power consumption values. All
key bytes have been successfully attacked. The lowest correlation peak value of
0.01 has been achieved for key byte 13 using the byte transition 14 — 13 (i.e.
data related to key byte 14 is overwritten by data related to key byte 13). This
byte transition only occurs in State cell 13, which has a very low leakage. A
correlation peak value of 0.01 maps to a number of needed traces n of more
than 276 000. This rather high number is caused by the small output load of
the involved State cell 13 and the high amount of noise caused by the micro-
controller working in parallel. The highest correlation peak value of 0.0382 has
been achieved for key byte 8 using the byte transition 4 — 8. This byte transition
occurs in State cell 4, which is the one with the highest leakage. A correlation
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peak value of 0.0382 maps to a number of needed traces n of about 19200. The
transition also occurs one clock cycle earlier in State cell 8, which has a lower
leakage (see Figure 6.12, left). For the transition in State cell 8, a correlation
peak value of 0.02 has been achieved.

Figure 6.12 (left) shows the correlation traces for the attack on key byte 8.
The correlation trace for the correct key guess is plotted in black. The clock
cycles when the attacked byte transition occurs in State cell 8 (lower correlation
peak) and one clock cycle later in State cell 4 (higher correlation peak) can
clearly be seen. The time axis of the left figure matches that of Figure 6.11
(left).
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Figure 6.12: CMOS AES hardware module: 256 correlation traces for key byte 8
(left, 640000 measurements, HD power model) and evolution of the
maxima of the correlation traces over measurements (right); traces for
the correct key are plotted in black.

DPA Attack on the MDPL Core with Deactivated PRNG

In order to get some experience with the MDPL AES hardware module, we first
attacked it with deactivated PRNG. This gave us the chance to see if our attack
scripts are correct and that we used the correct part of the power trace in the
attack. We were able to attack more than half of the key bytes with the number
of measurements we performed.

The DPA results in case of the MDPL AES module look quite different from
those of the CMOS AES module. For MDPL, we could not clearly identify
State cells with a higher and State cells with a lower leakage. Furthermore, the
findings concerning the amount of leakage of the AES State cells for the CMOS
core could not be reproduced for the MDPL core. The reason for it is that in a
dual-rail logic style like MDPL, the amount of leakage of a cell does not depend
on the absolute load connected to a cell’s output but on how well the dual-rail
output wires are balanced. Since no explicit balancing was done in the MDPL
circuit, the actual balancing situation in the placed and routed circuit is more
or less random.
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For the DPA attack on the MDPL AES with deactivated PRNG we measured
1256 000 power traces. With the arguments from the last paragraph and from
Section 6.3.1 in mind, one would typically assume that the HWbit power model
is the best choice for this attack. However, our analysis showed that with the
HWhit model, we could find only 1 key byte (key byte 12; bit 1 used in attack;
resulting correlation peak pck t,12 = 0.0056). Much better results were yielded
by using the HD model and the best results were achieved with the HW model.
The reason for this behavior most likely lies in the architecture of the MDPL
flip-flops (see Figure 5.5). They store the masked data in a single-rail flip-flop,
which is connected to only one part of the complementary network of the input
signal. This leads to a more or less uniform direction of the imbalance of the
dual-rail signals going into an MDPL flip-flop. Therefore, the HW power model
leads to better results than the HWbit model in cases where such signals are
attacked.
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Figure 6.13: MDPL AES hardware module with deactivated PRNG: 256 correlation
traces for key byte 14 (left, 1256 000 measurements, HW power model)
and evolution of the maxima of the correlation traces over measurements
(right); traces for the correct key are plotted in black.

When using the HD power model as in the DPA attack on the CMOS AES
module, the highest correlation peak we got had a value of 0.0054, which maps
to a number of required traces n of around 960 000. We could unambiguously
identify 6 key bytes. In case of the HW power model, we got more and higher
correlation peaks for the different key bytes (due to the precharging, which also
happens in the input stages of MDPL flip-flops). However, we could not find all
key bytes with the 1256 000 measured power traces. The four highest correlation
peaks occurred for key bytes 5 (pck,ct,s = 0.0067), 13 (pek,cr,13 = 0.0061), 14
(Pek,ct,14a = 0.0074), and 15 (pek,ct,15 = 0.0061). This maps to a number of
needed power traces of approximately: ns = 624000, n13 = n15 = 752000, and
n14 = 511000. More than half of the key bytes could be successfully attacked,
for the others there were either ambiguous peaks for incorrect key guesses or no
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peaks at all in the correlation traces. Figure 6.13 (left) shows the correlation
traces for the HW attack on key byte 14. The correlation trace for the correct key
guess is plotted in black and the time axis matches the one of Figure 6.11 (right).
In Figure 6.13 (right), the evolution of the maxima of the correlation traces over
the measurements can be seen. It clearly shows that the number of needed power
traces n14 = 511 000, which has been calculated above, is reasonable.

DPA Attack on the MDPL Core with Activated PRNG

Due to the findings described in the last section, we attacked the MDPL core
with activated PRNG also by using the power models HWbit, HD, and HW.
The following behavior was observed: No at least “almost” or “weak” correlation
peaks could be achieved with the HWbit and the HD power model. With the HW
power model, we were also not able to identify a single key byte unambiguously.
However, there were 4 key bytes (9, 10, 13, 14) for which one could get the
impression that not too many more measurements would be necessary to get a
distinct correlation peak. But this is only a speculation.

For the attack on the MDPL core with activated PRNG, we measured three
sets of power traces to improve our statistical sampling accuracy. For the biggest
set, we measured 3511000 power traces, because we expected a significant in-
crease in the number of needed measurements due to the random mask that is
provided to the MDPL AES core.
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Figure 6.14: MDPL AES hardware module with activated PRNG: 256 correlation
traces for key byte 14 (left, 3511 000 measurements, HW power model)
and evolution of the maxima of the correlation traces over measurements
(right); traces for the correct key are plotted in black.

Figure 6.14 shows the correlation results for key byte 14 (HW attack), which
showed the highest correlation peak in the HW attack on the MDPL core with
deactivated PRNG. One can clearly see that the maxima of the correlation trace
over measurements for the correct key (right figure, black trace) stay for long
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periods at the top border of the gray correlation-maxima band. However, its
value always declines with more measurements, which is not the case in a suc-
cessful attack (see Figures 6.12 and 6.13). The correlation traces for the other
three suspicious key bytes showed a similar behavior. Therefore, we regard the
MDPL AES module in the prototype chip (with activated PRNG) as secure
for at least 3511000 measurements under the given attack scenario, i.e. if the
attacker applies a standard, first-order DPA attack.

6.4 Other Issues of MDPL

Also some more general vulnerabilities of masked logic styles have been discussed
lately. The authors of [TS07] and [STO07] presented an attack which aims at
undoing the effect of masking in a clock cycle by analyzing the mean of the
power consumption during that clock cycle. With this method, which is called
“PDF-attack” (PDF ... probability density function) or “folding attack”, it
should be possible to remove the effects of the mask completely or at least to
introduce a significant bias in the mask. With the help of the prototype chip, we
analyzed the PDF-attack in practice. It turned out that, at least for the settings
we chose, the PDF-attack does not work offhand, i.e. no direct improvements in
the DPA attack results could be achieved. We published these practical results
for the straight-forward application of the PDF-attack in [PKMO09]. The results
are presented in the following section.

The very recent publications [MGPV09a] and [MGPV09b], in which the au-
thors investigated MDPL and the PDF-attack in more detail, indicate that by
further tweaking the attack, the AES coprocessor of the MDPL prototype chip
can be successfully attacked in the end. However, they also stated that applying
the PDF-attack as it is originally proposed (analyzing the power consumption
over a full clock cycle, “folding” the power values for different mask values)
apparently does not lead to successful PA attacks in practice.

Another issue we discussed in [PKMO09] is the question whether MDPL has
special requirements for the generation of the mask bits or not. This question
has been raised in [Gie07]. We elaborated on that issue in a theoretical manner
and came to the conclusion that mask generation is not particularly difficult for
MDPL, i.e. as for all masked logic styles, there must not be a statistical bias in
the values of the masks for MDPL circuits.

6.4.1 The PDF-Attack in Practice

In [TS07] and [STO7], the authors present a new attack methodology against
masked logic styles like MDPL. In an experiment with the MDPL core on our
prototype chip, we tested whether we can practically reproduce this PDF-attack.
The outcome of the experiment was that we could not mount a successful attack
on the MDPL core in our environment.

In Section 6.3.2, we described that key byte 14 leaks the most information in
an attack on the AES hardware module in the MDPL core when the PRNG is
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deactivated. In case of an activated PRNG, the correlation result for key byte
14 was ambiguous. In order to test the effectiveness of the PDF-attack, we chose
the following approach. If the PDF-attack works (i.e. if the mask can be biased),
it should be possible to turn the ambiguous result for key byte 14 (DPA attack
with activated PRNG) into an unambiguous result.

The first step in the PDF-attack was to build power profiles of the clock
cycles where we expect a significant leakage and where we thus want to bias the
mask. We selected two clock cycles for this purpose. The first clock cycle was
the one where the correlation peak occurred in the attack on key byte 14 on
the MDPL core with deactivated PRNG: clock cycle MC1 around 0.75 us (see
Figure 6.13 - left - and Figure 6.11 - right). The other clock cycle was the one
where there might be the beginning of a correlation peak in the DPA attack
on the MDPL core with activated PRNG: clock cycle MC4 around 1.6 us (see
Figure 6.14 - left - and Figure 6.11 - right).
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Figure 6.15: Power histograms of the PDF-attack on the MDPL core with activated
PRNG: clock cycle MC1 (left), clock cycle MC4 (right). Each power
value in the histogram is the sum of the absolute values of the power
consumption in the evaluation phase of the respective clock cycle.

For the power profiles, we took the power values during the evaluation phase
of the clock cycles MC1 and M C4 for each measurement sample of the MDPL
core with activated PRNG. Then, we calculated the sum of the absolute values
of the selected points of each clock cycle. This was done in accordance to [ST07]
where the analysis is based on toggle counts of clock cycles. As a result, we got
two power values for every measurement sample, one for clock cycle MC1 and
one for clock cycle MC4. Figure 6.15 shows the two histograms of the two groups
of power values. The shapes of the histograms were rather unexpected, because
according to the PDF-attack, there should be two equally high peaks (we verified
that the PRNG does not have such a significant bias via simulations, which
could also cause such a shape). For comparison, Figure 6.16 shows the power
histograms for the same clock cycles MC1 and MC4 in case of a deactivated
PRNG. Here, the histograms show single peaks as expected.
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Figure 6.16: Power histograms for the MDPL core with deactivated PRNG: clock
cycle MC1 (left), clock cycle MC4 (right). Each power value in the
histogram is the sum of the absolute values of the power consumption
in the evaluation phase of the respective clock cycle.

According to the theory of the PDF-attack, it should now be possible to
bias the mask by using just the power traces in a DPA attack that have a
power consumption in the profiled clock cycles that is above (below) the mean
power consumption in the respective clock cycle. Since we were not sure where
the different peaks in the power profile histograms originated from, we selected
different values as discerning points: the overall mean of each histogram, the
mean of each peak in the histograms, and the lowest value in the valley between
two peaks of a histogram (we also tried various other clock cycles and in some
of them, we got more separated peaks with a valley between them).

The original number of power traces we had at hand for the PDF-attack were
3511000. After the selection process according to the chosen discerning point,
we always had around 1.5 million traces left for the PDF-attack. According to
the needed power traces to successfully attack the MDPL core with deactivated
PRNG, this amount of traces should have been enough. However, in none of
the settings for the discerning point, we could turn the DPA attack against key
byte 14 into a successful one. Finally, we targeted some other key bytes in
PDF-attacks and we used the hypotheses for the HD power model instead of the
hypotheses for the HW power model. Also these attacks were not successful.

Therefore, we concluded that the PDF-attack as initially proposed does not
work as easy in practice as the theoretical results, which were based on power
simulations, might suggest. This is also explainable in the following way. With
the settings chosen for the PDF-attack in theory (no electronic and other forms of
noise, no perfect balancing of dual-rail wire pairs, . .. ), it can easily be shown that
all PA-resistant logic styles that try to achieve a constant power consumption
are also completely broken. However, various publications based on practical
results obviously draw opposite conclusions, e.g. [HTHT06].



Tackling the Early Propagation Problem
- iMDPL

Looking at the evaluation results for MDPL in the last chapter, a main con-
clusion can be drawn very clearly: Masked logic styles of this type which want
to resist DPA attacks must avoid the early propagation effect. Otherwise, a
power consumption occurs that depends on the unmasked data values due to
data-dependent evaluation moments of the combinational cells. In many cases,
this data-dependent power consumption almost nullifies the PA-resistance im-
provement of MDPL.

Therefore, a logical next step in our research was to get rid of the early
propagation problem in the MDPL cells. The proposal we finally came up with
is called Improved MDPL (iMDPL) [PKZMO07]. The main idea is to delay the
evaluation of a combinational cell until the last input signal has arrived, i.e.
until all input signals have been set to complementary values. iMDPL has very
high area requirements but it is still based on standard CMOS cells. Besides
iMDPL, also other proposals for masked logic styles that take the issue of early
propagation into account have been made, e.g. precharged masked Reed-Muller
logic (PMRML) [LFYLO7].

In this chapter, we first introduce iMDPL, describe its working principle, and
discuss basic evaluation results. In the second section, we describe the architec-
ture of a test chip that contains iMDPL circuits and present practical evaluation
results. The results show that iMDPL indeed improves the PA resistance of a
circuit, i.e. the early propagation effect is significantly reduced. However, the
increase in the number of samples indicated by the test chips when comparing
unprotected (CMOS) and protected (iIMDPL) circuits is lower than expected,
especially when the considerable overhead of iMDPL is taken into account. As
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a consequence, iIMDPL seems to be practically useable at most in specific, suffi-
ciently small parts of the overall circuit.

7.1 Improved Masked Dual-Rail Precharge Lo-
gic (iMDPL)

The primary aim when developing iMDPL was to get rid of the early propagation
problem of the combinational MDPL cells while still basing the new logic style on
standard CMOS cells that are commonly available. This significant advantage
(e.g. when it comes to a change of the underlying process technology) should
justify at least to some degree the additional overheads introduced by iMDPL.

The differential encoding of the signals in MDPL circuits allows detecting
the point in time in the evaluation phase when all input signals of a cell are in
a valid differential state. A cell that avoids early propagation must delay the
evaluation moment until this point in time. In [CZ06], the logic style Dual-Rail
Random-Switching Logic (DRSL) has been presented, which implements such a
behavior in the evaluation phase.

It has also been shown in [SS06] that it is necessary to avoid an early prop-
agation effect in the precharge phase as well. Our DPA attack results of the
MDPL microcontroller core presented in the last chapter in Figure 6.5 (right) of
Section 6.2.1 confirmed this practically. After the high correlation peak at the
beginning of the evaluation phase, there occurs a smaller but still clearly rec-
ognizable correlation peak at the beginning of the subsequent precharge phase
(around 1.1 ps).

According to our analysis, DRSL does not completely avoid an early propa-
gation effect in the precharge phase. The reason is that the input signals, which
arrive at different moments, can still directly precharge the DRSL cells. The
propagation delay of the evaluation-precharge detection unit (EPDU) used in
the DRSL cells leads to a time frame in which this can happen. Only after that
time frame, the EPDU unconditionally precharges the DRSL cells. Our simu-
lations with an intermediate version of an improved MDPL cell (i.e. a version
which also did not correctly handle precharging with respect to early propa-
gation) confirmed this - there still occurred correlation peaks in the precharge
phase. Thus, the input signals of a cell must be maintained until the EPDU
generates the signal to precharge the cell.

In summary, we chose the following behavior for iMDPL: a cell evaluates
when the last complementary input signal has arrived, and it is precharged
when the first input signal has switched to the precharge state. It is important
to notice that with this approach, only the delay differences between different
pairs of complementary signal wires can be equalized. The much smaller delay
differences within a complementary wire pair might still influence the time of
evaluation or precharging of an iMDPL cell. As noted in [SS08] “there is a
possibility of leakage if a sufficient difference in delays exists”. It is an open
question whether the delay differences in iMDPL due to the unbalanced routing
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approach are usually sufficient or not and what degree of balanced routing would
be necessary to make this kind of leakage undetectable.
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Figure 7.1: An iMDPL-AND cell. The original MDPL-AND cell only consists of the
two CMOS majority cells MAJ.

Figure 7.1 shows the schematic of an iMDPL AND cell. The three OR and
the NAND cell on the left side implement the EPDU, which generates 0 at its
output only if all input signals a,, b, and m are in a differential state. The
following three set-reset latches, each consisting of two cross-coupled 3-input
NORs, work as gate elements. As long as the EPDU provides a 1, each NOR
produces a 0 at its output. Thus, the outputs of both MAJ cells are 0 and the
iMDPL cell is in the precharge state.

When the EPDU provides a 0 because all input signals have been set to a
differential state, the set-reset latches evaluate accordingly and the MAJ cells
produce the intended output according to the masked AND function. Note that
this evaluation only happens after all input signals have arrived differentially,
i.e. no early propagation occurs in the evaluation phase.

Finally, if the first input signal is set back to the precharge value, the EPDU
again produces a 1 and all six outputs of the set-reset latches switch to 0. Note
that the set-reset latches are only set to this state by the EPDU and not by
an input signal that switches back to the precharge value. Thus, also an early
propagation effect at the onset of the precharge phase is prevented. An iMDPL-
OR cell can be constructed from an iMDPL-AND cell by simply swapping (i.e.
inverting) the mask signals m and m.

Figure 7.2 shows the cell schematic of an iMDPL D-flip-flop (iMDPL-DFF).
In principle, the functionality is the same as the one of the original MDPL-DFF
shown in Figure 5.5. The additional cells just control the start of the evaluation
and the precharge moments as described for the iMDPL-AND cell. Note that
the iMDPL-AND cell that is part of the iMDPL-DFF is actually used as an
iMDPL-NAND cell. The unnecessary MAJ cell in the iIMDPL-AND cell, which
produces the output signal ¢,,, can be omitted.

In Section 6.2.1 of the last chapter, we analyzed the early propagation prob-
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Figure 7.2: An iMDPL-DFF. The original MDPL-DFF does not have the two input
latches and the EPDU.

lem of an MDPL microcontroller chip amongst others with the help of logic
simulations and transition counting. Figure 6.8 shows the resulting correlation
traces with peaks for the correct key for this analysis of MDPL. In a first effort
to analyze the effectiveness of iMDPL, we performed the same analysis for the
microcontroller implemented in iMDPL. To do this, the MDPL cells in the cir-
cuit netlist of the microcontroller core have been replaced by the corresponding
iMDPL cells. Subsequently, the necessary logic simulations have been performed.

In Figure 7.3, the correlation traces when attacking simulated power traces
of the core implemented in iMDPL are shown. The correlation traces for both
the correct and the wrong power hypotheses show an ideal flat line for the
attacked MOV operation. This indicates that the DPA leakage due to the early
propagation effect is removed successfully within this simulation and analysis
model.

Obviously, the price that has to be paid for the improvements in terms of early
propagation is a further significant increase of the area requirements of iMDPL
cells compared to MDPL. Since the iMDPL cells are already quite complex,
exact figures for the area increase cannot be given in general because it depends
significantly on the particular standard-cell library that is used to implement
an iMDPL circuit. For example, there might be a standard cell available that
implements the complete EPDU - such a cell is usually called OAI222. However,
one can expect an increase of the area by a factor of around 3-4 compared to
original MDPL, which is already approximately 5 times larger than CMOS. This
makes it clear that carefully finding out which parts of a design really need to be
implemented in DPA-resistant logic is essential to save chip area. More concrete
figures for area requirements and circuit speed of iMDPL circuits can be found
in Section 7.2 where a test chip containing iMDPL circuits is described.

A significant reduction of the cell size can be achieved by designing new
standard cells that implement the functionality of iMDPL. Of course, that has
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Figure 7.3: Result of the DPA attack on the iMDPL microcontroller core: transition
count based on logic simulation of internal MOV operation in the IRAM;
256 samples; the correlation trace for the correct power hypothesis is
plotted in black. The clock signal is indicated at the top.

the well known disadvantages of greatly increased design and verification costs.
Furthermore, a change of the process technology would then mean spending all
the effort to design the complete iMDPL standard-cell library again.

7.1.1 General Cells Required for MDPL, iMDPL, and Sim-
ilar Circuits

In the course of the work for this thesis, two prototype chips have been designed
and fabricated which contain MDPL circuits (see Section 6.2.1) and iMDPL
circuits (see Section 7.2). The schematics of some important auxiliary cells for
these masked circuits have never been explicitly published before. We make up
for this in the current section about iMDPL because the functionality of these
cells is the same for both logic styles. The set of auxiliary cells includes: flip-flops
with asynchronous reset and preset inputs; tie-high and tie-low cells; interfacing
cells in and out of the masked circuits; and a so-called mask preparation unit.

D-Flip-Flops with Asynchronous Reset/Preset Inputs

The standard design of MDPL-DFFs (see Figure 5.5) and iMDPL-DFFs (see
Figure 7.2) makes it very easy to add asynchronous control inputs. The single-
rail DFF within the masked cells only needs to be replaced by a DFF with the
required asynchronous inputs. If a DFF in the original single-rail netlist has
no asynchronous input, also the masked DFF does not have it. This advantage
can get lost if more complex designs are used for the MDPL /iMDPL-DFFs. For
example, the MDPL-DFF shown in Figure 5.6, which contains four single-rail
DFFs instead of one, requires a connection to the asynchronous reset network in
all circumstances. The reason is that the single-rail DFF's need to be initialized
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correctly: two of them to the precharge value; the other two at least to a com-
plementary value pair. The netlist conversion from single-rail to masked circuit
needs to take care of this.

Tie-High and Tie-Low Cells

It is often the case that synthesized netlists contain some signals that are fixed
to a logic value. These signals are usually provided by so-called tie-high and
tie-low cells. In masked circuits, these signals are no longer constant. Instead,
their values depend on the current state of the mask. Tie-high and tie-low cells
in masked circuits are realized by direct connections to the complementary mask
signal (m, m). If we denote the dual-rail output of the masked tie-cell with (g,
Tm), the following relations must hold for a tie-low cell: ¢,, = m and g, = ™.
The opposite functionality is required for a masked tie-high cell.

Interfacing Cells In and Out of Masked Circuits

In the following, the design considerations made for the interfacing cells of
masked circuits are summarized.
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Figure 7.4: Interface cell for signals Figure 7.5: Interface cell for sig-
traversing into the masked nals traversing out of
circuit. the masked circuit.

Figure 7.4 shows the schematic of the interface cell for incoming signals of
masked circuits. The inverter produces a dual-rail signal pair out of the single-
rail input value d. The following two NOR cells add the precharge behavior to
the dual-rail signal. Finally, two XORs implemented with three NANDs each
are used to apply the mask to the dual-rail precharged signal.

A main design goal for this interface cell was that incoming signals are not
delayed by one or more clock cycles. Such a behavior would significantly change
the timing behavior of the circuit and could cause severe troubles especially after
the single-rail to masked netlist conversion. A drawback of this approach is that
glitches can occur in principle on the masked side and they might propagate
into critical areas. The possibility of glitches is reduced by the design of the
interface cell. If the single-rail input signal becomes stable already in the first
half of a clock cycle (precharge phase), no glitches occur due to the blocking
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behavior of the two “precharging-NORs” during that time. In order to eliminate
any possibility of negative effects due to glitches, the high-level designer of the
masked circuit has to make sure that the (per definition) uncritical input signal
is fed into a masked DFF before it is combined with critical signals. The output
signal of a masked DFF is always free of glitches.

The construction of the XORs out of the NAND cells is done to prevent a
generation of glitches in this part of the interface circuitry during the second
halve of a clock cycle (evaluation phase). The imperfect masking of the interme-
diate results calculated by the NANDs of the first logic level is uncritical because
the underlying signal comes from the unprotected single-rail domain anyway. A
general feature of the interface cell is that the complementary mask signals are
symmetrically loaded by two identical NAND inputs.

The schematic of the interface cell for outgoing signals of masked circuits is
depicted in Figure 7.5. The two XORs remove the mask from the signal d,, and
the two subsequent NORs, connected to work as a set-reset latch, remove the
precharge phase.

The interfacing cell does not introduce a delay of one clock cycle or more,
which eases the overall circuit design significantly (see identical argumentation
above in case of the interface cell for incoming signals). The glitches generated
by the two XORs are uncritical since the outgoing signal will be used in the
unprotected single-rail domain anyway. The mask removal is performed before
the removal of the precharge phase in order to “naturally” achieve a symmetrical
loading of the complementary mask signals. The possible area reduction by
removing the mask after removing the precharge phase with only one XOR cell
would not have this advantage while only saving an insignificant amount of
circuit area.

Mask Preparation Unit
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Figure 7.6: Mask unit to prepare the necessary mask signals.

Figure 7.6 shows the schematic of a so-called mask unit. It is used to syn-
chronize the mask signal with the clock of the masked circuit. Furthermore, it
takes care of generating the required mask signals in a dual-rail and precharged
manner. The required mask signals are the mask of the current clock cycle m,
the mask m xor’ed with the mask of the next clock cycle m,: m @& m,, and their
complementary values m and m @ m,,.
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7.1.2 Simulated DPA-Attack on the Demo Circuit “AES-
encinit” Implemented in iMDPL

In order to show that the functionality of iMDPL improves the situation with re-
spect to the early propagation problem, we have used the power trace estimation
technique based on logic simulation. This technique has been presented in detail
in Section 3.2. The specific tool that was used to map logic simulation results
to power traces is called “vcd_analyzer” and is described in detail in Section 3.3.
As demo circuit, the design “AESencinit” has been used, which is described in
Section 3.3.1.

The implementation of the demo circuit in iMDPL, the power simulation with
ved_analyzer, and the DPA attack have been performed similarly as described
for the MDPL implementation of the demo circuit in Section 6.2.2. The used
terminology to denote the various simulation and analysis results is explained
in detail in Section 3.3.1. The main difference of the MDPL and the iMDPL
implementation of the demo circuit is that after synthesis, the CMOS circuit
has been translated to an iMDPL circuit. The comb-part of the iMDPL demo
circuit was simulated for all 2562 x 4 possible input value transitions (8-bit data
input; 1-bit mask input).

Attack Results

The logic simulation of the iMDPL implementation of the AESencinit demo
circuit has been performed with a clock cycle time of 540ns. The 8-bit secret
key used in the simulation has been 165 (0xA5). In our detailed analysis of
iMDPL, we concentrated on the early propagation effect like we did for MDPL
in Section 6.2.2. Therefore, we only simulated and attacked the combinational
part of the demo circuit.

The power simulation results comb /unitdelay/equal/tr (effects of glitches
and early propagation considered) show that the power traces of the combina-
tional part of the iMDPL demo circuit are on average completely independent
of the input data and the mask values. “On average” means over all possible
input transitions for a particular 8-bit input value z (0 - z, 1 — z, 2 — =,
..., 255 — z) and over all 4 possible mask bit transitions. Figure 7.7 depicts
these 256 identical average-traces, which exactly lie on top of each other in
the chosen power simulation model. Note that the power peak at the begin-
ning of the precharge phase (270 ns to 539 ns) has been clipped. Its maximum
height is 1314 toggles. As a result of such invariant power traces, the attack
comb/unitdelay /equal/tr/SBin/ZV, which would exploit an early propaga-
tion leakage as it did in case of MDPL (see corresponding result in Section 6.2.2),
does not succeed for the combinational iMDPL circuit. In fact, the DPA attack
result is a perfect flat line in the given power simulation and attack model.

It was also verified that the corresponding attack comb /unitdelay /random
/tr/SBin/ZV using random transition weights still does not lead to a success-
ful attack. In this case, the average power traces are still completely independent
of the input data and the mask values. Only the toggle values (y-axis values)
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Figure 7.7: Average power traces for the simulation comb/unitdelay/equal/tr for
different input values of the comb-part and random mask bits; black
curve: input of comb-part is 165 = input of SubBytes block is 0 (un-
masked).

of the simulated power traces approximately doubled since the random transi-
tion weights have been taken from the interval [1.5,2.5]. The attack outcome
comb/unitdelay /random/tr/SBin/ZV resulting from these power simula-
tions is not a perfect flat line any more but there is still no distinct DPA peak
for the correct key guess.

The above results show that in the chosen power simulation and attack model,
iMDPL shows no early propagation problem any more. However, the practical
results presented in the following Section 7.2 will show that the power simulation
model still misses some effects that cause a small but exploitable DPA leakage
for real devices implemented in iMDPL. This means that still more accuracy is
required in the power simulation to cover all significant effects in terms of power
leakage.

7.2 Analysis of the iMDPL Prototype Chip

For an evaluation of the masked logic style iMDPL in practice, a prototype chip
containing a microcontroller and cryptographic coprocessors has been designed
and fabricated. Its architecture is described in the next section. Subsequently,
analysis results of the iMDPL prototype chip concerning its PA resistance are
presented. The results show that iMDPL succeeds in avoiding a significant leak-
age due to early propagation, which troubled the predecessor logic style MDPL
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(see Section 6.2.1). iMDPL increases the number of required measurements for a
successful DPA attack by a factor of around 100 compared to the corresponding
unprotected CMOS reference implementation.

7.2.1 iMDPL (and MDPL) Prototype Chip Architecture

The general architecture of the iMDPL prototype chip is shown in Figure 7.8.
The system that has been implemented consists of the following main parts. An
Intel 8051-compatible microcontroller and an AES cryptographic module that is
connected to the microcontroller as a coprocessor form the so-called “uPCore”
module. The microcontroller features 128 bytes of internal random-access mem-
ory (IRAM), a serial interface (RS-232), and an 8-bit parallel input/output (I/O)
port. The program that is executed resides in an external read-only memory
(ROM) chip. Additionally, an external RAM (XRAM) chip can also be at-
tached. The second part is a stand-alone AES module and the associated I/0
and operation controller. Both blocks are called the “AESCore”. The inter-
nal structures of the AES coprocessor of the uPCore and the AES stand-alone
module are identical. Details about it are given further below in this section.
The AESCore shares the parallel I/O port and the RS-232 interface with the
uPCore.

The core control logic is used to activate the currently selected core, i.e.
supplying it with the clock signal and connecting its input and output signals to
the corresponding chip pins. Part of the core control logic is a pseudo-random
number generator (PRNG), which produces the mask values. The PRNG is
controlled either by the uPCore microcontroller or by the AESCore controller
depending on what is currently selected. The controlling is done via additional
parallel ports that are connected on-chip to the PRNG. The main operations
of the PRNG are: load a seed value, generate one random bit per clock cycle,
provide a constant mask value, and stop operating.
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Figure 7.8: General architecture of the prototype chip.
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The main reason for implementing also the AESCore was to have a possibility
to analyze the AES module in an environment with a low amount of noise.
Earlier experiences with the MDPL prototype chip showed that when analyzing
the AES coprocessor, the microcontroller which controls the AES coprocessor
acts as a huge noise generator. This significantly influences the DPA results of
the AES coprocessor, i.e. much more measurements are required to detect a PA
leakage.

On the iMDPL prototype chip, the system has been implemented in CMOS
(for reference measurements) and in iMDPL. Thus, four cores have been imple-
mented on this prototype chip: yPCore_.CMOS, uPCore.iMDPL, AESCore_
CMOS, and AESCore.iMDPL. The predecessor MDPL prototype chip men-
tioned in Sections 6.2.1 and 6.3 has a very similar architecture. The main differ-
ence is that it does not feature an AESCore module like the iMDPL prototype
chip. Thus, the MDPL prototype chip contains the following two relevant cores:
uPCore_.CMOS and pPCore_MDPL.

The MDPL prototype chip has been implemented in a 0.13 ym CMOS pro-
cess technology from a well-known semiconductor company while the iMDPL
prototype chip has been implemented in a 0.18 ym CMOS process technology
from United Microelectronics Corporation (UMC) [Unia]. The main attributes
of the circuits of the prototype chips with regard to area requirements and speed
are summarized in Table 7.1. The figures in the table indicate that MDPL in-
creases the circuit area approximately by a factor of 5 while for iMDPL this
factor is around 19— 20. The speed of the MDPL circuit is about 40 % of that of
the corresponding CMOS circuit. In case of the iMDPL circuit, speed is reduced
to approximately 20 %.

Table 7.1: Area and speed attributes of the uPCore and AESCore circuits on the
MDPL prototype chip (0.13 um process technology) and on the iMDPL
prototype chip (0.18 um process technology).

| CMOS 0.13 | MDPL 0.13 | CMOS 0.18 | iMDPL 0.18

Area uPCore 0.2 mm? 1 mm? 0.3 mm? 5.4mm?
Area AESCore - - 0.1 mm? 1.9mm?
Speed uPCore 18 MHz 7 MHz 15 MHz 2.7 MHz
Speed AESCore - - > 15 MHz 7.4 MHz

The cryptographic module included in the uPCore and in the AESCore is a
hardware implementation of AES-128 [Nat01]. Its architecture follows the stan-
dard version of the regular and scalable AES hardware architecture presented
in [MADO3], which reproduces the logical 424 State layout of AES in hardware.
The two main differences are the missing cipher block chaining (CBC) unit and
the key storage in the key unit. Thus, the AES module is only capable of the
electronic code book (ECB) mode of operation and the secret key has to be
loaded into the AES module before each operation.

The datapath of the AES coprocessor is shown in Figure 7.9. The third
and last main difference to the original design is the single MixColumns mod-
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Figure 7.9: Architecture of the datapath of the AES hardware module.

ule attached to the left column of the AES State. The ShiftRows operation
is implemented as a Barrel shifter. The four S-boxes performing the SubBytes
operation are combinational and pipelined (one stage) implementations as de-
scribed in [WOLO02]. The initial State values are loaded column-wise from the
right (not shown in figure). One round of AES takes 9 clock cycles in this
architecture. First, each of the 16 AES State cells applies the AddRoundKey
operation to its stored value. Then, the State is shifted row-wise down through
the S-boxes and afterwards column-wise left through the MixColumns module.
Calculation of the next AES round key happens in parallel to the MixColumns
operation. When the AES operations have finished, the final State values are
read out column-wise to the left.

7.2.2 iMDPL Prototype Chip Evaluation Results

We summarize the main results of the DPA attacks on the iMDPL prototype
chip in the following. The full details of the analysis have been published recently
in [KP09].

The settings of the measurement setup have been similar to them used for
the MDPL prototype chip measurements as reported in Section 6.2.1. The main
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difference has been that instead of a 102 resistor, a BAT41 Schottky diode
has been inserted in the Vpp line in forward direction to measure the current
consumption of the iMDPL chip. The main idea behind this approach is the
reduction of huge but unimportant spikes in the current trace, e.g. the spikes
at the clock edges. Because of operating the diode in forward direction, huge
current spikes should only cause a relatively small voltage drop. As a result, the
oscilloscope input could be set to a higher sensitivity (y-axis resolution) while
still recording the full current signal. Various experiments have indicated so
far that the DPA results generally improve with this method. The oscilloscope
sampling rate used for the iMDPL power measurements has been 2 GS/s.

Standard, first-order DPA attacks based on the linear Pearson correlation co-
efficient have been performed against the iMDPL prototype chip. Three targets
have been chosen: the movement of a byte in the IRAM of the microcontroller
(uPCore MOV) and an AES encryption operation both of the AES coprocessor
(uPCore AES) and of the AES stand-alone module (AESCore AES). In case
of the attacks on AES, the 16 output bytes of the SubBytes operation in the
first round of the encryption process have been targeted. All three attacks have
been similar to those conducted against the MDPL prototype chip, which are
described in the Sections 6.2.1 and 6.3.

In case of the DPA attacks on the AES module we defined as success criterion
that at least 9 of the 16 key bytes can be revealed by the DPA attack. The
remaining 7 key bytes can then be revealed by a brute force attack with a
reasonable effort. Hence we used the ninth-highest correlation peak to calculate
the number of required power traces to perform a successful DPA attack. The
formula to calculate the minimum number of required power measurements 7,5
for a successful attack from the correlation peak for the correct key guess pc, et
has been presented in Section 2.2.

Table 7.2: Correlation peak heights pcx,c: and the corresponding minimal number of
required measurements 7., of the DPA attacks on the iMDPL prototype
chip. Targets have been a MOV operation executed by the puPCore mi-
crocontroller, the AES coprocessor of the uPCore, and the AES module
of the AESCore.

Target | CMOS | iMDPL (PRNG active) | “DEL
nPCore MOV || peg.ct = 0.334 0.0376
Nmin = 230 20000 87
uPCore AES 0.0331 not successful
25600 > 6200000 > 242
AESCore AES 0.0334 0.00305
25100 3000000 120

Table 7.2 shows the attack results for the iMDPL prototype chip. The attack
result for the MOV operation in the uPCore shows that iMDPL increases the
number of required power traces by a factor of almost 90. For MDPL, this fac-
tor has been lower than 2 (see Table 6.4) due to the massive early propagation
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problem of that logic style. The attack on the uPCore AES coprocessor imple-
mented in iMDPL has not been successful with up to 6.2 million power traces.
This translates to an improvement factor of iMDPL in this case of more than
240. The reason for this very high factor is most likely the significant amount
of noise generated by the iMDPL microcontroller that controls the AES copro-
cessor. The same attack on the MDPL prototype chip was also not successful
with up to 3.511 million traces (see Section 6.3.2). Finally, the attack on the
AES operation of the stand-alone core yields an improvement in the number of
required measurements by a factor of 120 in our attack scenario. In relation to
the formidable area increase and speed penalty incurred by iMDPL, we believe
this improvement is unfortunately too small to justify the utilization of iMDPL
as a general PA countermeasure.



Conclusions

In this thesis, we have presented various proposals for PA-resistant logic styles
that we have developed. The starting point of our research was the perception
that most of the existing proposals for such logic styles so far are burdened
by tough implementation constraints. An example of such a constraint is the
balancing of the capacitive loads of wire pairs, which cannot be fulfilled perfectly
in practice. Therefore, we aimed at PA-resistant logic styles that do not require
such tough constraints. Our initial assumption was that with PA-resistant logic
styles based on the concept of masking we could reach this goal. However, this
turned out to be not really true.

Before we focused on our masked logic style proposals beginning with Chap-
ter 4, we gave a general introduction to our thesis and to implementation and
PA attacks in Chapters 1 and 2. The examples of successful implementation and
PA attacks against commercial cryptographic products clearly show that these
attacks are practical and severe threats to the security of such products.

In Chapter 3, we presented the simulation methodology we propose to esti-
mate the PA resistance of cryptographic circuits. The methodology is based on
simulating the activities of circuits at the logic level and mapping them to power
consumption values. Our evaluation of the methodology with practically imple-
mented tools showed that this approach is a good compromise between accuracy
and resource requirements (time, memory). All important effects influencing the
PA resistance can be considered and enough simulation runs can be performed
to identify vulnerabilities in cryptographic circuits.

Chapter 4 started with a general introduction to masking at the cell level.
Subsequently, the masked logic style “masked CMOS” (mCMOS) has been pre-
sented. mCMOS is based on standard CMOS cells, only moderately increases
area and power consumption of circuits, and does not require special constraints

133



134 Chapter 8. Conclusions

for the implementation process. However, during the development of mCMOS it
turned out that signal glitches significantly reduce the PA resistance of masked
circuits. This was verified in theory and practically based on simulations. Un-
fortunately, glitches occur in mCMOS circuits. Thus, mCMOS cannot be con-
sidered as a working PA-resistant logic style.

In Chapter 5, the “Masked Dual-Rail Precharge Logic” (MDPL) style has
been presented. It avoids glitches by design but has increased requirements
concerning area and power consumption compared to mCMOS. If MDPL would
have shown very good results concerning its PA resistance, it would have been
a perfect candidate for semi-custom circuit design because no special, tough
implementation constraints would have been necessary. However, it has been
shown in Chapter 6 that the PA resistance of MDPL suffers from another timing
effect called early propagation. Results from an MDPL prototype chip have been
used to practically verify these findings. However, it has also been shown for
the AES crypto coprocessor on the prototype chip that early propagation does
not completely nullify the resistance of MDPL against standard, first-order DPA
attacks. The results for more advanced attack techniques also discussed in this
chapter like the PDF-attack indicate that the use of a single mask bit for all
signals in the circuit is another significant weakness of MDPL besides the early-
propagation vulnerability.

An improved version of MDPL (iMDPL) has been presented in Chapter 7.
Its goal is to remove the early propagation behavior from the MDPL cells. Var-
ious evaluation results including those from a prototype chip have shown that
iMDPL indeed improves the PA resistance of cryptographic circuits. However,
the increase in the number of required measurements compared to the unpro-
tected CMOS circuits is most likely too low to justify the considerable overhead
of iMDPL in terms of area, speed, and power. As a consequence, iMDPL does
not seem to be practically useable as a general PA countermeasure but at most
to protect specific, sufficiently small parts of cryptographic circuits.

In general, we conclude that masking does not seem to lead to PA-resistant
logic styles that have “simpler” implementation requirements than the hiding
approach. The main reason is that for masked logic styles also the timing be-
havior of the circuits (glitches, early propagation) is of great importance. Its
negative effects on the PA resistance must not be underestimated. Hiding logic
styles with the aim of an equal power consumption “naturally” have the ten-
dency to minimize all effects that cause a data-dependent power consumption.
This is not the case for PA-resistant logic styles that are straight-forwardly based
on the masking principle.

Another important issue is the approach to base PA-resistant logic styles on
standard CMOS cells. This is very helpful because it makes the implementation
process much easier. On the other hand however, it typically leads to very big
cells and circuits. Furthermore, it sets limits to the achievable PA resistance
because real fine-tuning is only possible with full-custom cells. A future field of
research could be the combination of the masked (with several mask bits) and
hiding (with equal power consumption) approaches in a full-custom logic style.
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