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Abstract

The steadily growing number of users of global navigation satellite systems (GNSS) demand
a high level of accuracy and robustness from their receivers to meet the requirements of new
applications. A single GNSS system for its own does not provide the desired performance
for all applications. However, already in the near future, the combination of existing and
upcoming systems, satellites, and signals will yield higher accuracy and robustness. Thus,
a new level of quality and service will be achieved. In order to fully exploit these new evo-
lution steps, more sophisticated receiver architectures have to be developed and deployed.
In the recent past a concept has been elaborated where the hardware within a GNSS re-
ceiver is replaced as far as possible by software for the objective of cost- and time-effective
product redesign. Up to now, the development of software-based GNSS receivers was fo-
cused on single frequency and single system solutions. The GNSS evolution programs,
however, literally call for multi-frequency and multi-system implementations in software.
The scientific challenges of the development and validation of a multi-frequency software-
based GNSS receiver, capable of processing GPS and Galileo signals are elaborated within
this thesis in a first step. Thereby, the focus is put on the receiver architecture and on
signal processing tasks, i.e., acquisition and tracking, of different GNSS signals. Secondly,
the scientific findings are used to explain the implementation of a software-based receiver
using C/C++ programming language. The receiver is designed to use digital intermediate
frequency signals as an input. This approach provides a high flexibility regarding the im-
plementation of new signals and algorithms but at the same time allows to use reproducible
scenarios what facilitates scientific research. Real-data recordings of GPS L2C, GPS L1,
and GIOVE-A/B signals and simulated GPS and Galileo signals have been used to show
the potential of the new receiver architecture. In a third step the problem of combining
different systems and signals is addressed in order to implement new error mitigation and
correction strategies and, thus, to obtain a more accurate and robust position solution. In
this context the problem of combining different coordinate and time reference frames is ex-
plained and solved step-by-step. The algorithm for a combined processing of multi-system
observations is analyzed and tested using GPS and Galileo signals. One of the major error
sources influencing the position accuracy is the ionosphere. Different strategies, including
a new one, for mitigating the impact of the ionospheric effect by using dual-frequency
measurements are listed and based on the software-based receiver successfully tested. The
combination of dual-frequency observations increases the measurement noise what can be
evaluated using the reproducible scenarios of the developed receiver. The measurement
noise is analyzed and a smoothing algorithm is proposed for reducing the noise and, thus,
again enhancing the accuracy. Depending on the characteristics and on the conditioning
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of the observations a weighting strategy has to be chosen to avoid systematic errors in the
position computation. The scientific discussion and using the software receiver implemen-
tation raise the awareness of the correct strategy which is then validated using different
test scenarios. This research study provides a deep insight into the development and val-
idation of a multi-frequency software-based GNSS receiver. The knowledge is impart to
build receiver architectures, modules for signal processing tasks, and algorithms for high
position performance in software for optimized utilization of multi-GNSS signals.
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Zusammenfassung

Die stetig wachsende Anzahl von Nutzern globaler Satellitennavigationssysteme (GNSS)
verlangt nach höhere Genauigkeit und Robustheit ihrer Empfänger, um die Anforderungen
neuer Anwendungen erfüllen zu können. Ein einzelnes System bietet nicht die notwendige
Leistungsfähigkeit für alle Anwendungen. In naher Zukunft aber eröffnet die wachsende
Anzahl von Satellitensystemen und Signalen die Möglichkeit diese miteinander zu kombi-
nieren, um dadurch eine höhere Genauigkeit und Robustheit zu erzielen und einen noch
höheren Qualitäts- und Servicestandard zu erreichen. Bevor aber ein maximaler Profit aus
diesen Neuerungen gezogen werden kann, müssen neue und komplexere Satellitennaviga-
tionsempfänger entwickelt werden. In den letzten Jahren entstand die Idee, die Aufgaben
der Hardware innerhalb eines GNSS Empfängers so weit wie möglich in die Software zu
verlagern, um damit leichter und schneller auf Veränderungen hinsichtlich neuer Systeme
und Signale reagieren zu können. Dies erlaubt es zudem auch eine Produktneuentwicklung
mit einem hohen Maß an Kosten- und Zeiteffektivität durchzuführen. Die Entwicklung von
Software-basierten GNSS Empfängern hat sich in der Vergangenheit auf die Verwendung
einer Frequenz und eines einzelnen Systems konzentriert. Die neuen Evolutionsprogram-
me der GNSS Systeme rufen buchstäblich nach Implementierungen in Software, die die
Signale mehrerer Frequenzen und Systeme ausschöpfen. Die wissenschaftlichen Heraus-
forderungen bei der Entwicklung und Validierung eines mehrfrequenz Software-basierten
GNSS Empfängers, der GPS und Galileo Signale verarbeiten kann, werden in einem ersten
Schritt in dieser Dissertation erarbeitet. Dabei wird spezielles Augenmerk auf die Architek-
tur des Empfängers und die Signalprozessierung, d.h. Signalakquise und Signalverfolgung,
unterschiedlicher GNSS Signale gelegt. Im zweiten Schritt werden die wissenschaftliche
Ergebnisse genützt, um die Implementierung des Software-basierten Empfängers in der
Programmiersprache C/C++ zu erläutern. Als Dateneingang dienen dem Empfänger digi-
tale Zwischenfrequenz-Signale. Dieser Ansatz bietet eine hohe Flexibilität bei der Einbin-
dung neuer Signale und Algorithmen, erlaubt es aber gleichzeitig reproduzierbare Szenarien
durchlaufen zu lassen, was insbesondere die wissenschaftliche Forschung erleichtert. Aufge-
zeichnete Signale von GPS L2C, GPS L1 und GIOVE-A/B wie auch simulierte digitale GPS
und Galileo Signale werden dazu verwendet das Potential der neuen Empfängerkonzepte
zu zeigen. In einem dritten Schritt werden die Schwierigkeiten bei der Kombination un-
terschiedlicher Systeme und Signale adressiert, um in weiterer Folge neue Strategien für
Fehlerverminderung und Fehlerkorrektur implementieren zu können. Dadurch können Po-
sitionslösungen mit höherer Genauigkeit und Robustheit erzielt werden. Im Rahmen der
Diskussion zur Kombination von Systemen werden die Herausforderungen von unterschied-
lichen Koordinaten- und Zeitreferenzsysteme erklärt und Schritt für Schritt gelöst. Die
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Algorithmen zur Positionsberechnung auf Basis von Mehr-Systemmessungen werden mit-
tels GPS und Galileo Signalen analysiert und getestet. Einer der größten Fehleranteile
bei der Positionslösung liegt im Einfluss der Ionosphäre. In dieser Arbeit werden verschie-
dene Strategien zur Reduktion des ionosphärischen Einflusses auf Basis der Verwendung
von Zweifrequenz-Messungen diskutiert. Ein neuer Ansatz für eine kombinierte Behandlung
von Mehrfrequenz- und Einfrequenz-Messungen wird präsentiert und mittels dem Software-
basierten Empfänger getestet. Durch die Kombination mehrerer Frequenzen erhöht sich das
Rauschen in den Messungen. Dies kann mittels der reproduzierbaren Szenarien und Signa-
le mit dem Software-basierten Empfänger einfach nachgewiesen werden. Dieser Effekt, der
im Detail beschrieben wird, kann durch die Verwendung einer Codeglättung mittels Pha-
senbeobachtungen reduziert werden, wodurch eine Verbesserung der Positionsgenauigkeit
erzielt wird. Durch die Kombination unterschiedlicher Messungen mehrerer Signale und
ihrer unterschiedlichen Konditionierung muss eine adäquate Strategie für die Gewichtung
der Messungen gewählt werden, um systematische Fehler in der Positionsberechnung zu
vermeiden. Durch die wissenschaftliche Betrachtung und durch den Einsatz des Software-
basierten Empfängers kann eine optimale Strategie für die Gewichtung identifiziert werden,
die anschließend mittels unterschiedlicher Szenarien auch validiert werden kann. Im Rah-
men dieser Arbeit wird die Entwicklung und Analyse eines mehrfrequenz Software-basierten
GNSS Empfänger präsentiert. Es wird das Wissen vermittelt wie Empfängerarchitekturen,
Module für die Signalprozessierung und Algorithmen für Positionen hoher Genauigkeit und
Robustheit in Software umgesetzt werden können, um die Signale mehrere GNSS Systeme
optimale nützen zu können.
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Chapter 1

Introduction

This dissertation deals with the development of a software-based multi-frequency global
navigation satellite system (GNSS) receiver. The term GNSS denotes navigation systems
based on a global constellation of satellites, which emit ranging signals used for position-
ing. The steadily growing segment of GNSS users requires higher accuracy and robustness
from their receivers to fulfill the requirements of new applications. One system for its own
cannot provide the level of performance for all applications, particular those demanding
high position accuracy and integrity information. The strategy in order to meet the new
requirements is to modernize current GNSS and to develop new systems. The modern-
ization of the existing United States (US) Global Positioning System (GPS) and Russian
Global Navigation Satellite System (GLONASS), the evolution of new systems like the
European Galileo or the Chinese Beidou, and the availability of space-based augmenta-
tion systems (SBASs) or ground-based augmentation systems (GBASs) bring numerous
systems and signal players into the field of navigation. In the near future the increasing
number of satellites and signals give rise to the possibility of combining various constel-
lations and signals to provide a new level of services. Due to this rapid evolution, GNSS
receiver architectures have to be adapted to the new possibilities and, thus, the receiver
development has rather started than finished.

1.1 Motivation

The traditional satellite navigation receiver architecture is based on special hardware chips.
The major drawback is that accounting for new specifications is difficult and results most of
the time in a redesign of the hardware. The idea arose to replace the tasks of the hardware
as far as possible by software for the purpose of easy and especially cost-saving redesign.
Due to the required high computational effort for processing GNSS signals, the idea became
feasible not before the first powerful microprocessors appeared. The first software-based
receivers were implemented about one decade ago. Nowadays the developers try to use
the increased computing power, especially the increased computational performance in cell
phones or hand held devices, for signal processing with the advantage of producing less
expensive GNSS receivers. Furthermore software-based receivers are especially useful for
research and development activities. The implementation and testing of new algorithms
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CHAPTER 1. INTRODUCTION 2

and strategies becomes easier and saves time, especially considering signal processing mod-
els and methods. Advanced algorithms are designed to enhance the performance which will
open new fields of applications. A software-based receiver offers the possibility to access
all different processes within a receiver. Thus, the integration with other complementary
navigation systems can be easily achieved. For a deep integration with another naviga-
tion system, for example the use of raw GNSS observation data is necessary and in return
the data of the complementary navigation system are used to steer the algorithms of the
GNSS receiver to improve its performance. Since conventional hardware-based receivers
are not suitable for this kind of integration, software-based receivers can fill this gap and
can be used easily instead. Future innovation in receiver design, in navigation sensor inte-
gration techniques, and in meeting application requirements will be directly linked to the
software receiver architecture (Morton 2007). Software-based receivers will also become
more important on the global market due to cost optimization and miniaturization. The
development is just at the beginning and will evolve rapidly in the future and, furthermore,
will be part of the general market evolution.
The development of software-based GNSS receivers in the past concentrated on single fre-
quency and single system solutions. Hardly any dual-frequency and dual-system and/or
multi-frequency implementations have been developed so far. By using more than one
GNSS and more than one frequency an improvement of accuracy and integrity becomes
feasible and, thus, the range of applications is widened. An improvement of accuracy, due
to the reduction of ionospheric errors, is achieved when processing multi-frequency mea-
surements of one system. The availability and integrity is increased by using two different
systems. These enhancements are needed, for example, within safety critical applications
on land, on sea, in the air, or in space.
This thesis presents the development and the analysis of a multi-frequency software-based
GNSS receiver, capable of processing two GPS and one Galileo frequencies. The performed
research covers the following topics:

• Software-based signal processing approach in order to reduce the hardware compo-
nents;

• Acquisition and tracking methods for processing different GNSS signals;

• Ionosphere-free pseudorange combination to improve the position accuracy;

• Combined GPS and Galileo position solution;

• Use of simulated and real-world data for verification and performance analysis.

The current implementation of GPS and Galileo marks a first step and builds the basis for
future work. Besides the further adaptation of receiving other GNSS signals, the software-
based receiver platform serves as an ideal scientific playground for the investigation of
signal processing techniques and, furthermore, for the integration with other navigation
sensors.
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1.2 Thesis outline

Chapter 1 states the motivation for the thesis and explains the structure of it. A state-
of-the-art analysis shows the current software-based receiver market and highlights the
innovative elements and the related work of this thesis.
Chapter 2 starts with a short introduction to GNSS signals and systems. The differ-
ent signal structures of GPS and Galileo, as well as their navigation data are described.
Furthermore the different pseudorandom noise (PRN) sequences and their correlation prop-
erties are discussed in detail. Special focus is put on the civil and open-service signals of
GPS and Galileo.
Chapter 3 gives an overview of the software-based receiver structure and a short introduc-
tion to the GNSS front-end module, which affects the sampled raw data characteristics. The
basic modules and their interrelation within the developed receiver are discussed briefly.
Chapter 4 describes the GNSS signal acquisition in detail. The implementation of the par-
allel code phase search acquisition method is described in more detail. The zero-padding
strategy, needed for the acquisition of several civil signals, is discussed. Acquisition results
of different systems and signals show the performance of this module.
Chapter 5 deals with code and carrier tracking and the data demodulation. Different
strategies for tracking GPS and Galileo signals are described. In case of Galileo signal
tracking the multiple gate discriminator technique is investigated. The performance of
the developed module is discussed by showing selected results of simulated and real-world
data.
Chapter 6 discusses the computation of the raw observables and the recovery of the
ephemerides data. The topics of cyclic redundancy check (CRC), forward error correc-
tion (FEC), and block de-interleaving are also described in detail.
Chapter 7 provides information about the positioning algorithm for a combined GPS and
Galileo receiver. The problem of combining different systems and signals is addressed in
order to implement new error mitigation and correction strategies and, thus, to obtain
a more accurate and robust position solution. In this context the problem of combining
different coordinate and time reference frames is explained and solved step-by-step. Algo-
rithms for processing dual-frequency measurements to eliminate the ionospheric error are
presented.
Chapter 8 shows different test cases and results using both simulated and real-world data.
Real-data recordings of GPS L2C, GPS L1, and GIOVE-A/B signals and simulated GPS
and Galileo signals are used to show the potential of the new receiver architecture. Special
focus lies on the performance evaluation of the dual-frequency measurements. Finally, the
execution time and processing load are discussed.
Chapter 9 concludes this thesis and provides an outlook to future topics.

1.3 State-of-the-art

Many different definitions of a software-defined radio (SDR) can be found in literature, e.g.,
in Buracchini (2000) or Mitola (1995). Following Won et al. (2006) the widely accepted
SDR definition in the field of GNSS is a receiver in which internal digital signal processing
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is carried out by a programmable processor applying software techniques. According to
Petovello and Lachapelle (2008) the term SDR is used in a more general sense, whereas
the term software-based is referred to those receivers which carry out all the internal signal
processing by software techniques (Won et al. 2006). Three different main SDR categories
exist (Won et al. 2006), as shown in Figure 1.1.

Real-time

FPGA

PC-based Embedded

Post-processing

Algorithm
prototyping

Signal
analysis

Software-defined radios

Figure 1.1: Software-defined radio categories

The majority of software-based receivers is located in the subgroup algorithm prototyping
and is thus designed for post-processing. Testing and validating newly developed algo-
rithms using real or realistic signals is often done by small software tools or some lines
of source code. Although most of them do not cover the whole receiver operations and
are far from real-time capabilities, some of them might be denoted as software-based re-
ceivers. Another field of application of a post-processing software receiver is GNSS signal
analysis, where new signals are studied, unpublished codes decrypted, or satellite failures
investigated. However, the GNSS SDR boom really started with the development of real-
time processing capabilities. At the beginning this was possible using special digital signal
processing (DSP) tools and later using conventional personal computers (PCs). Today
the trend is towards specialized processors for embedded applications. The hardware en-
vironments (processor speed, memory, available hard disk space) vary from PC-based to
embedded systems and so does the overall software design. Most of the PC approaches use
C++ or even MATLAB as development language, while in the embedded sector C or assem-
bler is used. Due to limited processing capabilities high-end multi-frequency receivers will
have a PC-based approach or can be found in the third category. The term FPGA refers
to an integrated circuit which is designed to be configured by the customer or designer
after manufacturing. The FPGA is generally programmed using a hardware description
language (HDL). Sometimes field programmable gate array (FPGA) based receivers can
be programmed in the field in a C-like language and are used in real-time multi-frequency
GNSS receiver developments (Overbeck et al. 2010). More discussion on the different
groups can be found in Won et al. (2006).
In the following, existing implementations of software-defined GNSS receivers are pre-
sented. Note that some terminologies will be used which will be explained later in this
thesis. The list is in alphabetical order of products and manufactures, without being
exhaustive, but covering the most important players in the market.

• The Aerospace Research and Technology Centre (CTAE) is providing an open source
receiver, called GPS-SDR, based on universal software radio peripheral (USRP) and



CHAPTER 1. INTRODUCTION 5

SiGe Semiconductor components. It is able to process GPS L1 and Galileo E1 signals.
The C++ source code is available at http://www.ctae.org/sdr/.

• Baseband Technologies offers a GPS L1 C/A-code PC-based or embedded-based soft-
ware receiver (http://www.basebandtech.com/images/Technical Paper - Next Gener-
ation Software-based GPS Receiver for Real-World Applications.pdf ).

• A GPS software receiver toolkit is provided by the Data Fusion Corporation. The
toolkit is available as MATLAB toolkit, as C toolkit, or as DSP/C toolkit and pro-
vides GPS L1 processing capabilities (http://www.datafusion.com/gps/brochure.pdf ).

• The fastgps project is another open source project featuring GPS L1 C/A signals
and is available at SourceForge (http://fastgps.sourceforge.net).

• Fastrax Software GPS was developed for high-volume consumer devices (e.g., per-
sonal navigation devices, mobile internal devices, smart phones, or laptops). Accord-
ing to http://www.fastraxgps.com it is able to process GPS L1 signals.

• GPS Laboratory at Cornell University developed a GPS L1/L2 software receiver
written in MATLAB, called GPSL (http://gps.ece.cornell.edu/SFRCX.html).

• The University of Catalunya has developed a GNSS open source software receiver,
capable of processing GPS L1 C/A signals. The receiver is FPGA based and uses an
open source software-defined radio platform (Universal Software Radio Platform) for
the signal processing. The GNU general public license (GPL) radio project library
configures the platform and the data processing is done by the GPS-SDR open source
project software (http://www.cttc.es/resources/doc/090608-gnssdemo-64145.pdf ).

• Regarding observable processing and data management the GPS Toolkit (GPSTk)
from the University of Texas has to be mentioned. GPSTk is an open source project
providing comprehensive libraries and sets of utilities for GPS research, analysis,
and development. The GPSTk suite is a platform-independent software written in
C++ able to process GPS L1 and L2 raw observations (http://www.gpstk.org).

• The University FAF Munich developed a software receiver completely in software (Vi-
sual C++ / assembler). The ipexSR (Institute of Geodesy and Navigation PC-based
Experimental Software Receiver) is capable of processing multi-frequency GNSS sig-
nals in real-time or post-processing. The FPGA-based receiver is capable of process-
ing GPS L1/L2/L5, Galileo E1/E5/E6 as well as GLONASS G1/G2 signals and can
operate in real-time kinematics (RTK) mode
(http://www.ifen.unibw-muenchen.de/news/ipexSRInfo.pdf ).

• NAMURU II GPS receiver is an FPGA based receiver capable of processing GPS L1
and L2 signals (http://www.dynamics.co.nz/index.php?main page=page&id=11 ).

• NGene is a full software receiver developed by the Instituto Superiore Mario Boella
(ISMB) and Politecnico di Torino. It is able to process GPS L1, EGNOS L1, and
Galileo E1 signals in real-time (Fantino et al. 2009).
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• An open source software (OpenSourceGPS) is provided by Clifford Kelley for pro-
cessing GPS L1 signals using an embedded system for signal processing
(http://www.home.earthlink.net/∼cwkelley/ ).

• An open architecture software GNSS receiver has been written in C and C++ by the
Center for Remote Sensing, Inc. (CRS). The receiver components are based on CRS’s
Windows-based IMPULSE software and can be ported to DSP, FPGA, or single chip
for real-time applications. Two different versions exist. While SGS-CA-001-01 is
able to process GPS L1 C/A, SGS-DF-002-01 is a dual-frequency P-code receiver
(http://www.cfrsi.com/products/gpssystemsoftrx.html).

• The Position, Location And Navigation (PLAN) Group of the University of Calgary
developed the SNRx (GNSS Software Navigation Receiver). It is a C++ class-based
software receiver and utilizes GPS L1 C/A, L2C, L5 and L1C signals, Galileo E1B,
E1C, E5a-I, E5a-Q, E5b-I and E5b-Q signals, and GLONASS G1 and G2 civil signals.
It is designed for any available co-processors (e.g., FPGA, DSP)
(http://plan.geomatics.ucalgary.ca/software gsnrx.php).

• Sogei offers simulation software modules in C language for acquisition, tracking and
positioning of GPS, Galileo, and EGNOS L1 signals
(http://www.sogei.it/flex/cm/pages/ServeBLOB.php/L/EN/IDPagina/202 ).

• The Danish GPS Center offers a software-defined receiver (softGPS project) capable
of processing the GPS L1 C/A signal in post-processing mode. The complete receiver
source code is written in MATLAB and is part of a book by Borre et al. (2007)
(http://kom.aau.dk/project/softgps/ ).

• Based on the Danish GPS Center source code a software-defined GPS/GLONASS
receiver is available at http://gnss-sdr.ru. The source code of the receiver is written
in SCILAB, which is an open-source analogue of MATLAB.

• Intecs S.p.A offers both: a real-time software receiver and a software digital signal
analysis tool. The first tool (Softrec) supports GPS and EGNOS L1 signals, the
second one, named SoftrecG3, supports all GNSS navigation signals
(http://www.intecs.it/eng/prodotti dettagli.asp?IDProdotto=12 ).

• SPIRIT GLONASS + GPS software is designed to run on different platforms (e.g.,
ARM Cortex, TI C64, or Intel Atom processor) offering a combined GPS/GLONASS
L1 position solution
(http://www.spiritdsp.com/products/super-sensitive-software-gnss-receiver.php).

• The SX-NSR software receiver developed by IFEN GmbH is able to process GPS
L1/L2/L5, GLONASS G1/G2, Galileo E1/E5/E6, and SBAS L1 signals in real-time
(http://www.ifen.com/sx-snr).

Table 1.1 summarizes the main characteristics of the existing software-defined GNSS re-
ceivers and compares them with the software-based GNSS receiver presented in this thesis.
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Table 1.1: Existing software-defined GNSS receivers

Name
Processing Platform System Frequency

real-time post-processing PC Other GPS GLONASS Galileo Single Multi

Baseband Technology x x x x
Cornell University x x x x x
CTAE x x x x x
Data Fusion Corporation x x x x
FastGPS x x x x
Fastrax x x x x x
GPS Toolkit x x x x
NAMURU II GPS x x x x
NGene x x x x x
OpenSourceGPS x x x x
ipexSR x x x x x x
IMPULSE x x x x (P-Code)
Sogei x x x x x
Danish GPS Center x x x x
gnss-sdr.ru x x x x x
Intecs S.p.A x x x x x x x
SPIRIT GLONASS + GPS x x x x x
SX-NSR x x x x x x
University of Calgary x x x x x
University Catalunya x x x

Developed receiver x x x x x
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1.4 Innovative elements

The innovative elements of this thesis are based on technologies and algorithms of signal
processing and satellite navigation, which are tailored to the task of processing open-service
GPS and Galileo signals in order to obtain a combined dual-frequency GPS and Galileo
user position. As shown in Sect.1.3 and Table 1.1 most of the existing software-based
receivers are GPS single-frequency receivers. Only some of them are capable of processing
more than one frequency and more than one system. The developed receiver presented in
this thesis is capable of processing multi-system and multi-frequency signals in order to
enhance availability, accuracy, and integrity. The signal processing tasks have been imple-
mented in software using C++ language. The developed receiver is capable of processing
GPS L1 C/A and L2C signals, as well as Galileo E1B signals. The signal acquisition
has been optimized to the parallel code-phase acquisition method. The necessity of using
a zero padding algorithm has been investigated and tested. The signal acquisition has
been tested using the available Galileo in-orbit validation element signals. The difficulties
in tracking different GNSS signals have been analyzed. Therefore several tracking meth-
ods, using different settings, have been compared in performance. The influence of the
ionosphere on the receiver position accuracy has been examined and different approaches
for reducing the ionospheric errors are presented. The investigations focus on the use of
ionosphere models, as well as on the use of dual-frequency observations. Two ionospheric
models (Klobuchar and NeQuick) have been implemented and compared. Concerning the
dual-frequency observations three different methods are presented and compared, analyz-
ing their advantages and disadvantages. Referring to the combination of GPS and Galileo
the issue of the different reference times has been discussed and two different methods
have been compared. An innovative scheme for weighting the different observations has
been elaborated and is presented. Recordings of real-world and simulated data are used
to evaluate the performance of the receiver developed. This thesis describes an indepen-
dent realization of a software-based receiver, able to handle measurements of two different
frequencies of two different GNSS, which has been used to explore new fields of research,
whose results are presented, and which provides a tool for further research work in the field
of satellite navigation.

1.5 Related work and publications

The position, velocity, and time computation has been developed by the author of this
thesis in the context of his employment at TeleConsult Austria GmbH (TCA) within the
GAMMA (Assisted Galileo/GPS/EGNOSMass Market Receiver) and GAMMA-A (Galileo
Receiver for Mass Market Applications in the Automotive Area) projects (www.gamma-
project.info). The research and development projects GAMMA as well as GAMMA-A have
been managed by the European GNSS Agency (GSA) and have been co-funded within the
6th and 7th Framework Programme of the European Union. The extension regarding the
GPS L2C capability has been performed by the author within the SoftGNSS 2 (Dual-
frequency software-based GNSS receiver) project. The research and development project
SoftGNSS 2 has been managed by the Austrian Research Promotion Agency (FFG) and
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has been co-funded through the Austrian Federal Ministry for Transport, Innovation, and
Technology (BMVIT). The part concerning signal processing was developed independently
from the projects mentioned above, although investigations have been done within the
SoftGNSS 2 project by the Signal Processing and Speech Communication Laboratory at
Graz University of Technology in parallel. Parts of this thesis have been presented earlier
at various conferences, meetings, and magazines in particular Berglez et al. (2009), Berglez
et al. (2010), Overbeck et al. (2010), Rügamer et al. (2010), Huber et al. (2011), and
Berglez (2008).



Chapter 2

GNSS signals and systems

2.1 Introduction

Within the last two decades the term GNSS was used as a synonym for the US navigation
system with timing and ranging (NAVSTAR) Global Positioning System (GPS). The GPS
concept dates back to the early 1970’s and was developed for the military forces as an all-
weather, space-based navigation system to allow the accurate determination of position,
velocity, and time (Wooden 1985). The design – originally for military use only – was
then changed to a dual-use system to serve both, military and civilian applications. Since
that decision the number of civil users and applications increased constantly. For many
applications, particular those demanding high position accuracy and integrity (alerting
the user in case of malfunctioning), one system alone cannot provide the required level of
performance. The GPS was not the only GNSS available, but the Russian counterpart
GLONASS lacked over years an adequate number of satellites for reliable applications
(Cojocaru et al. 2009).
The modernization of current GNSS (i.e., GPS and GLONASS) and also the development
of new systems were mainly driven by new increased user requirements. Thus, in the 1990’s,
the Department of Defense (DoD) in cooperation with the Department of Transportation
(DoT) started a GPS modernization process, denoted as GPS II and GPS III (McDonald
2002). In 1994, the European Union (EU) decided to launch a two-step program. The
first step – denoted as European’s contribution to GNSS-1 – is the European geostationary
navigation overlay service (EGNOS) which enhances the accuracy and integrity of GPS
within Europe. The second (GNSS-2) is the deployment of an independent GNSS, known
as Galileo. Also the Russian government decided to re-activate its GLONASS program
(Bartenev. et al. 2006) and to modernize it. Besides these, China currently develops and
deploys a global navigation satellite system called Beidou/Compass. Other countries are
planning activities in this field as well. In addition, these systems are enhanced by SBAS
and GBAS.
From the technological point of view the modernized and new systems encompass new
generations of satellites, new technologies in ground stations, new software routines but
most importantly also new signals in various frequency bands. Thus, the improvements
affect all levels of GNSS: the space segment, the user segment, and the ground segment.
More details on the different systems and the modernization is given in Hofmann-Wellenhof
et al. (2008) or Kaplan (2006). The modernization program of the existing GNSS, together
with the deployment of new GNSS and regional systems, including SBAS, brings numerous
systems and signal players into the field of navigation. Thus, a lot of radio navigation
signals are currently, and will in the future too, be transmitted from space to earth. Since

10
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this thesis focuses on the civil GPS and Galileo signals and their combination, only the
signal structures of importance, including their main characteristics, are presented here;
more thorough discussions of general GNSS operations and applications can be found in
Hofmann-Wellenhof et al. (2008), Misra and Enge (2006), or Gleason and Gebre-Egziabher
(2009). All systems in common is that they utilize broadcast signals, emitted from orbiting
satellites and propagating through the atmosphere for time of arrival ranging. Satellite
signal transmissions are based on highly accurate atomic frequency standards.

2.2 Characterization of GNSS signals

GNSS satellite signals are referred to as direct sequence spread spectrum (DSSS) signals.
In telecommunications in general, spreading the spectrum of a signal is a technique where a
signal is transmitted using a bandwidth larger than required to contain the payload (Ward
et al. 2006a). Following Hofmann-Wellenhof et al. (2008), such a signal can be described
using a three-layer model, as shown in Figure 2.1.

Data-link layer

Ranging code layer

Physical layer

Signal in space
(phase modulated)

D(t)

C(t)

f(t)

s(t)

+1

-1

+1

-1

Figure 2.1: Composition of a GNSS signal

The signal is composed of a physical layer (the carrier wave), a ranging code layer, and a
data message layer. The physical layer characterizes the physical properties of the trans-
mitted signals (e.g., frequency, power, etc.). The ranging code layer consists of periodic
noise-like binary sequences of rectangular pulses. These sequences C[k] ∈ {−1,+1} are
so-called pseudorandom noise (PRN) codes and have spectral properties similar to random
binary sequences but are actually deterministic. The data-link layer, also denoted as nav-
igation data, consists of a sequence of bits D[m] ∈ {−1,+1}. This bit sequence contains
information about satellite orbits, satellite constellation status, correction data, and other
necessary data. The PRN code as well as the navigation data are then modulated onto the
physical layer. By choosing D[m] and C[k] ∈ {−1,+1} a binary phase-shift keying (BPSK)
modulation is achieved. Note that the PRN code has a much higher symbol rate compared
to the navigation data and thus spreads the signal across a wide bandwidth. Retrieving
the information can be done by ‘de-spreading’ the spectrum, by correlating the incoming
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signal with the same locally generated PRN sequence. This layer structure is inherent to
all GNSS signals, but they use different types of ranging codes, data messages, and carrier
frequencies.
Several reasons for using DSSS signals for satellite navigation exist (Kaplan 2006). For ex-
ample, the high symbol rate of the PRN code enables precise ranging by the receiver using
the good correlation properties. Further, DSSS signals provide a certain level of resistance
to both unintentional and intentional interference, as well as a certain degree of multipath
resistance. The use of different PRN sequences, transmitted on the same frequency, enables
multiple satellites to transmit signals simultaneously. This method, transmitting multiple
DSSS signals with different spreading sequences on a common carrier frequency, is called
code division multiple access (CDMA). For the diversification of the satellite signals GPS
and Galileo use CDMA, meaning that different codes of different satellites are transmitted
on the same carrier frequency. GLONASS in contrast uses frequency division multiple
access (FDMA). Thereby, the same code is transmitted on different frequencies, for signal
separation. Since CDMA and FDMA require different signal processing techniques, the
next generation of GLONASS satellite signal components will use CDMA techniques for
compatibility reasons to other GNSS. This will also reduce the hardware complexity for
combined GPS, Galileo, GLONASS receivers.

2.2.1 Signals and data

The emitted satellite signal s(t) can be expressed mathematically as

s(t) =
√
2P

∞
∑

m=−∞

NC−1
∑

k=0

D[m]C[k] rectTC
(t−mTD − kTC) cos(2πft), (2.1)

where P denotes the signal power, D[m] and C[k] the data message sequence and the
ranging code sequence respectively, TC and TD the chip duration and the data bit duration,
f is the (linear) frequency, and t is the time parameter. The function rectTC

(t) represents
the rectangular pulse of duration TC and is defined as

rectTC
(t) =

{

1 for t ∈ [0, TC ]

0 otherwise.
(2.2)

For the sake of simplicity, the signal, defined in (2.1), will be represented in the following
chapters as (Hofmann-Wellenhof et al. 2008)

s(t) =
√
2PD(t)C(t) cos(2πft). (2.3)

In this case C(t) is given by

C(t) =

NC−1
∑

k=0

C[k] rectTC
(t− kTC), (2.4)

where NC represents the PRN code length. Analogous D(t) is given by

D(t) =
∞
∑

m=−∞

D[m] rectTD
(t−mTD). (2.5)
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The relationship between code chip duration TC , the code length NC , and the data bit
duration TD is given by

TD = NPNCTC , (2.6)

where NP defines the integer number of code epochs per data bit. The most common
modulation used in GNSS is binary phase-shift keying (BPSK). Some of the upcoming
new GNSS signals use binary offset carrier (BOC) modulation. The differences between
BPSK and BOC as well as the advantages and disadvantages are discussed in Sect. 2.2.2.
Commonly more than one PRN sequence and data message are transmitted on one carrier
frequency signal by modulating the code sequences on the carrier using an in-phase I and
a quadrature-phase Q component. The IQ-modulated (or quadrature modulated) signal
can be written as

s(t) =
√

2PIDI(t)CI(t) cos(2πft)−
√

2PQDQ(t)CQ(t) sin(2πft), (2.7)

using two different power levels (PI , PQ), data messages (DI , DQ), and PRN codes (CI ,
CQ) and is known as quadrature phase-shift keying (QPSK). It is used for example in the
case of GPS L1, combining C/A- and P-code. As mentioned in Sect. 2.2 the GNSS signal
design is very important to meet the application requirements. Beside the correlation
properties of the PRN code, the signal power distribution within the designated frequency
band is important too. The two signal properties of most importance to describe these
characteristics are the crosscorrelation function and the power spectral density (PSD). The
crosscorrelation function is defined as

R(τ) = lim
T→∞

1

2T

∫ T

−T

s1(t)s2(t+ τ)dt. (2.8)

It describes the degree of correspondence of two signals s1(t) and s2(t) as a function of time
shift τ between them. A correlation coefficient R(τ) = 0 represents perfect orthogonality
of signals. In case of s1(t) = s2(t), (2.8) represents the autocorrelation function (ACF).
At zero lag, τ = 0, the ACF has a maximum. The important correlation properties of a
DSSS signal using a PRN binary code are (Hofmann-Wellenhof et al. 2008):

• maximum correlation at zero lag;

• uncorrelated at τ 6= 0;

• uncorrelated with any other PRN sequence.

The orthogonality of the signals and good correlation properties are needed to isolate one
satellite signal from the other and to minimize interference between the signals. Note that
PRN codes are finite sequences and not continuous functions, thus, the crosscorrelation
between two sequences C1 and C2, both with length N , is calculated by

R[m] =
1

N

N−1
∑

n=0

C1[n]C2[n+m]. (2.9)

In case of n+m ≥ N the sequence C2[n+m] is shifted according to (n+m) modulo N . Note
that in this equation the time shift in C2[n+m] is circular because the discrete operation
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is periodic (Tsui 2005). The power spectral density |S(f)|2 describes the distribution of
power within the signal with respect to the frequency and is based on the Fourier transform
S(f) of the autocorrelation function:

S(f) =

∫ ∞

−∞

R(τ)e−2πifτdτ. (2.10)

Figure 2.2 shows the ACF and PSD for a simple rectangular function. Note that the
smallest unit of a PRN code sequence is called chip.
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Figure 2.2: Rectangular signal (a), autocorrelation function (b), and power spectral density
function (c)

Special emphasis in the following sections is laid on the signals of GPS L1 C/A, GPS L2C,
and Galileo E1B/E1C open service (OS), using the BPSK, BOC, and multiplexed binary
offset carrier (MBOC) code modulation.

2.2.2 Binary offset carrier modulation

At the BOC signal modulation the PRN spreading code is modulated using a rectangular
subcarrier derived from a sine or cosine phase. The subcarrier-function of code chips is
defined as

sign(cos(2πfst)), (2.11)

with subcarrier frequency fs and the code chips starting at t = 0. Thus, by expanding
(2.1) a satellite signal using a BOC modulation can be written as

sBOC(t) =
√
2P

∞
∑

m=−∞

NC−1
∑

k=0

D[m]C[k] rectTC
(t−mTD − kTC) sign(cos(2πfst)) cos(2πft).

(2.12)
It is abbreviated using BOC(fs, fc), where fs is the subcarrier frequency, and fc is the
PRN code chipping rate, both multiples of the carrier frequency. The subcarrier frequency
is chosen to have an integer number of half periods, Ts (subchips) within a chip of the
spreading sequence. The basic code chipping frequency, which is common to GPS and
Galileo, is defined as f0 = 1.023 MHz. Thus, fs and fc are defined as:

fs = mf0 =
1

2Ts

, (2.13)
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fc = nf0 =
1

Tc

. (2.14)

The notation BOC(n,m) represents a short version for a BOC modulation generated using
a m×1.023 MHz square wave frequency for the subcarrier and a n×1.023 MHz PRN code
chipping rate. Note that in the literature often the additional subscripts s and c are used
to distinguish the sine-phased and the cosine-phased subcarrier. Analogously, the BPSK
codes can be written as BPSK(n).
The main purpose of the sub-modulation method is to shape the frequency spectrum in
order to assign the signal energy to a dedicated frequency part, i.e, the signal power is
shifted away from the carrier frequency in upper and lower side bands, with zero power
at the center frequency. The center frequency having zero power is the primary benefit
of BOC modulation (Gleason and Gebre-Egziabher 2009). This allows using the same
frequency alongside existing phase-shift keying (PSK) signals. An additional advantage
lies in the higher resistance to multipath and a small advantage in the code tracking
accuracy (Gleason and Gebre-Egziabher 2009). However, signal acquisition and tracking
are becoming more difficult in the presence of a subcarrier modulation due to appearance
of additional side peaks in the autocorrelation function (Sect. 4.3). The proposed Galileo
E1 open service (OS) signal (Sect. 2.4) is composed of two different BOC modulations
using a certain ratio of power, called MBOC. In case of Galileo E1 OS, a BOC(1,1) and
a BOC(6,1) are combined to a MBOC(6,1,1/11). Thereby, the signal power is 10/11 for
BOC(1,1) and 1/11 for BOC(6,1). This method adds additional power to the side lobes
and thus enhances the receiver’s tracking properties. The power spectral density of the
MBOC(6,1,1/11) signal is analytically given by:

|S(f)|2 = 10

11
|SBOC(1,1)(f)|2 +

1

11
|SBOC(6,1)(f)|2. (2.15)

For details on the different types of implementations please refer to, e.g., Hein et al. (2006).
Figure 2.3b shows a PRN sequence modulated with a subcarrier. In the right part of Figure
2.3 the analytical PSDs of a BPSK(1), a BOC(1,1), and a MBOC(6,1,1/11) modulated
signals are shown.
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Figure 2.3: Binary offset carrier modulation (a) and comparison of different power spectral
densities (b)
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2.3 GPS signals

The US satellite navigation system consists nominally of 24 operational medium earth
orbit (MEO) satellites deployed in 6 evenly spaced planes with an inclination of 55◦. The
constellation was designed to provide global coverage with four to eight visible satellites
above 15◦ elevation at any time of day. The satellites have an altitude of about 20 200 km
above the earth’s surface and an orbital period of one half of a sidereal day. The whole
timing and signal generation is based on the fundamental frequency f0 = 10.23 MHz. GPS
uses three different carrier frequencies for satellite navigation, denoted as L1, L2, and L5
link. The frequencies are situated in the L-band of the electromagnetic spectrum and are
multiples of the fundamental frequency. The multipliers as well as the resulting carrier
frequencies and wavelengths are listed in Table 2.1.

Table 2.1: GPS frequency bands

Link
Factor Frequency Wavelength

(∗f0) [MHz] [cm]

L1 154 1 575.42 19.0

L2 120 1 227.60 24.4

L5 115 1 176.45 25.5

2.3.1 Civil signals

In its current configuration the L1 link consists of two components: the coarse/acquisition
(C/A-) code and the precision (P-) code. The C/A-code is a public available PRN sequence
for civilian use having 3 dB more power than the P-code and refers to the standard posi-
tioning service (SPS). The P-code in contrast refers to the precise positioning service (PPS)
for military users. The P-code is encrypted using the W-code to the so-called P(Y)-code.
The use of the P(Y)-code is restricted to authorized users only. The C/A-code has a
length of 1 023 chips with a code frequency fc of 1.023 Mega chips per second (Mcps).
The modernization of GPS brings a new set of signals for civilian use into the L1 link,
denoted as L1C. Following European Commission (2010) it will be composed of a data
channel (L1CD) and a pilot channel (L1CP ). The L1C signal is not intended to replace
the C/A-code but to provide superior performance while maintaining compatibility and
interoperability with other signals in the same frequency band. In the past the L2 link was
used for transmitting precision and additional military codes only. Up to now civil users
utilize codeless or semi-codeless techniques in order to take benefit of the second frequency
L2 (Hofmann-Wellenhof et al. 2008). According to Department of Defense (2008) the DoD
plans to phase out semi-codeless phase relationships between L1 P(Y) and L2 P(Y) by
December 31, 2020. Thus civil users are encouraged to utilize the next-generation civil
signals. In the first GPS modernization step a second civil signal was added to the L2 link,
referred to as L2C-code. This signal carries a chip-by-chip multiplexed civilian moderate
length code (CM) with a code length of 10 230 chips and a longer length code (CL for
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civilian long) with 767 250 chips. Muthuraman et al. (2007) state as a unique property of
L2CM- and L2CL-codes that the number of ones and zeros are equal. The navigation data
are modulated only on the L2CM-code at 50 bps (bits per second) and thus the L2CL-code
serves as a pilot channel, which means that no data message is available. Pilot channels
are used to increase the sensitivity of a receiver. As of June 1st, 2012, there were in total 9
GPS satellites transmitting the L2C signal. Since the start of the first Block IIF satellite
in May 2010 (Langley 2009) GPS is transmitting civil navigation signals, referred to as
L5C, on a third frequency (L5 link). It is designed to meet the requirements of safety-of-
life applications. The L5C signal can be split into a L5I-code and a L5Q-code being in
phase quadrature and using a QPSK(10) modulation. Although the first 2 satellites are
already transmitting the new L5C signal, a full constellation will not be available before
2015. According to UNAVCO (http://facility.unavco.org) no launches of satellites capable
of transmitting L1C are scheduled until at least 2015.
Table 2.2 provides an overview of the main characteristics of the available and planned
civil signals transmitted by GPS satellites. Note that the parameters of the modernized
GPS signals were taken from Hofmann-Wellenhof et al. (2008) and are subject to change.

Table 2.2: Civil GPS signals

Link
PRN
code

PRN code
length [chip]

Code
rate

[Mcps]
Modulation

Bandwidth
[MHz]

Data rate
[sps/bps]

L1
C/A 1 023 1.023 BPSK(1) 2.046 50/50

L1CD 10 230 1.023 MBOC(6,1,1/11) 4.092 100/50

L1CP 10 230 · 1 800 1.023 MBOC(6,1,1/11) 4.092 –

L2
L2CM 10 230 1.023 BPSK(1) 2.046 50/25

L2CL 767 250 1.023 BPSK(1) 2.046 –

L5
L5I 10 230 · 10 10.23 BPSK(10) 20.46 100/50

L5Q 10 230 · 20 10.23 BPSK(10) 20.46 –

To generate the mentioned PRN codes, linear feedback shift registers (LFSRs) are used.
More information on LFSR and on PRN code generation is provided in Chap. 4.

2.3.2 Navigation data structure

The modernized GPS uses two different structures for broadcasting the civil navigation
data. The data bit rate, in general, is synchronous but slow compared to the PRN code
epochs. The low data rate guarantees a low bit error ratio (BER) under weak signal con-
ditions (Dierendonck 1996). The original data message (NAV) is modulo-2 added with 50
bps to the C/A- and P(Y)-codes on L1 frequency, and optional on the L2 P(Y)-code. The
structure of the NAV message is organized in frames, divided into five subframes. Each
subframe has a length of 300 bits which corresponds to a duration of six seconds. Each sub-
frame starts with the telemetry word (TLM) containing an 8-bit synchronization pattern,
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followed by the hand-over word (HOW). Beside others the HOW contains the subframe
identification number and the time of week (TOW), sometimes denoted as Z-count. Each
subframe ends with six parity bits for error detection. The parity algorithm (CRC) as well
as a detailed description of the format and content can be found in Department of Defense
(2011). The navigation data format of the new GPS signals, denoted as civil navigation
message (C/NAV), is both more compact and more flexible than the NAV message. Ac-
cording to Department of Defense (2011), the C/NAV basic format is composed of 300-bit
long messages. Thereby, each message contains a CRC parity block consisting of 24 bits
covering the entire message. Nominally, according to Department of Defense (2011), the
C/NAV message contains more accurate data compared to the NAV message. The whole
bit stream is forward error correction encoded by a rate 1/2 convolutional code resulting
in a 50 sps (symbols per second) rate. For the decoding a Viterbi decoding algorithm is
used (Chap. 6). The benefit of this encoding is the more reliable recovery of the data bit
stream. Parkinson and Spilker (1996) state that it is possible to decode the data stream,
using a soft decision Viterbi decoding algorithm, with the same BER even at a 5 dB less
signal-to-noise ratio (S/N).

2.4 Galileo signals

The European satellite navigation system Galileo foresees a 27 + 3 satellite constellation
in three planes, having an inclination of 56◦ with respect to the equatorial plane (Falcone
et al. 2006). Two experimental satellites have been launched in 2005 and 2007, named
as GIOVE-A and GIOVE-B. The acronym GIOVE stands for Galileo in-orbit validation
element. These satellites were the first to emit Galileo-like signals. On October 21st, 2011
the first two Galileo in-orbit validation (IOV) satellites have been successfully launched.
The third and fourth Galileo IOV satellite were launched on October 12, 2012. This
marked the start of space segment construction for the European satellite navigation system
(European Space Agency 2011). The first Galileo user position computation, using the
four IOV satellites, is expected in spring 2013. The full operational capability (FOC) is
scheduled for 2018. For compatibility reasons with other GNSS, the Galileo signals will be
situated in the L-band and will use CDMA techniques. In total five carrier frequencies are
foreseen: E1, E6, E5, E5a and E5b. The carrier frequencies, obtained from the fundamental
frequency f0 = 10.23MHz, are summarized in Table 2.3. Note that E1 corresponds to L1
in the GPS nomenclature and that E5a is equivalent to the GPS L5 band. The E5 band is
typically denoted as E5a + E5b band, as it can be seen as the union of those two bands.

2.4.1 Open service signals

Galileo uses a service-oriented approach. It will provide ten different signal types making
it possible to offer five different services: open service (OS), commercial service (CS), pub-
lic regulated service (PRS), safety of life (SoL) and search and rescue (SAR). Note that
according to European Commission (2011) the SoL service will not be available during the
initial operational capability (IOC) phase and studies to redefine this service are currently
conducted. Galileo, like GPS, also utilizes spread-spectrum signals to multiplex different
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Table 2.3: Galileo frequency bands

Link
Factor Frequency Wavelength Bandwidth

(∗f0) [MHz] [cm] [MHz]

E1 154 1 575.420 19.0 32.0

E6 125 1 278.750 23.4 40.9

E5 116.5 1 191.795 25.2 51.2

E5a 115 1 176.450 25.5 24.0

E5b 118 1 207.140 24.8 24.0

signals. The different signals can be split into two groups: signals containing navigation
data (referred to as data channels), and signals without navigation data (called pilot chan-
nels). Data and pilot channels are situated in pairs in each band, except for E1A and E6A.
Both, data and pilot signals, are transmitted at equal power. The purpose of the pilot
channel is to improve the tracking performance under weak signal conditions by using long
coherent integration time (Chap. 5). In order to provide better crosscorrelation properties,
Galileo will use ranging codes of longer length compared to GPS. One method of generating
longer ranging codes is to combine a faster medium length code, called primary code, with
a slower smaller length secondary code. Galileo uses secondary codes of different length
combined with the primary codes to form the final spreading codes.
Three data and three pilot channels, out of the ten signals are accessible to all Galileo
users. The E1 link includes three navigation signals, denoted as E1A, E1B, and E1C.
While E1A is used for the PRS and thus classified, E1B and E1C are intended for OS.
The PRN codes of the data channel E1B and the pilot channel E1C are modulated by
MBOC(6,1,1/11), as described in Sect. 2.2.2. This reduces the inter-system interference
but maintains compatibility and interoperability. Both components have a primary code
length of 4 096 chips. The E1B channel transports the navigation data, integrity infor-
mation, and encrypted commercial data and has no secondary code. The pilot channel
E1C in contrast is modulated by a secondary code of length 25 but carries no data. The
primary PRN code sequences of E1B and E1C are designed to be memory codes. This
means that they are not generated in the satellite or receiver by LFSR but are stored in
memory. The codes are published in European Commission (2010). The E5 link uses an
alternative binary offset carrier (AltBOC) in the specific case an AltBOC(15,10), modu-
lation scheme. The AltBOC allows a constant envelop modulated signal and is derived
from the BOC modulation. The AltBOC features a split spectrum with two main lobes.
Thus, the E5 signal can be seen as two separate sidebands. They are denoted as E5a
and E5b and are transmitting four OS signal components: two pairs of data and pilot
channels. The data channels on E5a and E5b are commonly denoted as E5a-I and E5b-
I, whereas the corresponding pilot channels are denoted as E5a-Q and E5b-Q. Following
Canalda Pedrós (2009) the AltBOC modulated signal can be represented by two separate
BPSK(10) modulations around the E5a and E5b center frequency. The E5a and the E5b
channel emit unencrypted ranging codes and in case of the data channels, also navigation
data. Thereby, E5a transmits the basic navigation data at a low data rate (50 sps) in
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order to enable a more robust data demodulation. The E5b data stream uses a data rate
of 250 sps and contains beside the basic navigation data, also integrity information and
encrypted commercial data. E5b features apart from the OS also the CS and the potential
SoL service. The E6 link is reserved for the commercial and the public regulated service.
Table 2.4 summarizes the properties of the available OS signals.

Table 2.4: Galileo open service signals

Link
PRN
code

Channel
PRN code length

[chip]
Code rate
[Mcps]

Modulation

primary secondary

E1
E1B data 4 092 1 1.023 MBOC(6,1,1/11)

E1C pilot 4 092 25 1.023 MBOC(6,1,1/11)

E5

E5a-I data 10 230 20 10.23 BPSK(10)

E5a-Q pilot 10 230 100 10.23 BPSK(10)

E5b-I data 10 230 4 10.23 BPSK(10)

E5b-Q pilot 10 230 100 10.23 BPSK(10)

2.4.2 Navigation data structure

Galileo transmits four message types according to the European Commission (2010). The
two message types accessible for civil users are the freely accessible navigation message
(F/NAV) and the integrity navigation message (I/NAV), while the other two, which are
encrypted, contain data for CS and PRS. As in the case of GPS, both civil message types
contain all necessary navigation data. The I/NAV message provides integrity information
in addition. Both messages are transmitted as a sequence of frames, composed of several
subframes. The subframes are further divided into pages. The page is the basic format
and can be transmitted in several time intervals, allowing a fast repetition of urgent data
(e.g., integrity information) and medium and slow repetition rates for less important data.
Each page consists of a synchronization pattern, data fields containing the data, and tail
bits. The allocation of the open-access navigation messages, as well as their data rates are
shown in Table 2.5.

Table 2.5: Galileo navigation message type allocation

Message type Services Channel(s) Data rate [sps/bps]

F/NAV OS E5a-I 50/25

I/NAV OS/CS/SOL E1B/E5b-I 250/125

Since both E1B and E5b-I transmit the I/NAV message, the page ordering between them
is changed to enable a faster data reception when using dual-frequency receivers. Both
navigation message types use a three-step error correction encoding to reduce the bit error
rate which occurs in general at higher bit rates. The data fields of each page are protected
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by a 24 bit cyclic redundancy check parity block to detect the reception of corrupted data
bits. The data fields, the CRC parity bits, and the tail bits are 1/2 convolutional encoded
with an FEC code. The FEC method is used in order to have a better BER. Using half rate
convolutional encoder results in a symbol rate which is twice the data rate. Finally, the
n× k block interleaver takes n× k symbols and fills a matrix column by column having k
rows and n columns. The symbols are then transmitted row by row. The F/NAV message
uses a block interleaver of size 61× 8, while the I/NAV message uses 30× 8. The detailed
message structure specifications of F/NAV and I/NAV, as well as the CRC, FEC and
interleaving parameters are available in European Commission (2010).



Chapter 3

Software-based receiver architecture

3.1 Introduction

This chapter provides an overview of the software-defined radio concept. Note that in
communications the term software-defined radio is commonly used, while in geodesy and
navigation the terminology software-based receiver is used. Since the background of the
author of this thesis is geodesy the term software-based receiver will be used in this thesis.
This chapter shows an approach which is common to nearly all software receivers: placing
the analog to digital conversion as close as possible to the antenna and processing as
much as possible using software techniques in order to reduce the hardware elements to a
minimum. Thus, the ideal case would be to digitize the GNSS signal right at the antenna.
But as the Nyquist (Shannon) theorem must be fulfilled, this results in a sampling frequency
of at least twice the analog bandwidth. Considering the GPS L1 frequency and assuming
a 2 bit quantization per sample the following rough estimation can be done:

fGPSL1
= 1575.42 MHz,

fsampling ≥ 2 · fGPSL1
≈ 3150 MHz, (3.1)

Data rate ≥ 2 · fsampling = 6.3 GBit/s ≈ 800 MByte/s.

This leads to a data rate of about 800 MByte per second which is, currently, too high
for energy efficient analog-to-digital converters (ADCs) and digital circuits. Thus, an
intermediate frequency (IF) analog front-end is used to downconvert the incoming signal
to an intermediate frequency in the MHz-range where it is converted into a digitized signal
(binary bit stream). As shown in Figure 3.1 the high-level receiver architecture is split into
a hardware and a software part.

Antenna

Analog RF
front-end

Analog to
digital

conversion

Acquisition Tracking
Position,

velocity, and
time solution

Hardware Software

Figure 3.1: Generic software-based GNSS receiver architecture

The developed software-based receiver can be split into the DSP part and the position,

22
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velocity, and time (PVT) part. The digital signal processing (DSP) covers the signal ac-
quisition, signal tracking, and raw data generation, and is implemented in software. The
computed raw data are then used within the position, velocity, and time (PVT) module to
obtain a user position. The flexibility of this software-based implementation allows modi-
fications and adaptations to new challenges by updating the software instead of replacing
hardware parts. This saves hardware development costs. Currently, the most common
receiver architectures are based on special hardware chips with the drawback that an up-
grade to new specifications is difficult and results in a redesign of the hardware. Following
Gleason and Gebre-Egziabher (2009) the primary innovation of a software receiver is the
elimination of digital signal processing hardware, resulting in great simplification of the
receiver design, including size, power consumption, cost, and flexibility. The disadvantage
is that the digital signal processing parts, especially the correlators, are still needed. The
correlation computation is, thus, moved to the central processing unit (CPU). This in-
creases the processing load of the software. On the other hand, the software trend caused
the engineers to have a closer look into signal processing and provides an optimum platform
for developing and testing new algorithms.

3.2 GNSS front-end

The process of data acquisition, how the digital signal is gained, and what constraints
arise thereby are important factors influencing the positioning performance. In general
the whole process starts with the GNSS signal, propagating through space, which is then
received by an antenna. The signal induces a voltage within the antenna which is extremely
weak. Department of Defense (2011) states a guaranteed signal power P of −158.5 dBW
in case of GPS L1 C/A at the earth’s surface. The thermal noise, following Hofmann-
Wellenhof et al. (2008), is assumed to be white and Gaussian distributed. The expected
power N of the filtered noise can be computed as product of the Boltzmann constant
k = −228.6 dBWK−1Hz−1, the absolute temperature T in Kelvin, and the bandwidth Br

processed by the receiver (Akos et al. 2000) and reads

N = kTBr [W]. (3.2)

The signal-to-noise ratio (S/N) describes the performance by relating the average signal
power P to the noise power N . Taking the above mentioned signal power P and the noise
power N for a typical signal bandwidth of 2 MHz, the S/N can be computed as follows

S/N = 10 log10
P

N
≈ −18 [dB]. (3.3)

In this case the S/N becomes negative. Thus, the signal is below the noise level and not
detectable by a spectrum analyzer. This feature shows the need for appropriate signal
processing to acquire and process the satellite signals. The induced voltage within the an-
tenna is forwarded to the radio frequency (RF) front-end. A typical RF front-end contains
a low-noise amplifier (LNA), filters to reject interfering signals, a mixer, and a local oscil-
lator (LO) for the downconversion. Figure 3.2 provides a generic overview of the front-end
operations.
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Figure 3.2: Schematic representation of a generic RF front-end

The front-end elements define the noise figure of the receiver and the observed signal
power Pr after the RF front-end. The relation between the received signal power to the
noise per 1 Hz, denoted as carrier-to-noise-power-density ratio (C/N0), reads as

C/N0 = 10 log10
Pr

N0

= 10 log10
Pr

kT
. (3.4)

In case of using the same values as in the example above the C/N0 is at about 45 dBHz.
According to Hofmann-Wellenhof et al. (2008) a C/N0 below 34 dBHz characterizes weak
signals. The LNA amplifies the received signal and rejects out-of-band interference by
using a bandpass filter. Afterwards a downconversion to IF is performed by a mixer driven
by an LO. Typically LOs are based on quartz crystal oscillators. Due to their instability
compared to atomic clocks a time drift is introduced. This drift in combination with the
offset between the satellite clock and receiver clock has to be considered as an unknown
parameter within the position estimation (Chap. 7). Starting from (2.3) the GPS L1 C/A
signal for one satellite sRF can be written as

sRF(t) =
√

2PC/A CC/A(t) D(t) cos(φ0 + 2π(fL1 − fd) t) + eRF(t), (3.5)

where φ0 denotes the initial received phase, fL1 the L1 carrier frequency, and fd the Doppler
shift. The last term, eRF represents the white Gaussian noise. The Doppler shift fd is a
frequency shift compared to the nominal frequency, caused by the relative motion between
transmitter and receiver (Chap. 4). Downconversion is a simple shift of the frequencies
within the frequency spectrum. This can be done by multiplying the incoming signal
centered on the frequency fL1 with a local generated pure harmonic signal fLO (Hofmann-
Wellenhof et al. 2008). The local oscillator is defined by the frequency fLO as

LO(t) = 2 cos(2πfLOt). (3.6)

Following Ziedan (2006), the mixing results in a signal with some harmonics plus upper
and lower sidebands, i.e., sidebands with center frequencies of (fL1+ fLO) and (fL1− fLO).
To remove the harmonics and the upper sideband a bandpass is used. The center frequency
of the lower sideband

fIF = fL1 − fLO (3.7)
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is called intermediate frequency (IF). The process of downconversion is shown in Figure 3.3.
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Figure 3.3: Frequency spectrum of the downconversion process

The resulting signal corresponds to

sIF (t) =
√

2PC/A CC/A(t) D(t) cos(φ0 + 2π(fIF − fd) t) + eIF (t). (3.8)

Note that not all receivers use the IF concept, but some manage the downconversion
directly to zero or near zero frequency, i.e., down to baseband fIF = 0. After the down-
conversion the analog to digital (A/D) converter discretizes the incoming signal into a
sequence of discrete samples and quantizes them by a predefined number of bit levels. An
automatic gain control (AGC) is used to keep the signal level within an acceptable range.
Thereby, the sampling frequency fs has to satisfy the Nyquist (Shannon) theorem in order
to reconstruct the signal from discrete samples and to prevent aliasing effects. Thus, fs has
to be greater than twice the maximum frequency of the IF signal. The quantization trans-
forms the signal levels to the nearest quantization threshold values. Hofmann-Wellenhof
et al. (2008) state that a one-bit quantization would be sufficient for signal processing,
but higher quantization levels (e.g., 2-bit or 4-bit) show a better signal-to-noise ratio. The
satellite signals after A/D conversion are discrete s[k], thus the sampled received signal is
expressed following Ziedan (2006) as

sIF[k] = A CC/A[k] D[k] cos(φ0 + 2π(fIF − fd) kT ) + e[k]. (3.9)

Following Mongrédien et al. (2011) most front-ends feature a low-IF architecture with
RF-bandwidth of approximately 2 to 4 MHz and a low resolution of the analog to digital
converter of 1 to 3 bit. For narrow-band signals, like GPS L1 C/A and Galileo E1 BOC(1,1),
this is sufficient but not for the new Galileo MBOC(6,1,1/11) or BPSK(10) signals. More
information on RF front-end operations is provided in Samper et al. (2008) and Pany
(2010).

3.3 Structure of the input data

Two different types of IF data sets have been used to verify the implemented algorithms and
analyze the performance of the developed overall system. Since not all signals or systems,
under investigation in this thesis, are currently fully available, a mixture of simulated and
real-world data has been used. For verification purposes digital IF data sets generated by a
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signal generator have been used. Real-world data sets have been recorded to demonstrate
the performance and behavior under real conditions. The following data sources have been
used:

• Signal generator

– GIPSIE R©

• RF front-end

– SiGe Semiconductor GN3S v2 front-end

– Fraunhofer IIS multiband front-end

In case of simulated data the GIPSIE R© – intermediate frequency simulator (GIPSIE R©–IFS),
developed by TeleConsult Austria GmbH, was used to simulate GPS L1 C/A as well as
Galileo E1B signals. The SiGe GN3S Sampler v2, manufactured by SiGe Semiconductor,
has the capability to record L1/E1 signals, whereas the Fraunhofer Gesellschaft – Institute
of Integrated Circuits (FhG-IIS) multiband front-end features L1/E1, L2, and L5/E5a sig-
nals. Both simulator and front-ends provide binary data files containing a digital signal.
As output of the front-end either a digital signal stream for real-time processing or a digi-
tal signal file for post-processing is available. The software-based receiver discussed in this
thesis uses binary data files containing digital IF signals in post-processing mode. Table
3.1 shows an overview of the frequency capabilities of the different data sources.

Table 3.1: Frequency band capabilities of the different RF front-ends

Frequency bands

GPS Galileo

GIPSIE R©–IFS L1 E1

SiGe GN3S Sampler v2 L1 E1

FhG-IIS front-end L1, L2, L5 E1, E5

Thereby, the amount of data is directly correlated with the sampling frequency and has a
direct impact on the processing time. The topics data amount, processing and execution
time is covered in Chap. 8. The important parameters for the signal processing are:

• Sampling frequency;

• Intermediate frequency;

• Quantization.

The specific parameters for the different data sources are given in Table 3.2.
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Table 3.2: Front-end specifications (TeleConsult Austria GmbH 2010, SiGe Semiconductor
2011, Fraunhofer 2010)

GIPSIE R©–IFS 1 SiGe GN3S Sampler v2 FhG-IIS front-end

Manufacturer TCA SiGe Semiconductor FhG-IIS

Center frequency 1 575.42 MHz 1 575.42 MHz
1 575.42 MHz

1 227.60 MHz

1 176.45 MHz

Sampling rate 38.192 MHz 8.1838 MHz 40.96 MHz

IF bandwidth 2.046 MHz 4.4 MHz 18 MHz

Quantization 4 bit 2 bit 2 or 4 bit

IF frequency 9.548 MHz 38.400 kHz 13 MHz

Connector File USB 2 x USB
1 Sampling rate, IF frequency, IF bandwidth, and quantization are user adjustable; the
given values are used in this thesis

Following Borre et al. (2007), the above mentioned parameters provide all the necessary
information for the signal processing algorithms. Some other information, such as time,
date, and approximate location of the data collection can speed up the acquisition, but are
not required. In case of the SiGe GN3S Sampler v2 and the FhG-IIS front-end the digital
signals were received at the USB port of the computer and then recorded into a file. As
an example Figure 3.4 shows a time domain representation, as well as a histogram, of 0.02
seconds digital signal recorded by the FhG-IIS multiband front-end. While in the time
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Figure 3.4: Time domain (a) and histogram (b) of 0.02 sec IF file recorded with the FhG-IIS
front-end

domain no apparent structure, apart from the sampling frequency, is visible, the histogram
shows that all the 16 levels of the 4-bit quantization are present. Figure 3.5 presents the
power spectral densities of the selected digital IF input data. The sharp spectral lines in
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Figure 3.5c are harmonics of the internal local oscillator.
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Figure 3.5: Power spectral density of the different input signals

3.4 Receiver architecture

After the signal conditioning (downconversion and sampling) the software-based receiver
executes two sequential signal processing operations: acquisition and tracking. Initially,
the receiver has to search for visible satellites and to obtain rough estimates of the Doppler
shift and the code phase of those satellites. This step is done by correlating the received
signal with a locally generated PRN code and is referred to as acquisition (Chap. 4). After
a successful acquisition the tracking module takes over. The basics of following the acquired
satellite signal, denoted as tracking, are described in detail in Chap. 5.
One output of the tracking module delivers the navigation symbols, which are preprocessed
and decoded to obtain the navigation data. The actual measurements are obtained in
regular time intervals (Chap. 6). Out of the navigation data bits, the ephemerides data for
the computation of the satellite positions, the ionospheric correction data and the system
time information are extracted besides other parameters. The pseudorange computations
are based on the time of transmission from the satellite and the time of arrival at the RF
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front-end. The PVTmodule computes the receiver’s position out of the raw observables and
the decoded navigation data in several steps (Chap. 7). The digital signal processing tasks
described above have to be executed for different satellites separately. Thus, a channelized
structure is used for processing (Figure 3.6).

Code
tracking

Carrier
tracking

Navigation
data

extraction

Pseudorange
computation

Incoming IF
signal

Raw
measurement

data

Acquisition

Figure 3.6: Receiver channel overview

An increased number of channels allows processing of more satellite signals. On the other
hand, more channels require more processing capabilities. This approach is ideal for being
implemented in software, since parallelization methods can be applied. The developed
software-based receiver described in this thesis is based on this channelized structure.
Currently only one channel is processed at a time and, thus, the developed receiver is
only capable of operating in post-processing mode. Nevertheless, the development receiver
comprises all the necessary functions and features in order to obtain a user position. The
overall architecture can be split into two main parts, i.e., digital signal processing (DSP),
position, velocity, and time (PVT) computation, as shown in Figure 3.7.
The first part contains all the necessary digital signal processing modules for acquiring,
tracking, and demodulating GNSS satellite signals. In a first step several milliseconds of a
digital signal which are stored in binary data files, either coming from the front-ends or the
signal generator, are read into memory and forwarded to the acquisition module. As stated
above, the main purpose of this module is to find visible satellite signals. Once a visible
satellite is found, the acquisition parameters (Doppler frequency and initial code-phase)
are forwarded to the tracking module. Based on the acquisition parameters the tracking
module tries to keep track of the signal using code- and carrier-tracking loops. Hence,
the loops read the necessary amount of IF signal data from the file. Then the output,
namely the correlation results, are forwarded to the navigation data extraction module,
where the starting points of the preambles or the synchronization bits are determined and
consequently the navigation message is decoded and verified. The next step is to compute
the relative ranges between the satellites and the receiver, denoted as pseudoranges, based
on the tracking results.
Now the second part, the position, velocity, and time module takes over. Based on the raw
observables and the navigation data, the raw observables are corrected using the broad-
casted model parameters. In case of dual-frequency measurements the ionospheric error
is reduced by forming ionosphere-free linear combinations (LCs) (Chap. 7). The satellite
positions are computed out of the decoded broadcast ephemerides and the measurement
time and together with the corrected observations the receiver position is determined using
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Figure 3.7: Software-based receiver high-level architecture

a least squares adjustment algorithm. Beside position, velocity, and time information the
receiver provides accuracy and integrity measures to the user.
Both developed modules – the DSP module and the PVT module – represent a fully func-
tional receiver, capable of processing GPS L1 C/A, GPS L2C, and Galileo E1B signals.
Parts of the PVT module have been developed and extended during the author’s employ-
ment at TeleConsult Austria GmbH within several research projects.
The initial PVT software version was used within the project GAMMA (Assisted Galileo/
GPS/EGNOS mass market receiver) which was managed by the European GNSS Agency
(GSA) as a project of the 2nd call, area 1B ”User Segment – Technological Development”
through funds of the EU’s 6th Framework Programme (FP). The software was designed
to run on an FPGA receiver developed by the Fraunhofer Gesellschaft – Institute of Inte-
grated Circuits. This first version was capable of processing Galileo E1B, GPS L1 C/A, and
SBAS signals. Additional features like acquisition aiding and assisted GNSS (AGNSS) have
been implemented, too. The software as well as the whole receiver were tested using the
GAMMA signal generator (Berglez et al. 2009). Within the follow-up project GAMMA-
A (Galileo receiver for mass market applications in the automotive area), funded within
the 7th Framework Programme of the EU, the module was further extended to process
GPS L5 and Galileo E5 signals (Overbeck et al. 2010). The PVT software was further en-
hanced and used by TeleConsult Austria GmbH within two other European projects, called
ASPHALT and GENEVA. The Galileo/EGNOS Enhanced Driver Assistance (GENEVA)
project as well as the Advance Galileo Navigation System for Asphalt’s Fleet Machines
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(ASPHALT) project received fundings from the European Union Seventh Framework Pro-
gramme and were managed by the European GNSS Agency (GSA). Within the SoftGNSS–2
project a software-based dual-frequency receiver was developed. SoftGNSS–2 was carried
out under the responsibility of the Austrian Research Promotion Agency (FFG) and was
funded through the Austrian Federal Ministry for Transport, Innovation, and Technology
(BMVIT) (Berglez et al. 2010). While the DSP part in the SoftGNSS–2 project was accom-
plished by the project partner Signal Processing and Speech Communication Laboratory
at Graz University of Technology, the PVT module was extended to GPS L2C. The L2C
signal processing algorithms within this thesis have been developed independently from
the SoftGNSS–2 project by the author of this thesis. Beside these projects the developed
receiver is currently used at TeleConsult Austria GmbH within several other research and
development projects.
In the following chapters a detailed description of the implemented algorithms for acquisi-
tion, tracking, and positioning is given. Thereby, special emphasis is put on the different
signals. The implemented modules have been verified using simulated data using closed
loop simulations. Closed loop simulations provide the ability of comparing the computed
quantities with the simulated ones. These simulations have been accomplished using the
GIPSIE R© – satellite constellation simulator (GIPSIE R©–SCS) as well as the GIPSIE R©–IFS.
The performance evaluation has been done using real-world data recorded by the RF front-
ends.



Chapter 4

Signal acquisition

4.1 Introduction

The acquisition can be considered as a search process and it is the first stage within the
DSP. The purpose of the acquisition is twofold: first of all it is used to decide whether
a specific satellite signal is present or not; and secondly, it is used to determine rough
estimates of the actual frequency (Doppler frequency shift) and the code phase of the in-
coming signal from a specific satellite signal. The relative motion between the satellite
and the receiver causes a frequency shift, known as Doppler shift, in the received signal
compared to the nominal frequency. The Doppler frequency shift is proportional to the
relative radial velocity. In case of GNSS the maximum radial velocity is approximately
0.9 km/s, the resulting Doppler shift corresponds – assuming a carrier frequency of 1.5 GHz
– to 4.7 kHz (Hofmann-Wellenhof et al. 2001). Depending on the receiver velocity the
Doppler shift varies between ±5 kHz for a static receiver and ±10 kHz assuming very high
receiver dynamics. The code phase denotes the code offset between the received signal and
locally generated replica code within one code period. The knowledge of the code phase
is essential because a perfectly aligned local replica of the PRN code is needed within the
tracking module to de-spread the signal (remove the incoming code) and obtain the navi-
gation data. Thus the acquisition task can be seen as a two dimensional search problem,
finding the actual Doppler shift and the actual code phase. The Doppler dimension is asso-
ciated with the replica carrier wave, while the code phase (or range) dimension corresponds
to the replica code. After a brief introduction into PRN code replica generation and carrier
replica generation at the beginning of this chapter, the implemented acquisition algorithm
is described. Special focus is thereby laid on the differences within the acquisition pro-
cess for different GNSS signals. The problem of the occurrence of destructive correlation
when processing GNSS signals is addressed as well. At the end of this chapter selected
acquisition results are presented and discussed.

4.1.1 PRN code generation

For acquisition, like for tracking, replicas of both the PRN code and the carrier of the
desired satellite signal are required. In order to save processing time all possible PRN codes
for the used signals and systems (GPS C/A, GPS L2C, and Galileo E1B) are generated in
advance.
The pseudorandom noise codes are commonly generated using linear feedback shift register
(LFSR). Note that, beside the PRN codes generated by LFSRs, also memory codes, which
are stored in memory, exist. A LFSR consists of n register cells, each representing one

32
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chip. At each step the content of each cell is moved by one cell from left to right, the
rightmost bit pops out of the register and represents the current code chip. The input to
the leftmost cell is determined by the state of the previous register cells. The feedback
chip is obtained by a characteristic polynomial, combining certain register cells, according
to a defined linear generator polynomial using exclusive-or (XOR) operations. The chip
sequence obtained by a LFSR is repeated after a maximum code length depending on the
length of the register. Assuming a register having n = 10 cells will produce a maximum
code length of 2n − 1 = 1 023. Depending on the characteristic polynomials and the initial
state of the register different sequences can be obtained. In case of GPS L1 C/A-code, two
generator polynomials are combined to compute the PRN code sequence for one satellite
(Department of Defense 2011).
As mentioned in Sect. 2.3.1 the L2C PRN sequence consists of two codes (L2CM and
L2CL) which are multiplexed chip-by-chip. In case of chip-by-chip multiplexing one chip
of the L2CM-code is transmitted followed by one chip of the L2CL-code. Both L2CM-
and L2CL-codes are generated using a 27 cell long LFSR. This results in a code length
of 227 − 1 = 134 217 727 chips. However the LFSR is short cycled to 10 230 and 762 750
chips in case of L2CM and L2CL, respectively. The distinct initial and final states of
the LFSR for each space vehicle (SV) are given in Department of Defense (2011). Due
to the multiplexing there are exactly 75 periods of L2CM-code within each L2CL-code
period. According to Tran and Hegarty (2002) it is not practical to acquire the signal
using an exact replica of the L2C-code, due to the data on L2CM-code and the lack of
data on the L2CL-code. The L2CL-code can thus be used as a pilot channel enabling signal
tracking under very weak signal conditions. Due to the chip-by-chip time-multiplexing the
acquisition and thus the local code generation must be modified. Three different methods
of L2C replica code generation have been suggested in Tran and Hegarty (2003):

1. Using a L2CM sequence, sampled at 511.5 kHz. Assuming a code search step of
1/2 chip leads to 20 460 search steps for the entire L2CM-code range. Dempster
(2006) states two flaws of this method. First it flattens the correlation shape and
thus the multipath resistance behavior is reduced. The second one is that additional
L2CM-L2CL crosscorrelation noise is added by integrating during the non-useful
L2CL chips and thus the signal-to-noise ratio is degraded.

2. Using a time-multiplexed sequence of L2CM and zeros, sampled at 1.023 MHz.
Thereby the L2CL chips are replaced with 0s. This requires the local code to have
a return-to-zero form (three states: +1, -1, and 0) (Muthuraman 2010). This dou-
bles the number of code search steps, compared to the previous method, on the one
hand, but results in a sharp correlation peak and reduces the crosscorrelation noise
(Dempster 2006). This method can also be applied to the L2CL-code.

3. Using a replica L2CM sequence with a duration of 1.5 times the chip length. Like
in the method above there are 40 920 search steps (assuming a step size of 1/2 chip)
necessary. The correlation loss is smaller compared to the previous methods due
to the 1.5 times longer duration of integration of this chip filter (Tran and Hegarty
2003).
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The three different L2CM replica sequences which can be used to acquire the signal are
shown in Figure 4.1.

CM CM

CM CL CM CL

CM CM0 0

Method 1

Transmitted code

Method 2

CM CM0 0Method 3

Figure 4.1: Comparison of the different L2C-code generation methods

In this work the zero-padded version (Method 2) of the L2CM-code is used for both acqui-
sition and tracking. This approach enables an easy switch between L2CM- and L2CL-code
in the future.
Galileo uses so-called long codes which are generated from primary and secondary codes of
certain respective code lengths (Sect. 2.4). According to European Commission (2010) the
primary spreading codes can be either truncated and combined maximum length sequences
or randomly generated PRN sequences. The latter are stored in memory and therefore are
often called memory codes. Both sequences can either be generated by a LFSR or are
stored in the receiver’s memory as well. The E1B and E1C primary codes are designed
to be pseudorandom memory code sequences according to the hexadecimal representation
provided in European Commission (2010). The E5 primary codes can be considered as
memory stored binary sequences or can also be generated using linear feedback shift regis-
ters. Within the developed software all Galileo codes are considered to be memory codes
and are loaded from memory. Note that Galileo in general, except E1B, uses secondary
codes which have fixed sequences and are defined in European Commission (2010). They
can be stored in memory as well.

4.1.2 Carrier generation

Two carrier replica signals with a phase difference of 90 degree, i.e., cosine and sine wave,
have to be generated for the acquisition and tracking tasks. The frequency, which cor-
responds to the IF, must be adjustable due to the Doppler shift. Following Borre et al.
(2007) the replica must have a length of one PRN code period (e.g., in case of GPS L1
C/A the length is 1 ms) and must be sampled with the sampling frequency depending
on the used front-end. Due to the Doppler shift the generation needs to be flexible and,
therefore, the discrete phase points have to be computed in advance. The argument of the
sine and cosine function is obtained by multiplying the phase points with the IF, corrected
by the Doppler shift. Within this implementation the C standard functions for sine and
cosine have been used in a first step. For performance reasons the standard functions were
replaced by approximations according to Press et al. (2007), providing an accuracy of 10−3

to 10−4. The provided accuracy is sufficient for the signal processing tasks. Figure 4.2
shows the first millisecond of sine waves generated at different sampling frequencies and
IFs.
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Figure 4.2: Locally generated sine waves with different sampling frequencies (fs) and IFs:
(a) fs = 38.192 MHz at IF = 9.548 MHz and (b) fs = 40.96 MHz at IF = 12.82 MHz

4.1.3 Different acquisition methods

As mentioned in Sect. 4.1, beside the PRN number, dedicated to a specific space vehicle
identification (SVID) number, the code phase (offset) δτ and the frequency offset (Doppler
shift) fd have to be determined. Since the estimation of δτ and fd can only be achieved if
the satellite signal of interest is present, the signal acquisition is commonly approached as
a detection and estimation problem. The acquisition task is to provide rough estimates of
the unknowns, whereas the refinement is performed during signal tracking. The acquisition
process in general is based on a 2-D correlation function, called cross ambiguity function
(CAF), which allows the satellite detection as well as the estimation of the unknown
signal parameters (δτ and fd) using the crosscorrelation properties of a specific PRN code
sequence. The CAF represents an extension of the crosscorrelation function (CCF) defined
in (2.8). The CAF can be formulated in the discrete time domain as follows:

Y (τ ;FD) =
1

N

N−1
∑

n=0

r[n]c[n+ τ ]e(−j2πFDn), (4.1)

where r[n] represents the received signal, c[n + τ ] denotes the local PRN code replica
including the potential subcarrier and the secondary code. The parameters τ and FD

denote the code phase (code delay) and the Doppler affected carrier frequency. In case of
τ and FD matching the code delay and the Doppler shift of the received signal, the CAF
shows a sharp peak. If no signal is present or if the code delay and Doppler shift are wrong
no peak is visible. Noise and other impairments (e.g., multipath and interference) can
degrade the sharp peak significantly, which can lead to a misdetection or to no detection
at all. For detection the envelop of the CAF is considered only. The general scheme of an
acquisition system can be divided into four functional blocks (Borio 2008):

• Computation of the cross ambiguity function;

• Computation of the CAF envelop and averaging;
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• Detection and decision stage;

• Verification and fine frequency search (multi-trial and verification).

For the computation of the cross ambiguity function the received signal r[n] is multiplied
with two orthogonal sinusoidal waves (sine and cosine) at the frequency FD = (fIF +fd)Ts.
The two resulting signals can be written as:

Yc(n;FD) = r[n] cos(2πFDn)

Ys(n;FD) = −r[n] sin(2πFDn).
(4.2)

Thus, the received signal is translated into baseband, removing the effect of the Doppler
shift. These multiplications correspond to the complex modulation of (4.1) (Borio 2008).
Thus the incoming signal is split into two branches (in-phase and quadrature). The nor-
malized frequency

FD = (fIF + fd)Ts =
fIF + fd

fs
(4.3)

is composed of the intermediate frequency fIF and the Doppler frequency fd. In this case
the IF frequency is known since it depends on the front-end architecture (Table 3.2). The
Doppler shift, due to the relative motion between satellite and receiver, remains unknown.
Thus fd is chosen from a finite set of values.

fd = fd,min + l∆f with l = 0, 1, · · · , L− 1. (4.4)

Different Doppler frequencies (Doppler bins) have to be tested to determine the actual
Doppler shift of the incoming signal. Typically a Doppler search range of ±5 kHz with a
step width of ∆f = 250 Hz is used. Borio (2008) states that the number of Doppler bins are
determined are determined by the number of code periods used for the CAF computation.
In a next step the two signals Yc(n;FD) and Ys(n;FD) are multiplied with the local code
replica c[n]. Thereby c[n] comprises the primary PRN code and potentially the subcarrier
and secondary code. Assuming that the local replica is delayed by τ the multiplication
result reads:

Y ′
c (n; τ ;FD) = r[n] cos(2πFDn)c[n+ τ ]

Y ′
s (n; τ ;FD) = −r[n] sin(2πFDn)c[n+ τ ].

(4.5)

Like the Doppler frequency, the code phase τ can vary depending on the distance between
the satellite and the receiver. Thus different code phase (code phase bins) have to be
tested. Typically delays are in the order of one chip are chosen from a predefined set

τ = τmin + h∆τ with h = 0, 1, · · · , H − 1. (4.6)

By testing the different delays, starting with τmin = 0, it is possible to estimate the delay
of the received signal r[n] by looking at the position of the correlation peak. Therefore the
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signals Y ′
c (n; τ ;FD) and Y ′

s (n; τ ;FD) are then summed over time, leading to the in-phase
and quadrature components YI(τ ;FD) and YQ(τ ;FD):

YI(τ ;FD) =
1

N

N−1
∑

n=0

Y ′
c (n; τ ;FD)

YQ(τ ;FD) =
1

N

N−1
∑

n=0

Y ′
s (n; τ ;FD).

(4.7)

In (4.7), N represents the number of samples used for evaluating the in-phase and quadra-
ture components and defines the coherent integration time TC .

Tc = NTs (4.8)

Usually N is chosen as a multiple of the primary PRN code period. Note that the maximum
code phase H to be searched for can be different from N , since only a subset of all possible
delays can be tested. Following Borio (2008), the two components of (4.7) represent the
real and the imaginary parts of the CAF which reads

Y (τ ;FD) = YI(τ ;FD) + jYQ(τ ;FD). (4.9)

Equation (4.9) is evaluated using different sets of Doppler frequencies (4.4) and code phases
(4.6). This results in a two-dimensional grid, which is commonly referred to as the search
space. As shown in Figure 4.3 the grid can be divided into cells, which are defined by a
particular code phase τ and Doppler frequency offset FD .

Code delay

Dt

D
f

cell bin

Figure 4.3: Two-dimensional search space

The size of the search space is variable and depends on the signal characteristics (e.g.,
code length), the type of acquisition performed (e.g., cold, warm, or hot start), and the
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expected receiver dynamics (Doppler shift). Note that the number of cells influences the
computational load of the acquisition task. The number of mathematical operations can
be reduced by shrinking the search space. The correlation value of each cell is used as a
test statistic, to decide whether the signal is present or not. Following Borre et al. (2007)
three standard methods of evaluating the CAF exist:

• Serial search acquisition;

• Parallel frequency space search acquisition;

• Parallel code phase search acquisition.

The serial search method is one of the simplest and most frequently used acquisition
methods (Misra and Enge 2006, Kaplan 2006, Borre et al. 2007). The algorithm performs
two different steps: A frequency sweep over all different Doppler frequencies fd and a code
phase sweep over all different code phases τ . The algorithm steps through each cell and
computes a correlation with the replica signal and the input signal.
Afterwards the dependence on the input signal phase has to be removed and noise reduc-
tion has to be applied. This can be achieved by considering the square absolute value
(envelope) of the CAF (Borio 2008). The noise reduction (averaging) is performed before
the envelope computation by the integration block. In case a value, of the computed enve-
lope, exceeds a defined threshold the signal is declared present. Although this method is
straightforward and implemented in most traditional receivers, the serial search is a very
exhaustive method.
The parallel code phase search acquisition reduces the search to the frequency dimension
by scanning the search space row by row (Borre et al. 2007). The parallel frequency space
search acquisition in contrast scans the search space column by column and thus eliminates
the necessity of searching all possible frequency bins. The two latter methods are based
on the principle that a convolution of two signals in the time domain can be seen in fre-
quency domain as the product of the Fourier transform of the two signals. The use of fast
Fourier transform (FFT) algorithms can thus speed up the acquisition significantly. Note
that a multiplication in frequency domain corresponds to a convolution in time domain.
In the following the parallel code phase acquisition, which is implemented in the developed
software-based receiver, will be discussed in more detail.

4.2 Parallel code phase acquisition

The advantage of this method is that by using a discrete Fourier transform (DFT) the
correlation for an entire code phase dimension at a selected Doppler bin can be computed in
a single step (Krumvieda et al. 2001). Compared to the serial method this method is faster
and more efficient and therefore commonly used in software-based receivers (Charkhandeh
2007). The disadvantage of this method is that the convolved signal produces some errors
in case the Doppler frequency of the replica signal is non-zero (Charkhandeh 2007).
The DFT, F{.}, of a finite length sequences x[n] with length N is given following Oppen-
heim et al. (1999) and Tsui (2005) as follows:



CHAPTER 4. ACQUISITION 39

X[k] = F{x[n]} =
N−1
∑

n=0

x[n]e−j2πkn/N . (4.10)

The inverse discrete Fourier transform (IDFT) F−1{.} in contrast is given by

x[n] = F−1{X[k]} =
1

N

N−1
∑

k=0

X[k]ej2πkn/N . (4.11)

The circular crosscorrelation between two sequences x[n] and y[n] both having length N
is computed according to (2.9) as

z[n] =
1

N

N−1
∑

m=0

x[m]y[n+m]. (4.12)

In case of n+m ≥ N the sequence y[n+m] is shifted according to (n+m) modulo N . In
the following the scaling factor 1/N is omitted. Following Bertelsen et al. (2004) the discrete
N -point Fourier transform of z[n] is given by combining (4.10) and (4.12) and reads

Z[k] =
N−1
∑

n=0

N−1
∑

m=0

x[m]y[m+ n]e−j2πkn/N

=
N−1
∑

m=0

x[m]e+j2πkm/N

N−1
∑

n=0

y[m+ n]e−j2πk[n+m]/N

= X∗[k]Y [k],

(4.13)

where X∗[k] denotes the complex conjugate of X[k].
By applying (4.13) to N -points of the incoming signal the signal is converted into the
frequency domain. This is achieved by multiplying the incoming signal with a locally
generated carrier signal (sine and cosine) generating the I (in-phase) signal and the Q
(quadrature) signal. The two resulting signals are then combined to form a complex input
signal ql[n] to the DFT function. For each frequency bin fd the obtained sequence for the
DFT reads:

ql[n] = r[n]e(−j2πFDn). (4.14)

The replica code c[n] is transformed into frequency domain using a DFT as well. The
result is complex conjugated. Now it is possible to compute the crosscorrelation (cf. (4.1))
by multiplying the incoming signal’s DFT F{r[n]} with the conjugate F{c[n]}∗ of the
reference signal’s DFT. The result of this multiplication is then transformed into the time
domain again by an IDFT

Ỹ (τ, FD) = F−1(F{ql[n]}F{c[n]}∗). (4.15)

In a last step the acquisition has to remove the dependency on the input signal phase (Borio
2008). This is achieved by computing the square of the absolute value of (4.15). This
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square of the absolute value S(τ ;FD) of the inverse Fourier transform output represents
the correlation between the input signal and the replica PRN code. It is computed as
follows:

S(τ ;FD) = Ỹ 2
I (τ, FD) + Ỹ 2

Q(τ, FD). (4.16)

The Doppler frequency bins are chosen to be 250 Hz apart and thus, the maximum fre-
quency error is ±125 Hz. Since a frequency accuracy of 125 kHz would be too coarse for
the tracking a refinement has to be done. This is achieved via a post-correlation FFT
approach (Borre et al. 2007). This is usually done after the signal is declared present
(Sect. 4.5). According to Bertelsen et al. (2004) the code phase can be determined with
sampling precision, whereas the serial search acquisition method typically has a precision
of 1/2 chip. Figure 4.4 shows a graphical representation of the parallel code phase search
algorithm.
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Figure 4.4: Parallel code phase search acquisition algorithm

The next task is to decide if the signal is present or absent, e.g., if there is a correlation
between the incoming signal and the replica signal. Therefore the squared absolute values
S(τ ;FD) are used within the detection and decision step to evaluate if the signal is present
or not.

4.3 Detection and decision

The detection and decision process can be formulated as a statistical process because
each cell either contains noise with the signal absent or noise with the signal present.
The evaluated search space S(τ ;FD) represents a matrix of random cells Xn with n =
1, 2, . . . ,M = H ·L elements. The evaluation of these random cells is based upon hypothesis
testing using a null hypothesis H0 and an alternative hypothesis H1. The distribution of
the cells Xn is given by (Borio 2008)

Xn|H0 ∼ fXn
(x), (4.17)
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assuming the null hypothesis H0, which corresponds to the signal not being present. The
alternative hypothesis H1 represents the logic negation of H0 and, thus, corresponds to the
signal being present. A detector is used to decide if the signal is present D1 or not D0.
Following Mongrédien (2008) four possible results can occur as shown in Table 4.1.

Table 4.1: Possible results of hypothesis testing

Accept H0 Accept H1

H0 is true
Correct decision False alarm (Type I error)

Probability: 1− α, PR Probability: α, Pfa

H1 is true
Missed detection (Type II error) Correct decision

Probability: β, PMD Probability: 1− β, PD

The parameter α represents the level of significance of the test, whereas β denotes the
power of the test. Both, the null hypothesis as well as the alternative hypothesis have
their own probability density functions (PDFs) (Kaplan 2006). The PDF in case of H0

(noise with no signal present) is denoted as PN(z), whereas the PDF for noise with the
signal present (H1), is denoted as PS(z), both having a nonzero mean. The two important
probabilities for the detection process are the detection probability PD, and the false alarm
probability Pfa. The false alarm probability on a single cell is given by

Pfa(γ) =

∫ ∞

γ

fXn
(x)dx, (4.18)

where γ denotes the defined threshold. Following Borio (2008) the distribution of a random
variable under the alternative hypothesis H1 is given by

Xn|H1 ∼ fA(x) (4.19)

and the corresponding detection probability is given by

PD(γ) =

∫ ∞

γ

fA(x)dx. (4.20)

The detection probability PD denotes the probability of a signal being detected correctly. If
the test statistic is higher than the threshold but the code phase and/or Doppler frequency
estimate is wrong, then the false alarm situation occurs. The probability of this case is
denoted as false alarm probability, Pfa. The threshold is commonly based on an acceptable
single trial probability of false alarm, Pfa (Kaplan 2006). Figure 4.5 shows the probability
density functions of PS and PN as well as the detection probability PD and the false alarm
probability Pfa.
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Figure 4.5: Probability density functions (Samad 2009)

The choice of the detection threshold influences the result significantly and must be done
carefully. If γ is set too low then the detection probability increases but so does the false
alarm probability. If γ is chosen too high the detection probability decreases. Thus, it
is possible that the signal is not declared present although received by the antenna. The
performance of this detector is evaluated by plotting the detection probability versus the
false alarm probability and is called receiver operating characteristic (ROC) curve. As
discussed in Borio (2008), the overall performance of the acquisition is not only defined by
the test statistic used but also by the search strategy. Within the detection and decision
stage each cell value is compared with the chosen threshold. If a cell value is detected
above the chosen threshold γ the signal is declared present. If all cell values are below the
threshold no signal is detected. The decision to keep or discard the satellite PRN in the
receiver channel is done by comparing the test statistic with a predefined threshold γ. The
test statistic can be formed in different ways, e.g., as the value of the global maximum of
the correlation output, as the ratio between the global maximum and the mean value of
the correlation, or as the ratio between the global maximum and the next significant local
maximum (Samad 2009, Jung 2004). More details on detection methods can be found in
Borio (2008).
Within this development the correlation power peak ratio (CPPR) was used. The CPPR
is defined as the ratio of the largest correlation peak to the second highest peak (Jung
2004). The test statistic for the comparison against the threshold is formulated by

10 log10

(

S1(τ, FD)

S2(τ, FD)

)

≥ γ, (4.21)

where S1(τ, FD) denotes the highest correlation peak within the search space and S2(τ, FD)
the second highest peak. The threshold is given in dB. The advantage of this approach
is that, compared to the other methods, the detection threshold value is not based on
the noise power and the distribution of the correlation power. Especially when there is
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a change in receiver noise (e.g., different front-ends) a change of the threshold value is
not necessary in case of using the CPPR method. Although it is possible to compute
the receiver noise it requires additional system resources. Thus the CPPR detector was
used within this implementation. Nevertheless the detection performance when taking the
receiver noise into account would be improved. Details on the performance as well as the
analytical formulation of the probability density functions can be found in Geiger et al.
(2010) and Geiger et al. (2012). The detection threshold values were chosen empirically as
shown in Table 4.2.

Table 4.2: Summary of the different detection thresholds used in the acquisition process

Signal Detection threshold γ [dB]

GPS L1 C/A 3.5

GPS L2C 2.5

Galileo E1B 3.5

Note that in case of GPS L1 C/A acquisition, Borre et al. (2007) and Jan and Sun (2010),
use the same threshold value as the corresponding value in Table 4.2.
In case of BOC modulation the autocorrelation function has no longer a unique peak
but contains side peaks. In Figure 4.6 the autocorrelation functions of a BPSK(1) and
BOC(1,1) signal are shown. The BOC(1,1) correlation function shows one main peak at
zero lag and two side peaks with half power of the main peak on each side.
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Figure 4.6: Autocorrelation function of a BPSK(1) and BOC(1,1) chip

Thus in case of the CPPR detector the second largest peak has to be searched more
than 1-chip away from the main correlation peak. Note that this method might lead to
misdetection in presence of multipath by acquiring the wrong peak. The problem of false
peak tracking is addressed in Chap. 5 and a possible solution is presented. Several other
techniques have been developed to change the shape of the autocorrelation function (i.e.,
removal of the side peaks) which improve the sensitivity and reliability of the acquisition
(Yang et al. 2007).
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4.4 Zero padding algorithm

Beside acquiring the wrong peak in case of BOC modulation another problem occurs when
looking at the modulated data message. Since a data message is modulated onto the PRN
sequence special focus must be put on the impact of changes in the sign of the data bit on
the correlation function. Due to this possible change in sign, a destructive combination can
occur over longer coherent integration times, leading to degraded acquisition performance
or a total destruction of the correlation (Mongrédien 2008). In case of the GPS L1 C/A
signal a data bit sign can change every 20 ms, thus the correlation can use 1 to 10 ms
(i.e., 1 to 10 PRN code periods) of incoming signal without affecting the correlation. If a
correlation is done over 10 ms and a change of the sign of a data bit occurs, then the next
10 ms must be used.
In case of Galileo E1B, for example, one PRN code has a duration of 4 ms and a change
in the data bit sign can occur every 4 ms (Sect. 2.4). This increases the possibility of
a destructive correlation. The same problem is encountered in case of secondary codes,
because the sign of the secondary bit (like the data bit) can change each time the spreading
code repeats. This situation occurs in case of GPS L2C, Galileo E1C, E5a-I, E5a-Q, E5b-I,
and E5b-Q signals. To avoid a destructive correlation the zero padding technique is applied
to these signals (Mongrédien 2008, Yang et al. 2004). In case of Galileo E1B, this method
uses 8 ms of the incoming signal and one period of the local replica (4 ms) padded by
4 ms of zeros to compute the correlation. One or two correlation peaks will be generated
depending on whether a change in the sign of the data bit or secondary bit occurs or not.
According to Mongrédien (2008) this ensures that a full 4 ms correlation peak will be
found in the first four milliseconds of the correlation result. Thus only the first half of the
correlation result needs to be searched. The first peak will always be higher or of same
amplitude as the second peak, because it corresponds to the correlation of an entire code
period (Macchi 2010). Figure 4.7 shows an illustration of the zero padding technique.

- + - - + +

Two peaks One peak

Replica Zeros Replica Zeros

Incoming signal containing two
spreading code periods with
changing data bits

Incoming signal containing two
spreading code periods with
changing data bits

Correlation
result

Figure 4.7: Schematic view of the zero padding technique
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The left part shows an entire spreading code (red) in the middle of the incoming signal
which is correlated with the local replica appended with zeros. This generates a first peak
in the first half of output. Because the sign of the data bit of the incoming signal is
the same on the left and the right (blue), the two portions of spreading code add during
(cyclic) correlation and a second peak of similar size is produced in the squared absolute
value domain (i.e., positive peaks only). In the right part of Figure 4.7 the peak in the first
half of output is generated in the same way. Due to the fact that the sign of the data bit is
not the same at the beginning and at the end the correlation will be destructive. If the left
and right part are of the same size no peak will be visible, otherwise the second peak will
be small compared to the first. Figure 4.8 shows an example of the zero padding technique.
In the lower plots in Figure 4.8, 4 ms of incoming signal, generated by the GIPSIE R©–IFS,
have been correlated with 4 ms of E1B replica code. The data bit transition occurs right in
the middle of the incoming signal and leads to a destructive result. By applying the zero
padding technique (taking 8 ms of input signal and 4 ms of replica appended with 4 ms
zeros), depending on the signs of the data bits, either two or one peak occur. In the upper
plot of Figure 4.8a the signs of the data bits at the beginning and at the end are the same
as described above, two correlation peaks are visible. In the upper plot of Figure 4.8b the
signs of the data bits at the beginning and at the end are different, leading to destruction
and thus only one peak is visible.
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Figure 4.8: Comparison of different data bit transitions and their influence on the correla-
tion result.

Figure 4.9 shows the result in case the data bit transition does not occur right in the middle
of the incoming 4 ms signal. In this case both methods show a correlation peak.
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Figure 4.9: Comparison of zero padding method for a data bit transition at 400 chips

More details on the zero padding technique can be found in Yang et al. (2004), Mongrédien
(2008), and Macchi (2010).

4.5 Fine frequency estimation

The acquisition process described above provides only a coarse estimate of the Doppler
frequency. The accuracy of the coarse estimation depends on the used frequency step
width. For tracking the Doppler frequency must be known within a few Hertz due to the
limited bandwidth of the tracking loop (Chap. 5). For a fine estimation of the Doppler
frequency the integration period has to be increased. Akopian et al. (2002) proposed a
method to obtain a fine resolution of the Doppler frequency based on the coarse estimate
using the acquisition technique described previously. The coarse values of the Doppler
frequency and the code phase are used to remove the code. The resulting signal samples
are squared to remove the navigation data and are then integrated. Finally a FFT is
performed to get a fine estimate of the Doppler frequency. In this case the number of
signal samples (integration time) defines the fine resolution

∆ffine =
fs
N
. (4.22)

Assuming one C/A-code period (1 ms) and a sampling frequency fs = 40.96 MHz leads
to N = 40 960 number of samples. The FFT needs a length of a power of two where the
remaining (unused) samples are filled with zeros, thus, 65 536 samples are needed in total.
This leads to a fine resolution of ∼ 312 Hz. In case 10 C/A-code periods are used the
same calculation leads to a fine resolution of ∼ 39 Hz. The implemented algorithm uses
10 spreading code periods in case of GPS L1 C/A to determine the fine resolution of the
Doppler frequency. Due to the code length of the L2C spreading code and the limitation
in memory only 2 spreading code periods have been used, enabling a fine resolution of
∼ 10 Hz. For Galileo 5 E1B spreading code periods have been used, leading to a fine
resolution of the Doppler frequency of ∼ 20 Hz.
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4.6 Acquisition results

The tasks described above are repeated for all possible satellite PRNs of the desired sys-
tem and frequency. Thus, in case of GPS 32 possible PRNs, in case of Galileo 30 possible
PRNs have to be tested in order to determine the visible satellites. The acquisition mod-
ule was tested and verified using different IF data sets. For verification purposes the
GIPSIE R© simulator as well as recorded real-world data have been used. The simulator is
capable of simulating GPS L1 C/A and Galileo E1 signals, while the recordings contain
GPS L1 C/A, L2C and GIOVE-A signals. In case of verifying the acquisition module the
computed Doppler frequency and code phase are compared with the values simulated by
GIPSIE R©. For more information on the simulated scenarios and recorded data sets refer
to Chap. 8. The simulated combined GPS and Galileo scenario contains 8 GPS satellites
and 8 Galileo satellites. The acquisition was performed for both GPS L1 C/A and Galileo
E1B. The results of the performed GPS L1 C/A acquisition are summarized in Table 4.3.
For all simulated GPS satellites the correlation power peak ratio values are above the pre-
defined threshold and thus the signal is declared present. The comparison of simulated and
estimated Doppler values shows a good accordance in the range of ±40 Hz, as expected.
The code phase could be estimated within sub-chip accuracy compared to the simulated
values.

Table 4.3: GPS L1 C/A signal acquisition results compared with the simulated values by
GIPSIE R©–IFS

PRN CPPR
Doppler [Hz] Code phase [chips]

estimated simulated estimated simulated

1 6.82 +1721 +1740 433.18 433.20

4 7.43 +1089 +1110 206.37 206.40

11 7.82 +93 +64 455.60 455.54

13 9.36 +1138 +1190 449.35 449.31

14 5.69 +2231 +2236 231.30 231.35

22 5.35 −2828 −2857 762.68 762.73

23 8.77 −77 −53 263.11 263.09

30 4.50 +3475 +3505 929.03 929.11

Figure 4.10 shows the acquisition search space in case of a successful acquisition of GPS
PRN number 14. The acquisition peak is clearly visible and above the threshold. The
corresponding code phase bin and Doppler bin are projected into the XZ and YZ plane of
the plot. Note that the Doppler search space was increased to ±10 kHz instead of ±3.5 kHz
for testing purposes.
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Figure 4.10: Acquisition result in case of acquiring GPS L1 C/A signal of PRN 14

In case of searching for a PRN which is not present in the incoming signal, no acquisition
peak is visible. Figure 4.11 shows the acquisition result of satellite PRN number 3 which
is not present in the incoming signal. In this case no distinct peak is visible and the CPPR
value of 1.3 is far below the threshold of 3.5.

Figure 4.11: Acquisition result in case of acquiring GPS L1 C/A signal of PRN 3

The fine resolution of the Doppler frequency was accomplished using 10 spreading code
periods. The frequency spectrum in Figure 4.12a shows a peak close to the center frequency.
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The zoomed area in Figure 4.12b reveals the actual frequency.
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Figure 4.12: Result of the fine frequency search for GPS satellite PRN 14; (a) shows the
whole spectrum, while (b) shows the correlation peak in detail

In case of Galileo the software is able to acquire the E1B signal as well as the E1C signal.
Since for the position computation the navigation message is needed, the acquisition is
accomplished using the E1B spreading code. Due to the possible occurrence of data bit
transitions 8 ms of incoming signal are used to apply the zero padding technique for the
proper acquisition. The acquisition result is based on the first 4 ms. For the fine resolution
five spreading code epochs, allowing a fine resolution of ∼ 20 Hz, have been used. Table
4.4 shows a comparison of the computed acquisition parameters with the simulated values.
The Doppler values match the expected accuracy and the code phase estimate is, like in
the previous case, within sub-chip accuracy. Note that for an easier distinction of the
PRNs between Galileo and GPS, the Galileo PRNs, originally numerated from 1 to 92, are
numbered from 62 to 153 in this thesis.

Table 4.4: Galileo E1B signal acquisition results compared with the simulated values by
GIPSIE R©–IFS

PRN CPPR
Doppler [Hz] Code phase [chips]

estimated simulated estimated simulated

64 5.69 +2491 +2472 1481.14 1481.13

65 5.99 −291 −309 2286.74 2286.73

66 6.05 −2181 −2163 1326.33 1326.33

71 5.59 +2321 +2341 3285.64 3285.63

72 5.47 +597 +614 1511.68 1511.65

73 5.44 −1598 −1616 1266.00 1266.01

80 5.26 +2023 +2009 1580.25 1580.27

88 5.21 +2768 +2759 3719.96 3719.97

Figure 4.13 shows only a part of the search space in case of a successful acquisition. The
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correlation peak is clearly visible. Two side peaks appear due to the BOC modulation
(Sect. 2.2.2). In this case the side peaks have to be excluded when searching for the
second largest peak.

Figure 4.13: Acquisition result in case of acquiring Galileo E1B signal of PRN 65

The code phase bin and the Doppler bin, of the acquisition of Galileo PRN 65, containing
the maximum are shown in Figure 4.14. The two side peaks appear within one chip on
each side of the main peak. The fine resolution of the actual frequency is shown in Figure
4.14b.
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Figure 4.14: Visualization of the code phase bin (a) and Doppler bin (b)

In 2005 the first Galileo In Orbit Validation Element (GIOVE), named GIOVE-A, was
launched. Two years later, in 2007, a second test satellite, called GIOVE-B, was launched.
These two satellites are transmitting a Galileo-like signal. A data set was recorded on May
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5th 2010 at 4 a.m. using the SiGe GN3S-v2 sampler front-end containing both GIOVE-A
and GIOVE-B signals. The acquisition was performed using the GIOVE-A and GIOVE-
B E1B spreading codes (available in European Space Agency 2008). Figure 4.15 shows
the successful acquisition of the GIOVE-A and GIOVE-B satellite. In both cases the
correlation peak is clearly visible and above the threshold.

(a)

(b)

Figure 4.15: Results of a successful GIOVE-A (a) and GIOVE-B (b) E1B signal acquisition
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This proofs that the acquisition does not only work for simulated Galileo E1 signals but
also with real-world data.
In a next step real-world data are used to test the acquisition module in case of GPS L2C
signals. This task was accomplished using the Fraunhofer multi-band front-end. In the
literature several algorithms exist for a combined acquisition of L1 and L2C. In this study
the acquisition of different frequencies is treated independently. The acquisition of the
L2C signal is computed using the zero-padded version of the L2CM code generated and
sampled at fs and 20 ms × fs samples from the recorded IF data. When the L2CM-code
acquisition had been successful, then the tracking process was started. Tracking is also
performed on the L2CM-code only. When L2CL-code tracking is intended the L2CL-code
has to be acquired as well. Muthuraman (2010) mentions that the L2CL-code search is
restricted to only 75 different segments of the L2CL-code, due to the L2CM-L2CL-code
synchronization. Table 4.5 shows a comparison of the GPS L1 C/A and L2C acquisition
results as well as a the differences between the corresponding Doppler values ∆DfL1fL2

computed from 4.23.

Table 4.5: Comparison of the GPS L1 C/A and L2C acquisition results using real-world
data

PRN CPPR Doppler [Hz]
∆DfL1fL2

[Hz]
L1 L2 L1 L2

5 4.65 4.41 −2656 −2065 −5.2

12 10.53 5.76 −1289 −996 −8.4

21 5.40 — +1094 — —

25 4.25 11.62 +3007 +2344 +0.1

29 6.35 11.98 −2607 −2031 −0.5

30 5.21 — -2002 — —

31 9.38 — +986 — —

As shown, only 4 out of 7 satellites are currently transmitting the L2C signal. Figure 4.16
shows the acquisition search space and the existing correlation peak in case of successful
L2C signal acquisition of GPS PRN 12.
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Figure 4.16: Successful L2C signal acquisition of GPS satellite PRN 12

The Doppler frequency estimates of L1 and L2C can be compared using the following
expression

∆DfL1fL2
= DfL1

fL2
fL1

−DfL2
. (4.23)

In the ideal case, without interference or multipath present, the differences between the
corresponding Doppler values, ∆DfL1fL2

, must be equal zero. The remaining differences are
mainly due to the resolution of the fine frequency estimation. Since the computational load
for the L2C signal acquisition is high (especially the fine resolution estimation) compared
to the L1 C/A signal acquisition, the relationship between the two frequencies is exploited
for a faster L2C signal acquisition. In this case a Doppler frequency estimate for the L2C
signal is computed by (4.23) using the estimated Doppler for L1 C/A. Thus, it is possible
to shrink the Doppler search space significantly to one or two frequency bins respectively.
The simulated scenarios, as well as the real-world recordings proofed that the implemented
acquisition module is able to acquire GPS L1 C/A and L2C signals, as well as Galileo E1B
signals. Additionally it was possible to acquire both GIOVE satellites.



Chapter 5

Carrier and code tracking

After a successful acquisition of a satellite signal, the next task is to refine the coarse
estimates of the frequency and the code phase, keep track of the signal, and demodulate
the navigation data. Due to the relative motion between satellite and receiver the unknown
parameters (the carrier Doppler shift, the carrier phase, the PRN code Doppler shift, and
the code phase) of the incoming signal are functions of time. Therefore it is important
to track these parameters over time to end up with accurate position estimates. Whereas
the acquisition performs a search of the parameters in a wide range (search space), the
tracking module focuses its operation to the neighborhood of the previous estimates. This
is done by using so-called tracking loops. The purpose of the tracking loops is to ’lock
on’ the corresponding parameter by continuously adjusting the local replicas to match
the received signal. The time-delay (code phase) is typically tracked by a delay locked
loop (DLL). A DLL performs, generally speaking, the same correlation operation as has
been done in acquisition, but with reduced complexity due to the reduced parameter space.
Commonly phase locked loops (PLLs) and frequency locked loops (FLLs) are used to track
phase and Doppler shift. Within conventional receivers dedicated hardware structures
are used to fulfill this task. These structures are also used in software-based receivers
(Borre et al. 2007, Tsui 2004). Within this development standard implementations of
tracking loops (i.e., Costas loop) have been coded in software. Different tracking strategies
can be found in the literature, whereas the recent strategies are targeting the combined
tracking of multiple signals to cope with difficult signal conditions. Extended Kalman
filter strategies or vector tracking loops with inertial sensor aiding have been developed
to enhance the tracking capabilities. After a short introduction into tracking loops, the
basic demodulation scheme for obtaining the navigation data is presented in this chapter.
Thereby, the functionality and the implementation of a DLL and of a PLL are discussed
in more detail. The difficulties of BOC tracking are highlighted and a common solution is
presented. At the end of this chapter selected results are presented.

5.1 Introduction

As mentioned above, one task of the tracking module is to obtain the navigation data
modulated onto the carrier wave and PRN code. This task is commonly referred to as
de-spreading. Figure 5.1 shows a basic demodulation scheme, which is used to demodulate
the navigation message. Following this scheme the input signal is multiplied with a carrier
replica, taking the actual Doppler frequency shift into account. This is done to transform
the IF signal into baseband. Afterwards the remaining signal is multiplied with a code

54
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replica, accounting for the actual code phase. The integration (correlation) is performed by
the integrate and dump (I&D) function. The output of this correlation, after thresholding,
represents the navigation data bits. Note that for an easier understanding the term bits
is used when referring to the navigation data. Additional a distinction between bits and
symbols in case of FEC coding has to be done (Sect. 6.2). To fulfill this task the tracking

Incoming
signal

Navigation
data

Carrier wave
replica

PRN code
replica

Integrate
& dump

Figure 5.1: Basic demodulation scheme

module has to generate two replicas, one for the carrier and one for the code (Sect. 4.1.1
and Sect. 4.1.2). The following paragraphs describe the demodulation scheme for a signal
only with one single satellite in order to reduce the complexity of the equations and to
enhance the readability. In reality there exist signal contributions from all visible satellites.
Considering a received GPS L1 signal from satellite k, after filtering and downconversion,
the signal reads

sk(t) =
√

2PCC
k(t)Dk(t) cos(ωIFt) +

√

2PPL1
P k(t)Dk(t) sin(ωIFt), (5.1)

where PC denotes the power for the C/A-code sequence Ck(t) and PPL1
represents the power

of the P(Y)-code sequence P k(t), both downconverted to the intermediate frequency ωIF.
The navigation data are represented by Dk(t). Due to the narrow bandpass filter around
the center frequency, the P(Y) code is distorted after the A/D conversion. Thus, the second
term of (5.1) can be described as noise e(n) which cannot be demodulated (Borre et al.
2007). The reformulated discrete signal can be written as

sk[n] =
√

2PCC
k[n]Dk[n] cos(ωIFn) + e[n], (5.2)

where n represents the time index of the sampled signal and is given in steps of 1/fs. In
a next step, in order to obtain the navigation data, the signal has to be converted to
baseband. This is done by removing the carrier by multiplying the input signal with a
carrier wave replica. The replica wave has to have the same frequency and phase as the
incoming signal. In this case the multiplication of both reads

sk[n] cos(ωIFn) = Ck[n]Dk[n] cos(ωIFn) cos(ωIFn)

=
1

2
Ck[n]Dk[n] +

1

2
. cos(2ωIFn)C

k[n]Dk[n]. (5.3)

The first term represents the navigation message multiplied with the PRN code sequence.
The second term contains the carrier with twice the intermediate frequency and can be
removed by applying a low pass filter (Borre et al. 2007). After filtering the remaining
signal reads

1

2
Ck[n]Dk[n]. (5.4)



CHAPTER 5. TRACKING 56

The removal of the code sequence Ck[n] from the signal can be achieved by correlating the
signal with a local replica Ck

local[n] of the code. The output of the correlation is given by

N−1
∑

n=0

Ck[n]Dk[n]Ck
local[n] = NDk, (5.5)

prevailing Ck[n] = Ck
local[n]. The term NDk contains the navigation bits multiplied by the

number of points in the signal N .
The described technique shows only the demodulation for a signal with one single satellite.
In reality the received signal is a sum of the signals from all visible satellites. Following
Haykin and Veen (2005) and Borre et al. (2007) this does not change the presented method
but results in larger noise terms.

5.2 Generic tracking loop

Both, the carrier tracking and the code tracking use an analytic linear phase lock loop
model. It can be used to predict performance of tracking. The basic concept of a tracking
loop is to generate a replica reference signal xref[n], that matches an incoming signal x[n]
over time. Thereby, the incoming signal is a function of the variable under consideration.
Depending on the different loops, FLL, PLL, or DLL, the variable corresponds to the
Doppler frequency, the carrier phase, or the code phase, respectively. A block diagram
of a generic tracking loop in the time-domain is shown in Figure 5.2. A digital input

x[n]

x [n]ref

NCO N(z)

LPF F(z)

y[n]

Kd

ε[n] εf[n]

Discriminator

Σ
+

-

Figure 5.2: Generic tracking loop

signal x[n] is fed into a discriminator which produces an error value ǫ[n]. In this case
the discriminator uses a simple addition with an associated gain Kd. Note that this is
only a simple representation of a discriminator, whereas actual GNSS discriminators are
more complex as shown later. The output of the discriminator is then low-pass filtered to
reduce the noise. In a next step the resulting filtered value ǫf [n] is used by a numerically
controlled oscillator (NCO) to produce a new replica signal for the next iteration of the
loop. The error can thus be considered as the difference between the predicted and actual
variable under consideration. The goal is to keep the output of the loop y[n] as close to
zero as possible. In this case the replica signal is equal to the input signal. As visualized
in Figure 5.2 a generic tracking loop consists of several functional blocks:
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• Loop discriminator block: Generates, based on the I&D output, the residual error of
the estimated code phase, Doppler frequency, or carrier phase;

• Integrate and dump (I&D) block: The purpose of this block is to reduce the noise
of the input signal by low-pass filtering (integrate) and to provide an output in
predefined intervals (dump);

• Loop filter: The loop filter F (z) reduces the noise to produce an accurate estimate
of the incoming signal;

• Numerically controlled oscillator: Generates a local replica of carrier or code signal
based on the loop filter output.

The order of the loop filter and the noise bandwidth determine the response to signal
dynamics. Several different orders can be used. The most common are the first-order filter
using a bandwidth of 0.5 Hz or the standard second-order loop filter. Figure 5.3 shows a
first-order loop filter.

Figure 5.3: First-order loop filter (Borre et al. 2007)

To understand the behavior of such a loop it is important to understand the relation
between input and output. This relation is described by the bilinear transfer function
(Tsui 2005). Following Borre et al. (2007) the transfer functions for the digital filter F (z)
and the NCO N(z) are given by

F (z) =
(C1 + C2)− C1z

−1

1− z−1
, (5.6)

N(z) =
K0z

−1

1− z−1
, (5.7)

where K0 denotes the NCO gain. The goal is to find appropriate values for the coefficients
C1 and C2 in the first-order filter transfer function. Therefore the transfer function of the
digital loop

H(z) =
KdF (z)N(z)

1 +KdF (z)N(z)
(5.8)
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is used and compared with the analog transfer function (Tsui 2005). In (5.8) Kd denotes
the discriminator gain. Following Chung et al. (1993) the coefficients can be expressed by

C1 =
1

K0Kd

8ζωnTs

4 + 4ζωnTs + (ωTs)2
(5.9)

C2 =
1

K0Kd

4(ωnTs)
2

4 + 4ζωnTs + (ωTs)2
. (5.10)

The order of the loop is determined by the denominator of the transfer function H(z) which
is a second-order function (Tsui 2005). Thus, the implemented tracking loops are second-
order loops. In (5.9) and (5.10) the term K0Kd denotes the loop gain, ζ the damping ratio,
ωn the natural frequency, and Ts is the sampling time. The natural frequency in turn can
be expressed as a function of the damping ratio and the noise bandwidth BL in the loop
(Parkinson and Spilker 1996)

ωn =
8ζBL

4ζ2 + 1
. (5.11)

In general, the accuracy of a tracking loop depends on its ability to follow the errors (e.g.,
thermal noise, multipath, interference and user dynamics) (Macchi 2010). The damping
ratio and noise bandwidth control the behavior of the loop. The settling time of the filter
as well as the overshoot of the filter are defined by the damping ratio. Thus, the choice of
the damping ratio is a compromise between overshoot and settling time. Following Tsui
(2005), the damping ratio is typically chosen ζ = 0.7, which is close to the optimum of
ζ = 0.707 (Gardner 2005). This results in a reasonable fast converging filter having not too
much overshoot. The amount of noise in the filter is controlled by the noise bandwidth.
Like the damping ratio this parameter has an influence on the settling time. The initial
frequency, output by the acquisition, is usually off by some Hz (Sect. 4.5). The tracking
loop is then trying to lock onto the correct frequency by minimizing the error value. In
literature this process is often referred to as pull-in phase. If a large noise bandwidth is
chosen the tracking loop will lock onto the real frequency but will generate a higher noise
in the locked state. In contrast a smaller noise bandwidth will reduce the noise at the
locked state but it will take longer until the right frequency is found. Even a false lock
is possible in case of being not fast enough, due to a phase shift, to lock on the correct
frequency. Typically a noise bandwidth is chosen of 20 Hz for land applications (e.g.,
pedestrian, automotive, leisure) (Borre et al. 2007). More details on derivations and on
generic tracking loop design can be found in Borre et al. (2007), Parkinson and Spilker
(1996), and Chung et al. (1993).
As discussed in Sect. 5.1 two local signal replicas - one for the carrier and one for the
code - are needed to demodulate the navigation bits. Since the frequency and the code
phase change permanently, two feedback loops are needed for generating the two replicas.
The feedback loop for the carrier replica is denoted as the carrier tracking loop, and the
feedback loop steering the code replica is referred to as code tracking loop.
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5.3 Carrier tracking

The carrier tracking loop refines the carrier frequency and phase and keeps track of them.
This is commonly done by using a phase locked loop, or a frequency locked loop. Most
receivers start with frequency tracking using an FLL. After having achieved a lock onto
the frequency the carrier tracking is switched to phase tracking using a PLL. Following
Ward et al. (2006b) this is done because a FLL is less sensitive to dynamic stress and
more robust under weak signal conditions (Kaplan 2006), while phase tracking loops are
less noisy and, thus, more accurate. In order to enable precise pseudorange, integrated
Doppler, and carrier phase measurements, a GNSS receiver must track the phase of the
incoming signal carrier (Gleason and Gebre-Egziabher 2009). While the FLL removes the
carrier frequency from the incoming signal, the PLL removes both the carrier frequency and
phase. Within the PLL the numerically controlled oscillator generates a sinusoidal signal
with a turnable frequency and phase. The incoming signal, still containing the spreading
symbols, is first multiplied by a code replica from the DLL (Sect. 5.4). This wipes off
the spreading symbols. The resulting signal is then multiplied by the locally generated
carrier allowing the removal of the signal carrier. The signal passed to the integrate and
dump block contains only a residual error of frequency and phase since the carrier wipe off
is expected to follow closely the phase variations due to the change in signal propagation
time between satellite and receiver (Julien 2005). To obtain the remaining phase error a
phase discriminator is used. The estimated phase error is then filtered by a low-pass filter.
The filter removes as much noise as possible from the discriminator output. The output
of the filter is then used to control the NCO of the carrier generation. The drawback of
using ordinary PLLs is that they are sensitive to 180◦ phase shifts (Tsui 2005). Such phase
transitions are caused by the navigation data or secondary code chips. Those affect the
polarity of the signal, which also implies a change in phase. Thus, a PLL which is used in
GNSS signal processing has to be designed to be insensitive to 180◦ phase shifts in order
to maintain the tracking sensitivity. Typically a Costas phase locked loop, as shown in
Figure 5.4, is used for this task.

Incoming signal

Carrier loop filter
Carrier loop
discriminator

I&D

I&D

NCO carrier
generator

90°

PRN code
replica

I

Q

Figure 5.4: Costas tracking loop
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After multiplication by the code replica the signal is split into two branches, compared
with the generic tracking loop design (Figure 5.4). The upper branch, denoted as in-phase
branch, represents the product between the input signal and the local carrier wave. The
second (lower) branch contains the multiplication with a 90◦ phase-shifted carrier wave
and is denoted as quadrature branch. Assuming a perfectly aligned carrier replica the
multiplication of the in-phase (I) and quadrature (Q) branch reads (Borre et al. 2007)

Dk[k] cos(ωIFn) cos(ωIFn+ φ) =
1

2
Dk[k] cos(φ) +

1

2
Dk[k] cos(2ωIFn+ φ)

Dk[k] cos(ωIFn) sin(ωIFn+ φ) =
1

2
Dk[k] sin(φ) +

1

2
Dk[k] sin(2ωIFn+ φ).

(5.12)

The phase difference between the phase of the incoming signal and the phase of the replica
signal is denoted as φ. After low-pass filtering the terms containing twice the intermediate
frequency are filtered and, thus, the remaining two signals are

Ik =
1

2
Dk[k] cos(φ)

Qk =
1

2
Dk[k] sin(φ).

(5.13)

After the integration, dumping, and filtering the discriminator of a Costas loop uses the
in-phase and quadrature-phase correlation values (Ik and Qk) to obtain the phase error.
Different discriminator functions can be found in the literature. One of them can be formed
by dividing Qk by Ik and reads

Qk

Ik
=

1
2
Dk[k] sin(φ)

1
2
Dk[k] cos(φ)

= tan(φ). (5.14)

The phase error or phase difference can thus be obtained by

φ = arctan

(

Qk

Ik

)

. (5.15)

Possible discriminator functions are listed in Table 5.1.

Table 5.1: Different PLL discriminator functions

Discriminator Characteristics

sgn(Ik)Qk Output is proportional to
sin(φ)

IkQk Output is proportional to
sin(2φ)

arctan
(

Qk

Ik

)

Output is the phase error

The in-phase correlation values Ik represent the navigation data bits. A preprocessing of
the raw correlation values has to be done before the decoding of the parameters (Chap. 6).
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The goal of phase tracking is to keep all the power in the in-phase component, which allows
the decoding of the bits of the navigation message. Following Julien (2005) two main figures
of merit can be used to characterize a discriminators inherent tracking capabilities:

• Stability region;

• Linear tracking region.

The stability region defines the region surrounding the zero phase error where a certain
phase error input results in a discriminator output having the same sign as the input error.
Thus, for a certain input error the discriminator will produce an output which leads to a
phase error converging towards zero. The linear tracking region defines the region around
the zero phase error where a phase error input results in a discriminator output which is
equal to the input error, in this region the discriminator reacts almost perfectly. Figure 5.5
shows the response of different PLL discriminator functions depending on the true phase
error. The black dotted line in the plot represents the linear tracking region. For true phase
errors of 0◦ and 180◦ the output of all functions is zero due to the insensitivity to 180◦

phase shifts of the Costas loop.
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Figure 5.5: Different PLL discriminator functions (a) and zoomed area around the linear
tracking region (b)

The maximum coherent integration time is limited to the duration of the data bit. For the
GPS L1 C/A signal and the Galileo E1 data channel the coherent integration is limited
to 20 ms and 4 ms respectively, due to a possible change of a navigation bit. Within this
development the arctan discriminator as formulated in (5.14) is used. It is the most precise
of the Costas discriminators, but also the most time-consuming one (Borre et al. 2007).
These PLL characteristics are illustrated in Figure 5.6, where the phasor A (the vector sum
of Ik and Qk), tends to remain aligned with the I-axis and switches by 180◦ during each
data bit reversal. The constellation diagram, sometimes also denoted as phasor diagram,
will be used later to visualize the PLL tracking performance. Further details regarding
PLLs can be found in Dierendonck (1996), Kaplan (2006), and Borre et al. (2007).
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Figure 5.6: I and Q constellation diagram

5.4 Code tracking

The code tracking is commonly implemented using a DLL. The main purpose of the DLL
is the refinement of the code phase estimate and tracking its changes by generating a local
replica of the PRN code. The DLL tries to keep the code replica aligned over time with
the signal received from the satellite. The code tracking uses the same principle as the
phase tracking of the carrier. The main difference between the PLL and the DLL is the
implementation of the discriminator function. While the PLL uses two branches (in-phase
and quadrature-phase carrier replica) the code tracking loops use several branches (several
multipliers, filters, and envelope detectors) to build the discriminator function. The DLL
tracking loop starts with removing the carrier frequency by multiplying the incoming signal
with the locally generated in-phase and quadrature-phase carrier replica, generated by the
PLL. In this case it can be assumed that the remaining unknown is only the code phase
(Giordanengo 2009). In a next step the remaining signal is multiplied separately by three
code replicas. The three code replicas (CE,CP , and CL) are nominally generated with a
spacing of a fraction of a chip δ by the code generator NCO. The resulting signals are
then passed to the I&D blocks, creating the in-phase and quadrature early, prompt and
late (IE, QE, IP , QP , IL, and QL) correlator outputs. The correlation output, assuming
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no external distortions and no frequency uncertainty, can be written as

IE =

√

A

2
R(τ − τ̂ − δ) cos(∆Φ)

IP =

√

A

2
R(τ − τ̂) cos(∆Φ)

IL =

√

A

2
R(τ − τ̂ + δ) cos(∆Φ)

QE =

√

A

2
R(τ − τ̂ − δ) sin(∆Φ)

QP =

√

A

2
R(τ − τ̂) sin(∆Φ)

QL =

√

A

2
R(τ − τ̂ + δ) sin(∆Φ),

(5.16)

where A denotes the signal power, δ is the correlation spacing (or chip spacing), τ − τ̂ is
the estimated code phase error, and ∆Φ is the estimated phase error. These correlator
results are then passed to the discriminator function and the loop filter to estimate the
remaining code phase error (difference) between the incoming signal and the local replicas.
In a last step these tracking errors are used in the NCO to update the code replicas. Using
the in-phase and quadrature branches makes the DLL independent of the phase on the
local carrier wave (Borre et al. 2007).
Figure 5.7 shows a basic example of how early, prompt, and late correlation values change
depending on the relative code phase between incoming signal and replica code. For an
easier understanding only one chip of a BPSK modulation and an ideal noise free scenario
using a correlator spacing of δ = 0.5 chips is shown. In this case the autocorrelation
function has triangular shape (Sect. 2.2.1). If the replica codes are properly aligned, as
shown in Figure 5.7b, the highest peak occurs at the prompt replica. The early and late
replicas are equal in amplitude and the estimated code phase error is zero. If the replica
codes are misaligned, then the early and late correlation values are unequal. Assuming
that the replica codes are shifted by 1/2-chip early (Figure 5.7a), the maximum correlation
value appears at the late replica. The early replica shows zero correlation and the prompt
value is between the early and late replicas. The values are proportional to the amount of
the code phase error. Thus, the code phase must be decreased, in this case, in a next step
to get the proper alignment. Having equal correlation values for the early and prompt,
and a lower value for the late, indicates that the code phase must be increased. In case of
Figure 5.7c the replicas must be shifted by 1/4-chip. The code discriminator observes the
difference in direction (early or late) and amplitude of the early and late correlation values
and, thus, maintains the highest correlation peak at the prompt correlator.
Table 5.2 summarizes common discriminator functions and their main characteristics which
are used for providing feedback to the code NCO. The choice of the discriminator is
typically made depending on the signal environment and the computational capabilities
of the receiver. Following Kaplan (2006) normalization removes the amplitude sensitivity
and, thus, improves the receiver performance under rapidly changing S/N conditions but
increases the computational load.
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Figure 5.7: Code correlation principle: (a) replica code 1/2-chip early, (b) replica code
aligned, and (c) replica code 1/4-chip late

Table 5.2: Various types of DLL discriminators

Discriminator Characteristics

IE − IL
Early minus late; simple discriminator; does not
require the Q branch, but a good carrier tracking

(I2E +Q2
E)− (I2L +Q2

L)
Early minus late power; moderate computational

load; same error performance as above

(I2E +Q2
E)− (I2L +Q2

L)

(I2E +Q2
E) + (I2L +Q2

L)

Normalized early minus late power; moderate
computational load;

IP (IE−IL)+QP (QE−QL)
Dot product power; uses all three correlators; low

computational load; nearly true error output

Figure 5.8 shows a comparison of different discriminator functions. The plots assume one
chip spacing between the early and late correlators. Furthermore an ideal signal (no noise)
is assumed.
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Figure 5.8: Comparison of different DLL discriminator functions (δ = 0.5)

For the software-based receiver implementation, the normalized early minus late power
discriminator function was selected. Following Borre et al. (2007) this discriminator is
independent of the performance of the PLL since it uses both the in-phase and the quadra-
ture branch. Another advantage, due to the normalization, is that the discriminator can be
used under different signal strengths and under different S/Ns and, thus, different front-
ends are possible. The correlation spacing δ between the early, prompt, and late codes
determines the noise bandwidth in the delay locked loop. By increasing the correlator
spacing the dynamics and the robustness of the loop can be increased. A smaller spacing
will make the DLL more precise. For all BPSK signals a chip spacing of half a chip is
commonly used.
Following Macchi (2010), the DLL is more affected by noise and multipath, compared to
the FLL or PLL, while interference affects all types of loops. The length and chipping
rate of the spreading code has a major influence on the impact of these errors on tracking.
For example a higher chipping rate and a longer spreading code period reduce the impact
of these errors. Thus, the modernized GNSS signals use higher chipping rates and longer
spreading codes.
Figure 5.9 illustrates a general structure of the implemented tracking module, including
the code tracking (blue) and the carrier tracking (red). The DLL part uses in total three
different replicas, namely the prompt P , early E and late L, to estimate the code phase
error. Whereas the PLL part uses two different carrier replicas, denoted as in-phase I
and quadrature-phase Q, to estimate the phase error. Note that a common timing base
is required for the two loops in order to work together in a stable way. Usually the LO is
used for this task.
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Figure 5.9: Implemented signal tracking module in case of BPSK signals

5.5 Tracking of binary offset carrier signals

In case of a BOC modulation the autocorrelation function has several peaks, as described
in Sect. 4.3. The number of peaks depends on the order of the BOC modulation. The
main peak is sharper, compared to the one of BPSK modulation and, thus, performs
better in the presence of multipath (Macchi 2010). The conventional DLL discriminators
for BPSK signals show multiple zero crossings, which can produce ”ambiguous” or false
lock positions under non-ideal conditions. False locks degrade the position performance
significantly. Figure 5.10 shows the multiple zero crossings when tracking a BOCmodulated
signal using the previously mentioned DLL discriminators.
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Figure 5.10: Comparison of different discriminator functions in case a BOC signal is tracked
(δ = 0.5)
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Several code tracking techniques have been proposed in the literature with the task to keep
track on the main peak which indicates the existence of the main signal. The proposed
tracking algorithms can be divided into the following classes:

• BOC tracking using a single sideband (SSB);

• BOC tracking with the bump-jumping (BJ) algorithm;

• BOC tracking using the dual estimator (DE);

• BOC tracking with multiple-gate discriminators (MGD).

The SSB tracking method treats each BOC sideband as a separate PSK signal. Each
sideband tracking creates an unambiguous PSK correlation peak which can be used by a
standard PSK discriminator. This method provides a robust solution but degrades the
tracking performance and is only suitable for a low precision receiver (Blunt 2007).
The bump-jumping algorithm compares the amplitude of the correlation peak which is
currently tracked with the amplitude of the adjacent correlation peak to assure that the
correct correlation peak is being tracked. Therefore two additional replica codes, denoted
as very early (VE) and very late (VL), are needed (Gleason and Gebre-Egziabher 2009).
The drawback of this method is the time it takes to reach the correct code phase after
a slip in tracking. The dual estimator tracking method is implemented as a three loop
configuration. The first tracks the code phase of the received signal, the second tracks the
subcarrier phase and the third loop tracks the carrier frequency and/or phase (Gleason
and Gebre-Egziabher 2009).
The multiple gate delay approach, proposed by Bello and Fante (2005), synthesizes an
unambiguous discriminator function by combining multiple correlator channels. The mul-
tiple gate delay (MGD) technique is composed of k early and k late correlators. The early
and late correlators are combined using different weighting coefficients ak in order to form
the shape of the discriminator. The multiple gate delay approach was used within this
implementation due to the easy possibility of the implementation of this method in soft-
ware. The drawback of this method is that the computational load is increased significantly
compared to the other methods. Following Blunt (2007) the correlations can be written as
follows

IEk
=

√

A

2
R

(

τ − τ̂ −
(

k − 1

2

)

δ

)

cos(∆Φ)

ILk
=

√

A

2
R

(

τ − τ̂ −
(

k +
1

2

)

δ

)

cos(∆Φ)

QEk
=

√

A

2
R

(

τ − τ̂ −
(

k − 1

2

)

δ

)

sin(∆Φ)

QLk
=

√

A

2
R

(

τ − τ̂ −
(

k +
1

2

)

δ

)

sin(∆Φ).

(5.17)

In (5.17) the variable δ denotes the early-to-late spacing of the standard DLL algorithm,
and k is an integer running from 1 to N . Following Gleason and Gebre-Egziabher (2009)
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an unambiguous BOC discriminator can be obtained by using the normalized early late
power discriminator (Table 5.2). The discriminator function can be formulated as

DMGD(N)(τ) =

N
∑

k=1

ak
[

R2
(

τ − τ̂ −
(

k − 1
2

)

δ
)

−R2
(

τ − τ̂ −
(

k + 1
2

)

δ
)]

N
∑

k=1

ak
[

R2
(

τ − τ̂ −
(

k − 1
2

)

δ
)

+R2
(

τ − τ̂ −
(

k + 1
2

)

δ
)]

. (5.18)

Depending on the number of correlators N and the correlator spacing δ different weighting
coefficients ak can be used. In the literature (Blunt 2007, Bello and Fante 2005, Skournetou
and Lohan 2007, Hurskainen et al. 2008) different combinations of N and ak are proposed.
Two main classes of MGD discriminators are distinguished: smooth and bumpy. A smooth
discriminator provides a monotonic function with a single shallow zero crossing, while
a bumpy discriminator synthesizes a single steep zero crossing with many undulations
across the discriminator characteristic (Gleason and Gebre-Egziabher 2009). Within the
literature (Bello and Fante 2005, Hurskainen et al. 2008) several optimizations regarding the
correlator spacing and the coefficients have been proposed in order to enhance the multipath
resistance. Thereby, unequal correlator spacing is taken into account as well. Within this
thesis three different MGD approaches, as shown in Table 5.3 have been investigated.

Table 5.3: Different multiple gate delay discriminator parameters

Type N Correlator spacing δ Coefficients ak

Smooth 4 0.525 [1.000 1.250 1.500 1.750]

Bumpy 4 0.200 [1.000 1.125 1.250 1.375]

Unequal spacing 3 [0.72 0.44 0.30] [0.25 0.27 0.51]

More information on different MGD implementations can be found in Skournetou and
Lohan (2007). Figure 5.11 shows a comparison of the MGD discriminator functions men-
tioned in Table 5.3. The smooth discriminator shows a shallow zero crossing, while the
bumpy one has a steeper one. The unequal spacing MGD shows a larger linear region
compared to the other two.
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Figure 5.11: Comparison of the different MGD discriminator functions
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Following Macchi (2010) the MGD approach can be used for different BOC modula-
tion types, including composite binary offset carrier (CBOC). Within this thesis only
a BOC(1,1) modulation is considered, but tracking a CBOC modulated signal would en-
hance the resistance to multipath. Within Sect. 5.6 a comparison of the different MGD
discriminators is provided. The pilot channel tracking loop follows a similar structure
to that of the general tracking architecture shown before, but an additional step is re-
quired to remove the secondary codes. For the sake of simplicity the secondary code was
omitted within this thesis. More information on secondary code tracking can be found
in Mongrédien (2008). For BOC tracking the overall tracking loop architecture is shown
in Figure 5.12. It must be mentioned that for a better understanding only one additional
correlator pair is visualized. The following section shows selected investigations and results
of the implemented tracking module.
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Figure 5.12: Implemented MGD tracking module in case of tracking BOC signals
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5.6 Tracking results

The tracking procedure described above is repeated for all visible satellite PRNs in the
receiver channels. The tracking module was tested and verified using different IF data sets.
For verification purposes the GIPSIE R©–IFS as well as recorded real-world data have been
used. More information on the simulated scenarios and recorded data sets are provided in
Chap. 8.
Based on the acquisition results of the simulated GPS/Galileo scenario (Sect. 4.6), the
tracking module was tested. Each IF data set contains 60 seconds of signal. Processing 60 s
of IF data represents a good compromise between a reasonable computation time (Sect.
8.4) and an adequate amount of results for investigation. All data sets were processed
over the full time, but the plots in this section only show the first second for a better
visibility. The tracking was performed for both GPS L1 C/A and Galileo E1B. In case of
the Galileo E1B signal different discriminator types have been tested. Figure 5.13a shows a
constellation diagram of the first second of a GPS L1 C/A signal. The diagram represents
the phase error and the noise between the phase of the incoming signal and the phase of
the local replica wave. The two spots - one on the left side and one on the right side of the
Q-axis - indicate the 180◦ phase shifts due to the data bit reversals. The averaged position
of the phasor remains aligned with the I-axis, thus the local replica phase is aligned with
the phase of the incoming signal. The blunders (Figure 5.13a) occur at the initial tracking
phase representing the settling time of the loop. This effect is also visible in Figure 5.13b
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Figure 5.13: Normalized I and Q constellation diagram (a) and in-phase prompt correlator
output (b) for a GPS L1 C/A signal generated by GIPSIE R©–IFS

at the very beginning of the time series. Figure 5.13b shows the first second of the in-phase
prompt correlator output when tracking a GPS L1 C/A signal. The jumps correspond to
the change in the sign of the data bit. In this case the positive and negative values already
indicate the navigation data bits. Note that a preprocessing, described in Chap. 6, has
to be done before the navigation data can be used. As discussed in Sect. 5.2 the noise
bandwidth and the damping ratio control the behavior of the loop. Figure 5.14a shows the
estimated Doppler frequency for a GPS L1 C/A signal in case of using a damping ratio
ζ = 0.7 and different noise bandwidths (12 Hz, 25 Hz, and 50 Hz).
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Figure 5.14: Comparison of the PLL discriminator output for different noise bandwidths
(a) and damping ratios (b) using a GPS L1 C/A signal generated by GIPSIE R©–IFS

In all cases the estimated Doppler frequency for, e.g., GPS PRN 4, matches the simulated
one (Table 4.3). But it is visible that a larger noise bandwidth results in a larger settling
time, while a smaller noise bandwidth might lead to a wrong discriminator output.
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(a) Noise bandwidth = 1 Hz
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(b) Noise bandwidth = 2 Hz
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(c) Noise bandwidth = 4 Hz
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Figure 5.15: Comparison of the filtered and raw DLL discriminator output in case of using
different noise bandwidths when processing a GPS L1 C/A signal
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The Doppler frequency estimations of the PLL using a noise bandwidth of 12 Hz and dif-
ferent damping ratios (ζ = 0.3, 0.7, and 1.5) for GPS PRN 4 are visualized in Figure 5.14b.
In case of using a small damping ratio a larger overshoot occurs. A higher damping ratio
enables a fast settling but can create false locks. The same behavior can be observed within
the DLL.
Figure 5.15 shows the amplitude of the filtered and raw GPS DLL discriminator output
when using different noise bandwidths (1 Hz, 2 Hz, 4 Hz, and 8 Hz) and a damping ratio
of ζ = 0.7. The red curve shows the raw output of the discriminator, while the blue curve
shows the filtered input for the NCO. The amount of noise in the filter is dependent on
the noise bandwidth. It also controls the settling time. The filtered output settles after
≈ 0.3 s using a small noise bandwidth of 4 Hz (Figure 5.15c). When using a smaller noise
bandwidth (e.g., 2 Hz) the noise within the filtered output is reduced but the settling
time is increased. If the noise bandwidth is chosen too small (i.e., 1 Hz), as shown in
Figure 5.15a, then the loop is not able to achieve a lock. A higher noise bandwidth of e.g.,
8 Hz, as shown in Figure 5.15d, leads to a shorter settling time but allows more noise in
the filtered discriminator output. As shown in Figure 5.16, the damping ratio influences
the settling time and the amount of overshoot.
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Figure 5.16: Comparison of the filtered and raw DLL discriminator output in case of using
different damping ratios when processing a GPS L1 C/A signal
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An underdamped system (0 < ζ < 1) shows an overshoot and a swing before settling
down. In contrast, if the system is overdamped (ζ > 1) no swing occurs but the noise is
increased. By comparing the Figures 5.16a and 5.16d the differences of an underdamped
and an overdamped system are visible. A damping ratio of ζ = 0.7 (Figure 5.16b) shows a
good compromise between settling time and oscillation. Thus, for processing all GPS L1
C/A signals a noise bandwidth of 4 Hz and a damping ratio of 0.7 have been used.
In a next step the tracking of Galileo E1B signals is evaluated. The normalized I and Q
constellation diagram of the first second of tracking is depicted in Figure 5.17a. Compared
to the constellation diagram of the GPS signal, the magnitude of the I and Q values are
larger. This is due to the longer integration interval of 4 ms in case of Galileo E1B, com-
pared to 1 ms in case of GPS L1 C/A. The ’outliers’ occur due to the initial tracking phase,
when the loop is refining the coarse values. Figure 5.17b shows the in-phase prompt corre-
lator output, representing the demodulated navigation message symbols. Compared to the
corresponding GPS L1 C/A correlator output, the higher symbol rate of the Galileo E1B
navigation message is noticeable. Note that every 4 ms a change in the navigation symbol
can occur. Again a preprocessing is necessary before the navigation message parameters
can be used.
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Figure 5.17: Normalized I and Q constellation diagram (a) and in-phase prompt correlator
output (b) for a Galileo E1B signal generated by GIPSIE R©

Figures 5.18a and 5.18b show the estimated Doppler frequency of the PLL when using
different noise bandwidths and damping ratios in case of tracking Galileo PRN 72. For a
better visualization only the first 0.4 s are shown.
As discussed previously a larger noise bandwidth results in a larger overshoot, as in the case
of using a noise bandwidth of 25 Hz. In all cases the PLL estimates the correct Doppler
frequency (Table 4.4). In case of using a smaller noise bandwidth of 6 Hz the PLL shows a
wrong Doppler frequency estimate within the first milliseconds of tracking. When using a
damping ratio of ζ = 1.5 a large overshoot in the magnitude of 40 Hz is visible. In this case
it takes much longer for the PLL to settle onto the correct Doppler frequency value. The
settling time and the overshoot is reduced in case of using a smaller damping ratio (e.g.,
ζ = 0.3). A damping ratio of 0.7 represents a good compromise between overshoot and
damping ratio. As visualized, the overshoot and stability depends on the noise bandwidth
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Figure 5.18: Comparison of the PLL discriminator output for different noise bandwidth
(a) and damping ratios (b) using a Galileo E1B signal generated by GIPSIE R©

and damping ratio. Figure 5.19a shows the amplitude of the filtered DLL discriminator
output in case of tracking Galileo PRN 72 and using different noise bandwidths. A higher
noise bandwidth (e.g., 8 Hz) increases the noise of the filtered output but enables a faster
settling. When using a lower noise bandwidth of 2 Hz the noise is reduced but the settling
time is increased. The filtered DLL discriminator outputs for different damping ratios
are presented in Figure 5.19b. Also in this case a higher damping ratio results in a faster
settling time but with increased noise. While a lower damping ratio (e.g., ζ = 0.3) produces
a larger overshoot.
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Figure 5.19: Comparison of the DLL discriminator output for different noise bandwidth
(a) and damping ratios (b) using a Galileo E1B signal generated by GIPSIE R©

Thus, a compromise between settling time and the amount of noise must be made. Within
this implementation a damping ratio of ζ = 0.7 and a noise bandwidth of 4 Hz are used
for the tracking of Galileo E1B signals. As discussed in Sect. 5.5, tracking a BOC sig-
nal requires a more sophisticated DLL. For tracking BOC modulated signals the MGD
approach has been used. The different MGD correlator types (i.e., smooth, bumpy, and
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unequal-spacing) are compared in Figure 5.20. The red line in each plot shows the prompt
correlator output, while the other colors represent the early and late correlators according
to the values given in Table 5.3.

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

4000

6000

8000

10000

12000

14000

Time [s]

C
or

re
la

to
r 

O
ut

pu
t

 

 
√

I2

E + Q2

E
√

I2

L + Q2

L
√

I2

P + Q2

P

(a)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

4

Time [s]
C

or
re

la
to

r 
O

ut
pu

t

 

 
√

I2

E1
+ Q2

E1

√

I2

E2
+ Q2

E2

√

I2

E3
+ Q2

E3

√

I2

E4
+ Q2

E4

√

I2

L1
+ Q2

L1

√

I2

L2
+ Q2

L2

√

I2

L3
+ Q2

L3

√

I2

L4
+ Q2

L4

√

I2

P + Q2

P

(b)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.8

1

1.2

1.4

1.6

1.8

2

x 10
4

Time [s]

C
or

re
la

to
r 

O
ut

pu
t

 

 
√

I2

E1
+ Q2

E1

√

I2

E2
+ Q2

E2

√

I2

E3
+ Q2

E3

√

I2

E4
+ Q2

E4

√

I2

L1
+ Q2

L1

√

I2

L2
+ Q2

L2

√

I2

L3
+ Q2

L3

√

I2

L4
+ Q2

L4

√

I2

P + Q2

P

(c)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.5

1

1.5

2

2.5

x 10
4

Time [s]

C
or

re
la

to
r 

O
ut

pu
t

 

 
√

I2

E1
+ Q2

E1

√

I2

E2
+ Q2

E2

√

I2

E3
+ Q2

E3

√

I2

L1
+ Q2

L1

√

I2

L2
+ Q2

L2

√

I2

L3
+ Q2

L3

√

I2

P + Q2

P

(d)

Figure 5.20: Comparison of different multiple gate delay discriminators: (a) standard
discriminator, (b) smooth, (c) bumpy, and (d) unequal-spacing when tracking a Galileo
E1B signal generated by GIPSIE R©–IFS

According to theory the prompt correlation output must have the highest magnitude. If
another correlator shows a higher correlation value a false lock has occurred. This case
is visualized in Figure 5.21. The standard discriminator, as used in case of GPS L1 C/A
signal tracking, shows a higher correlation value for the late correlator. Although starting
with the same magnitude with the prompt correlator the DLL locks onto the wrong peak
(side peak of the BOC ACF). This would cause a significant error within the pseudorange
measurements.
For tracking BOC modulated signals, the unequal-spacing discriminator function has been
used. The unequal-spacing discriminator function has the advantage that only 6 replicas
instead of 8 are needed and, thus, the processing time is reduced. The evaluation of the
simulated IF data proofs that the tracking module is able to process BPSK as well as BOC
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Figure 5.21: Wrong tracking result in case of using a standard DLL discriminator function
using a Galileo E1B signal generated by GIPSIE R©

modulated signals. The tracking of BOC modulated signals requires a special treatment
to avoid the tracking of side peaks.
In a next step real-world data are used to test the tracking module in case of GPS L1 C/A
and GPS L2C signals using the Fraunhofer multi-band front-end. The tracking of GPS
L1 C/A and GPS L2C is performed independently as described in the previous section.
For tracking L2C signals the L2CM-code has been used (Sect. 4.1.1). Figure 5.22 shows
a comparison of the normalized constellation diagram in case of L1 C/A and L2C signal
tracking. In case of tracking the GPS L1 C/A signal the constellation diagram shows the
same behavior as in the case of the simulated data. The L2C constellation diagram reveals
that the correlation values show a larger noise level compared to the L1 tracking. This is
due to the fact, that the L2CM-code is used for the tracking only. The zeros within the
PRN code replica cause a degradation of the correlation result.
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Figure 5.22: Normalized I and Q constellation diagram of (a) GPS L1 C/A and (b) GPS
L2C signal

Nevertheless in both cases the averaged position of the phasor remains aligned with the
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I-axis, thus the local replica phase is aligned with the phase of the incoming signal. Fig-
ure 5.23 shows a comparison of the first second of the L1 C/A and the L2C in-phase prompt
correlation output.
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Figure 5.23: In-phase prompt correlator output (a) GPS L1 C/A and (b) GPS L2C signal

In both plots the 180◦ phase shifts, due to the navigation data bits, are clearly visible.
Figure 5.24a shows the first second of the early, prompt, and late correlation results in
case of tracking a GPS L1 C/A signal. The prompt correlation values always show the
highest amplitude. The same can be observed when looking at the early, prompt, and late
correlation results in case of tracking a GPS L2C signal (see Figure 5.24b). The difference
between the two results is that the noise in case of L2C tracking is higher.
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Figure 5.24: Early, prompt, and late correlation results in case of tracking (a) GPS L1
C/A and (b) GPS L2C signals

Figure 5.25 shows a comparison of the estimated Doppler frequency for GPS PRN 12 in
case of tracking one second of L1 C/A and L2C signals. The estimated L2C Doppler
frequency shows a higher noise compared to the L1 frequency.
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Figure 5.25: PLL discriminator output for (a) GPS L1 C/A and (b) GPS L2C signals

When comparing the Doppler frequency estimates of L1 and L2 the expression of (4.23)
can be used. In the ideal case the differences between the corresponding Doppler values,
∆DfL1fL2

, must be equal zero. As shown in Figure 5.26, the ∆DfL1fL2
values have a mean

almost zero and a standard deviation of 10 Hz can be observed.
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Figure 5.26: Visualization of the delta Doppler values ∆DfL1fL2

Both the simulated scenarios as well as the real-world recordings proofed that the imple-
mented tracking module is able to process GPS L1 C/A and L2C signals, as well as Galileo
E1B signals. The impact of different noise bandwidths and damping ratios was investi-
gated. The MGD approach for tracking BOC modulated signal was tested and verified.
Note that the tracking module operates in post-processing mode and is currently able to
handle one channel at a time but can be expanded for multiple channels for future appli-
cations. In a next step the output of the tracking loops has to be pre-processed in order
to obtain the navigation message data and to compute the pseudorange measurements.



Chapter 6

Data preprocessing

Within this chapter the necessary steps for obtaining the raw measurements (i.e., pseudo-
ranges) and navigation data out of the tracking loop outputs are discussed. The decoding
procedures for different navigation message formats are shortly highlighted. The pseudor-
ange computation algorithms, as well as the navigation message decoding procedures are
validated by comparing the computed values with the simulated ones.

6.1 Introduction

A receiver position estimation is only possible if both, pseudorange measurements and
ephemerides data, for at least four tracked satellites are available. Since the output of
the tracking loops are code and carrier phases it is necessary to convert them into pseu-
dorange, Doppler, or phase measurements which can be used within the receiver position
computation (Kaplan 2006). Therefore several steps are necessary in order to obtain the
raw measurements. Additionally the navigation messages have to be decoded to obtain
ephemerides and almanac data as well as time information. As described in Chap. 2 dif-
ferent systems and services use different data messages. Common to all is that at least
one subframe or page exists which transmits ephemerides and time information (Hofmann-
Wellenhof et al. 2008). This enables an autonomous computation of the satellite position
information which in turn is needed for the receiver position computation. The decoding
of the navigation data involves in general three operations:

• Symbol synchronization;

• Frame synchronization;

• Navigation data recovery.

As described in Sect. 5.3 the PLL removes the code and carrier components from the
incoming signal. The remaining phase changes between 0 and 180 degrees correspond to
the data symbol transitions. Thus, the data symbols can be retrieved by analyzing the
changes in sign of the in-phase prompt correlation values (e.g., sgn(IP )). The task of
the symbol synchronization is to find the symbol or bit boundaries within the correlation
values. In case of GPS L1 C/A, using a coherent integration time of 1 ms, a demodulated
navigation bit has a length of 20 consecutive IP values. Thus, the first bit transition has
to be located. Since the length of a bit is known it is possible to find all the other bit
transitions. The left plot of Figure 6.1 shows the bit detection in case of GPS L1 C/A
NAV bit stream. In this case 20 correlation values have to be replaced by only one bit. In

79
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case of Galileo E1B, as shown in Figure 6.1b, due to 4 ms coherent integration time, each
IP value symbolizes already one Galileo navigation symbol. The five times higher data
rate of the Galileo I/NAV message, compared to the GPS NAV message, is clearly visible.
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Figure 6.1: Symbol detection in case of a GPS L1 C/A NAV bit stream (a) and a Galileo
E1B I/NAV symbol stream (b)

Since the navigation message structures are based on frames (subframes or pages) the
boundaries of those frames have to be located in a next step. The frame synchronization
can be achieved by correlating the incoming stream of bit values with a well-known data bit
sequence called preamble or synchronization pattern. This unique sequence is transmitted
at the beginning of each subframe or page. The binary pattern in case of the Galileo I/NAV
message is given by 0101100000 and for the Galileo F/NAV 101101110000, respectively.
The preamble bits in case of GPS are defined as 10001011 for both the NAV and C/NAV
messages. After having found the first frame boundary it has to be verified that another
boundary occurs exactly after one whole message length. The knowledge of the frame
boundaries is important for two reasons. First for the decoding of the navigation data
which is done at subframe or page level and for obtaining the time of transmission, which
is transmitted within the navigation message and is related to the ’leading edge’ of the
subframe or page.
An important task when decoding the navigation data is the detection and correction of
navigation data errors. Three different techniques, dealing with bit/symbol errors, are used
within GNSS:

• Cyclic redundancy check (CRC);

• Forward error correction (FEC);

• Interleaving.

The CRC is used to detect bit errors, whereas the FEC can be used to detect and correct
the errors. For mitigating the loss or corruption of a series of bits block interleaving is used
within the Galileo navigation message structure. Note that not all navigation messages
are protected by FEC or block interleaving (Chap. 2).



CHAPTER 6. DATA PREPROCESSING 81

6.2 Forward error correction coding and Viterbi de-

coding algorithm

In a typical digital communications system, a stream of bits (information) is transferred
from one point to another through a communication channel and is, therefore, suscepti-
ble to bit errors or noise. Forward error correction techniques allow to better exploit the
channel capacity by carefully adding redundant information to the data being transmitted
through the channel. In FEC systems, the transmitted data are encoded in such a way
that the receiver can detect as well as correct errors. Therefore, the convolutional encoder
inserts redundant information bits into the data stream. Thus, it is possible for the de-
coder to reduce and correct errors which are introduced during signal transmission. The
transmitter sends a data sequence comprising k bits of data to an encoder. The encoder
uses a convolutional coding scheme. As mentioned above the GPS C/NAV message as well
as the Galileo navigation messages are protected against transmission errors by using a
forward error correction coding based on a convolutional code. The navigation bit stream
in all cases is FEC encoded by a rate 1/2 convolution code. The convolutional encoding has
a constraint length of 7 according to the specifications. The used coding scheme for GPS
and Galileo is depicted in Figure 6.2.

Input Output

G1

G2

DDDDDD

Figure 6.2: Convolutional coding scheme

The encoder takes the input data bits and generates an output symbol stream. The
output symbol stream has twice the length of the input bit stream and is computed based
on the given binary logic. Note that the encoded bits are referred to as symbols to avoid
misunderstanding. Using this scheme makes the decoding slightly more complex compared
to the GPS navigation message (NAV). For the decoding of the data stream a Viterbi
decoder using the Viterbi algorithm is commonly used. The Viterbi algorithm estimates,
based on a given set of observations, the most likely sequence of data. This is achieved by
dynamic programming, which is an optimal recursive search process (Ziedan 2006). The
Viterbi decoder takes the input symbols and performs the decoding. The main purpose
of the decoder is to select the sequence (code word) with the minimum distance between
the received symbol and the code word (Lou 1995). The Viterbi algorithm can use either
hard or soft decision techniques. The hard decisions method is based on the Hamming
distance, while the soft decision technique uses the Euclidean distance as a metric. The
advantage of the hard decision method is, that it is simple to implement and does not
involve probabilities. The implementation in this thesis uses a soft decision technique
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to decode the symbols (Berglez 2010). Since FEC and Viterbi decoding are commonly
used within communications, refer to Viterbi (1995), Ziedan (2006), Ipatov (2005), or Lou
(1995) for further information.

6.3 Navigation data extraction

After the frame synchronization and, if required, de-interleaving and Viterbi decoding, the
cyclic redundancy check has to be validated before the data recovery can start. The CRC
protects the data bits against bit errors and is used within all navigation message formats.
The CRC is computed using a generator polynomial G(x). The bit field, which is protected
by the CRC, is therefore written as a polynomial. This polynomial is then divided by the
generator polynomial using a modulo-2 arithmetic. The resulting remainder represents the
CRC value. This value is then compared with the transmitted one. If the computed and
the received values match, then the CRC is passed. The number of CRC bits depends on
the generator polynomial which is defined in the corresponding interface control documents
(Department of Defense 2011, European Commission 2010). More information on CRC
can be found in Kaplan (2006).

6.3.1 GPS navigation message

To retrieve the ephemerides and other data within the GPS NAV or C/NAV symbol stream
the following tasks have to be accomplished:

• In case of C/NAV message decode the symbols into data bits using the Viterbi
decoding algorithm;

• Detect and verify the preamble;

• Verify the CRC;

• Extract the information from the data bits.

Beside the decoding of the ephemerides data also the extraction of the time of signal
transmission – time when the received subframe was transmitted from the satellite – is
important. Therefore each subframe of the NAV and C/NAV message contains the so-
called Z-count. The Z-count represents a truncated version of GPS time of week at the
time of signal transmission. The Z-count is increased in 6 s (NAV) respectively 12 s
(C/NAV) steps corresponding to the time between two consecutive subframes. The Z-
count is referred to the leading edge of the following subframe. The Z-count is extracted
from the navigation message, converted into the time of week (TOW), and stored within
the receiver. A detailed description of the GPS navigation data extraction and the timing
parameters is given in Department of Defense (2011).
Figure 6.3a shows the subframe synchronization and the occurrence of the preamble bits
within the GPS L1 NAV message stream. As visible the preambles occur in regular intervals
(300 bits). The obtained subframe ID sequence is shown in Figure 6.3b. The sequence
shows two frames of the navigation message. According to the specification each frame
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consists of five subframes which are transmitted in the order 1 to 5. Thereby, the content
of the subframes 4 and 5 changes in each frame. The CRC was passed in this case as well.
The decoded ephemerides values are stored in an internal format for further processing.
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Figure 6.3: Subframe synchronization showing the occurrence of the preamble bits (a) and
received subframe numbers (b) in case of GPS L1 NAV message

In case of the C/NAV message Figure 6.4 shows the occurrence (red dots) of the preambles
which are transmitted in regular intervals (every 12 s).
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Figure 6.4: Occurrence of preambles within the C/NAV data bit stream

All received C/NAV messages contain message type 0, which corresponds to the dummy
message type specified in Department of Defense (2011). Figure 6.5 shows the dummy
message subframe. While the preamble, the TOW, and the CRC bits contain valid data,
the data field itself is composed of alternating 1’s and 0’s. Also the message type field is
zero. Thus, no navigation data could be used from the C/NAV message.
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Figure 6.5: Content of received C/NAV message type 0

6.3.2 Galileo navigation message

The procedure of obtaining the Galileo navigation data within the I/NAV or F/NAV
symbol stream differs from the GPS procedure. According to the Galileo signal in space
interface control document (European Commission 2010) the following tasks have to be
accomplished:

• Detect, verify, and remove the binary synchronization pattern;

• Deinterleave the page symbols;

• Decode the symbols into data bits using the Viterbi decoding algorithm;

• Verify the CRC;

• Extract information from the page bits.

According to the specifications, after the page synchronization the symbol stream has to
be deinterleaved. If too many bits in a continuous block are corrupted (called burst errors)
then the FEC algorithm is not able to restore the corrupted bits. Therefore Galileo uses
block interleaving to mix the symbols of the navigation message. At the receiver the
symbols are then descrambled again. Block interleaving is usually implemented by use of a
n× k matrix. At the message generation the symbol stream is filled into a matrix column
by column. The stream is then transmitted by reading the matrix row by row. At the
receiver side the incoming symbols are deinterleaved, as shown in Figure 6.6, by performing
the inverse operation.
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Figure 6.6: Deinterleaving scheme

Thus, the received symbols are fed into the n × k matrix row by row. The deinterleaved
symbols are obtained be reading the matrix column wise. For the Galileo I/NAV and
F/NAV messages the deinterleaving parameters are listed in Table 6.1.

Table 6.1: Deinterleaving parameters for the Galileo F/NAV and I/NAV message (Euro-
pean Commission 2010)

Parameter
Message Type

F/NAV I/NAV

Block deinterleaver size (symbols) 488 240

Block deinterleaver dimension (n columns × k rows) 8× 61 8× 30

If a consecutive block of symbols is corrupted during transmission, then after deinterleaving
the corrupted symbols are scattered and, thus, the FEC is able to correct these symbols.
The next task within the navigation data decoding process is to convert the symbols into
bits. This is achieved by feeding the symbols into the Viterbi decoder. The resulting bit
stream is then verified by checking the cyclic redundancy check. If the CRC is passed then
navigation data information can be extracted from data bits. Beside the decoding of the
ephemerides data also the Galileo signal time of transmission has to be retrieved. The
time stamps in case of the Galileo messages are inserted at regular intervals into the page
layouts. A detailed specification of the message formats and the necessary processing is
provided in European Commission (2010).
Figure 6.7a shows the page synchronization and the occurrence of the synchronization
patterns within the Galileo E1B I/NAV message stream. The synchronization patterns
occur in regular intervals. The sequence shows three frames of the navigation message.
According to the specification each frame consists of 7 out of 15 pages which are transmitted
in a specified sequence. The CRC was passed before the decoded ephemerides values are
stored in an internal format for further processing.
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Figure 6.7: Page synchronization showing the occurrence of the synchronization patterns
(a) and received page numbers (b) in case of Galileo E1B I/NAV message

6.4 Pseudorange computation

In general satellite navigation observables are ranges which are based on time or phase
differences. Three different types of observations can be distinguished (Hofmann-Wellenhof
et al. 2008):

• Code pseudoranges;

• Phase pseudoranges;

• Doppler data.

The computation of the pseudoranges is based on the time of signal emission ts from the
satellite and the time of signal reception tr at the receiver. Whereas the time of signal
emission is related to the beginning of the subframe or page (e.g., TOW). The time
of reception is related to the receiver clock. Since the two clocks (i.e., satellite clock and
receiver clock) are not synchronized it is necessary to take the errors (or biases) of the clocks
with respect to a common time system into account. The difference between the time of
transmission and the time of reception is equivalent to the time shift ∆t of the incoming
signal and the replica signal within the tracking. Following Hofmann-Wellenhof et al.
(2008) the time difference, which corresponds to the signal travel time, can be formulated
as

tr − ts = (tr + δr)− (ts − δs) = ∆t+∆δ, (6.1)

where δs and δr denote the satellite clock error and the receiver clock error respectively.
By multiplying the signal travel time ∆t by the speed of light c the code pseudorange R is
obtained

Rs
r = c (tr − ts) = c∆t+ c∆δ = ρ+ c∆δ, (6.2)
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where ρ corresponds to the geometric distance between satellite and receiver. Note that the
measured pseudorange is different from the geometric distance because of the clock errors
and the influence of signal propagation errors (Sect. 7.2). The time of reception differs
from the time of transmission by ≈ 0.07 s due to the signal travel time, assuming a height
of the satellite of 21 000 km. Following Borre et al. (2007) the pseudorange computation is
divided into two steps. The first step is the computation of the initial set of pseudoranges.
The second one is the computation of subsequent pseudorange observations based on the
initial set. For the initial set of pseudoranges the start of one subframe or page has to
be identified for each visible satellite. This has already been achieved at the navigation
data decoding process. The starting point of each subframe or page has then to be related
to a common timing base within the receiver. Usually the receiver clock is used for this
task. Within this implementation, due to the post-processing approach, no receiver clock
in the common sense can be used. In the present implementation the absolute file pointer
position of the digital IF input file during the processing steps is used as a common timing
reference. In a next step the channel with the earliest appearance in terms of file pointer
position of a subframe or page is used as a reference channel. The time differences (in this
case differences in samples) between all remaining channels and the reference channel is
computed and converted into seconds. The signal travel time ∆t is obtained by adding
the approximate signal travel time to the previously computed time differences of the start
positions of the subframes. The approximate travel time from the satellites at zenith to
the earth is about 68 ms in case of GPS (Hofmann-Wellenhof et al. 2008). For Galileo
a travel time of 79 ms is assumed. The reference channel, assuming a GPS satellite, has
thus a travel time of 68 ms. The initial set of pseudoranges are obtained by converting
the travel time into meters. Note that adding the approximate signal travel time can be
omitted because the positioning algorithm (Chap. 7) needs the relative offsets between the
satellites only.

68 ms

Time [s]

Channel 1

Channel 2

Channel 3

Channel 4

Channel 5

Figure 6.8: Basic example of the pseudorange computation

Figure 6.8 shows a basic example of the pseudorange computation, assuming 5 GPS satel-
lites. Within channel 5, in the present example, the navigation message subframe (red
bar) is received first compared to all other channels. The approximate signal travel time
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(68 ms) is added to the relative offset between channel 5 and all other channels, as well
as to channel 5 itself. Note that the pseudorange accuracy is related to time resolution
(samples) of the signal, which is in turn related to the sampling frequency fs by

σR =
c

fs
, (6.3)

where c denotes the speed of light in vacuum. Assuming a sampling frequency of fs =
38.192 MHz, each sample corresponds to ≈ 7.85 meters. Since the prompt code is pre-
cisely aligned with the incoming signal to the nearest sample, the maximum error as a
result of the discrete samples will be half the resolution or < 5 m. It is possible to use the
residual code phase at the end of each ms period to further refine that accuracy.
Using the GIPSIE R© simulator it is possible to validate the computed pseudoranges. Ta-
ble 6.2 compares the computed GPS L1 C/A pseudoranges with the simulated ones. The
standard method refers to the algorithm described above, while the enhanced method uses
the remaining code phase values for a better accuracy. The mean values are in the range
of a few meters.

Table 6.2: Statistics of the difference of computed and simulated GPS pseudoranges

PRN Mean [m] Std [m]

standard enhanced standard enhanced

8 0.473 -0.089 4.613 3.423

9 -1.052 -1.905 5.207 3.983

17 -0.050 -0.448 5.479 4.645

26 1.166 0.494 5.066 3.161

28 1.846 1.143 4.449 3.109

29 1.243 0.738 5.184 4.025

Note that pseudoranges are not computed for non-tracking channels, for channels which
have invalid preambles, or for channels where the CRC of the navigation data fails. Fig-
ure 6.9 shows the differences of the computed pseudoranges with respect to the simulated
ones. The enhancement using the remaining code phases is visible (Figure 6.9b), compared
to the standard method (Figure 6.9a).
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Figure 6.9: Differences between simulated and measured GPS pseudoranges in case of using
the standard method (a) and the enhanced method (b)

Figure 6.10 shows the differences of the computed pseudoranges with respect to the simu-
lated ones in case of Galileo. Note that the differences are smaller compared to the GPS
pseudoranges.
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Figure 6.10: Differences between simulated and measured Galileo pseudoranges

Table 6.3 compares the computed Galileo pseudoranges, using the enhanced method, with
the simulated ones. The mean values show differences in the order of a few meters, so do
the standard deviations.
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Table 6.3: Statistics of the difference of computed and simulated Galileo pseudoranges

PRN Mean [m] Std [m]

3 3.300 2.398

14 -1.714 1.481

15 -1.133 2.469

16 -5.111 5.356

23 -1.321 4.961

Figure 6.11 shows a comparison of the computed pseudoranges for GPS L1 C/A and GPS
L2C for (a) PRN 29 and (b) PRN 05. Note that a common trend is removed for a better
comparability. The L2C pseudoranges have a higher noise than the L1 pseudoranges. Also
an offset in the range of a few meters is visible. This offset is mainly due to the ionospheric
delay (Sect. 7.3.1).
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Figure 6.11: Differences between GPS L1 C/A and GPS L2C pseudoranges in case of PRN
29 (a) and PRN 05 (b)

At this stage all necessary raw data (i.e., pseudoranges and ephemerides data) are present
and, thus, a receiver position computation is possible. The following chapter presents the
implemented algorithms for the user position computation. Furthermore, the topics dual-
frequency measurements and multi-system measurements are presented in more detail.



Chapter 7

Position, velocity, and time estimation

7.1 Introduction

The position, velocity, and time module turns the estimated raw measurements (i.e., pseu-
doranges), the decoded navigation data, and some other attributes into valuable infor-
mation for the user. Beside position information the module provides, information about
velocity, time, and accuracy and alerts the user in case of failures. In todays mass market
mainly single-frequency receivers, based on code pseudorange measurements, are used. The
positioning accuracy thereby depends on various factors. Hofmann-Wellenhof et al. (2008)
mention three different groups of errors, namely satellite-related errors, receiver-related er-
rors, and propagation-medium-related errors. Some of these errors can be modeled, some
others not. But even when applying models the resulting position accuracy of a single-
frequency receiver is not sufficient for many applications. The increasing number of GNSS
signals increases the redundancy and provides the possibility to implement new mitigation
and correction strategies. One major advantage of using two different frequencies is the
elimination of ionospheric effects and, thus, the significant improvement of the positioning
accuracy. Furthermore, due to the redundant measurements to the same satellite, several
plausibility and error checks are possible which lead to an improved integrity. Another
important aspect is the increasing number of measurements available when combining dif-
ferent GNSS. The GNSS receiver can compute position and time based on a minimum
number of four pseudoranges. Depending on the location and time, currently up to 9 or
10 GPS satellites above 10◦ elevation are visible to the user. If the elevation mask is fur-
ther reduced up to 12 satellites can be observed. In the future, accounting for Galileo the
number of visible satellites will double. And considering multi-frequency measurements
the number of total measurements will increase by factor 4 or 5 compared to the situation
today. This high redundancy can be used to eliminate error sources or de-weight measure-
ments which can be statistically proven not to fit in the overall solution. This increases
the reliability and integrity of the solution as well. After a short introduction of the imple-
mented PVT module this chapter focuses on the treatment of dual-frequency pseudorange
observations. Thereby, several strategies for an efficient ionospheric error mitigation are
explained and compared. In this context the smoothing of pseudoranges by means of phase
observations is discussed as well. The proper combination of different GNSS within the
position computation is explained.

91
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7.2 Position computation algorithm

In the literature the basic concept for position, velocity, and time estimation is denoted
as single point positioning using single-frequency code pseudoranges. It is based on the
simplified mathematical model, which can be derived from the geometry between one
satellite and the receiver (Hofmann-Wellenhof et al. 2008). The observation equation for
one single observation reads:

Rs
r(t) = ρsr(t) + c∆δsr(t) + ∆Ionosr(t) + ∆Troposr(t) + ǫsr(t), (7.1)

where

• Rs
r(t) is the measured code pseudorange in meters at the time epoch t between the

receiver r and the satellite s;

• ρsr(t) denotes the geometric distance in meters at the time epoch t between the
receiver r and the satellite s;

• c is the speed of light in vacuum (299 792 458.0 m/s);

• ∆δsr(t) = δr(t)− δs(t) represents the combined clock offset, receiver clock error δr(t)
and satellite clock error δs(t), in seconds;

• ∆Ionosr(t) represents the propagation delay caused by the earth’s ionosphere for the
signal traveling between satellite s and receiver r in meters;

• ∆Troposr(t) symbolizes the propagation delay caused by the earth’s troposphere for
the signal traveling between satellite s and receiver r in meters;

• All remaining range errors and corrections (e.g., multipath, measurement noise) are
summarized in ǫsr(t).

The satellite clock error δs(t) can be modeled using the broadcasted satellite clock parame-
ters (Department of Defense 2011, European Commission 2010). Typically the propagation
delays introduced by ionosphere and troposphere are corrected using broadcast model pa-
rameters and standard models. The mathematical model for the observation equation,
neglecting the propagation errors, yields

Rs
r(t) + cδs(t) = ρsr(t) + cδr(t) + ǫsr(t). (7.2)

The left side contains all known respectively measured quantities while the right side
represents the unknowns. Using Cartesian coordinates representations for the receiver and
satellite positions at the time epoch t the geometric distance ρsr(t) can be expressed as,

ρsr(t) =
√

(Xs(t)−Xr(t))2 + (Y s(t)− Yr(t))2 + (Zs(t)− Zr(t))2. (7.3)

Where Xs(t), Y s(t), and Zs(t) denote the earth-centered, earth-fixed (ECEF) satellite co-
ordinates, which are computed out of the ephemerides data, and Xr(t), Yr(t), and Zr(t)
represent the ECEF receiver coordinate triple. The solution of positioning is performed
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within an adjustment process following linearization principles. The set of linearized equa-
tions can be written in matrix-vector form

l = Ax, (7.4)

where l denotes the observation vector and x represents the parameter vector (vector of
unknowns). The design matrix A for the adjustment considering one GNSS and single-
frequency measurements for two satellites i and j to the receiver r reads

A =











−X i −Xr

ρir
−Y i − Yr

ρir
−Zi − Zr

ρir
1

−Xj −Xr

ρjr
−Y j − Yr

ρjr
−Zj − Zr

ρjr
1











. (7.5)

The first three columns correspond to the unknown receiver coordinate triple (Xr(t), Yr(t),
and Zr(t)). The last column corresponds to the receiver clock error δr(t). Note that for a
better condition number of the matrix the last column contains 1 instead of c. Note that
approximate values for the user coordinates are needed due to the linearization. Following
Hofmann-Wellenhof et al. (2008) the approximate values can be set to zero, since the
equations have to be applied iteratively. The details about the adjustment approach as
well as Kalman filter approaches are discussed, e.g., in Hofmann-Wellenhof et al. (2008),
Parkinson and Spilker (1996), Borre et al. (2007), or Kaplan (2006).

7.3 Dual-frequency algorithm

Beside the errors introduced by the satellites (i.e., satellite orbit, satellite clock), the tropo-
sphere, the receiver clock, and local errors (e.g., multipath), the ionosphere represents one
of the major error sources. GNSS signals in general are affected by the ionosphere since
the signals have to pass through the ionosphere which is a dispersive medium. It causes
a frequency dependent delay of the transmitted signal. Since GNSS code pseudorange
measurements can be delayed by the ionosphere up to several tens of meters depending
on the ionospheric conditions, the ionospheric effect as a primary source of error must be
removed or at least mitigated. In order to obtain accurate positions all single-frequency
GNSS receivers use an ionospheric model to compensate the ionospheric delay. Concerning
single-frequency code measurements, ionospheric models like Klobuchar and NeQuick or
grid ionospheric vertical delay models from SBAS are used to mitigate the influence of iono-
sphere. For an efficient mitigation of ionospheric delay, dual-frequency code measurements
are required. The advantage of using two different frequencies is that it is possible to elim-
inate the ionospheric effects and, thus, to improve significantly the positioning accuracy.
This approach is used in geodetic phase measurement applications since decades. Due to
the modernization of GPS and the multi-frequency design of Galileo it is now feasible to
track civil codes on more than one frequency and, thus, it is possible to virtually eliminate
the ionospheric delay by the use of dual-frequency GNSS measurements.
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7.3.1 Ionospheric effect

The ionosphere represents the uppermost part of the atmosphere, distinguished because
it is ionized by solar radiation. It plays an important part in atmospheric electricity and
forms the inner edge of the magnetosphere. It prevents the ultraviolet radiation from the
sun to reach the earth’s surface. The ionosphere is a shell of electrons and electrically
charged atoms and molecules that surround the earth, stretching from a height of about
50 km to more than 1000 km. The degree of ionization depends primarily on the sun and
its activity. The amount of ionization in the ionosphere varies greatly with the amount of
radiation received from the sun and is directly connected to the sun spots and the sunspot
cycle (∼ 11 years). The ionosphere is no static phenomenon but varies in location and
time. Due to the earth’s rotation and the ecliptic there exists a diurnal (daily) effect, a
monthly effect as well as a seasonal effect. In winter when the hemisphere is tilted from
the sun less solar radiation is received and, thus, the degree of ionization is less than
in summer. Within the diurnal cycle the maximum of ionization is reached at 2 p.m.
local time, whereas the minimum occurs around 2 hours after midnight. On the earth’s
surface the radiation also depends on the geographic location, especially on latitude. Also
solar flares cause disturbances within the ionosphere. Electromagnetic waves traveling
through the ionosphere are affected by the electron particles depending on the density
of the particles (total amount of particles) along the signal path - the so-called total
electron content (TEC). Furthermore, the ionospheric effects on the signals depend on the
frequency of the waves. Beside several effects caused by the ionosphere (e.g., Faraday effect,
ionospheric scintillation, etc.) the signal is delayed. This ionospheric signal delay can be
significant and, thus, it is of major concern for satellite communication and navigation.
More details about the ionosphere can be found in Anderson and Fuller-Rowell (1999)
and Jock et al. (1996). Following Hofmann-Wellenhof et al. (2008) and Kaplan (2006),
the ionospheric delays for the code pseudorange and phase pseudorange measurements are
based on a truncated series expansion of the refractive index and is given by

∆Iono
code =

40.3

f 2
TEC

∆Iono
phase = −40.3

f 2
TEC.

(7.6)

The ionospheric terms for code and phase observations (7.6), given in meters, show a
dependency on the carrier frequency f and on the TEC. The TEC in turn depends on
sunspot activities, diurnal and seasonal variations, the azimuth and elevation angle of the
satellite, and the receiver position. The TEC is usually computed along the signal path
between the satellite and the receiver. The TEC can be measured, modeled, estimated, or
eliminated (Hofmann-Wellenhof et al. 2008). From (7.6) follows that GNSS ranging codes
are delayed; therefore, the measured code pseudoranges are too long compared to the true
geometric range between receiver and satellite. This is in contrast to the phase, which is
advanced and therefore the measurements are too short. Measuring the TEC is a discipline
of atmospheric monitoring. The modeling of the ionospheric delay is difficult due to the
various time dependent influences on the TEC.
Different ionospheric models exist, having different scales in space and time, and many of
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them are derived from GNSS ground-based data analysis. These ionospheric delay models
are used within GNSS to correct the single-frequency receivers signals.

7.3.1.1 Klobuchar model

Within the GPS navigation messages, 8 parameter of the Klobuchar ionospheric delay
model are broadcast to predict ionospheric corrections for single-frequency GPS measure-
ments. The model was developed by John A Klobuchar (Klobuchar 1986). The Klobuchar
ionospheric delay model is a simple but strong utility model. It uses a trigonometric cosine
function to describe the characteristics of ionospheric diurnal variations. Due to the fact
that the Klobuchar model has been completed in early 1980s, confined to the technology
of that era, the parameters and the model type are not so accurate, compared to newer
models. The algorithm is based on the broadcasted ionospheric coefficients (8 parameters),
the receiver coordinates (latitude and longitude), the elevation and azimuth angle to the
satellite, and the actual time. A detailed description of the algorithm for computing the
ionospheric correction term is given in Hofmann-Wellenhof et al. (2008). Figure 7.1 shows
the variation of the ionospheric correction term over one day for different elevation angles.
It is visible that the maximum occurs at 2 p.m. and that during the night the effect is
reduced to a constant minimum value.
Jock et al. (1996) state that the delay can occasionally rise up to 50 meters for a signal
passing vertically through the ionosphere and that satellites near the horizon can suffer a
delay even three times higher due to the obliquity. Thus, typically a cut-off angle of 10◦

elevation is commonly used.
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Figure 7.1: Ionospheric delay for different elevation angles over one full day computed
using the Klobuchar model (φ = 47◦, λ = 15◦, azimuth = 0◦, date = May 30th, 2011)

The dependency of the solar ionization level, as modeled by the Klobuchar model, is visu-
alized in Figure 7.2. While Figure 7.2a shows the computed worldwide vertical ionospheric
delay using the Klobuchar model at 2 p.m. Graz local time on August 8th, 2009, 7.2b
shows the delay on May 30th, 2011, at 2 p.m. Graz local time.
The strengths of the Klobuchar model are its simplicity and the low computation time
and processing time needed. The shortcomings of the model, following Farah (2008), are
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(a) (b)

Figure 7.2: Klobuchar ionospheric zenith delay for (a) August 8th, 2009, and (b) May
30th, 2011

the low accuracy (only 50% of the ionospheric delay effects can be corrected) and poor
behaviour in near-equatorial and high latitude regions.

7.3.1.2 NeQuick model

The NeQuick model is the ionospheric model that is foreseen to be used by the Galileo
single-frequency user to compensate the ionospheric effect. NeQuick was developed at
ICTP Trieste and at the University of Graz (Hochegger et al. 2000, Radicella and Leitinger
2001). The NeQuick model reproduces the TEC along a given ray path as well as electron
density distributions for a given month, geographic latitude and longitude, height and
time. The model uses different layers for computing the electron density. According to
Hochegger et al. (2000) the model consists of two major components. The bottom side
model describes the ionosphere below the peak of the F2 layer using a sum of Epstein
layers. Whereas the top side model describes the region above the peak of the F2 layer.
This component uses a semi-Epstein layer with modeled thickness parameter increasing
linearly with height (Arbesser-Rastburg and Cerdeira 2005). A detailed description of the
model is provided in Leitinger and Radicella (2002). Following Arbesser-Rastburg (2006)
and Arbesser-Rastburg and Jakowsi (2007) the ionospheric correction term by using the
NeQuick model can be calculated as follows:

• The receiver retrieves the coefficients a0, a1, a2 for the effective ionization parameter
Az, the actual time, the satellite position (Keplerian elements), and ionospheric
disturbance flags, from the navigation message (European Commission 2010).

• Information about the earth’s magnetic field and the ITU, Radiocommunication (sec-
tor) (ITU-R) maps are stored in the receiver.

• The receiver computes a rough position estimation (φ, λ, h) without ionospheric
corrections.

• Based on φ and λ the magnetic dip I is computed using the stored magnetic model.
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• The modified dip µ is computed using tanµ =
I√
cosφ

.

• The effective ionization parameter Az is computed using Az = a0 + a1µ+ a2µ
2.

• Based on Az and using the NeQuick model, the electron density is calculated for a
point along the satellite-receiver path.

• All discrete points along the signal path are then integrated in order to obtain the
TEC.

• The TEC value is then converted to ∆Iono using (7.6).

An analytical description of the NeQuick model computation can be found in Memarzadeh
(2009). The algorithm requires twelve Comité Consultatif International des Radiocom-
munications (CCIR) maps, one for each calendar month and providing ionosonde data
and a file containing dip latitudes. Some newer versions of the NeQuick algorithm do not
depend on the month, and/or use simplified versions of these maps (Hofmann-Wellenhof
et al. 2008). Figure 7.3a shows the computed worldwide vertical ionospheric delay using
the NeQuick model at 2 p.m. Graz local time on August 8th, 2009, 7.3b shows the delay
on May 30th, 2011 at 2 p.m. Graz local time.

(a) (b)

Figure 7.3: NeQuick ionospheric zenith delay for (a) August 8th, 2009 and (b) May 30th,
2011

A comparison of the Klobuchar and NeQuick model was performed within the GAMMA-A
project (Rohmer 2011). The strengths of this model according to the investigations are
the higher accuracy compared to Klobuchar, and the more appropriate modeling along
some areas. Furthermore, the model is able to reflect higher frequencies in local changes.
The shortcomings of the model are the high processing power needed for integrating the
TEC values along the ray path and the memory needed to load and store the various model
parameters. Nevertheless the NeQuick model outperforms the Klobuchar model. Since it is
difficult to model the TEC due to the various time-dependent influences, the most efficient
treatment of the ionospheric effect is the elimination or estimation of the ionospheric delay
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by using dual-frequency observations. Since the ionosphere is a dispersive medium, GNSS
observations on different carrier frequencies are affected in a different way (7.6). This fact
enables two possible strategies.

7.3.2 Elimination algorithm

The first one is the elimination of the ionospheric delay; the second one is the estimation of
the ionospheric delay. The elimination as well as the estimation of the ionospheric refraction
requires at least dual-frequency observations from one and the same satellite. In case
of eliminating the ionospheric effect the observation equation based on code pseudorange
measurements (cf. (7.2)) is expanded by a frequency-dependent ionospheric correction term.
The observation equations, assuming dual-frequency pseudorange measurements on f1 and
f2, read

Rf1 = ρ+ c∆δ +∆Iono
f1

+ ǫf1

Rf2 = ρ+ c∆δ +∆Iono
f2

+ ǫf2 .
(7.7)

The code pseudoranges between one receiver and one satellite are denoted as Rf1 and Rf2

and are given in meters. The subscripts f1 and f2 denote the different carrier frequencies
where the code is modulated on. The elimination of the ionospheric term can be achieved
by using a linear combination of the two equations (7.7). The coefficients n1 and n2 of
the linear combination are determined in such a way that the following equation is fulfilled
and reads

n1 ·∆Iono
f1

+ n2 ·∆Iono
f2

= 0. (7.8)

By inserting (7.6) into (7.8) and assuming n1 = 1 the coefficient n2 is given by

n2 = −f 2
2

f 2
1

. (7.9)

Thus, the ionosphere-free linear combinations reads

(

Rf1 −
f 2
2

f 2
1

Rf2

)

=

(

1− f 2
2

f 2
1

)

(ρ+ c∆δ + ǫ). (7.10)

Bringing the first term of the right side of (7.10) to the left side, the result is the ionosphere-
free observation equation for combined code pseudoranges

Rf1f2 =

(

Rf1 −
f 2
2

f 2
1

Rf2

)(

f 2
1

f 2
1 − f 2

2

)

= (ρ+ c∆δ + ǫ). (7.11)

The unknown parameters, which have to be solved are the receiver coordinates included
in ρ and the receiver clock bias ∆δ. Thus, only the observation vector changes and the
design matrix remains untouched compared to the single-frequency algorithm. Note that
the term ionosphere-free is not the fully correct terminology because terms of higher or-
der of ionospheric effects are not eliminated using the dual-frequency approach due to
some approximations in (7.6) (Hofmann-Wellenhof et al. 2008). The main advantage of



CHAPTER 7. POSITION, VELOCITY, AND TIME ESTIMATION 99

the ionosphere-free combination is the elimination (or more precisely, the mitigation) of
ionospheric effects enabling a significant improvement of the positioning accuracy.
The drawback of the ionosphere-free linear combination is the amplification of the mea-
surement noise due to the formation of the linear combination. The amplification can be
estimated by applying a variance propagation to (7.11) and reads

σ2
Rf1f2

=

(

f 2
1

f 2
1 − f 2

2

)2

· σ2
Rf1

+

(

f 2
2

f 2
1 − f 2

2

)2

· σ2
Rf2

. (7.12)

This leads to a factor of about 3 for the amplification of noise in case of L1 and L2
observations. A factor of 2.58 is expected when using L1 and L5 observations. Thus, it is
inevitable to put more effort into the computation of the linear combination. Parkinson
and Spilker (1996) state that the ionospheric effect can be averaged over time. Thus, a
code smoothing by means of phase observations can be applied to the linear combination.
The smoothing algorithm is discussed in Sect. 7.5.

7.3.3 Estimation algorithm

Another approach, following Hofmann-Wellenhof et al. (2008), targets the estimation of
the ionospheric delay. Therefore, the TEC is substituted by a Taylor series expansion (7.6)
as function of the observation latitude and the local solar time. The coefficients in the
Taylor series are introduced as unknown parameters in the code pseudorange observation
equation and estimated together with the other unknown parameters (receiver coordinates
and receiver clock error). Based on (7.7) the design matrix for the estimation of the
ionospheric influence can be established. The design matrix reads

A =



















−X i −XR

ρiR
−Y i − YR

ρiR
−Zi − ZR

ρiR
1 1 0

−X i −XR

ρiR
−Y i − YR

ρiR
−Zi − ZR

ρiR
1 0 1

...
...

...
...

...
...



















. (7.13)

The two rows in matrix (7.13) correspond to one f1 and one f2 observation to one single
satellite i. This simple approach is not possible, because it results in a singular design
matrix. Columns 4, 5 and 6 of the matrix above become linearly dependent. Additionally
the problem arises that for all satellites in view additional terms have to be considered,
since the delay for each signal path is different. Thus, more unknowns (three receiver
coordinates, one receiver clock error, and two ionospheric unknowns per satellite) than
observables appear and the system of equations is not solvable in this case. The solution
of this problem is to estimate a combined ionospheric effect for f1 and f2. The solution is
derived by using (7.8) in the ionosphere-free form

∆Iono
f2

=
f 2
1

f 2
2

∆Iono
f1

. (7.14)
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The corresponding pseudorange equations can be written as

Rf1 = ρ+ c∆δ +∆Iono
f1

Rf2 = ρ+ c∆δ +
f 2
1

f 2
2

∆Iono
f1

.
(7.15)

The design matrix, assuming two satellites i and j providing pseudorange measurements
on two frequencies, for this approach reads

A =







































−X i −XR

ρiR
−Y i − YR

ρiR
−Zi − ZR

ρiR
1 1 0 . . .

−X i −XR

ρiR
−Y i − YR

ρiR
−Zi − ZR

ρiR
1

f 2
1

f 2
2

0 . . .

−Xj −XR

ρjR
−Y j − YR

ρjR
−Zj − ZR

ρjR
1 0 1 . . .

−Xj −XR

ρjR
−Y j − YR

ρjR
−Zj − ZR

ρjR
1 0

f 2
1

f 2
2

. . .

...
...

...
...

...
...

. . .







































. (7.16)

Now the solution of the system of equations becomes possible, nevertheless at least five
satellites are needed to solve the system. For the convergence of the algorithm it is necessary
to account for the estimated ionospheric delay within the observation vector. Test results
of both algorithms - the one for the elimination and the one for the estimation - are shown
and discussed in Chap. 8.

7.3.4 Ionospheric correction algorithm

Within the current implementation a slightly different approach is used for ionospheric
correction. The advantage in this approach is, that the design matrix does not contain
any additional parameters or has to be multiplied by a factor. The mathematical models
described before allow to estimate the ionospheric error on f1 using f1 and f2 pseudor-
ange measurements. Substituting (7.6) into (7.7) for the corresponding frequencies and
neglecting the noise for the moment leads to

Rf1 = ρ+ c∆δ +
40.3

f 2
1

TEC

Rf2 = ρ+ c∆δ +
40.3

f 2
2

TEC.

(7.17)

Forming the difference between the pseudoranges the so-called geometry related terms
vanish and (7.17) yields
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Rf1 −Rf2 =
40.3

f 2
1

TEC− 40.3

f 2
2

TEC (7.18)

and, after multiplying the equation by f 2
2 /(f

2
2 − f 2

1 ) and re-substitution of (7.6), the iono-
spheric delay on f1 can be found as

∆Iono
f1

=
f 2
2

f 2
2 − f 2

1

(Rf1 −Rf2). (7.19)

When computing a position solution using the linear combination of (7.19) no benefit of
the dual frequency algorithm is visible (Sect. 8.3). As mentioned in Tetewsky et al. (2009)
small variations in signal delay appear among the various signal paths within hardware
of the spacecraft. It is not possible for the satellite designers to precisely eliminate them.
Thus, GNSS signals do not emerge from the satellite antennas at exactly the same time
and from the same location. If these offsets are not accounted within the PVT the cal-
culated positions will be inaccurate. Thus, a slightly different algorithm has to be used
(Department of Defense 2011, Tetewsky et al. 2009). This algorithm is denoted as ’the
modernized ionosphere-free pseudorange algorithm’ and contains a mixture of the previous
algorithm and new parameters denoted as inter-signal corrections (ISCs). The modernized
ionosphere-free pseudorange linear combination based on (7.11) reads

Rf1f2 =

(

Rf1 + c ISCL1C/A − f 2
2

f 2
1

(Rf2 + c ISCL2C)

)(

f 2
1

f 2
1 − f 2

2

)

− c TGD. (7.20)

Thus, the ionospheric delay reads

∆Iono
f1

=

(

f 2
2

f 2
2 − f 2

1

)((

Rf1 + c
f 2
1

f 2
2

ISCL1C/A

)

− (Rf2 + c ISCL2C)

)

+ c TGD. (7.21)

The ISC values are defined as the delay difference relative to the SV delay error of L1
P(Y)-code. The ISC values are broadcasted within the CNAV navigation message. The
TGD value is already transmitted via the L1 navigation message. In case of using P-code
measurements (7.21) reduces to (7.19). GPS does not provide ISC parameters but broad-
casts only message type 0 (dummy message) instead (Sect. 6.3). Instead of using the ISC
parameters, differential correction biass (DCBs), obtained from CODE (Centre for orbit
determination in Europe) have been used for the compensation. Additional information
regarding the need and the usage of inter-signal corrections can be found in Tetewsky
et al. (2009). Following Kaplan (2006) the ionospheric delay on f2 can be obtained by
multiplying ∆Iono

f1
by f 2

1 /f
2
2 . The ionosphere-free pseudorange is, thus, obtained by sub-

tracting the estimated ionospheric delay ∆Iono
f1

from the pseudorange Rf1 . This approach
has the advantage that beside reducing the ionospheric effect the design matrix does not
contain any additional parameters or has to be multiplied by a factor. Note that only one
pseudorange measurement per satellite is used in this approach for the adjustment. Us-
ing both corrected pseudoranges would not add any additional information to the system
of equations. Another advantage is the possibility to compare the estimated delay with
the computed ionospheric delay from the Klobuchar and NeQuick model. This makes it
possible to estimate roughly the unaccounted ionospheric delay within the model and to
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use this information within the weighting of the observations. Since it is unlikely that a
receiver gathers dual-frequency measurements from all visible satellites all the time, it is
necessary to use a decision tree as shown in Figure 7.4 in order to decide, which corrections
or algorithm shall be applied. Furthermore the receiver may perform measurements from
different frequency combinations from different systems (e.g., GPS L1/L2, and Galileo
E1/E5).

Dual-frequency
observations available?

De-weight observation

NeQuick parameters
available?

Klobuchar parameters
available?

Ionospheric delay
correction

Compute correction
using dual-frequency

Compute correction
using NeQuick model

Compute correction
using Klobuchar model

Yes

Yes

Yes

No

No

No

Figure 7.4: Implemented ionospheric model decision tree

The question now arises how all these measurements are corrected for ionosphere and,
depending on the way they are corrected, introduced into the observation equation to
compute the receiver position finally. The appropriate tool to differentiate the various cor-
rection methods in the observation equation is the weight matrix, which is introduced in
the adjustment process or the Kalman filter respectively. The weight matrix is a diagonal
matrix which weights the different measurements according to different criteria. A high
weight will result in a strong reflection of a measurement within the solution, whereas a
low weight means that a measurement will add few information to the solution. Numerous
different weighting schemes exist in literature. Most of them use the satellite elevation
and the signal-to-noise ratio or the carrier-to-noise power density for computing the weight
factor. The implemented weighting algorithm uses an elevation-dependent weighting for
all observations, as an alternative a weighting scheme based on the signal-to-noise ratios
can be used. The problem is, that this algorithm does not take dual-frequency observations
into account. Thus, for a proper weighting, in case of having single- and dual-frequency
observations, an additional weighting factor is needed. Otherwise the higher accuracy of
dual-frequency observations would be neglected. Since the model-based ionospheric cor-
rections are not able to compensate the full ionospheric error (Sect. 7.3.1.1), a measure
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about the accuracy of the models are needed. This can be achieved by computing the
ratio of the estimated ionospheric delays, based on dual-frequency measurements, and the
computed model-based ionospheric corrections. By dividing the estimated ionospheric de-
lay based on dual-frequency measurements by the computed model-based delay a ratio for
each satellite, providing dual-frequency measurements, can be obtained. This ratio reflects
the uncertainty of the used ionospheric models and, thus, can be used for the weighting. A
common ratio, between single- and dual-frequency observations, is obtained by averaging
all the individual ratios of all available dual-frequency measurements. This common ratio
is then applied inversely as an additional weighting factor to the single-frequency mea-
surements. Thus, by applying this additional weighting factor, both, the dual-frequency
ionospheric corrected pseudoranges and the single-frequency model-corrected pseudoranges
can be used in a common adjustment. The same principle can be applied when using un-
smoothed and smoothed pseudorange measurements (Sect. 7.5).

7.4 Tropospheric delay correction

The troposphere is the lower part of the atmosphere and is located between zero height and
approximately 40 km. Unlike the ionosphere, the troposphere is a nondispersive medium
with respect to radio waves up to frequencies of 15 GHz. Due to this independence of
the frequency dual-frequency measurements cannot be used to eliminate the tropospheric
effect. The tropospheric delay depends on the local temperature, pressure, and relative
humidity (or water vapour pressure). If the effect is left uncompensated, the delay can
vary from about 2.3 m for a satellite at zenith and a user at sea level to about 25 m for a
satellite at low elevation (Hofmann-Wellenhof et al. 2001). The tropospheric delay along a
slant path can be divided into a hydrostatic and a wet component. The zenith delay can
be obtained by using mapping functions. While the zenith hydrostatic delay can be easily
modeled it is more difficult to model the wet component (Krueger et al. 2004). The excess
in path length due to the tropospheric delay influences mainly the height component of
the position solution but has a lower impact than the ionospheric delay. The troposphere
strongly depends on local weather situation, which cannot be modeled using a global
model and transmitted via the GNSS systems like the ionospheric model. Therefore there
is no information on the troposphere within the navigation message. For users without
access to meteorological data a-priori models have to be used. Standard tropospheric delay
correction models are used to compensate this effect. Among others the most prominent
are:

• Saastamoinen model (Saastamoinen 1973);

• Hopfield model (Hopfield 1969);

• Modified Hopfield model.

The difficulty in modeling the troposphere is the estimation of the atmospheric parameters
(i.e., temperature, pressure, and water vapor) along the signal propagation path. Simple
models use surface measurements which do not reflect the accurate atmospheric conditions,
especially the water vapor. Since the receiver has no access to meteorological data only data
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stored in the receiver, referred to as blind mode, are used in this case. The implemented
PVT module uses the modified Hopfield model by default, but the Saastamoinen model and
the Hopfield model can be used on the user’s choice. More information on the implemented
tropospheric models is given in Spilker (1996).

7.5 Code pseudorange smoothing

As discussed previously (Sect. 7.3.2), the linear combination of dual-frequency pseudor-
ange measurements amplifies the measurement noise. Thus, under normal conditions the
dual-frequency solution will show no benefit, due to the increased noise. One method of
reducing noise in the pseudorange measurements relies on the phase observations. The
advantage of this procedure is that the phase observations are more precise and have a
lower noise characteristic than code observations. Additionally the ambiguity issue, which
arises when dealing with phase observations, can be neglected. Thus, an algorithm for
code pseudorange smoothing by means of phase pseudoranges is implemented in software.
The algorithm uses a time-dependent weight factor for a proper weighting of pseudorange
and phase measurements (Hatch filter). The implemented algorithm is stated in Hofmann-
Wellenhof et al. (2008). The smoothed pseudorange is obtained by

R(ti)sm = ωR(ti) + (1− ω)(R(ti−1)sm + λ(Φ(ti)− Φ(ti−1))). (7.22)

Where R(ti) and Φ(ti) denote the code pseudoranges and phase measurements for the
current epoch; ω represents a weight factor. For the first epoch i = 1 the weight factor is
set to 1. Therefore the code pseudorange has the full weight. For the consecutive epochs
the weight of the code pseudorange is continuously reduced by a value ∆ω and, thus,
the relative influence of the phase measurements is increased. The amount of reduction
of the weight factor from epoch to epoch controls the behavior of the algorithm. Due
to the time-dependent weighting of the observations the algorithm needs several epochs
to achieve the best results. Note that if a constant weight factor of ω = 0.5 is used
(7.22) represents the unweighted smoothing algorithm. It is possible to use the time-
dependent weighting factor, as an additional term within the weight computation. In this
case a smoothed pseudorange has a stronger influence on the position solution than an
unsmoothed one. The effect of pseudorange smoothing is shown in Figure 7.5. On the top,
the raw pseudoranges measured at 1 Hz for 250 epochs (after eliminating the trend due to
satellite motion) ∆PR are shown. The second graph from the top shows an unweighted
smoothing algorithm (Hofmann-Wellenhof et al. 2001), while the last three plots visualize
the weighting effect by using different weight reductions (∆ω = 0.02, 0.01, and 0.005).
The weight reduction from epoch to epoch clearly shows the decreasing influence of the
pseudorange measurement and the increasing impact of the carrier measurement. In case
of a cycle slip, the algorithm would fail. Therefore the phase measurements have to be
checked for cycle slips using consecutive measurement epochs and Doppler shift data. After
a cycle slip has occurred, the weight is reset to 1, which eliminates the influence of the
cycle slip but also restarts the smoothing algorithm for the specific satellite. It is possible
to repair the cycle slip in case of measurement redundancy (Hofmann-Wellenhof et al.
2008). It is also possible to use phase differences obtained by the integrated Doppler shifts.
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Figure 7.5: Comparison of different smoothing algorithms

The advantage of using integrated Doppler shifts is that they are insensitive to cycle slips.
The disadvantage is that they cannot be used for ambiguity determination. In case of
dual-frequency observations it is possible to smooth different pseudoranges on different
frequencies separately and perform the linear combination afterwards.

7.6 Combination of GPS and Galileo

The existence of more than one fully operational GNSS provides benefits to users world-
wide. Combining multiple global navigation satellite systems enables improved user capa-
bilities compared to one system alone. A combination of GPS and Galileo, for instance,
will at least double the number of GNSS signals available to the user. Thus, several
benefits arise from a combination of different GNSS. Several studies have shown that an
integration of two systems provides a better geometry and higher availability (O’Keefe
2001, Lachapelle et al. 2002, O’Keefe et al. 2002). This allows a better blunder detection
and higher reliability of the combined position solution. It offers an improved satellite
availability in difficult environments such as urban canyons. Note that the expected gains
in the position accuracy are mainly associated with the improved satellite geometry. As
a figure of merit the dilution of precision (DOP) (Hofmann-Wellenhof et al. 2001) is used
in this case. The main benefits of such a combination are a higher availability and an
improved reliability of the position solution. During the design and definition phase of
Galileo the interoperability of the two systems was of major concern. As already discussed
in Chap. 2, GPS and Galileo will share two frequency bands (L1/E1 and L5/E5). It is
possible to process these signals jointly although the signal modulation is different. Beside
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the differences in the signal structure, two other important aspects have to be considered
when integrating GPS and Galileo. The first one lies in the differences in the coordinate
reference frames. The second one is the different time reference systems. The two aspects
are discussed in the following section. Following Hofmann-Wellenhof et al. (2008) different
levels of system integration can be distinguished:

• Separately: two systems are used completely separately. If one system fails the other
is used.

• Loosely: Each system outputs position information, which is combined to one solution
by, e.g., averaging.

• Closely: Raw measurements are obtained from each system independently. Those
measurements are then integrated with a PVT solution (adjustment or filter).

• Tightly: The position solution is used to aid the measurement process (predicting
Doppler and time shifts).

• Deeply: The observations are not only used to compute a combined position solution,
but the information is also used in the other system to aid the measurement process.

For the present development the closely coupled integration was chosen because it is easy
to implement and takes into account all the measurements.

7.6.1 Time and reference frames for GPS and Galileo

Both Galileo and GPS use the international terrestrial reference system (ITRS) as the basis
for their reference system. The realizations for GPS and Galileo are independent. GPS uses
the World Geodetic System 1984 (WGS-84) as a coordinate reference frame (Department
of Defense 2011), while Galileo uses the Galileo terrestrial reference frame (GTRF) (Gendt
et al. 2010, European Commission 2010). Since the reference system influences the satellite
coordinates and, thus, the user position, the satellite coordinates must be transformed
into a common system. Such a coordinate frame transformation is usually achieved by
using a 7-parameter Helmert transformation. Any errors within the transformation can be
considered, following Hofmann-Wellenhof et al. (2008), as orbital errors.
Due to the specifications the difference between international terrestrial reference frame
(ITRF) and GTRF lies in the order of three centimeters (Diggelen 2009). According to
Lachapelle et al. (2006) the differences between WGS-84 and ITRF are in the order of two
to three centimeters. Thus the difference between the GTRF and WGS-84 is the order of a
few centimeters. In case of GNSS single point positioning the difference can be neglected.
For very precise applications the differences between the two frames are significant and
must be considered. More information on the interoperability of the reference frames for
GPS and Galileo can be found in Lachapelle et al. (2006).
While the differences in the coordinate reference frames can be neglected for SPS, the time
difference between GPS and Galileo is of major concern. The pseudoranges determined
with GPS are referenced to the GPS system time (GPST), while the Galileo measurements
use the Galileo system time (GST) as a reference. The time difference between GPST and
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Figure 7.6: Visualization of the Galileo GPS Time Offset (GGTO) with respect to GPST
and GST (converted to time)

GST is denoted as GPS to Galileo time offset (GGTO). This resulting offset must be taken
into account in order to take advantage of combining GPS and Galileo. Figure 7.6 shows
the relation between GST, GPST, clock corrections, and receiver time. The offset be-
tween GST and GPS time will be 5 nanoseconds at maximum according to Vanschoenbeek
et al. (2007). This offset causes a bias between GPS and Galileo measurements estimated
by a combined GNSS receiver. When applying the broadcasted satellite clock correction
parameters, measured Galileo pseudoranges will be corrected to GST, and GPS pseudo-
ranges to GPST. This leads to an additional error in the position solution. Following
Vanschoenbeek et al. (2007) three different methods for GGTO treatment exist: GGTO
determination at user level, at system level, and a combination of these two methods. At
user level, GGTO can be estimated from GPS and Galileo measurements as an additional
unknown in the user navigation solution. This increases the number of unknowns, requir-
ing at least five measurements to be available to calculate a position solution, receiver
clock bias, and GGTO. Especially in environments with limited satellite visibility, such
as urban canyons, this might affect negatively the availability. Note that this method is
the one used in GPS/GLONASS receivers. In contrast, at system level, the GGTO can
be determined by the GPS and Galileo ground segments, predicted and broadcast as a
part of the navigation message. In this case within the PVT solution, the observations
are corrected by the broadcast GGTO value. Both systems will include the GGTO within
the navigation messages. Thus, only four parameters need to be solved. More detailed
information on GGTO can be found in Piriz et al. (2006). Both approaches have their pros
and cons. At the system level approach the user has to wait until the necessary parameters
are received, while at the user level at least five observations are needed for the position
computation. In constrained environments the prerequisite of five available satellites might
not be fulfilled. For users who want to have a high availability and to calculate the GGTO
by their own, a combination of the two previous methods can be used.
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7.6.2 Combined position estimation

Within the current development the user level approach of determining the GGTO is
used. Although at least five satellites are needed for a combined position computation, the
receiver has not to wait for the reception of the GGTO parameters. Thereby, the GGTO is
determined within the adjustment and the user can select which reference time (GPST or
GST) shall be used. Considering two GPS observations (superscript G) and three Galileo
observations (superscript E) the design matrix (7.5) and the unknown vector reads
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. (7.23)

The terms τG and τE define the GST or GPST used as a reference time. In case GPST is
used as a reference time t, all Galileo measurements need to use the GGTO, thus, τG = 0
and τE = 1. In this case the receiver clock error ∆t is related to GPST. It must be
mentioned that at least two satellites from one system should be available. If only one
observation is available this one will only determine the time offset, but will not contribute
to the position solution (Hofmann-Wellenhof et al. 2008). Results of combining GPS and
Galileo are discussed in Chap. 8.

7.7 Implemented PVT module

Figure 7.7 shows the block diagram of the implemented PVT software module. The PVT
module is capable of processing pseudorange, carrier-phase, and Doppler measurements,
as well as the decoded navigation parameters. Before the position solution computation is
performed several preprocessing steps are necessary. In a first step a plausibility check on
the received pseudorange measurements is done. The measurement time of the different
systems and signals is checked to ensure that only measurements of the same epoch are
processed. If there are carrier measurements available, pseudorange smoothing (Sect. 7.5)
is performed afterwards. In parallel the necessary correction terms for the ionosphere,
troposphere, and satellite clocks are computed and added to the smoothed pseudorange
observations. In case of dual-frequency measurements a linear combination for reducing
the ionospheric effect is formed (Sect. 7.3). Out of the broadcast ephemerides data and the
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Figure 7.7: High-level architecture of the implemented position, velocity, and time module

measurement time stamps, the positions of the visible satellites are computed. The GPS
as well as the Galileo ephemerides processing module computes ECEF coordinates of the
corresponding satellites depending on the measurement time. Inputs to the ephemerides
processing module are either GPS or Galileo orbit parameters, broadcast through the
navigation data in terms of Keplerian parameters and their harmonic correction terms.
The GPS ephemerides processing follows the algorithm as given in Department of Defense
(2011). The standard reference frame for GPS positioning is the well-known WGS-84.
While Galileo ephemerides processing follows the algorithm as outlined in European Com-
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mission (2010). The reference frame for Galileo is GTRF. The combination of both systems
is discussed in Sect. 7.6. Thereby, a selection is made considering the elevation of the satel-
lite. Afterwards the weight of the observations is computed based on the elevation, the
S/N, the weight of the smoothing and the ionospheric correction term. Within the adjust-
ment the position, velocity, and time information is estimated. Thereby, the position and
time information is computed within one adjustment, while for the velocity computation
the measured Doppler values are used.
Beside the two stage adjustment algorithm the PVT module can be configured to use a
Kalman filter for the position, velocity, and time estimation and prediction. The Kalman
filter uses a dynamic model which is based on the rules of uniform motion for the mea-
surement prediction. The output to the user of the PVT module contains the navigation
solution (position, velocity, and time), statistical data (accuracy and DOP values), as well
as integrity information. Either a proprietary format or the National Marine Electronics
Association (NMEA) 0813 format can be used. Additional information about visible satel-
lites (azimuth and elevation) can be obtained as well.
The implemented PVT module was not solely developed for this software-based receiver,
but for different projects and applications at TeleConsult Austria GmbH by the author of
this thesis. The PVT solution is capable of real-time processing raw data (pseudoranges
and phase observations) at a maximum data rate of 10 Hz. Beside different proprietary
interfaces the PVT has the possibility to use receiver independent exchange (RINEX) 2.11
or RINEX 3.0 data files as an input. There exists the possibility to use AGNSS data,
as well as EGNOS data to enhance the position accuracy. Additionally an acquisition
aiding algorithm can be used to speed-up the acquisition process. Also algorithms for
precise point positioning (PPP) are implemented. The PVT solution was used within the
GSA Project GAMMA, the ASAP projects SoftGNSS and RA-PPP, and the GSA project
GAMMA-A. Currently the PVT is further enhanced within the GSA projects GENEVA,
ASPHALT, and the ASAP project RT-PPP. In the near future it is envisaged to extend
the PVT module for GLONASS capabilities.



Chapter 8

Results

The tests and verification tasks have been performed not only on the overall software-
based receiver but also on the single module level. Within this chapter selected results
for different data sets are presented and discussed. Two different types of tests have been
performed. In a first step simulated data were used to verify the algorithms. These results
are discussed in Sect. 8.2. In a second step recordings of real-world data have been used to
evaluate the performance under realistic conditions (Sect. 8.3). At the end of the chapter
a few words about the execution time and the computational load are given.

8.1 Test cases

Within the testing and verification process of the current development, the two main
components - the baseband processing (acquisition and tracking) and the position, velocity,
and time software - of the receiver have been tested and validated. The best way of testing
are the so-called closed loop tests, using a GNSS constellation and performance simulation
tool as an input source. The comparison of the user defined input parameters with the
results of either the baseband or the PVT part, provides valuable information about the
performance and behavior of the tested module. To verify the results, the performance, and
the robustness of both the whole receiver and the individual subroutines (e.g., algorithms)
have to be tested.

Satellite and
receiver position

Ionospheric &
tropospheric

modelling

Satellite
navigation data

RINEX data
Position

computation

Input output
comparison

Figure 8.1: Closed loop simulation

Within a closed loop test (Figure 8.1) the operator defines the receiver position, the satellite
constellations, and the environmental parameters. Based on these settings the simulator
computes the satellite orbits, including satellite errors, the receiver movement and con-
sequently the pseudorange measurements. The propagation effects (e.g., ionosphere and
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troposphere) are added to the pseudorange measurements and the navigation messages
are generated. Depending on the selected raw data output format either the pseudorange
measurements and navigation data are converted into RINEX files or an IF signal is gen-
erated. The output of the simulator is then fed into the receiver. While the IF signals
are used to verify and test the overall system, the RINEX files are used to evaluate the
PVT module only. The position solution, computed by the receiver, is then compared
with the input parameters. Simulations provide the necessary flexibility and repeatability
which is necessary when developing and implementing new algorithms, but they are not
able to simulate all effects which occur in reality. In order to evaluate the performance
under realistic conditions recorded real-world data sets have been used. Thus, the testing
and verification of the overall system as well as of the implemented modules has been done
using different sources of input. For verification purposes, to ensure the proper implemen-
tation of the algorithms, simulated data sets have been used. For the evaluation of the
performance under real conditions, recorded IF signals and raw data have been used. The
following test cases have been investigated:

• Simulated data sets:

– Raw data (i.e., pseudoranges and navigation data) simulated by the
GIPSIE R©–SCS for verification of the PVT module;

– Digital IF signals simulated by the GIPSIE R©–IFS for verification of the overall
receiver.

• Recorded real-world data sets:

– Recorded raw data (pseudoranges and navigation data recorded by a commercial
receiver) for testing the PVT module;

– Recorded digital IF signals using the FhG-IIS multiband front-end for testing
the overall receiver.

All simulated data sets have been generated by the GIPSIE R©–SCS and GIPSIE R©–IFS,
which has been developed by TCA. The GIPSIE R© simulator provides the possibility to
generate pseudoranges and navigation data in the RINEX format or digital IF files which
then are used within the closed loop simulation for verification and testing. More informa-
tion about the GIPSIE R© simulator and the implemented models can be found in Berglez
et al. (2010), Berglez et al. (2009), and Abart (2009). The first part of the simulations cov-
ers the investigation of the PVT module, while the second proofs the baseband software in
combination with the PVT. The main subroutines under test within the signal processing
module are: the acquisition, the tracking loops, the navigation message extraction, and
the pseudorange measurement calculation. The results of testing the acquisition as well as
the tracking and the preprocessing module are discussed in Sects. 4.6, 5.6, and 6.4. The
recordings of the digital IF signals were done using the described RF front-ends. A detailed
description of the data sources used is provided in Chap. 3.
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8.2 Position solutions with simulated data

The nominal GPS and Galileo constellations (Chap. 2) have been used as input for all
presented scenarios. For the receiver a static position was simulated at the WGS-84 coor-
dinates summarized in Table 8.1.

Table 8.1: Simulated receiver position in geographical (φ, λ, h) and Cartesian (X, Y , Z)
coordinates

Simulated receiver coordinates

φWGS-84 47.0◦ XWGS-84 4209209.69 m

λWGS-84 15.0◦ YWGS-84 1127854.34 m

hWGS-84 10 m ZWGS-84 4641772.10 m

The receiver position in combination with the nominal constellation results in 16 visible
satellites (8 GPS and 8 Galileo). The satellite specific errors were modeled in all scenarios.
Different scenarios containing ionospheric and tropospheric effects were generated to show
the impact of the propagation effects on the position solution as well as the impact of
compensating these effects by using appropriate models. Each raw data simulation lasts
for 60 minutes and was simulated with an update rate of 1 Hz. Figure 8.1 shows a skyplot
(azimuth and elevation angle) of the simulated satellite constellation. The GPS satellites
are visualized in red, while the Galileo satellites are plotted in blue. Additionally the
Galileo satellite ID’s, originally numerated from 1 to 92 (European Commission 2010), are
numbered from 62 to 153 for a better distinction in this thesis.
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Figure 8.2: Skyplot of the combined GPS/Galileo scenario

The number of visible Galileo satellites varies over the simulation time between six and
eight, while eight visible GPS satellites are constantly visible. Note that no obstructions
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or multipath effects were simulated. Thus, the total number of visible satellites also varies
between 14 and 16 (see Figure 8.3).
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Figure 8.3: Number of satellites of a combined GPS/Galileo scenario

In the following subsection the results of different scenarios are presented. In a first step
GPS and Galileo are treated separately using noisefree scenarios to verify the correct
implementation of the GPS and Galileo processing chain within the PVT. Note that in
this case noisefree means that no random errors and additional effects, beside the orbital
errors and satellite clock errors, are modeled.

8.2.1 GPS solution

In a first step a GPS-only noisefree scenario is used to verify the implemented satellite
position computation and receiver position adjustment algorithms. Figure 8.4 shows the
coordinate differences ∆XWGS-84, ∆YWGS-84, and ∆ZWGS-84 between the computed position
solution and the reference coordinates.
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Figure 8.4: Coordinate differences of the GPS-only noisefree solution

The differences are within a few centimeters with respect to the reference position. The
remaining errors are mainly due to unmodeled orbital and satellite clock errors within the
ephemerides data. Table 8.2 summarizes the mean values of the computed coordinates, the
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mean differences with respect to the reference coordinates, and the standard deviations of
the differences.

Table 8.2: GPS-only noisefree solution

Mean value [m] Mean difference [m] Standard deviation [m]

XWGS-84 4209209.62 -0.07 0.19

YWGS-84 1127854.28 -0.06 0.07

ZWGS-84 4641772.12 0.02 0.10

Since the differences are close to zero the GPS satellite position computation, as well as the
GPS satellite clock correction module and the adjustment function are implemented cor-
rectly. Also the weighting of the observations, reflected by the estimated position standard
deviation, is verified.

8.2.2 Galileo solution

In case of Galileo almost the same algorithms as for GPS are used. The only difference is
that in case of Galileo the GST is used instead of the GPS time as reference time. The
coordinate differences with respect to the reference of a noisefree Galileo-only solution are
depicted in Figure 8.5. The mean values, as well as the mean differences with respect to
the reference position, and the standard deviations of the position solution are summarized
in Table 8.3.
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Figure 8.5: Coordinate differences of the Galileo-only noisefree scenario

As in the case of the GPS-only solution the Galileo-only solution shows that in the noisefree
case the position solution is within a few centimeters of the reference position.
The slightly higher standard deviations are due to the satellite geometry and the changing
number of visible satellites. Nevertheless the results show again a correct implementa-
tion of the Galileo system within the PVT module. Note that no enhancement in the
Galileo position accuracy can be expected since GPS and Galileo have the same service
specifications.
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Table 8.3: Galileo-only noisefree solution

Mean value [m] Mean difference [m] Standard deviation [m]

XWGS-84 4209209.70 0.01 0.27

YWGS-84 1127854.27 -0.07 0.19

ZWGS-84 4641772.07 -0.03 0.32

8.2.3 Combined GPS and Galileo solution

As discussed in Sect. 7.6.1 a combination of GPS and Galileo requires a different treatment
of the individual systems. While the differences within the coordinate systems are neglected
the different time reference systems have to be taken into account. Thus, the design matrix
in the adjustment algorithm has to be changed according to (7.23). In this case, instead
of estimating one single receiver clock error, one receiver clock error and the GGTO are
estimated. The GGTO is estimated using the user level approach (Sect. 7.6.1) and as the
common timing base for the receiver the GPS system time is used. Note that the usage
of the GST would lead to identical results. A combined noisefree GPS/Galileo position
solution is visualized in Figure 8.6a. Figure 8.6b shows the estimated receiver clock error
(upper plot) and the GGTO estimation (lower plot).
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Figure 8.6: Position solution of a combined GPS and Galileo solution (a) and the estimated
receiver clock error and the GGTO (b)

The differences between the mean position solution and the reference position and the
standard deviations of the position solution are again in the centimeter level (Table 8.4).
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Table 8.4: Coordinate, receiver clock, and GGTO differences of the combined GPS/Galileo
noisefree single point solution

Mean value [m] Mean difference [m] Standard deviation [m]

XWGS-84 4209209.61 -0.08 0.14

YWGS-84 1127854.27 -0.06 0.08

ZWGS-84 4641772.08 -0.02 0.13

Mean value [s] Mean difference [s] Standard deviation [s]

δR 2.98 · 10−8 −1.34 · 10−10 1.07 · 10−10

GGTO 3.01 · 10−9 −9.30 · 10−11 7.56 · 10−11

When comparing different GNSS an important figure of merit are the DOP values. The
DOP factor is measure of the instantaneous geometry of the visible satellites. The DOP
values can be calculated from the inverse of the normal equation matrix. A low DOP value
reflects a good geometry, while a high DOP value indicates a bad satellite dristibution.
Several DOP values can be used for comparison. In the following the position dilution of
precision (PDOP), geometric dilution of precision (GDOP), and time dilution of precision
(TDOP) are used. The computation of the DOP values, as well as their meaning is
described in Hofmann-Wellenhof et al. (2008). In Figure 8.7 a comparison of the DOP
values of the GPS-only solution (Figure 8.7a), the Galileo-only solution (Figure 8.7b), and
the combined solution (Figure 8.7c) can be found. The combined solution shows clearly
that the geometry due to the increased number of satellites is better, compared to the
single system solutions.
The jumps within the Galileo DOP values is due to the appearance and loss of satellites
(Figure 8.3). A comparison of the DOP values of the individual GPS and Galileo solu-
tions reveals that there are no big differences between them. After the verification of the
PVT module, the overall receiver has been verified using digital IF signals generated by
the GIPSIE R©–IFS simulator. The same combined noisefree GPS and Galileo scenario has
been used to generate the digital IF signal. Note that only 60 seconds of the digital IF
signal have been generated for the evaluation. After a successful acquisition, the tracking
has been performed using the algorithms described in Chap. 5. Out of the tracking re-
sults the navigation data have been extracted and the pseudoranges have been computed.
Afterwards these data have been processed by the PVT to obtain the final position solu-
tion. Figure 8.8 shows the coordinate differences with respect to the WGS-84 reference
coordinates for the GPS-only (Figure 8.8a) and the Galileo-only (Figure 8.8b) solution.
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Figure 8.7: Comparison of DOP values for (a) GPS-only, (b) Galileo-only, and (c) combined
GPS and Galileo simulation
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Figure 8.8: Coordinate differences with respect to the reference position for a GPS-only (a)
and a Galileo-only (b) simulation using the GIPSIE R©–IFS in case of the noisefree scenarios

The mean coordinate values, as well as the mean differences ∆ and the standard deviations
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σ show deviations in the range of one meter (Table 8.5).

Table 8.5: Coordinate differences in meters of the GPS and the Galileo noisefree scenarios
using the GIPSIE R©–IFS

GPS Galileo

Mean value [m] ∆ [m] σ [m] Mean value [m] ∆ [m] σ [m]

XWGS-84 4209211.30 1.61 0.70 4209209.55 -0.14 0.53

YWGS-84 1127854.71 0.37 0.45 1127854.76 0.42 0.34

ZWGS-84 4641772.25 0.15 0.59 4641771.02 -1.08 0.60

The higher differences compared to the previous simulations are due to the signal processing
and the channel synchronization. As described in Sect. 6.4 the pseudorange computation is
based on the file pointer which has a resolution of one sample. Thus, according to (6.3), the
pseudorange resolution is within a few meters. To get better results it would be necessary
to increase the resolution of the receiver timing base mentioned in Sect. 6.4. Figure 8.9
shows the position differences in case of Galileo when using the standard discriminator
instead of the multiple gate delay discriminator. In this case the coordinate differences
shows larger variations compared to using the MGD discriminator.
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Figure 8.9: Coordinate differences of a Galileo-only scenario with respect to the reference
position using standard discriminator instead of multiple gate array discriminator

The combined GPS/Galileo position solution is depicted in Figure 8.10.
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Figure 8.10: Coordinate differences of the combined GPS/Galileo noisefree solution using
the GIPSIE R©–IFS

Table 8.6 summarizes the combined GPS/Galileo position solution and the differences with
respect to the reference coordinates, as well as the standard deviations.

Table 8.6: Coordinate differences of the combined GPS/Galileo noisefree scenarios using
the GIPSIE R©–IFS

Mean value [m] Mean difference [m] Standard deviation [m]

XWGS-84 4209210.03 0.34 0.40

YWGS-84 1127854.68 0.34 0.27

ZWGS-84 4641771.57 -0.53 0.39

The combination of GPS and Galileo increases the stability of the solution. This is mainly
due to the increased number of visible satellites. After verification of the basic receiver
functionality, in a next step, the influence of the ionospheric and tropospheric effect as well
as the implementation of the corresponding models have been tested. The GIPSIE R© sim-
ulator uses a NeQuick model in combination with a noise model for simulating the effect
of the ionosphere. The troposphere has been simulated using the ESA tropospheric model
(Abart 2009). All simulations regarding the propagation effects have been performed using
both, GPS and Galileo, systems. In a first approach only the ionospheric effect, including
noise, has been simulated. For compensating the ionospheric effect in case of GPS the
Klobuchar model has been used, while in case of Galileo the NeQuick model has been
used. Figure 8.11 shows a comparison of the simulated ionospheric delays (blue) and the
computed ionospheric corrections (red) in case of using the Klobuchar model (left) or the
Nequick model (right).
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Figure 8.11: Comparison of simulated ionospheric delays and computed ionospheric cor-
rection for (a) GPS satellite using the Klobuchar model and for (b) Galileo satellite using
the Nequick model

The differences between simulated and modeled delays of the Klobuchar and the NeQuick
model reflect the quality of the models. The effect when applying ionospheric models is
visualized in Figure 8.12. Figure 8.12a shows the coordinate differences in case of simulating
an ionospheric delay but not modeling it. The differences are in the range of several meters.
In contrast Figure 8.12b shows the same simulation in case of modeling the ionosphere.
The remaining differences are due to the inaccuracies of the models and due to noise.
Thus, it is necessary to compensate the ionospheric propagation delay by applying the
corresponding models.
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Figure 8.12: Coordinate differences of the combined GPS/Galileo scenario with respect
to the reference position in case (a) no ionospheric corrections are applied and (b) if
ionospheric corrections are used

Table 8.7 compares the influence of ionospheric modeling on the position solutions. Note
that the standard deviations do not differ very much, but the coordinate differences are
significant. The main impact of the ionosphere on the position solution usually can be
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Table 8.7: Coordinate differences of the combined GPS/Galileo scenario in case of correct-
ing and not correcting the ionospheric delay

No ionospheric correction Ionospheric correction

Mean value [m] ∆ [m] σ [m] Mean value [m] ∆ [m] σ [m]

XWGS-84 4209213.97 4.28 0.63 4209211.16 1.47 0.50

YWGS-84 1127854.72 0.38 0.37 1127854.39 0.05 0.29

ZWGS-84 4641777.63 5.53 0.57 4641773.99 1.88 0.45

observed in the height component. Therefore the WGS-84 coordinates are projected into a
horizontal system using the universal transverse Mercator (UTM) projection. The formulas
for this coordinate transformation are provided in Hofmann-Wellenhof et al. (2008). The
left side of Figure 8.13 shows the coordinate differences in north ∆N and east ∆E with
respect to the reference solution in UTM coordinates. Whereas the right side shows the
differences in height for the case when no ionospheric correction is applied (blue) and if
the ionosphere is modeled (red).
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Figure 8.13: UTM coordinate differences with respect to the reference position in case
(blue) no ionospheric correction is applied and (red) if ionospheric corrections are used

The differences in north and east components are much lower than in the height component.
Thus, the main influence of the ionosphere on the position solution appears in the height
component. The remaining offset is again due to the inaccuracies of the models. The
simulations showed that in case of higher solar activities also the remaining errors increase.
Ionospheric corrections are thus necessary to obtain a more accurate position solution. The
same behavior can be observed when looking at the position solutions computed out of the
digital IF signals. Again the same simulation was used to generate the digital IF signal,
which then was processed by the software-based receiver. Figure 8.14a shows the WGS-84
coordinate differences in case of no ionospheric compensation. Again the influence of the
ionosphere is noticeable especially in the X and Z component. When applying ionospheric
corrections these offsets can be reduced significantly (Figure 8.14b).



CHAPTER 8. RESULTS 123

1 6 11 16 21 26 31 36 41 46 51
−10

0

10

∆X
 [m

]

Epoch [s]

1 6 11 16 21 26 31 36 41 46 51
−10

0

10

∆Y
 [m

]

Epoch [s]

1 6 11 16 21 26 31 36 41 46 51
−10

0

10

∆Z
 [m

]

Epoch [s]

(a)

1 6 11 16 21 26 31 36 41 46 51
−10

0

10

∆X
 [m

]

Epoch [s]

1 6 11 16 21 26 31 36 41 46 51
−10

0

10

∆Y
 [m

]

Epoch [s]

1 6 11 16 21 26 31 36 41 46 51
−10

0

10

∆Z
 [m

]

Epoch [s]

(b)

Figure 8.14: GPS/Galileo solution using GIPSIE R©–IFSdata - no ionospheric correction (a)
and ionospheric correction (b)

The mean coordinates, as well as the coordinate differences and the standard deviations
are summarized in Table 8.8.

Table 8.8: Coordinate differences in case of not applying and applying ionospheric correc-
tions; GPS/Galileo solution using GIPSIE R©–IFS data

No ionospheric correction Ionospheric correction

Mean value [m] ∆ [m] σ [m] Mean value [m] ∆ [m] σ [m]

XWGS-84 4209213.09 3.40 0.76 4209210.10 0.41 0.76

YWGS-84 1127855.72 1.39 0.47 1127855.42 1.08 0.47

ZWGS-84 4641776.77 4.67 0.80 4641772.66 0.56 0.81

Thus, by applying ionospheric corrections to the pseudorange measurements an improve-
ment in the position accuracy in the range of several meters can be achieved. When using
broadcast parameters the receiver has to wait until the necessary subframe or page is re-
ceived. Until this happens either no corrections or default model parameters can be used.
The PVT module uses the ionospheric model decision tree (Figure 7.4) for deciding which
ionospheric correction should be applied. Note that the PVT is also capable of applying
ionospheric corrections obtained from EGNOS or global and local ionospheric TEC maps
(Huber et al. 2011).
The ionosphere is not the only source of error within the signal propagation, but also the
troposphere influences the position solution. Modeling the troposphere is not an easy task,
since the difficulty arises from modeling the water vapor. Ground measurements often do
not reflect the situation along the signal path. Several models have been published in lit-
erature. While the GIPSIE R© simulator uses the ESA reference model, within the receiver
the modified Hopfield model is used.
To validate the implementation of the tropospheric model, both the ionospheric and the
tropospheric effect have been simulated in a next step. The position solutions obtained
from the PVT using raw data are shown in Figure 8.15. Again for a better understanding
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UTM coordinate differences are visualized. Figure 8.15a shows a scatter plot, while Figure
8.15b shows a comparison of the height components in case of no corrections are applied
(blue) and if tropospheric and ionospheric effects are modeled (red).
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Figure 8.15: UTM coordinate differences with respect to the reference position in case no
ionospheric and tropospheric corrections (not even blind models) are applied (blue) and if
both ionospheric and tropospheric corrections are used (red)

Like the ionosphere, the troposphere shows a larger influence on the height component.
When applying the ionospheric and tropospheric corrections to the measurements an en-
hancement in the accuracy is visible again. The corresponding mean coordinate differences
and the standard deviations are compared in Table 8.9.

Table 8.9: Coordinate differences when modeling ionospheric and tropospheric effects;
GPS/Galileo solution using GIPSIE R© data as PVT input information

Without corrections With corrections

Mean value [m] ∆ [m] σ [m] Mean value [m] ∆ [m] σ [m]

XWGS-84 4209219.19 9.50 1.35 4209211.16 1.47 0.50

YWGS-84 1127855.43 1.09 0.78 1127854.39 0.05 0.29

ZWGS-84 4641782.98 10.88 1.21 4641773.98 1.89 0.45

The jumps in height are due to the changing satellite geometry (sudden appearance of a
satellite). The remaining errors, in case of no models are used, are in the range of up to
ten meters. When correcting the measurements the position offset is significantly reduced
to the meter level. The differences in case of modeling both error sources is larger than in
the scenario before (ionospheric errors only). This is due to the imperfectness (differences
between reality and models) of the two models. In case computing the position solution,
based on the GIPSIE R©–IFS digital IF output using the same simulation parameters, a
similar behavior can be observed. Figure 8.16a shows the WGS-84 coordinate differences
in the case when no corrections are applied, while Figure 8.16b shows the impact when
applying the correction terms.
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Figure 8.16: Comparison of (a) unmodeled propagation effects and (b) applying tropo-
spheric and ionospheric models using the GIPSIE R©–IFS

Table 8.10 compares the results of the two simulations. Without corrections the mean
coordinate differences are in the range of ten meters for the X and the Z component.
When correcting the pseudorange measurements a significant improvement of the position
accuracy can be obtained.

Table 8.10: Coordinate differences when applying or not applying tropospheric and iono-
spheric models; GPS/Galileo solution using GIPSIE R©–IFS data

Without corrections With corrections

Mean value [m] ∆ [m] σ [m] Mean value [m] ∆ [m] σ [m]

XWGS-84 4209217.06 7.37 1.12 4209209.95 0.26 0.68

YWGS-84 1127856.91 2.57 0.61 1127855.67 1.33 0.49

ZWGS-84 4641783.02 10.91 1.01 4641771.81 -0.28 0.68

The implemented algorithms and models for single-frequency observations, as well as the
combination of GPS and Galileo are thus verified. In case of simulating propagation effects,
the simulations show that a higher accuracy can be achieved when applying ionospheric
and tropospheric corrections. The combination of GPS and Galileo requires the estimation
of the GGTO for computing a combined position solution, while the differences in the
coordinate frames can be neglected.

8.2.4 Dual-frequency solution

As shown in the previous section, the propagation effects are a main error source. Al-
though models are used to mitigate the errors, not all effects can be eliminated. Since
the ionosphere is a dispersive medium (Chap 7) dual-frequency observations can be used
to eliminate the ionospheric errors. The corresponding mathematical models have been
derived in Sect. 7.3.4. Since GIPSIE R© in its current development stage is not able to
simulate dual-frequency observations, an additional module was implemented to simulate
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dual-frequency observations. This additional module allows the simulation of pseudor-
anges on two different carrier frequencies. Therefore the simulated ionospheric delay on
L1 is multiplied by the factor

f 2
L1

f 2
L2

. (8.1)

Note that it would not be accurate to simulate the same measurement noise in the two
resulting pseudoranges. Thus, a new noise signal was simulated for the second pseudor-
ange. The resulting measurements have been exported in the RINEX format for further
processing. Carrier phase measurements have been simulated and stored together with the
pseudorange measurements in the RINEX file. The previously used single-frequency sce-
nario containing ionospheric delays has been used to generate the presented dual-frequency
observation scenario. As already mentioned in Sect. 7.3.2 the linear combination of the
pseudoranges increases the noise level by a factor of 3. The blue solution in Figure 8.17
shows the UTM coordinate differences in case of eliminating the ionospheric delay with-
out smoothing. Although the mean coordinate differences in north and east component
are close to zero, the individual position solutions show large variations (Figure 8.17a).
The height component (Figure 8.17b) varies three times more than compared to the cor-
responding single-frequency solution (Figure 8.13). The standard deviations in Table 8.11
reflect this effect. Thus, countermeasures must be taken to reduce the noise. One possible
method is to implement a pseudorange smoothing by means of phase observations. When
applying the smoothing algorithm described in Sect. 7.5 the noise within the position so-
lution is reduced. Since the weighted smoothing algorithm is used the algorithm needs
approximately 100 epochs until the smoothing converges (red graphs in Figure 8.17).
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Figure 8.17: UTM coordinate differences with respect to the reference position in case of
using dual-frequency measurements without smoothing (blue) and with smoothing (red)

The coordinate differences in both cases are close to zero. The smoothing reduces the
standard deviations (Table 8.11). The resulting position solution has both a high accuracy
and a low standard deviation.
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Table 8.11: Coordinate differences using unsmoothed and smoothed dual-frequency mea-
surements

Unsmoothed Smoothed

Mean value [m] ∆ [m] σ [m] Mean value [m] ∆ [m] σ [m]

XWGS-84 4209209.58 -0.11 3.17 4209209.76 0.07 0.65

YWGS-84 1127854.26 -0.08 1.83 1127854.33 -0.01 0.38

ZWGS-84 4641772.05 -0.05 2.84 4641771.99 -0.12 0.58

Figure 8.18 shows the position solutions of the same scenario but instead of the weighted
smoothing algorithm the unweighted smoothing algorithm is used (red) (Sect. 7.5). Com-
pared to the unsmoothed solution (blue) an improvement is visible but the noise is not
reduced as much as in the case of the weighted algorithm.
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Figure 8.18: UTM coordinate differences with respect to the reference position in case of
using dual-frequency without smoothing (blue) and with unweighted smoothing (red)

Note that the advantage of the dual-frequency approach is the elimination of the iono-
spheric effect, which results in a better position accuracy compared to the single-frequency
approach. As described in Sect. 7.3.4 the PVT estimates the ionospheric delay based on
dual-frequency observations. This approach provides the same results as the elimination
algorithm, but has the advantage that the information about the ionospheric delay can
be used for weighting the observations. Figure 8.19 shows a comparison of the estimated
and simulated ionospheric delay in case of unsmoothed observations (Figure 8.19a) and
smoothed observations (Figure 8.19b).
In both cases the estimated ionospheric delays match the simulated ones. The estimated
delay, in case of using unsmoothed observations, shows higher variations compared to the
smoothed one. For the weighting of the observations the smoothed approach is preferred,
since the estimated delay and, thus, the weight does not vary very much between two
consecutive epochs.
The simulations showed that the developed software-based receiver is able to process single-
frequency observations and digital IF signals from GPS and Galileo. The implemented
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Figure 8.19: Comparison of the simulated and estimated ionospheric delay (in vertical
direction) using dual-frequency observations with and without smoothing algorithms

algorithms for satellite position computation, receiver position adjustment, weighting, and
ionospheric and tropospheric models are verified using simulated data. Further the sim-
ulations showed that a combination of GPS and Galileo does not improve significantly
the accuracy of the position solution but positively influences the geometry (DOP values)
and leads to a more stable solution. The use of dual-frequency observations enables a
higher position accuracy but introduces additional noise. Thus, a pseudorange smoothing
is applied to reduce the noise.

8.3 Position solutions with real-world data

After verification of the implemented algorithms and models, the receiver has been tested
using recorded real-world data. For testing with real data two different groups of data
sets have been used. The first group of data sets was recorded by a Javad Sigma receiver,
capable of receiving GPS L1, L2, and L5 signals. The receiver provided the raw observation
data (pseudoranges and phases, as well as ephemerides data) in RINEX format. The
second group represents real data recorded using the FhG-IIS multiband front-end (Sect.
3.3). As of June 1st, 2012, there were in total 9 GPS satellites in orbit transmitting the
L2C signal. The L2C signals are healthy although the C/NAV message contains only
dummy data. Different tests showed a maximum number of L2C observations of five out of
twelve visible satellites. This is sufficient for forming a linear combination and a position
computation. For a critical investigation on the performance of the linear combinations the
P2 (Precise Code on L2) has been used instead. All real data sets were recorded at the roof
of the Geodesy building in Graz Steyrergasse 30 using a geodetic pillar. The evaluation
of the algorithms’ performance was done by comparing the calculated coordinates with
the coordinates of the pillar (reference coordinates). The measurements using the Javad
Sigma receiver took place on August 13th, 2010, starting at 11:50. The WGS-84 reference
coordinates are given in Table 8.12.
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Table 8.12: Reference position in Cartesian (X, Y , Z) coordinates determined by geodetic
survey

Reference coordinates

XWGS-84 4195390.368 m

YWGS-84 1159799.911 m

ZWGS-84 4646943.418 m

8.3.1 Pseudorange and phase observations

In a first step the data recorded by the Javad receiver are evaluated. Figure 8.20 shows
a skyplot (azimuth and elevation angle) of the recorded scenario, where in total 6 GPS
satellites were visible. The geometric distribution shows, that due to a building near by,
no satellites appear in the south.
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Figure 8.20: Skyplot of the real data scenario

Figure 8.21a shows the WGS-84 coordinate differences between the reference coordinates
and the calculated coordinates when no compensation of the troposphere and ionosphere
is done. The coordinate differences in the X and Z directions are in the range of several
meters. The large deviations are mainly due to the neglected ionospheric and tropospheric
effects. Figure 8.21b shows the corresponding dual-frequency solution. The deviations
from the reference position are much lower compared to the single-frequency solution, but
the noise is increased. The remaining errors in the dual-frequency solution are due to the
unmodeled tropospheric errors.
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Figure 8.21: Comparison of single-frequency (no atmospheric corrections) (a) and dual-
frequency (ionosphere-free combination) solution (b) using observations from the Javad
receiver

It takes several epochs for the smoothing algorithm to compensate the noise. In a next step
the tropospheric Hopfield model is applied to the phase-smoothed pseudoranges for both
cases. In case of single-frequency observations the ionospheric corrections, obtained by the
Klobuchar model, are applied in addition. Figure 8.22a shows the coordinate differences
with respect to the reference position of the single frequency solution, while Figure 8.22b
shows the solution of the dual-frequency observation case.
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Figure 8.22: Comparison of single-frequency (a) and dual-frequency (b) solution when
applying ionospheric and tropospheric corrections using observations of the Javad receiver

The height offset in case of the single-frequency solution is caused by the global ionospheric
model, which obviously overcompensates the ionospheric delay. The dual-frequency solu-
tion also shows an offset. As described in Department of Defense (2011) and Tetewsky
et al. (2009) delays between different signal components within the signal generation occur.
Thus, the civil dual-frequency user shall correct for the group delay and ionospheric effects
by applying a modified linear combination using inter-signal correction (ISC) parameters.
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The ISC parameters will be available through the C/NAV message as message type 30
data. As mentioned in Sect. 6.3.1, currently only message type 0 (dummy message) is
broadcasted and thus no ISC parameters are available. Additional information regarding
the need and the usage of inter-signal corrections can be found in Tetewsky et al. (2009).
Instead of using the ISC parameters, which were not available, differential correction bi-
ass (DCBs), obtained from CODE (Centre for orbit determination in Europe) were used
for the next step of computation. Figure 8.23 shows the benefit of using DCB values within
the dual-frequency solution.
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Figure 8.23: Coordinate differences when using DCB values using observations of the Javad
receiver

8.3.2 Digital intermediate frequency signals

Different recordings of digital IF signals have been performed and evaluated. Most of
the data sets contained only three satellites providing dual-frequency observations. The
presented data set has been recorded on November 23rd, 2011, at 8:35. In total 60 seconds
of data were recorded. After acquisition and tracking 7 satellites were visible in total. Out
of those seven satellites it was possible to track four satellites on L1 C/A and L2C. Figure
8.24 shows the visible satellites. Satellites which provided dual-frequency observations
are marked in red, while the others, delivering single-frequency pseudoranges only, are
visualized in blue.
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Figure 8.24: Skyplot of visible satellites delivering single frequency (blue) and dual-
frequency (red) observations

8.3.3 Single-frequency GPS solution

In a first step the individual L1 C/A and L2C solutions are computed. In case of L1 C/A it
was possible to measure pseudoranges for all seven satellites. The coordinate differences for
the single-frequency solution are depicted in Figure 8.25a. In case of L2C observations only
four satellites could be used. In both cases ionospheric and tropospheric corrections have
been applied to the measurements. In case of L2C measurements the computed Klobuchar
corrections are multiplied by the factor from (8.1) and applied to the measurements. The
WGS-84 coordinate differences are shown in Figure 8.25b.
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Figure 8.25: Coordinate differences of the L1 C/A (a) and L2C (b) single-frequency solu-
tions using the FhG-IIS front-end IF data

Although in case of L2C the mean values are off by few meters, the computed standard
deviation exceeds 15 meters. This is due to the measurement principle. The main problem
in this case is that there are only four visible GPS satellites providing L2C measurements
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and they are poorly distributed over the sky (Figure 8.24), resulting in a degraded posi-
tioning performance. Additionally, as discussed previously, the file pointer index is used
for measurement synchronization. In case of L2C the resolution is not sufficient thus the
measurements get very noisy. To solve this problem an advanced counter would be needed.
The statistical parameters for the two solutions are provided in Table 8.13.

Table 8.13: Coordinate differences of the L1 C/A and L2C single-frequency solutions using
the FhG-IIS front-end IF data

L1 L2C

Mean value [m] ∆ [m] σ [m] Mean value [m] ∆ [m] σ [m]

XWGS-84 4195388.00 -2.36 4.48 4195382.60 -7.76 7.45

YWGS-84 1159800.24 -0.08 1.87 1159798.56 -1.35 17.01

ZWGS-84 4646945.02 -0.05 3.91 4646947.23 3.81 14.14

The results of the L1 C/A single-frequency solution are shown in Figure 8.26, where
the computed positions are overlaid using a keyhole markup language (KML) file in
GoogleTMEarth.

reference position

single point solution

Figure 8.26: L1 C/A position solution overlaid with GoogleTMEarth

The L2C-only position solution overlaid in GoogleTMEarth is shown in Figure 8.27.
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reference position

single point solution

Figure 8.27: L2C position solution overlaid with GoogleTMEarth

The L2C position solutions show larger offsets with respect to the reference position than
the L1 C/A solutions. This is mainly due to the higher noise within the measurements
and the bad satellite geometry. All four visible L2C satellites are close together in the
sky resulting in high DOP values. The high noise within the measurements is introduced
at the tracking and pseudorange computation stages. The problem is that for a common
timing source the file pointer position is used. The tracking is performed using the L2CM-
code neglecting the L2CL chips. This also reduces the tracking accuracy and results in a
coarse resolution within the file pointer position. To enhance the tracking it is necessary
to improve the resolution by either tracking the complete L2C-code (L2CM and L2CL) or
introducing another timing reference by counting the exact number of processed samples.

8.3.4 Dual-frequency GPS solution

The dual-frequency solution is obtained by taking all available measurements into account.
In case of available dual-frequency measurements the ionospheric term is eliminated using
the pseudorange linear combination and applying a tropospheric model correction. In
case of single-frequency observations the ionospheric and the tropospheric corrections are
applied to the pseudorange measurements. DCB values are applied to the measurements
but due to the high measurement noise the benefit of applying the DCB values is not
visible. The final dual-frequency solution is shown in Figure 8.28.
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Figure 8.28: Coordinate differences of the dual-frequency solutions using the FhG-IIS
front-end IF data

The dual-frequency solution, compared to the single-frequency solution, shows no benefit.
The available number of dual-frequency observations, their geometric distribution, and
the noisy measurements are the limiting factor in this case. Figure 8.29 shows the UTM
coordinate differences in the horizontal components, as well in the height component of
the dual-frequency position solutions. Although strong variations in the height component
are visible due to the noise, the mean value of the height component is almost zero.
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Figure 8.29: UTM coordinate differences of the dual-frequency solutions using the FhG-IIS
front-end IF data

Table 8.14 shows the obtained coordinates, the mean coordinate values, and the standard
deviations of the computed dual-frequency position solution.
The before mentioned amplification of noise due to the linear combination is clearly visible.
The amplification factor, compared to the single-frequency solution, is about 3. The worse
result is mainly due to the large measurement noise within the computed pseudoranges.
As already mentioned, a code smoothing by means of phase observations is necessary in
order to reduce the measurements noise. Since no phase observations are available the
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Table 8.14: Coordinate differences of the dual-frequency solutions using the FhG-IIS front-
end IF data

Mean value [m] Difference [m] Standard deviation [m]

XWGS-84 4195390.24 -0.13 7.57

YWGS-84 1159797.52 -2.38 3.94

ZWGS-84 4646943.11 -0.30 7.87

smoothing cannot be performed. Figure 8.30 shows the dual-frequency solution overlaid
using a KML file in GoogleTMEarth.

reference position

single point solution

Figure 8.30: Dual-frequency position solution overlaid with GoogleTMEarth

Thus, several steps are necessary in order to improve the accuracy. The first one is the
implementation of enhanced tracking loops and loop filters, which are able to reduce the
measurement noise. The second one is the investigation of increasing the used sampling
rate in order to obtain more accurate pseudorange measurements.

8.4 Execution time

The developed software-based receiver is capable to compute position, velocity, and time
using multi-frequency and multi-system signals. To this end, it applies intelligent weight-
ing strategies and dual-frequency mitigation strategies to achieve higher accuracies. The
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receiver is written in C++ however it is not designed or optimized to run in real-time. A
standard PC (Intel Core2Duo, 3.16 GHz, 2GB RAM) was used for the computations. The
execution time was measured several times and the mean values (rounded to minutes) have
been taken for comparison. As mentioned in Borre et al. (2007) the execution time of the
acquisition module depends on the implemented acquisition algorithm. The implemented
parallel code phase algorithm uses the fastest Fourier transform in the west (FFTW) li-
brary (Frigo and Johnson 2005). No other external software libraries have been used. Table
8.15 summarizes the execution time for the different modules. Note that the processing
time of the tracking depends on the number of visible satellites. The given values of the
tracking module represent one single satellite and 60 seconds of digital IF data.

Table 8.15: Measured execution time [minutes]

Signal Acquisition Tracking PVT Total

GPS L1 C/A 1 20 1 22

GPS L2 L2C 2 30 1 33

Galileo E1B 4 24 1 25

The bottleneck and therefore the limiting factor regarding real-time is the amount of data
which has to be processed within the acquisition and tracking modules. Tracking is the
most time consuming task within the processing chain and depends on the code length and
the modulation. Within the tracking module especially the correlation computation of the
input signal with the replica codes is very time-consuming. To speed up the computation
time different strategies can be applied. One possibility would be the implementation of
the digital signal processing in an FPGA board. Another possible strategy is to use the
graphics board of a PC in order to enhance the computation time. Figure 8.31 shows the
reduction of data starting from the IF data file and resulting in a NMEA output file. Note
that the figure is not drawn to scale.

Figure 8.31: Comparison of the amount of data which is processed by each receiver module
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In this case 60 seconds of digital IF signal have been assumed. After the tracking the
necessary data is reduced to the correlation values and other important loop and processing
parameters. After the preprocessing the amount of data is reduced further resulting in
RINEX files having a size of a few kilobytes. The PVT solution in this case produces
NMEA output which contains the position solution as well as quality parameters and
other information. Thus, by using the developed software-based receiver, out of several –
for the end-user useless – gigabytes of data a few kilobytes of valuable information can be
gained.



Chapter 9

Conclusions and outlook

This thesis focuses on the development and verification of a dual-frequency software-based
global navigation satellite system receiver, capable of processing GPS C/A L1, GPS L2C,
and Galileo E1B signals.
In the last decades the term global navigation satellite system expanded continuously.
Nowadays GNSS represents a couple of systems (i.e., GPS, Galileo, GLONASS, Bei-
dou/Compass) which are utilizing different signals. Also the GNSS receiver market expands
and in this context also software-based receivers become more and more important due to
cost optimization and miniaturization. Thus, in a first step, the actual software-based
receiver market is studied and analyzed. The study shows that up to now there are several
solutions for software-based receivers on the market, but at the time of starting this thesis
a software-based receiver was just an upcoming research tool. After providing a rough
overview on the existing global navigation satellite systems, tailored to GPS and Galileo, a
brief introduction to signal processing basics is given and the civil and open-service signal
structures are highlighted. The civil and open service signals, their properties and compo-
sition are presented. Afterwards the system architecture of the developed software-based
receiver is presented and a short introduction to the GNSS front-end module and the re-
sulting raw sampled data characteristics is provided. The basic components of the receiver
and their interrelation within the developed receiver are discussed.
In the second part, the implemented digital signal processing (i.e., acquisition and tracking)
is described in detail. After giving some basics on signal acquisition the implementation of
parallel code phase search acquisition method is presented. The rough estimation of the
signal properties, e.g., Doppler frequency and code phase, is explained. The necessity of
a zero-padding strategy for the acquisition of several civil signals is examined and demon-
strated. The acquisition topic concludes with different acquisition results from different
systems and signals showing the performance and accuracy of the implemented acquisition
module. To this end, simulated data as well as real-world data are used. The success-
ful acquisition of GIOVE-A and GIOVE-B is presented as well. At the beginning of the
chapter dealing with the code and the carrier tracking a brief summary on tracking loops
and navigation data demodulation is provided. The mathematical basics for the carrier
and the code tracking are derived and the important tracking loop parameters are dis-
cussed. Then different strategies as well as discriminator functions for tracking GPS and
Galileo signals are described in more detail. In case of BOC modulated signal tracking the
problem of tracking the wrong correlation peak is considered and possible solutions are
described. Thereby, the implemented multiple gate discriminator technique is investigated
in more detail. The chapter concludes with some analysis regarding the performance of
the implemented tracking loops which is based on simulated data as well as on real-world

139
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data. Additionally the effect of using different loop parameters (e.g., noise bandwidth
and damping ratio) is shown. The results of the multiple gate discriminator technique as
well as the results of the dual-frequency tracking are discussed. The computation of the
raw observables (i.e., pseudoranges) and the recovery of the ephemerides data, which are
based on the tracking results, is presented in a next step. In this context the topics CRC,
FEC, and block de-interleaving which are necessary for the navigation data extraction are
reviewed. The navigation data recovery is explained and the successful decoding of the
different navigation message formats is presented. The pseudorange computation method
as well as the achievable accuracy are explained in more detail. The pseudorange compu-
tation is verified using both data from an IF signal generator and real-world data. The
accuracy of dual-frequency pseudorange measurements are compared as well.
In the third part the positioning algorithm for a combined GPS and Galileo receiver ca-
pable of processing multi-frequency measurements is presented. In this point, especially
the different system time and their influence on the position computation and possible
solutions are discussed. The advantage of using more than one systems lies in the increase
of availability. In the near future it will be possible to receive more than 30 satellites
simultaneously instead of, e.g., 6 today. This enhances the availability and the integrity
of the position computation, especially in urban canyons. The availability of new signals
enables an improvement of the position accuracy by eliminating the ionospheric effect. The
treatment of dual-frequency measurements for reducing the ionospheric error is presented.
Several methods based on forming pseudorange linear combinations are used. The differ-
ent approaches are compared and the issue of noise amplification in case of using linear
combinations is examined. For reducing the measurement noise a smoothing algorithm has
to be used and a scheme for weighting the different observations is presented. At the end
of this chapter a detailed description of the implemented PVT module is given.
For testing and evaluating the performance of the receiver developed, several tests and
analysis are presented in the last part. In a first step, the software-based receiver is tested
using the GIPSIE R© constellation and performance simulator. Thereby, the obtained re-
sults are compared with the simulated parameters in order to validate the implementation.
Different test results utilizing different system and signal combinations are presented and
discussed. In a next step, real-world data collected by the Fraunhofer multiband front-end
are used to evaluate the performance under realistic conditions. Results of dual-frequency
observations are presented and the need and benefit of carrier smoothing is pointed out.
Also the problem of currently missing inter-signal correction parameters is discussed. A
real-world dual-frequency GPS solution, containing L1 C/A and L2C measurements, of
the software-based receiver, is presented. A summary on the processing time and on the
amount of data used within the receiver concludes the thesis.
The current implementation is designed for post-processing. The bottleneck and thus the
limiting factor is the amount of data which has to be processed within the acquisition
and tracking modules. Especially the correlation computation of the input signal with the
replica codes is time-consuming. Other software based receiver implementations use field
programmable gate array boards in order to achieve real-time capability. It is possible to
implement the designed tracking loops and especially the correlators in hardware. Another
possible strategy is to use the graphics board of a PC in order to swap out the correlation
computation. Graphics cards are designed especially for handling large amount of data
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and performing correlations. Several software libraries exist which can handle the data
exchange between processor and graphics card. The disadvantage is that not all types of
graphic cards are supported. In order to have platform independent solution this option
was not taken into account in this thesis.
The current implementation is ideal to be used for developing new algorithms for GNSS
receivers, like the weighting strategy for ionospheric correction, or the optimization of loop
parameters. It provides the necessary flexibility to implement and to test new algorithms,
either in the signal processing part or in the PVT section. Especially when developing a
tight or even an ultra tight coupling with autonomous sensors, a software-based approach
safes time and costs. The tight integration, for example, requires a combined processing of
IF signal and sensor output within a, e.g., Kalman Filter and a feedback to the tracking
loops. Further for monitoring purposes (e.g., monitoring land slides), when real-time capa-
bility is not a limiting factor, a software based receiver can be used. Also the application
of the developed receiver within a geodetic monitoring station network can be envisaged.
Perhaps the most promising field of application is the use of the presented receiver for
signal authentication. In the near future the implementation of satellite based augmenta-
tion systems as well as additional GNSS signal components (e.g., Galileo PRS service) is
intended to further increase the accuracy and the integrity. Also the use of multi-frequency
measurements for the mitigation of multipath and interference effects are currently ana-
lyzed within a TeleConsult Austria’s research project, using software-based receivers. The
exponential increasing number of global navigation satellite systems promise a bright fu-
ture for navigation applications especially with enhanced performance requirements. In
this context multi-frequency software-based GNSS receivers are a powerful tool to explore
new algorithms and investigate new ideas.
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