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Abstract

The ability to accurately monitor real-world phenomena by embedding tiny wireless sen-
sors into the environment has revolutionized sensing in several application domains. Wire-
less sensor networks have been installed in civil, scientific, military, agricultural, and in-
dustrial settings during the past two decades, and are now ready to pervade our daily life.
Indeed, they are becoming an integral part of the Internet of Things that will provide
on-line access to the state of things and places in the years to come.

With potentially millions of users ready to use a plethora of attractive services and
applications, the operations of wireless sensor networks must become highly dependable:
sensed values need to be delivered reliably and timely, and the availability of a network
should reach time-scales in the order of years. Failure to meet these requirements may
result in high costs, insufficient user satisfaction, and physical damage to people or things.

The environment in which sensor nodes are embedded often plays a critical role for
their performance, especially with respect to the energy efficiency and reliability of their
communications. Temperature variations can cause loss of synchronization and degrada-
tion of the wireless link quality. Radio interference from surrounding wireless devices and
electrical appliances may impair packet reception, reduce throughput and lead to high la-
tencies. This vulnerability to the surrounding environment affects the capability of sensor
networks to meet application-specific dependability requirements. Solving this problem is
a fundamental step required to bring the visions and promises of the Internet of Things
to reality.

Our thesis is that through a deeper understanding of the environmental impact, it is
possible to increase the dependability of wireless sensor networks by designing more reliable
and energy-efficient communication protocols. We specifically address two environmental
parameters, namely temperature and radio interference, and support this thesis by first
developing TempLab and JamLab, low-cost experimental facilities that allow to study:.
respectively, the impact of temperature and radio interference on sensornet hardware and
protocols in a reproducible manner.

We leverage TempLab and JamLab to identify and highlight the limitations of state-of-
the-art communication protocols in the presence of varying environmental conditions. We
show that existing communication protocols are strongly affected by on-board temperature
variations commonly found in outdoor deployments, and that traditional packet-based
handshakes are not suitable in environments rich of radio interference.

The inadequacy of traditional communication protocols calls for the design and im-
plementation of environment-aware protocols that increase the reliability and efficiency of
wireless sensor networks deployed in harsh environments. Towards this goal, we derive
models that capture the environmental impact with an accuracy that is sufficiently high
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to parametrize protocols such that specific dependability requirements are met. Specifi-
cally, we characterize the signal strength attenuation as a function of temperature, and
derive a platform-independent analytical model that is used to design temperature-aware
protocols. We further model the statistical distribution of radio interference and use this
information to design interference-aware protocols.

Building upon the devised environmental models, we dynamically adapt the clear chan-
nel assessment threshold to temperature changes in order to mitigate the impact that tem-
perature variations have on carrier sense multiple access protocols. We further improve
the reliability of an existing duty-cycled MAC protocol in the presence of radio interfe-
rence and develop JAG, a protocol that uses a jamming sequence of configurable size to
make sure that two neighbouring nodes agree on a given piece of information in radio
environments with high interference.
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Zusammenfassung

Drahtlose Sensornetze wurden in den vergangenen zwei Jahrzehnten vermehrt im zivilen,
wissenschaftlichen, militarischen, landwirtschaftlichen und industriellen Bereich eingesetzt
und beginnen unser tagliches Leben zu durchdringen. Diese kleinen vernetzten Geréte sind
insbesondere auch ein zentraler Bestandteil des Internets der Dinge, das in naher Zukunft
einen Echtzeitzugriff auf den Zustand von Dingen und Orten erlauben wird.

Mit Millionen potentieller Nutzer attraktiver Dienste und Anwendungen, miissen
drahtlose Sensornetze eine sehr hohe Zuverlassigkeit aufweisen: FErfasste Werte sollten
zuverlassig und rechtzeitig geliefert werden und die Netze sollten iiber eine Lebensdau-
er von Jahren verfiighbar sein. Die Nichterfiillung dieser Anforderungen kann zu hohen
Kosten, mangelnder Benutzerzufriedenheit, und Verletzungen oder Sachschéaden fiihren.

Die Umgebung in welcher Sensornetze eingebettet werden spielt fiir die Leistungsfahig-
keit héufig eine entscheidende Rolle, insbesondere hinsichtlich der Energieeffizienz und der
Zuverlassigkeit der Kommunikation. Temperaturschwankungen kénnen zu einem Synchro-
nisationsverlust und Verbindungsproblemen fithren. Funkstérungen durch andere Anwen-
dungen und elektrische Geriite beeintrichtigen die Ubertragung beispiclsweise durch ei-
ne Verringerung des Datendurchsatzes und eine hohe Verzégerung. Diese Anfélligkeit
gegeniiber Umgebungsparametern erschwert die Erfiilllung anwendungsspezifischer Zu-
verlassigkeitsanforderungen. Die Losung dieses Problems stellt eine grundlegende Vor-
aussetzung fiir die Realisierung der Vision des Internet der Dinge dar.

Unsere Hypothese ist, dass mit einem tieferen Verstéandnis der Umweltauswirkungen
die Zuverldssigkeit von drahtlosen Sensornetzen durch die Erstellung verlasslicher und
verfiigbarer Kommunikationsprotokolle erh6ht werden kann. Wir betrachten dabei insbe-
sondere den Einfluss von Temperatur und Funkstérungen und entwickeln zur Priifung un-
sere Hypothese die kostengiinstigen Testumgebungen TempLab und JamLab, die erlauben
die Auswirkung von Umgebungseinfliissen auf Sensornetze reproduzierbar zu untersuchen.

Wir nutzen TempLab und JamLab um Schwéchen bestehender Kommunikationspro-
tokolle unter veranderlichen Umgebungsbedingungen zu untersuchen. Es zeigt sich, dass
aktuelle Protokolle stark von Temperaturschwankungen, wie man sie haufig bei einem Au-
Beneinsatz vorfindet, beeinflusst werden und dass traditionelle paketbasierte Handshake-
Verfahren in Umgebungen mit starken Funkstorungen nicht geeignet sind.

Die Unzulanglichkeit der traditionellen Protokolle erfordert die Verbesserung der Zu-
verlassigkeit von drahtlosen Sensornetzen in anspruchsvollen Umgebungen durch den Ent-
wurf sich den Umgebungsbedingungen anpassender Protokolle. Wir entwickeln daher
Modelle zur Abbildung von Umgebungseinfliissen. Diese unterstiitzen die Konfigurati-
on von Protokollparametern, so dass eine geforderte Zuverlassigkeit auch unter extremen
Umweltbedingungen erreicht werden kann. Insbesondere charakterisieren wir die tem-
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peraturabhéngige Abschwachung der Signalstirke und leiten ein plattformunabhéngiges
analytisches Model ab, das bei der Entwicklung temperaturkompensierender Protokol-
le zum Einsatz kommt. Dariiber hinaus modellieren wir die statistische Verteilung von
Funkstorungen zur Laufzeit und nutzen diese fiir den Entwurf von Protokollen.

Aufbauend auf den entwickelten Umweltmodellen, fithren wir eine automatische An-
passung des Clear-Channel-Assessment-Schwellenwerts ein, um den Einfluss von Tempera-
turschwankungen auf Carrier-Sense-Multiple-Access-Protokolle zu verringern. Weiterhin
erweitern wir bestehende MAC-Protokolle mit Mechanismen zur Verbesserung der Zu-
verlassigkeit gegeniiber Funkstorungen und entwickeln das JAG-Protokoll, das als letzten
Schritt der Handshake-Prozedur ein Storsignal einstellbarer Lénge verwendet, um sicher-
zustellen, dass zwei benachbarte Knoten sich auch bei einer gestérten Funkverbindung
zuverléssig auf ein gemeinsames Ergebnis einigen.
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Riassunto

Il rapido sviluppo delle reti di sensori wireless — un insieme di dispositivi elettronici minia-
turizzati a basso costo che consentono di raccogliere, elaborare e condividere informazioni
dall’ambiente circostante — ha rivoluzionato, negli ultimi anni, il monitoraggio di fenomeni
ambientali in molteplici ambiti applicativi. Come conseguenza del loro crescente impiego
negli ambiti civile, scientifico, militare, agricolo e industriale, le reti di sensori wireless
si accingono ora a pervadere la nostra vita quotidiana e a diventare parte integrante
dell’Internet delle cose. Quest’ultimo consentira, negli anni a venire, di accedere da re-
moto in tempo reale allo stato di qualsiasi “cosa” connessa in rete, indipendentemente
dalla sua locazione fisica.

Dato l'elevato numero di potenziali utenti pronti ad utilizzare una miriade di attraenti
servizi e di nuove applicazioni, I’aspettativa e che le reti di sensori wireless diventino sempre
piu affidabili. Se da un lato i valori rilevati devono essere recapitati in maniera affidabile e
tempestiva, dall’altro una rete deve essere in grado di massimizzare la durata delle batterie
dei vari nodi sensore ed operare autonomamente per diversi anni. Il mancato rispetto di
questi requisiti potrebbe comportare scarsa soddisfazione degli utenti, danni economici e
materiali, o perfino la perdita di vite umane.

Tuttavia, I’ambiente circostante ai nodi sensore gioca spesso un ruolo critico per le
prestazioni della rete, in particolar modo per quanto riguarda l’efficienza e 'affidabilita
delle comunicazioni radio fra i nodi sensore. Variazioni minime di temperatura possono
infatti causare la perdita di sincronizzazione tra questi ultimi e causare un rapido degrado
della qualita del segnale radio. Inoltre, interferenze provenienti da dispositivi radio lim-
itrofi o altri apparecchi elettrici possono compromettere la corretta ricezione dei messaggi,
riducendo la capacita di trasmissione effettiva e causando notevoli ritardi nello scambio
di informazioni. Questa vulnerabilita all’ambiente circostante influisce sulla funzionalita
di questi sistemi e non puo quindi essere trascurata: le reti di sensori wireless devono
soddisfare dei requisiti minimi di affidabilita per poter essere integrate nell’Internet delle
cose.

La nostra tesi ¢ che, attraverso una piu profonda comprensione di come ’ambiente
limitrofo influenza le prestazioni di una rete, si possano progettare protocolli di comuni-
cazione piu robusti ed efficienti, aumentando ’affidabilita delle reti di sensori wireless. In
particolare, concentriamo la nostra attenzione sul ruolo delle variazioni di temperatura
e delle interferenze radio e sviluppiamo in primo luogo TempLab e JamLab, strutture
sperimentali a basso costo che consentono di riprodurre le problematiche introdotte dalle
variazioni ambientali sull’efficienza e sulle prestazioni di una rete di sensori wireless.

Un secondo contributo di questa tesi ¢ lo sviluppo di modelli computazionalmente
leggeri in grado di catturare le caratteristiche dell’ambiente circostante con una pre-
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cisione sufficientemente elevata da consentire di parametrizzare protocolli di comuni-
cazione all’avanguardia e soddisfare determinati requisiti di affidabilita anche in presenza
di condizioni ambientali difficili. In particolare, in questa dissertazione caratterizziamo
I’attenuazione della potenza del segnale radio in funzione della temperatura e deriviamo un
modello analitico indipendente dalla piattaforma utilizzata per progettare protocolli di co-
municazione resistenti a continue oscillazioni termiche. Catturiamo inoltre la distribuzione
statistica delle interferenze radio nell’ambiente circostante e deriviamo la probabilita che
due nodi concordino positivamente ’esito di un trasferimento dati in canali congestionati.

Utilizziamo inoltre TempLab e JamLab per individuare ed evidenziare le limitazioni dei
protocolli di comunicazione esistenti in presenza di condizioni ambientali variabili. I nostri
risultati sperimentali evidenziano che la maggior parte dei protocolli di comunicazione &
fortemente influenzata dalle variazioni di temperatura comunemente riscontrate in instal-
lazioni all’aperto, e che la trasmissione di dati a pacchetto non ¢ adatta per compiere un
handshake in canali radio congestionati.

L’obiettivo finale di questa tesi € la progettazione e lo sviluppo di protocolli che au-
mentino concretamente ’affidabilita delle reti di sensori wireless anche in presenza di
condizioni ambientali ostili. In quest’ottica dimostriamo che, adattandone dinamicamente
la clear channel assessment threshold alle variazioni termiche, possiamo migliorare signi-
ficativamente 'efficienza dei protocolli ad accesso multiplo con rilevamento della portante
in installazioni all’aperto. Estendiamo inoltre un protocollo MAC dimostrandone la mag-
giore robustezza ad interferenze radio e sviluppiamo JAG, un protocollo basato su una
sequenza di jamming in grado di garantire che due nodi sensore adiacenti possano concor-
dare sull’esito di un trasferimento dati nonostante la congestione del canale radio.
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Chapter 1

Introduction

Since the first small-scale research projects emerged in the early years of the 21st cen-
tury [139, 163], wireless sensor networks (WSN)) have shown the potential to revolutionize
our everyday life and to radically change modern society thanks to their ability to col-
lect data at unprecedented spatial and temporal scales. Indeed, back in 2003, the
Technology Review periodical was presenting wireless sensor networks as one of the ten
emerging technologies that will change the world, predicting their pervasiveness in every
car, home, farm, building, office, and street [L75].

Driven by this vision, the [WSNl research community came up with a large number of
technical solutions: from the development of robust mote hardware [I0T], [165] and the cre-
ation of operating systems and programming languages tailored for this class of resource-
constrained embedded devices [72], 85 [129], to the design of energy-efficient techniques
for, among others, medium access control [75], 162} [164], data collection and dissemina-
tion [88, [130], localization [179, 197, 238], time synchronization [77, 1), [176], in-network
aggregation [125] [137], and clustering [83].

The development of even more efficient protocols made wireless sensor networks an
increasingly mature technology and enabled, in recent years, the long-term deployment
of complete systems made up of hundreds of tiny battery-powered wireless nodes [150].
[WSN] technology has been successfully used to monitor, among others, civil infrastruc-
tures [55, 56, 1T9], urban environments [146), 180} [I84], natural phenomena [30), 141}, 222],
agricultural and industrial processes [51} [121], 123], as well as unattended patients in clin-
ical settings [37) 60}, 122].

Several of these application domains impose strict dependability requirements on [WSNI|
performance. On the one hand, sensor data and actuation commands need to be reliably
and timely delivered throughout the network. Sensor networks used to measure the vital
functions of patients in hospitals [60] and to detect wildfire in forests and trigger alarms [15]
69, [95] are examples of safety-critical systems whose unreliability may result in injury or
damage to the environment or even lead to loss of human lives. On the other hand, the
energy consumption of wireless sensor nodes needs to be minimized, in order to maximize
the lifetime of the system and to avoid a frequent battery replacement, which may result
in an insufficient user satisfaction and high costs.
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The aforementioned installations and other research deployments have shown
that the environment in which sensor nodes are embedded plays a critical role for their
performance, especially with respect to their energy efficiency and the reliability of their
low-power wireless communications. Radio interference from co-located wireless networks
often affects the quality of links in most indoor installations, whereas varying meteorolog-
ical conditions frequently reduce network performance in outdoor deployments.

The vulnerability of [WSN| systems to the surrounding environment should not be
neglected, as most networks deployed nowadays are not small-scale research projects any-
more, but rather civil and industrial deployments on a large scale. Furthermore, the
deployment of a wireless sensor network is increasingly accompanied with its connection
to the Internet. Cisco’s Internet Business Solutions Group has indeed predicted that the
number of devices that will be connected to the Internet will rise to 50 billion by 2020 [79],
with the majority being small embedded devices with sensing capabilities.

This will result in an Internet of Things ([0T)) in which low-power wireless sensor
networks will represent the bridge between the physical and the digital world and will
actually become an integral part of the daily life of millions of people. The [QT] will
therefore embrace a system of wireless networks that can deliver to end-users a plethora of
services and attractive applications (e.g., smart cities, smart grids, and smart healthcare).
At the same time, these systems will heavily rely on the dependable and predictable
operation of networked embedded wireless sensors and actuators. Hence, in the years to
come, wireless sensor networks will be expected to meet application-specific dependability
requirements, and to minimize the impact of the environment on their performance.

1.1 Dependable Wireless Sensor Networks

Dependability is typically defined as the ability of a system to deliver the expected func-
tionalities during its operational lifetime. Avizienis et al. [I7] have broken down the notion
of dependability into three elements: attributes, threats and means. Attributes are qual-
ities of a system that can be used to determine its overall dependability: a dependable
system is typically expected to be operational during its envisioned lifetime (availability),
to operate correctly (reliability), to cause no unauthorized disclosure (confidentiality) or
modification of information (integrity), to have the ability to undergo modifications and
repairs (maintainability), as well as to operate in a harmless fashion (safety).

Threats are issues that can affect the correct operation of a system. Faults are typically
defects in a system, but their presence might not necessarily lead to a drop in dependability.
Only once a fault is activated an error occurs, resulting in a discrepancy between the
expected and the actual system behaviour. Unless properly handled, errors can lead to
failures, i.e., to situations in which a system or component is unable to perform its required
functions within specified performance requirements.

To attain the various dependability attributes, several means, i.e., mechanisms in-
tended to reduce the number of failures presented to the user of a system, can be devel-
oped. Faults can be prevented from being incorporated into the system (fault prevention),
predicted before they occur (fault forecasting), or removed at runtime (fault removal). An-
other possibility is to develop mechanisms allowing a system to still deliver the required
service in the presence of faults, possibly at a degraded level (fault tolerance).
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This doctoral thesis is devoted to the design of solutions that increase the depend-
ability of wireless sensor networks deployed in harsh environments. With respect to the
environmental threat affecting [WSNI performance, this work specifically focuses on two
dependability attributes: the reliability of low-power wireless communications, and the
energy-efficiency of networking protocols, as the latter strongly affects the lifetime of the
system and hence its availability.

Reliability is commonly defined as the probability that, under stated conditions, a
system will correctly perform its intended function(s) during a specified period of time.
In wireless sensor networks, the primary task of each sensor node is to successfully de-
liver sensor data and actuation commands throughout the network. Doing that reliably
and timely is of utmost importance, given that wireless sensor networks are often used
to perform critical tasks such as earthquake prediction, medical monitoring, object track-
ing, civil infrastructure monitoring, and car-to-car communication. To build dependable
wireless sensor networks, communication protocols should hence be able to sustain a high
delivery rate despite external influences (i.e., they should be robust to external factors).

The availability of a system is commonly defined as the ratio of the up-time U and the
aggregate of up- and down-time (U 4+ D) = L, with L the expected (or desired) system
lifetime. A system is hence highly available if U/L tends to one, i.e., if its down-time D
is minimal. In the context of wireless sensor networks, an important factor affecting D is
the speed at which the batteries of sensor nodes are depleted. To build dependable [NSNL
communication protocols should hence be highly energy-efficient in order to maximize the
duration of batteries and allow the network to run for the envisioned amount of time.

1.2 Problem Statement

In this doctoral thesis we aim to increase the dependability of wireless sensor networks
deployed in harsh environments by means of reliable and available (i.e., energy-efficient)
communication protocols. To achieve this goal, a first key challenge is to obtain an accurate
understanding of how the surrounding environment affects (WSN] hardware and protocols.

Characterizing the environmental impact on operation. Real-world de-
ployments have reported different network performance across the 24-hours that correlate,
among others, with the presence of people and their activities (indoors) and with the vary-
ing meteorological conditions (outdoors).

Outdoor environments. Wireless sensor networks deployed outdoors are often affected
by time-varying environmental conditions, such as the presence and density of vegeta-
tion [86] 140], and variations in temperature [23| [33] 220] or humidity [143] 207]. Different
types or a diverse distribution of foliage across different seasons can change the physical en-
vironment surrounding the nodes, leading to fading and shadowing that can substantially
change the connectivity in the network. Meteorological conditions can affect radio propa-
gation: rainfall and snow can create pools of water or thick snow covers that may cause up
to 30 dB fades [52] [196], whereas nodes that are not fastened properly may not withstand
wind blasts and suffer from vibrations that may reduce sensing accuracy [32} 230].
Furthermore, diurnal and seasonal temperature variations can drastically reduce network
performance, as they can cause loss of synchronization [182], degradation of the wireless
link quality [23], and early battery discharge [159]. Temperature variations in outdoor
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installations are particularly relevant since they have a strong impact on the operations of
all electrical and electronic components (whereas the impact of vegetation and meteoro-
logical conditions is highly specific to the setup and location of the deployment and may
require individual studies). Problems especially occur when wireless sensor nodes are ex-
posed to direct sunlight or are enclosed into transparent packaging absorbing [Rlradiation,
as the on-board temperature of each node can reach values that are significantly higher
than air temperature (up to 70 °C according to real-world observations [29] 33| 34] [166]).
Balendonck et al., for example, have experienced a complete failure of their irrigation man-
agement system when the repeater nodes were exposed to direct sunlight [21]. In addition
to high temperatures, also a high variability across different nodes in the network can
have a negative impact on network performance. High gradients of temperature caused
by the presence of vegetation and by clouds or obstacles blocking the sun radiation can
be as high as 25 °C for nodes that are spatially close to each other [45, 208, 209], and may
lead to de-synchronization among nodes. Hasler et al. have indeed reported problems in
maintaining time synchronization across their network deployed on the Swiss Alps in the
presence of large temperature fluctuations [96].

Indoor environments. Wireless sensor networks deployed in indoor environments can

have a highly-variable wireless link quality [20]. Temporal variations in the quality of
wireless links often result from changes in environmental conditions that exacerbate fad-
ing and shadowing effects, such as the ones caused by metal doors and other obstacles
between sensor nodes, or by the presence of people moving across the building [135].
The most serious threat for wireless sensor networks deployed indoors is, however, radio
interference. Wireless sensor networks use the industrial, scientific and medical ([SMI)
radio bands for their communications — freely-available unregulated portions of the radio
spectrum. An increasing number of devices share these unlicensed frequencies, and sev-
eral studies have shown that the interference from wireless devices and other electrical
appliances located in the surroundings of sensor nodes often impairs their low-power com-
munications, reducing throughput and leading to an increased amount of network traffic
due to retransmissions [I61], 189, 240]. In addition to a decrease in throughput, radio
interference can also lead to high latencies, to a complete lack of connectivity among some
of the nodes in the network, as well as to an increase in energy consumption due to re-
transmissions and longer wake-up times that may cause an early battery depletion [3§]. To
date, the 2.4 GHz [[SM] band is by far the most congested, as the communications of wire-
less sensor networks and other [IEEE] 802.15.4 devices operating in these frequencies have
to coexist with the transmissions of Wi-Fi (IEEE] 802.11) and Bluetooth (IEEE]802.15.1)
devices, as well as with the radio frequency (RF]) noise generated by microwave ovens and
other domestic appliances such as cordless phones, baby monitors, game controllers, pre-
senters, and video-capture devices [42], 240]. Reports from real-world deployments have
highlighted that the congestion can be quite significant in residential and office build-
ings [185] [186], and that, in the vast majority of the cases, the interference sources cannot
be easily identified [24].

Considering that radio interference and temperature variations have a profound impact
on the dependability of indoor- and outdoor-deployed wireless sensor networks, this thesis
focuses primarily on these two environmental factors, and aims to precisely characterize
their impact on [WSN] hardware and communication protocols.
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Lack of testbed infrastructures with realistic environment effects. Character-
izing the environmental impact on wireless sensor networks can be quite challenging, as
there is a lack of proper testbed infrastructures that can be used to reproduce specific
environmental conditions. On the one hand, simulation tools cannot capture the complex-
ity of the real world, and analytical models that can improve their efficiency can only be
derived based on a precise understanding of the environmental impact on sensornet hard-
ware, which is hard to obtain due to the complexity of the involved physical processes.
On the other hand, testing in real-world deployments is a costly, time-consuming, and
labour-intensive operation that often does not shed light on the poor performance of a
wireless sensor network. Indeed, the impact of temperature cannot be isolated properly
when testing [WSN| operations at the deployment site: meteorological conditions cannot
be controlled, and the temperature profiles that can be tested are highly specific to the
deployment location, to the position of the nodes, and to the time of the year in which
the experiment is carried out. Similarly, the impact of interference is highly stochastic in
nature, and strongly depends on the physical environment surrounding the nodes (e.g., on
the position, traffic pattern, and manufacturer of the interfering devices), which may not
be controllable.

Hence, one goal of this Thesis is the development of low-cost experimental facilities that
do allow researchers and system designers to replay the impact of the environment (and
specifically of radio interference and temperature variations) in a fast and simple way,
and that do offer the possibility to accurately repeat the same experiment in order to
thoroughly characterize the performance of communication protocols and obtain sound
performance comparisons.

Dependable protocols despite adverse environments. As the employment of wire-
less sensor networks is moving from mere monitoring applications to critical domains such
as traffic control [108], smart cities [I80], smart health [37], and the smart grid [50],
achieving dependable operations despite the presence of radio interference and tempera-
ture variations becomes of utmost importance. Indeed, developers cannot create smart city
solutions if parking spots occupancy and pollution concentration sensors are not operating
as expected during the hottest times of the day or in the presence of radio interference in
dense urban environments. Patients wearing body sensor networks measuring their vital
functions cannot rely on alarms being promptly posted to the medical staff if the sensor
nodes behave differently in indoor and outdoor environments, or if a nearby Wi-Fi access
point blocks their communications while they are at home or in a lively street. Similarly,
wireless sensor systems used to detect wildfire in forests and rapidly trigger alarms can-
not afford to fail when temperature suddenly increases as a consequence of a fire front
spreading in the proximity of the nodes. A wireless sensor network should instead oper-
ate reliably and efficiently regardless of the climate or of the number of wireless devices
operating in the surroundings. Failing to do so may lead to malfunctioning protocols and
to applications or products that are not well-received by final users or customers or that
result in injury and damage to the environment.

The ultimate goal of this thesis is hence to design protocols that can mitigate the im-
pact of radio interference and temperature variations on wireless sensor networks, which
is a fundamental step required to bring the visions and promises of the future Internet to
reality.
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1.3 Contributions

The scientific contributions of this thesis in the area of low-power wireless networking are
summarized in Table In addition, the work presented in this dissertation has produced
software that is publicly available [2] and has been largely used by the research community.

Testbeds with realistic environmental effects. The first contribution of this thesis
is the design and implementation of low-cost testbed infrastructures that enable the re-
peatable playback of specific environmental conditions, namely temperature and radio in-
terference. In particular, TempLab [45] and JamLab [42] are extensions for [WSN| testbeds
that allow, respectively, to easily study the impact of temperature on sensornet hardware
and protocols, and to create realistic and repeatable interference patterns. These low-cost
extensions allow to rerun experiments under almost identical environmental conditions
and hence play a crucial role in the investigation of protocol performance.

TempLab can accurately reproduce temperature traces recorded in outdoor environments
with an average error of only 0.1°C, and can be used with specific test patterns (e.g., a se-
ries of cold and warm periods) to allow a quick debugging of protocol behaviour. TempLab
can also reproduce model-based temperature profiles to have an estimation of the temper-
ature dynamics at a certain location without the need of traces collected in-situ.
JamLab is a low-cost infrastructure that augments existing sensornet testbeds with ac-
curate interference generation by using off-the-shelf sensor nodes. It provides lightweight
interference models of devices commonly operating in the 2.4 GHz[[SMl band, as well as a
playback capability to regenerate previously recorded interference patterns.

Models characterizing the environmental impact. The second contribution of this
thesis is to study and model how the environment affects (WSN] operations.

We use TempLab to observe and quantify the impact of on-board temperature variations
on sensornet performance. Controlled experiments backed-up with outdoor measurements
show that off-the-shelf low-power wireless transceivers can experience a significant de-
crease in received signal strength at high temperatures [34]. This insight is particularly
relevant since the variations of the on-board temperature of wireless sensor nodes deployed
outdoors can be quite high, especially if nodes are enclosed in industrial packaging and [[RF
transparent enclosures [33] [34]. We exploit TempLab also to characterize the attenuation
in signal strength as a function of temperature on several low-power wireless transceivers
experimentally, and derive a platform-independent analytical model that is later used to
design temperature-aware protocols [44].

Radio interference is modelled using a simple two-state Markov model. This model gives
sensor nodes the ability to record and replay the interference patterns generated by com-
mon wireless devices operating in the 2.4 GHz band — a fundamental pillar for the
design of JamLab [42]. Furthermore, this lightweight interference model enables us to
capture the statistical distribution of interference with sufficiently high accuracy even on
resource-constrained sensor nodes, as it requires only minimal storage requirements. We
then show that knowledge about the statistical distribution of interference allows us to
parametrize protocols parameters such that certain requirements are met even in the
presence of external interference [46].
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Challenge Contribution
Temperature Radio interference
Lack of testbed | ¢ TempLab (Section [B1) e JamLab (Section [4.2)
infrastructures

Characterization | o Impact on packet reception | e Characterization of common

of environmental (Section [3.2.1)) interference sources
impact (Section [4.1.2])

e Impact on signal strength
attenuation and platform- | e Lightweight interference
independent model models (Section [4.1.3)

(Section and [3.2.3) e Performance of state-of-the-

e Impact on communication art [MAC| protocols

protocols (Section (Section [4.3.1))

Dependable e Temperature-aware [MAC] e Enhanced X-MAC
protocols protocols (Section (3.4) (Section |4.3.2))
despite adverse .

. e JAG - Jamming-based
environments

AGreement (Section

Table 1.1: Overview of the contributions of this thesis.

Shortcomings of existing protocols. The third contribution of this thesis is
to identify and highlight several limitations of existing communication protocols in the
presence of varying environmental conditions.

TempLab is used to show that state-of-the-art communication protocols can be strongly
affected by on-board temperature variations commonly found in outdoor deployments,
as they neglect the attenuation that temperature has on the received signal strength in
low-power wireless radios. Experimental results indicate that (i) routing protocols can
experience drastic changes in the topology of the network, including some temporary par-
titions and large increases in diameter [45], and that (ii) data link layer protocols may
experience a reduced effectiveness of clear channel assessment at high temperatures that
compromises the ability of a node to avoid collisions and to successfully wake-up from
low-power mode [41].

Taking advantage of JamLab, we compare the performance of several state-of-the-art
[MAC protocols under interference [43]. We show that specific protocol features such as
rendezvous schemes preceding the actual data transmission and the choice of congestion
back-off schemes play a critical role in these settings and may significantly affect packet
reception and energy-efficiency. Furthermore, this thesis focuses on the agreement prob-
lem in congested environments, i.e., on how to agree on fundamental pieces of information
in environments with high packet loss rate. Our experimental analysis shows that tradi-
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tional packet-based handshakes are not suitable in environments rich of radio interference,
as they often lead to a large fraction of disagreements and excessively large energy expen-
ditures [46].

Environment-aware communication protocols. Further contribution of this thesis
is the design and implementation of environment-aware protocols that increase the de-
pendability of wireless sensor networks deployed in harsh environments.

To mitigate the impact that temperature variations have on carrier sense multiple access
protocols, two mechanisms that dynamically adapt the clear channel assessment threshold
to temperature changes are developed, thus making data link layer protocols temperature-
aware [41]. An extensive experimental evaluation carried out using TempLab shows that
both approaches considerably increase the dependability of a network in the presence of
temperature variations commonly found in outdoor deployments, with up to 71% lower
energy consumption and 194% higher packet reception rate [41].

To mitigate the effects of radio interference on low-power wireless communications, we
augment an existing duty-cycled [MAC protocol with mechanisms that improve its ro-
bustness to interference while remaining reasonably energy efficient [43]. Furthermore, we
develop JAG [46], a protocol that uses a jamming sequence of configurable size as a last
iteration of an handshake to make sure that two neighbouring nodes agree on a given piece
of information. A thorough experimental analysis shows that JAG not only outperforms
message-based approaches in terms of agreement probability, energy consumption, and
time-to-completion, but that it can also be used to obtain performance guarantees and
meet the requirements of applications with real-time constraints.

1.4 Scientific Impact

The contributions of this thesis have been published in top-tier conferences, journals, and
books, most notably in the ACM/IEEE International Conference on Information Process-
ing in Sensor Networks (IPSN), the IEEE International Real-Time Systems Symposium
(RTSS), the European Conference on Wireless Sensor Networks (EWSN), the IEEE In-
ternational Conference on Mobile Ad hoc and Sensor Systems (MASS), and the IEEE
Transactions on Industrial Informatics.

The paper “Hot Packets: A Systematic Evaluation of the Effect of Temperature on Low
Power Wireless Transceivers” published at the 5** Extreme Conference on Communication
(ExtremeCom) received the Best Paper Award.

The paper “JamLab: Augmenting Sensornet Testbeds with Realistic and Controlled In-
terference Generation” published at the 10*" International Conference on Information
Processing in Sensor Networks (IPSN) was a Best Paper Runner-Up.

The demo “How Temperature Affects [oT Communication”, highlighting the results pre-
sented in two of the papers included in this thesis, was a Best Demo Runner-Up at the
11*" European Conference on Wireless Sensor Networks (EWSN).

Lastly, the JamLab tool has been used by a number of international researchers working
in the field to evaluate their protocols, and their contributions have been published
in several top-tier scientific conferences. These contributions include a burst forwarding
technique to allow high throughput data transport in lossy wireless networks [74], an ex-
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tension of low-power listening that performs channel hopping [147], a contention resolution
mechanism for low-power wireless networks [I55], as well as a technique to select the best
access point available to transfer data in the presence of interference [82]. Furthermore,
components of JamLab have been used to measure the characteristics of interference and
design channel quality metrics [149] and to estimate the packet reception rate in noisy en-
vironments and select an optimal packet size [47]. Similarly, TempLab is currently being
used by a number of international researchers to analyse the limitations of state-of-the-art
routing protocol in the presence of temperature variations and evaluate the efficiency of
the proposed solutions [117, 242].

1.5 Methodology

This doctoral thesis follows an experimentally-driven methodology. We first carry out a
thorough literature review, and analyse the impact of temperature variations and radio
interference on the reliability of low-power wireless communications and on the energy-
efficiency of networking protocols. We then increase the dependability of wireless sensor
networks by means of forecasting and tolerance.

The goal of forecasting is to predict faults, and to remove them before they occur
or to circumvent their effects. To predict and correct faults, we require accurate models
capturing the environmental impact on [WSN] performance. We therefore characterize the
performance of wireless sensor networks as a function of the environment, and enhance
existing protocols or design novel solutions that can neutralize its impact. In many situa-
tions, however, the environmental impact cannot be properly anticipated or corrected. In
this case, we increase the dependability by means of tolerance, i.e., we make sure that a
system can still operate correctly also in the presence of faults (if necessary, at the price
of a decrease in performance).

To achieve this goal, a fundamental stepping stone is the creation of testbed infras-
tructures enabling the repeatable playback of specific environmental conditions, namely
temperature and radio interference. These testbeds systematically “replay” the same con-
ditions found in the real-world, allowing us to derive general models capturing the impact
of the environment on performance and to analyse and test the behaviour of com-
munication protocols, as shown in Figure While designing and building these testbed
facilities, special care is put on two aspects. The first one is the precise isolation of a
specific environmental factor in order to avoid any sources of bias. TempLab, for exam-
ple, isolates the effects of temperature on [WSN] hardware, in contrast to most outdoor
deployments and testbeds, where sensor nodes are not only exposed to temperature varia-
tions, but also to a number of meteorological conditions that may accentuate or contribute
substantially to the performance degradation. The second aspect is the ability to replay
similar conditions to the ones actually occurring in the real-world.

Using these testbed facilities, we derive models that accurately capture the impact of
radio interference and temperature on [WSNk. While devising these models, we pay special
attention to two aspects. First, models need to be computationally lightweight, so that
they can be exploited by resource-constrained wireless sensor nodes. Second, they should
allow to design solutions that can pro-actively neutralize or mitigate the environmental
impact on[WSN| performance. Please notice that one can also increase the dependability of
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Figure 1.1: Experimentally-driven methodology followed in this thesis.

a system without resorting to an environmental model. However, model-free solutions do
not offer the ability to pro-actively prevent performance deterioration, and reacting to a
loss of performance may not fit the requirements of most safety-critical WSNl applications.

We further employ the testbed facilities to analyse the performance of existing com-
munication protocols. First, we formulate a hypothesis about the (erroneous) behaviour
of the examined protocol in the presence of a given environmental parameter. We then
select ad-hoc or suitable real-world traces (of temperature or radio interference) that can
exacerbate the problem, and replay them in the testbed. Using several software tools,
most notably the Contiki operating system [72], the impact on state-of-the-art communi-
cation protocols is systematically analysed. If a decrease in performance is observed, the
protocol is thoroughly studied and an increasing amount of debug information collected,
until the source of the performance reduction or the design flaw is identified. If the exper-
iments, instead, falsify the hypothesis, we either change the latter accordingly and refine
the experiments, or the idea is dropped altogether.

Building upon the devised environmental models and upon the lessons learnt while
assessing the performance of existing protocols, we either augment existing protocols or
conceive a completely new design. The performance of the augmented or newly-designed
protocols is then carefully tested under different environmental conditions to make sure
that (i) their behaviour matches the expectations, and that (ii) they actually increase the
reliability and availability of (WSN] deployed in harsh environments. To prove the efficacy
of the implemented solutions, the ability of the testbeds to “replay” the same experiment
multiple times has been fundamental, and also led to relevant insights and triggered new
research ideas.
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1.6 Structure

The rest of this dissertation is organized as follows. Chapter 2] discusses existing work in
the area and highlights the challenges in characterizing and mitigating the impact of the
environment on wireless sensor networks, with specific focus on temperature and radio
interference. These two environmental factors are then addressed separately in chapters
and [4] respectively. First, the design of testbed infrastructures with realistic environmen-
tal effects is described, with special emphasis on how these are used to characterize the
environmental impact on hardware and protocols. Building upon these insights, the
design and implementation of environment-aware protocols is then presented, along with
a thorough evaluation of their performance in extreme conditions. Chapter [5| concludes
this doctoral thesis by summarizing the obtained results beyond the state of the art, by
discussing limitations, and by providing an outlook on future work.
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Chapter 2

Related Work and
Research Challenges

This chapter reviews the body of work addressing the impact of the environment on
performance. Section summarizes real-world experiences highlighting deploy-
ment failures and problems triggered by hostile environmental conditions. The following
two sections detail the impact that temperature variations (Section and radio inter-
ference (Section have on wireless sensor networks, and examine the solutions that
were proposed by the research community to increase their performance despite these ad-
verse conditions. The aim is not to be exhaustive, but rather to accurately categorize
existing solutions, and to analyse the yet open challenges. Finally, Section describes
experimentation in [WSN| testbeds with emphasis on the repeatable playback of specific
environmental conditions, and points out the lack of proper infrastructures when it comes
to experimenting with temperature and radio interference.

2.1 Environmental Impact on [WSNk

Embedding wireless networks of sensor nodes directly into the environment allows to
autonomously monitor real-world phenomena at an unprecedented scale. This has trig-
gered, in the last two decades, the installation of systems in residential and of-
fice buildings [8, [66], hospitals [37, 60, 122], urban environments [146], 180, 184], civil
infrastructures [55], 56, 119, agricultural fields and vineyards [12, 26, [51], 121], 126],
forests [54], 69, 209], industrial settings [123], as well as harsh and hardly-accessible ar-
eas such as volcanoes [222] 223], deserts [23], remote islands [139], glaciers [141], high
mountains [25, [30], and polar research facilities above the Arctic circle [221].

Several of the aforementioned installations and other research deployments have shown
that the environment in which sensor nodes are embedded plays a critical role for their
performance, and triggered a number of research efforts to increase the dependability of
[WSN] systems [3, 4, [6]. A large number of researchers have indeed observed different
network performance across the 24 hours that correlate very often with the presence of
people and their activities (indoors) as well as with the varying meteorological conditions
(outdoors).

13
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In most indoor installations, human-related activities strongly affect the quality of
links and the reception of packets [46, [80, [135]. People moving in the surroundings of
sensor nodes often exacerbate fading and shadowing effects, leading to fluctuating link
qualities. Lin et al. [I35] have identified small fluctuations caused by multi-path fading
of wireless signals, large fluctuations caused by shadowing effect of humans, doors, and
other obstacles, as well as continuous large fluctuations caused by the interference and noise
generated by surrounding wireless devices and home appliances such as Wi-Fi access points
and microwave ovens [20]. Especially the impact of radio interference can be quite severe,
as it may intermittently increase the packet loss rate and the number of retransmissions
during daytime in office environments and during evenings and weekends in residential
buildings [240]. Indeed, any wireless device operating at higher power than sensor nodes
in the same unlicensed [SM| frequency bands may emit [RE] signals that can block the
low-power communications of sensor nodes [192].

Networks deployed outdoors often experience a reduction in the packet reception rate
and in the transmission range between sensor nodes in the presence of fog [11], rain [33],
and thick snow covers [52, [196]. The performance of outdoor [WSN] systems is also corre-
lated with variations in temperature [23, [34, 220] and relative humidity (RH) [143] 207].
Temperature variations can affect clock drift and hence time synchronization, leading to
connectivity issues. Furthermore, they can also affect battery capacity and discharge, re-
ducing the lifetime of a network. Some deployments have experienced a complete system
failure at high temperatures [21], or reported drastically worse performance during the
hotter times of the day [23], B2] or year [220]. A few outdoor deployments have also shown
radically different performance across seasons and linked them to the variable density and
distribution of foliage in the surroundings of sensor nodes [86] [140].

Environmental changes may also affect the reliability and accuracy of sensing in both
indoor and outdoor environments. Nodes that are not fastened properly may not with-
stand wind blasts and suffer from vibrations affecting the meaningfulness of sensor read-
ings [32, 230]. Similarly, the accuracy of sensor data measured on mobile nodes that
are occasionally exposed to direct sunlight may be reduced, e.g., when people wear body
sensors outdoors [36].

Furthermore, harsh environmental conditions can have a strong impact on the em-
ployed hardware and cause physical damage to the sensor nodes [24, 31, [I72]. In their
Génépi rock glacier deployment, Barrenetxea et al. [24] have experienced corrosion of a sen-
sor connection that made the collected data unusable. Similarly, O’'Donovan et al. [15§]
have shown that the industrial environment in which sensor nodes were deployed (the
Petrogal oil refinery in Sines, Portugal) was highly corrosive and especially affected the
external antennas. In their Great Duck Island deployment (a small island in the Gulf of
Maine, USA), Polastre et al. [I66] have reported an early battery depletion due to the
low-resistance path between the power supply terminals created by water entering the
packaging [31]. As a side effect, also erroneous sensor readings were observed. Similarly,
Tateson et al. [203] have experienced water leakage in one of the deployed sensors, due
to the last-minute software changes leading to a reconnection of the sensor cables, which
caused a complete failure of the sensor modules. In GlacsWeb [I41], the authors report
outages of the base station and speculate that two of the possible reasons are the rupture
of the casing due to the moving ice, or extremely large clock drifts hindering a reliable
communication.
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Figure 2.1: On-board temperatures recorded within 24 hours by sixteen TelosB nodes
deployed in an outdoor setting during summer [45] The temperature difference across the
nodes can be as high as 30°C.

2.2 Impact of Temperature on [WSN| Performance

Depending on the packaging and on deployment location, the electronics of wireless sen-
sor nodes may experience substantial temperature variations over time and space. The
latter can have a detrimental effect on network performance, as they can significantly
affect clock drift [24], 06, [182], battery capacity and discharge [159], as well as the effi-
ciency of low-power radios [23, [34]. This section analyses in detail the typical on-board
temperature fluctuations observed in research and industrial deployments (Section
and points out how they can lead to loss of synchronization (Section , early bat-
tery depletion (Section , and degradation of the wireless link quality (Section ,
which would in turn affect key dependability properties such as reliability and availability.
Section identifies a number of challenges that have not been yet addressed by the
research community.

2.2.1 Temperature fluctuations in real-world deployments

The on-board temperature of sensor nodes is often higher than air temperature measured
by traditional weather stations, and can drastically vary over time and space [166].

High temperatures. Deployments of wireless sensor networks at high altitudes have
observed that on-board temperature variations across different times of the year can be
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Figure 2.2: The on-board temperature profile of wireless sensor nodes deployed outdoors
can be highly different even if nodes are in close proximity of each other [45].

extremely large: Beutel et al. have shown that temperatures may vary from -40°C in
wintertime to +60°C during summer [29, 30]. Sunshine may indeed easily heat a pack-
aged sensor node up to 70°C — especially if the packaging absorbs infra-red ([RI) ra-
diation [33, 166, 199]. Airtight and waterproof enclosures may protect the node from
corrosion, humidity and atmospheric contaminants [24], [3T], but may significantly increase
the temperature of the inner casing [33) [166]. Nodes experiencing high temperatures (e.g.,
exposed to direct sunlight or enclosed into [[RMtransparent enclosures) are more prone to
failures: Balendonck et al. [21] have suffered a complete failure of their irrigation man-
agement system, whereas Beutel et al. [30, [141] have experienced reliability problems of
electrical components such as oscillators and analog-to-digital converters (ADC]).

Temperature gradients. Temperature introduces a dynamic heterogeneity across the
network that can have a negative impact on network performance. On-board temperature
gradients are typically caused by the presence of vegetation, clouds, buildings, or obstacles
blocking the sun radiation, and a number of deployments have shown that nodes that are
spatially close to each other may experience completely different temperatures [208], 209]
220]. Figure based on traces recorded by Wennerstrom et al. during a long-term
outdoor deployment in Uppsala, Sweden [220], shows the on-board temperature of sixteen
TelosB nodes over the course of a summer day. The temperature difference across the nodes
(which were placed within each other’s transmission range at a maximum distance of 80
meters, and exchanged packets while periodically recording their on-board temperature)
can be higher than 25°C, and some nodes are significantly “hotter” than others. Figure[2.2]
illustrates the temperature density function for two nodes in this deployment: one node
experiences temperatures between 12 and 56 °C, whereas the on-board temperature of the
other node varies by at most 20 °C across the 24 hours.

2.2.2 Clock drift and time synchronization

The resonating frequency of a quartz crystal can substantially vary with changes in ambient
temperature. To act as resonator, a piece of quartz is typically cut at specific angles with
respect to the crystal grid. When subject to a proper alternating voltage, the crystal
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begins to vibrate and produces a sinusoidal signal. The frequency of this signal depends
on the type of cut and is determined by the thickness, density, elasticity, and area of
resonance over which the quartz plate is operating [100].

These factors are influenced, among others, by temperature changes: crystal oscillators
commonly resonate close to their target frequency at room temperature, but any deviation
in temperature will cause them to slow down or accelerate. A crystal oscillator with a
target frequency at room temperature could experience frequency offsets as high as 25 ppm
for a temperature variation of 5°C, a non-negligible change given the high fluctuations
occurring in outdoor environments [100]. A survey of packaged quartz crystal resonators
has revealed that the majority of them experience a drift over the temperature range
[-20, 50] °C of at least 50 ppm, a variation sufficient to affect the rendezvous process of
synchronous duty-cycled [MAC] protocols [182].

In the presence of high fluctuations of the on-board temperature over time and across
different nodes as shown in Section clock drift becomes non-negligible, and several
[WSNl systems have experienced malfunctioning. While measuring permafrost processes in
the Swiss Alps, Beutel et al. have observed large spatio-temporal variations in temperature
causing a clock drift that triggered several system resets [29 [96]. To allow a proper
tuning of the timing-dependent operations executed by the processor, an extensive testing
in thermal chambers was required, as well as the design of a clock-drift compensation
mechanism. In another deployment at high altitudes [24, 25], the drift caused by rapid
temperature changes resulted in a loss of synchronization between the sensor node and
the modem, and hence in lost packets. The problem especially occurred during
sunrise, when temperature gradients up to 10 °C per hour were observed.

To compensate for the clock drift, several researchers have proposed the use of a
local temperature sensor to autonomously calibrate the local oscillator and remove the
effects of temperature variations. Schmid et al. [I83] have developed a temperature-
compensated time synchronization technique that exploits local temperature readings to
autonomously learn the calibration parameters of the local crystal and provide a stable
temperature-compensated crystal oscillator. Similarly, Brunelli et al. [48] presented a
low-overhead temperature compensation algorithm for clock synchronisation in wireless
sensor networks, achieving an effective clock drift of less than 5 ppm over a wide range of
operating temperatures.

Correcting the drift based on local temperature measurements is very popular in wire-
less sensor networks (comparable approaches were also proposed in [29] 53] 235]), as almost
every sensor node carries a temperature sensor on-board. Even if a sensor node does not
have a dedicated on-board temperature sensor, several low-power micro-controllers such as
the MSP430 offer the possibility to obtain a rough estimate of the on-board temperature
from a built-in temperature sensor using a specific input of the and can hence be
used to correct the drift.

2.2.3 Battery capacity and discharge

Batteries typically operate best at room temperature, and any change (hot or cold) af-
fects their performance or longevity. Higher temperatures increase the mobility of the
electrolyte materials, resulting in a lower internal resistance and a significant increase in
the effective capacity of the battery. On the contrary, lower temperatures increase the
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internal resistance of the battery and hence reduce its capacity. Furthermore, continuous
temperature fluctuations also exacerbate self-discharge effects, which cause an irreversible
loss of charge when no current is drawn from the battery.

These effects are highly relevant, as the vast majority of are battery-powered
and as the nodes in a network may experience completely different temperature profiles.
In the example shown in Figure the “colder” node would have a different lifetime
compared to the “hotter” one [I59], and being able to predict the impact of temperature
variations on battery discharge would allow a better mitigation of the problem.

A number of works have characterized the thermal impact on battery discharge exper-
imentally [91 [159]. Park et al. [I59] have presented a detailed experimental study on the
role played by temperature and protocol parameters on the efficiency with which wireless
sensor nodes drain their batteries. Guo et al. [9I] have experimentally derived the dis-
tribution of voltage levels at different temperatures on several batteries, quantifying the
thermal effects on lifetime.

The latter is often used as a measure of remaining battery capacity, and Ceriotti et
al. [55] have recorded the evolution of the battery levels in conjunction with the measured
ambient temperature over a 7-month period in a road tunnel deployment. Their diagrams
show that temperature changes affect the voltage of the battery: a series of warmer days in
winter, for example, coincides with a slight recovery and increase of the voltage. Similarly,
Sun and Cardell-Oliver [I98] have highlighted fluctuations up to 0.25V in the battery
voltage along the 24 hours due to the temperature variation between day and night. These
fluctuations complicate the estimation of the remaining battery capacity, and an accurate
battery modelling as a function of temperature is hence an active research topic [I73].

2.2.4 Inefficiency of low-power radios

The impact of temperature on electric conductors and semiconductors is well-known. In
electric conductors, a higher temperature increases the resistance of the medium, whereas
in semiconductors, it leads to current leakage. In other words, for a given voltage, a higher
temperature reduces the current and hence the power of a device.

A few studies have shown that the output and received power of common low-power
radio transceivers is affected by temperature variations. Yamashita et al. [233] have shown
the first evidence that temperature decreases the efficiency of [RE] circuits on their ultra-
small, low-power sensor-net module called ZN1, equipped with the CC2420 transceiver.
The authors have enclosed the ZN1 modules in a thermal chamber and monitored the
change of[RE] characteristics and current consumption while the temperature was changing,
observing a decrease in the [RE output power by about 5 dB at 80 °C compared to an initial
temperature of 25°C.

Similarly, Bannister et al. [23] have quantified the decrease in efficiency caused by
temperature changes on the CC2420 platform. In their experiments in a climate chamber,
they observed a decrease of 4-5 dB in the output power of the transmitter and a drop
of 3-4 dB in the received power over the temperature range 25-65°C, for a combined ef-
fect on received signal strength of about 8 dB when both transmitter and receiver nodes
are heated. The authors argue that this attenuation is the result of the decreased effi-
ciency of the transmitter’s power amplifier and the receiver’s low-noise amplifier at high
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Figure 2.3: Temperature has a strong impact on link quality in outdoor deployments: even
the normal temperature fluctuations during a day can render a good link useless. Values
are averaged over a timespan of 10 minutes [45].

temperatures, and backed up their controlled experiments with results from an outdoor
deployment in the Sonoran desert [23].

Degradation of the wireless link quality. The attenuation of transmitted and received
power can strongly affect the quality of links and, ultimately, the reception of packets.
Several real-world deployments have indeed shown a correlation between temperature
fluctuations and packet reception rate (PRRI). The long-term outdoor deployment by
Wennerstrom et al. [220] has shown that packet reception rates are higher during winter
than during summer. Whilst in April 80% of good links were sustaining a [PRR] higher
than 90%, in July the number of good links dropped to 35%, and their number increased
again during Autumn as soon as the temperatures became milder. In a deployment in an
Australian outdoor park, Sun and Cardell-Oliver [I98] have measured daily variations of
on-board temperature between 10 and 50 °C, showing a completely different performance
between day and night on individual links. Different radio performance across day and
night was also reported by Lin et al. [I34], with daily variation of received signal strength
up to 6 dBm, and the highest received signal strength values being recorded during night
time.

Although these studies have highlighted a dependency between sensornet performance
and temperature, they did not investigate the performance loss further, and did not clarify
whether it was actually caused by the impact of temperature on electronics. Some of the
aforementioned works indeed argue that communications during night are less prone to
radio interference, and present correlations between the [PRR] and the air temperature
measured by external sensors or weather stations. Air temperature, however, does not
accurately capture the evolution of the on-board temperature of the individual sensor nodes
over time. The presence of direct sunlight shining on the nodes, as well as the presence of
clouds, buildings or obstacles blocking the sun radiation typically creates largely different
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temperatures variations, as shown in Figure 2.1} and air temperature might hence not
clearly correlate with the degradation in link quality.

Analysing the traces recorded by Wennerstrom et al. in their outdoor deployment, we
have found a clearer correlation between the on-board temperature fluctuations and the
degradation of the wireless link quality.

Figure shows the data recorded by two of the nodes deployed in Uppsala during
a week in September [220]. One can observe that during daytime (when temperature is
high), the received signal strength indicator (RSSI) and link quality indicator (LQI) are
lower than during the night. During daytime, also the packet reception rate is reduced,
showing that real-world temperature variations can transform a perfect link (100% [PRRI)
into an almost useless one (~ 0% [PRRI).

2.2.5 Open research challenges

The research community has undoubtedly produced a large number of solutions to miti-
gate the impact of temperature on performance. Several clock drift compensation
mechanisms have been proposed and validated, as well as battery models capturing the
discharge as a function of temperature. Active and leakage power of processors has been
measured and characterized in the presence of temperature variations, and variability-
aware duty cycling methods have been shown to yield up to 22x improvement in total
active time compared to schedules based on worst-case estimations of power [217].

The largest gap that still needs to be filled is a complete understanding of the link
quality degradation at high temperatures, and its impact on communication protocols.
While the macro-view of the problem is clear (temperature variations affect the efficiency
of the radio, degrading the link quality and in turn packet reception), previous research did
not formalize the dependency between link quality and temperature in a general fashion,
nor did it provide a deeper analysis of the problem at the network level.

Figures and show that some nodes can be much “hotter” than others: the hot
nodes will have a shorter transmission range [23], [44], a larger clock drift [I82], whereas the
lifetime of the colder nodes will be significantly shorter [I59]. How do all these temperature
effects affect the operation of network protocols still needs to be answered.

Dependency between link quality and temperature. Currently, every study or
deployment report illustrating the dependency between temperature and link quality is
unique for experimental setup and hardware employed: the radio chips utilized range from
the Nordic NRF903 [198] and the CC1000 [207] to the popular CC1020 [33] and CC2420
transceivers [134], [220]. This makes it difficult to compare the different results and derive
insights that can be generalized in a platform-independent analytical model that may be
later used to design environment-aware protocols.

Impact of temperature on communication protocols. Communication protocols
often rely on signal strength readings and link quality estimation metrics. If and how
temperature variations affect their operation has not been thoroughly investigated. For
example, protocols often rely on signal strength readings to avoid collisions and to
wake-up from low-power mode, and the attenuation of signal strength at high temperatures
is likely to harm their operation.
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2.3 Impact of Radio Interference on WSN]| Performance]

The massive proliferation of wireless devices in the last decades has caused the radio
spectrum to become a very constrained resource. Hence, many standardized technolo-
gies operate in increasingly crowded and lightly regulated [SMl radio bands. The latter
are freely-available portions of the radio spectrum internationally reserved for industrial,
scientific and medical purposes.

When several technologies (or multiple devices using the same technology) operate in
the same [[SM] radio band, many devices concurrently share the same frequencies [240].
In such settings, coexistence may become problematic especially for low-power wireless
technologies, as the presence of neighbouring devices transmitting at higher power may
lead to unpredictable medium access contention times and high latencies, and to a signifi-
cant increase in the packet loss rate. The latter is typically followed by an increase in the
network traffic due to retransmissions, as well as by a decrease in the performance and
efficiency of the overall network. Experiences from several wireless sensor network deploy-
ments have shown that an unexpected increase of network traffic compared to the initial
calculations leads to an early battery depletion or even to a deployment failure [31 [126].

Radio interference can be distinguished in two categories [38]:

e Internal interference is the one generated by surrounding sensor nodes operating in
the same network.

e FExternal interference is caused by wireless appliances operating in the same fre-
quency range of the network of interest using other radio technologies, e.g., Wi-Fi
access points and Bluetooth devices.

While internal interference can be minimized by means of a proper configuration of the
network (e.g., by a careful placement of nodes) and protocol selection (e.g., by making use
of time diversity to avoid concurrent activities in the channel), the mitigation of external
interference is often more complex for several reasons. Firstly, it is hardly possible to know
in advance all potential sources of interference in a given environment and to predict their
behaviour. Secondly, interference is often intermittent and highly dynamic, therefore it is
difficult to create solutions that guarantee a reliable communication.

This section is an excerpt of a book chapter reviewing existing work on external radio interference
in wireless sensor networks published at Springer in 2013. The chapter was entirely written by the
author of this Dissertation under the guidance of his supervisor.

Reference: C.A. Boano and K. Rémer. External radio interference. In “Radio Link Quality Esti-
mation in Low-Power Wireless Networks, SpringerBriefs in Electrical and Computer Engineering —
Cooperating Objects”, pages 21-63. Editors: N. Baccour, A. Koubéaa, C.A. Boano, L. Mottola, H.
Fotouhi, M. Alves, H. Youssef, M.A. Ziiiga, D. Puccinelli, T. Voigt, K. Rémer, and C. Noda. July
2013. Springer International Publishing. DOI: 10.1007/978-3-319-00774-8_2

Link: http://link.springer.com/chapter/10.1007/978-3-319-00774-8_2.

Copyright: From the Springer License Terms and Conditions: “With reference to your request to
reprint in your thesis material on which Springer Science and Business Media control the copyright,
permission is granted, free of charge. [...] This License includes use in an electronic form, provided
its password protected or on the University’s Intranet or repository.”
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The remainder of this section focuses on external radio interference. First, interference
mitigation solutions that have been proposed in the literature are classified. Thereafter,
the yet open challenges are pointed out.

2.3.1 Coexistence between different wireless technologies

The [EEEI] 802.15.4 standard specifies the two lowest layers of the protocol stack for low-
rate wireless personal area networks. The physical layer is responsible for the data trans-
mission and reception according to specific modulation and spreading techniques, as well
as for the channel frequency selection and for the management of energy and signal func-
tions (e.g., [LQJ and energy detection). [WSN] systems compliant to the [EEE] 802.15.4
standard typically operate on one out of three unlicensed [SM] frequency bands [38]:

e 868.0-868.6 MHz, available in Europe, one communication channel with center fre-
quency F, = 868.3 MHz;

e 902-928 MHz, available in North America, up to ten communication channels with
center frequency F, =906+ 2 - (k— 1) MHz, fork =1, 2, ..., 10;

e 2400-2483.5 MHz, available worldwide, up to sixteen communication channels with
center frequency F, = 2405+ 5 (k — 11) MHz, for k = 11, 12, ..., 26.

Because of the increasing congestion in these [SMl bands, several amendments were de-
fined to support new bands, and the standardization process is still evolving nowadays.
Among the important updates and amendments made in recent years, two optional layers
operating in the 868/915 frequencies employing a different modulation scheme have been
added, as well as new physical layers making use of Ultra-wide Band (UWHB)) and Chirp
Spread Spectrum (CSS)) modulation techniques.

The 868/915 MHz [ISM] bands. The 868 and 915 MHz frequency bands are known
to be relatively interference-free [226]. Nevertheless, cellular phones can be a signifi-
cant source of interference for sensor nodes, due to the proximity of the European
band [24]. Kusy et al. [124] have also highlighted that telemetry networks and cordless
telephones, as well as mobile phones can generate interference in the 900 MHz frequencies.
Furthermore, several wireless devices marketed in Europe, including wireless domestic
weather stations, car alarms, garage openers, and residential electronic alarms, use the
868 MHz frequency and are therefore potential sources of interference for wireless sensor
networks operating in the 868/915 MHz [SMl bands.

The 2.4 GHz[ISMlband. To date, the 2.4 GHz is by far the most congested [SM] band,
because of the pervasiveness of devices operating in those frequencies, and their high trans-
mission power. Wireless sensor nodes must indeed compete with the communications of
Wi-Fi (IEEEI802.11) and Bluetooth (TEEE]802.15.1) devices, as well as with the [RE] noise
generated by microwave ovens and other domestic appliances such as cordless phones, baby
monitors, game controllers, wireless presenters, and video-capture devices [161], [189] 240)].
The three prevailing sources of interference in this [SMl band, i.e., Wi-Fi and Bluetooth
devices as well as microwave ovens are shortly described next.
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Bluetooth devices. The [EEE] 802.15.1 (Bluetooth) standard specifies 79 channels,
spaced 1 MHz, in the range 2402-2480 MHz. The interference generated by Bluetooth
devices is uniformly distributed across the whole 2.4 GHz band: Bluetooth uses the Fre-
quency Hopping Spread Spectrum (FHSS) technology to combat interference and fading
and hops 1600 times per second, i.e., it remains at most 625 us in the same channel.
As of version 1.2, several Bluetooth stack implementations apply an Adaptive Frequency
Hopping (AFH]) mechanism in which the hopping sequence is modified to avoid interfered
channels. Several experimental works have studied the impact of [EEE] 802.15.1 commu-
nications on the reliability of sensornet transmissions. The packet loss rate of a wireless
sensor network operating in the presence of Bluetooth interference typically varies between
3% (as reported by Bertocco et al. [28] and Penna et al. [I60]) and 5% (as reported by
Huo et al. [104]), up to a maximum of 9-10% (as shown in the experimental results of
Sikora and Groza [189]).

Wi-Fi devices. The [EEE]802.11 (Wi-Fi) standard specifies 14 channels, each of which
with a bandwidth of 22 MHz, in the range 2400-2483.5 MHz. The coexistence between
IEEE] 802.11b/g/n and [TEEE] 802.15.4 devices is extremely challenging due to several
aspects. Firstly, Wi-Fi devices can transmit at significantly higher power (=~ 24 dBm)
than traditional low-power sensor nodes. Secondly, Wi-Fi devices can use data rates
up to 150 Mbit/sec (IEEE] 802.11n standard) and are ubiquitous nowadays, especially
in residential and office buildings. Furthermore, the large bandwidth of Wi-Fi channels
allows them to interfere with multiple TEEE] 802.15.4 channels at the same time. Several
experimental works have investigated the impact of [EEE] 802.11 communications on the
reliability of [EEE] 802.15.4 transmissions [28] 97, 132} 160, 161) 189]. Their results show
that concurrent Wi-Fi transmissions can block the majority of (WSN] transmissions (up to
90% loss) and cause long delays, drastically decreasing the performance of the network.

Microwave ovens. Several studies have highlighted that microwave ovens can be an
important source of interference in the 2.4 GHz[[SM|band [114}, 200, 216]. Frequency-wise,
microwave ovens can interfere a large portion of [EEE] 802.15.4 channels at a very high
power (they operate at up to 60 dBm). The interfered channels vary with changes in load
impedance, supply current, and temperature of the magnetron [216]. The latter is affected
by the amount of water in the food and the position of the latter within the oven, making
it hard to foresee the disturbed frequencies. Time-wise, the interference generated by
microwave ovens is rigorously periodical, as ovens continuously turn on and off according
to the frequency of the [AC] supply line. Hence, the duration of a power cycle depends on
the power grid frequency (roughly 20 ms at 50 Hz, and 16 ms at 60 Hz).

2.3.2 Classification of interference mitigation techniques

A large number of works studied the coexistence problem in wireless sensor networks and
proposed several interference mitigation techniques [38] 234]. The latter can be classified
in five main classes: frequency diversity, space diversity, hardware diversity, time diversity,
and redundancy, as shown in Figure 2.4
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External Interference Mitigation Techniques‘
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Figure 2.4: Taxonomy of existing techniques to mitigate external interference [38§].

Frequency diversity. Techniques exploiting the availability of multiple radio channels
in a given band to avoid external interference can be divided in four sub-categories.

Static channel assignment. A primordial way to pursue interference avoidance con-
sists in statically assigning the frequency channels depending on the expected interference
sources, i.e., each node gets assigned to a fixed [EEE] 802.15.4 channel that is suppos-
edly interference-free. For example, several networks operate on channel 26 in order to
escape Wi-Fi interference [60, [I31]. Although channel 26 typically offers the best perfor-
mance, this strategy is not optimal, as there may be co-located networks following the
same assumption, or unexpected interfering devices such as microwave ovens occasionally
operating in the surroundings. The same disadvantage applies to a number of works that
statically assign portions of the network to specific channels [120, 157, 178, 1911 228 229].
These multichannel protocols can indeed maximize the bandwidth available for communi-
cations by increasing the number of channels, but do not enhance or guarantee coexistence
among devices operating in the same frequency range.

Continuous hopping. Another way to pursue interference avoidance resembles the
technique of the [EEE] 802.15.1 standard, and consists in continuously hopping
among channels according to the same pseudo-random sequence. Hopping can be blind
(i.e., nodes hop among all available channels) or adaptive, i.e., nodes carry out some form
of blacklisting of undesirable congested channels [219]. Examples of protocols adopting
adaptive continuous hopping are the Time Synchronized Mesh Protocol [162], the Wireless-
HART standard [193], the protocols developed by Du et al. [70] and Yoon et al. [236], as
well as EM-MAC [202]. The latter uses a penalty system with channel blacklisting based
on the results of the clear channel assessment ([CCA) operation. A node switches among
channels based on its pseudo-random channel schedule, except that, if the next pseudo-
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randomly chosen channel is on the node’s channel blacklist, the node stays on its current
channel.

Continuous hopping exploits the potential of frequency diversity and hence can reduce the
impact of narrow-band interference and persistent multipath fading. Furthermore, channel
hopping also ensures fairness among the chosen channels. However, channel hopping
requires a tight time synchronization across the network in order to work properly. Also,
the seed and the list of blacklisted channels needs to be shared in a reliable fashion, a
critical operation in the presence of interference. It is important to note that in case
of blind continuous channel hopping, the interference avoidance is only passive, i.e., by
continuously hopping, a pair of nodes will sooner or later pick a good communication
channel. This, however, might not necessarily happen in a short time interval. Another
drawback of continuous channel hopping is the energy required to continuously switch
channels. Compared to protocols switching on demand, this represents a non-negligible
burden. Also, adaptive continuous hopping protocols require to continuously update and
spread the list of blacklisted channels, which may require a significant amount of energy.

Reactive hopping. In order to avoid the burden of continuously switching the channel,

several protocols switch or blacklist channels only once performance has degraded, e.g.,
in only a specific part of the network [227]. These approaches continuously monitor the
quality of the current channel and check whether it is satisfactory: if too much interference
is detected, a frequency switch is carried out. These protocols are reactive in the sense that
to mitigate interference by frequency diversity, they first need to experience a performance
degradation. In this category fall protocols such as CoReDac [215], Chrisso [105], and
ARCH [I85]. The latter uses the expected number of transmissions (ETX]) to monitor
the quality of the link, and as soon as the [ETX] values collected in a given observation
window exceed a certain threshold, a new channel is selected. The authors show that 15
minutes of observation are enough to predict channel reliability, and a notable method is
suggested to select the next channel. After blacklisting the current channel, ARCH hops
to a new channel that is further away from the previous one. This has two benefits: on
the one hand it avoids wideband interferers, on the other hand it avoids deep fades, as
highlighted by Watteyne et al. [218].
The advantages of reactive protocols are, as mentioned above, the significant energy saving
compared to hopping continuously and maintaining time synchronization among nodes.
However, such protocols may not suit safety-critical systems, as they need to experience
packet loss before performing a channel switch. Moreover, the switch is often performed
blindly, i.e., without necessarily knowing the stability of the other channels.

Proactive hopping. A few works try to avoid packet loss by predicting when the channel
conditions will degrade and by hopping before this happens. A fundamental role in the
development of proactive protocols is played by channel quality estimation metrics that
can detect an early degradation of the channel, e.g., [97, [145], as well as by an efficient link
quality ranking algorithm, such as [244]. The work by Kerkez et al. [I18] keeps track of the
quality of all channels by periodically forcing a channel switch and selects the more reliable
channels. In MuZi [231] all the channels are scanned and a new reliable channel is selected
(but only as soon as the performance of a channel has degraded). The main disadvantage
of these approaches is that they heavily rely on an accurate channel quality estimation
(based on energy detection), which can be very costly in terms of energy consumption.
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Space diversity. A solution widely investigated in the context of large and dense wire-
less sensor networks consists in avoiding interference by routing packets through different
links. Adaptive routing has been studied by several works that do not explicitly target
the presence of external interference, but rather aim for an effective link estimation in
order to achieve reliable communications. Alizai et al. [I0] proposed to apply a bursty
routing extension to detect short-term reliable links. Their approach allows a routing
protocol to forward packets over long-range bursty links in order to minimize the number
of transmissions in the network. Liu and Cerpa [I36] have developed a receiver-driven
estimator based on a machine learning approach to predict the short temporal quality of a
link. Their estimation is based on trained models that predict the link quality using both
packet reception rate and other physical layer parameters, such as [RSSI|, SNR] and [LQI
Gonga et al. [89] have carried out a comparison between multichannel communication and
adaptive routing, in order to determine which one guarantees more reliable communica-
tions in the presence of external interference and high link dynamics. The authors have
shown that adaptive routing performs well in dense wireless sensor networks. The key
reason behind this is the selection of good long-term stable links, which avoids low-quality
links that may be more vulnerable to external interference. When external interference is
present, one could indeed try to route a packet towards a closer node, so that the proba-
bility that a stronger signal corrupts the packet is smaller. However, in sparse networks,
where the choice of forwarding links is rather limited, adaptive routing looses its flexibility,
and multichannel solutions yield better performance in terms of both average end-to-end
delay and reliability.

Hardware diversity. Several works have made use of wireless sensor network platforms
equipped with dual radios to communicate in multiple [SM| bands. Other works have
proposed the use of directional antennas or spatially separated antennas to achieve more
reliable communications even in the presence of interference.

Radio diversity. Kusy et al. [124] have shown that radio transceivers operating at
different radio frequencies and through spatially separated antennas offer robust commu-
nication, high link diversity, and better interference mitigation. Using dual radios, the
authors have experimentally shown a significant improvement in the end-to-end delivery
rates and network stability, at the price of a slight increase in energy cost compared to a
single radio approach. Examples of wireless sensor network platforms equipped with dual
radios are the BTnode, the Mulle node, and the Opal node.

Antenna diversity. Rehmani et al. [I70] have envisioned the possibility to design and
implement a software-defined intelligent antenna switching capability for wireless sensor
nodes. More precisely, the authors have attached an inverted-F antenna to a TelosB
mote in addition to the built-in antenna in order to achieve antenna diversity. Based on
the wireless link condition, and in particular on physical layer measurements, the sensor
node should then dynamically switch to the most appropriate antenna for communication.
Another option are dynamically steerable directional antennas [87]. The latter are able to
dynamically control the gain as a function of direction, and, because of these properties,
they can be very useful to increase the communication range and reducing the contention
on the wireless medium. In [87], the authors have proposed a four-beam patch antenna and
showed interference suppression from [EEE] 802.11g systems. They have further discussed
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the use of the antenna as a form of angular diversity useful to cope with the variability of
the radio signal. Further examples of directional antennas used in [WSN]systems in which
a sensor node can easily concentrate the transmitted power towards the intended receiver
dynamically can be found in [148] 156, 213].

Redundancy. Several solutions exploit redundancy to mitigate the impact of external
interference, such as the use of multiple headers, as well as forward and backward error
correction techniques.

Multiple headers. Liang et al. have experimentally shown that [EEE] 802.11 transmit-
ters can back off due to elevated channel energy when nearby [EEE] 802.15.4 nodes start
sending packets [I31), 132]. When this happens, the [EEE] 802.15.4 packet header is often
corrupted, but the rest of the packet is still intact. Based on this observation, the authors
have proposed the use of multi-headers (as in Bluetooth) to protect the TEEE] 802.15.4
packets from the corruption generated by Wi-Fi interference. The authors have suggested
that two additional headers represent a good trade-off between overhead and performance.
It is important to notice that multi-headers are only effective in the so called symmet-
ric region, i.e., when an [EEE] 802.15.4 transmission is able to affect the behaviour of
an [EEFE] 802.11 transmitter, because the bit errors occur mainly in the beginning of the
packet. In contrast, in the asymmetric region, i.e., when the [EEE] 802.15.4 signal is too
weak to affect [EEE] 802.11 behaviour, the bit errors are distributed across the packet in
a uniform way.

Forward error correction techniques. In order to mitigate interference in the asymmet-
ric region, Liang et al. [I31], 132] have also proposed the use of forward error correction
(FEC) techniques to recover from corrupted packets. When using forward error correction,
the original message is encoded into a larger message by using an error correction code,
which implies a longer time in which the radio is switched on, and a longer computation
time for encoding and decoding the packet. The receiver then decodes the original message
by applying the reverse transformation of the error correction code. The redundancy in
the encoded message allows the receiver to recover the original message in the presence
of a limited number of bit errors. The authors demonstrated that Reed-Solomon (RS))
correcting codes perform well while recovering packets corrupted by [EEE] 802.11 interfe-
rence [132]. However, [FEC] techniques pose a trade-off between data recovery capacity and
its inherent payload and computation overhead. Forward error correction indeed creates
overhead both on the receiver and the transmitter, and therefore requires a significant
amount of energy as well as noteworthy computational capabilities. Liang et al. [I32] have
shown that the time required to encode an original 65-byte message into an [RSlencoded
message with 30-byte parity is approximately 36 milliseconds, whereas the decoding of the
message depends on the presence of errors and can vary between 100 and 200 milliseconds.

Backward error correction techniques. An alternative to forward error correction is the
use of acknowledgement (ACK]) or negative-acknowledgement (NACK]) packets to trigger
a retransmission of the corrupted frames. This solution may not necessarily lead to a
good result in the presence of external interference, as retransmitted packets are prone
to corruption as well as the original packet. Furthermore, when sending [ACK] or NACK]
packets, one may increase the channel congestion and the energy consumption of the
motes. In order to minimize the energy consumption required for retransmissions, Hauer
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et al. [98] have developed an Automatic Repeat reQuest scheme that minimizes
the amount of data that the sender needs to retransmit. In their scheme, the receiving
node triggers only the retransmission of the damaged portion of the packet, which saves a
significant amount of energy in case the packets had a long data payload. Receivers record
the of the received packet during reception at high frequency, and try to estimate
the position of the error within a packet (if any). This [RSSIFbased recovery mechanisms
is effective also in the presence of external interference, because collisions of frames with
the transmissions generated by other devices such as [IEEE] 802.11 or [EEEIl 802.15.4 can
be detected through an increase in the profile, which would otherwise be very stable
(typically + 1 dBm).

Time diversity. Another class of external interference mitigation techniques is time
diversity, which consists in either deferring transmissions, or scheduling them in such a
way to avoid interference.

Reactive schemes. A basic way to mitigate interference is to defer transmission un-
til interference clears, using for example the Carrier Sense Multiple Access with Colli-
sion Avoidance (CSMA-CA]) technique. However, depending on the congestion back-off
scheme and threshold selected, the latency can drastically increase in the presence
of interference. Yuan et al. [237] have proposed a decentralized approach in which sensor
nodes adaptively and distributively adjust their thresholds, and have shown that
this approach substantially reduces the amount of discarded packets due to channel access
failures, and hence increases the performance of sensornet protocols under interference.
Bertocco et al. [27] study the performance of different modes in the presence of in-
channel wide-band additive white Gaussian noise. Similarly, Petrova et al. [I61] investigate
the three [CCAl modes defined by the [EEE] 802.15.4 standard (energy above threshold,
carrier sense only, and carrier sense with energy above threshold). They have observed
that dynamic thresholds can improve the performance of sensornet communications
both in the overlapping and non-overlapping channels with TEEE] 802.11n.

Proactive schemes. Another class of protocols is the one in which the sensor node tries
not to defer transmissions, but rather to schedule them in a way to avoid the interference
of other devices. An example from this class is the scheduling of packets proposed by
Chowdury and Akyildiz [61]. The authors have analysed the cases in which microwave
ovens and Wi-Fi device are operating, and proposed a scheme in which the sensor nodes
transmit whenever the channel is predicted to be free based on the Wi-Fi traffic or mi-
crowave oven duty cycle. In the case of microwave oven interference, the sensor nodes can
align their own sleep cycles with the duty cycle of the microwave oven, and synchronize
their transmissions with the beginning of the off-time. In the case of Wi-Fi transmissions,
the sensor nodes exploit the detection of Short Inter-Frame Space (SIEFS]) and Distributed

Inter-Frame Space (DIES).

2.3.3 Open research challenges

The research community has produced a substantial number of solutions addressing the
problem of radio interference for low-power wireless communications. Previous research
has mostly focused on (i) highlighting the coexistence problem in congested [[SM] bands
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and on (ii) designing techniques that maximize the probability of packet reception under
interference. There are, however, a number of gaps that still need to be filled.

Comparison of interference mitigation techniques. Most of the mechanisms pre-
sented in the earlier section were not compared against each other in the presence of
different interference patterns. This does not clarify the advantages and disadvantages
of a solution against another, and hinders the integration in state-of-the-art [WSN] proto-
cols. For example, several of the proposed solutions are tailored to specific interference
patterns (e.g., Wi-Fi [132] and microwave ovens [61]), but it is not clear how they would
perform in the presence of other interfering devices. Ideally, there should be a guide for
system designers and developers containing hints about which of the available protocols
are more suitable in a given environment. One of the fundamental issues towards this goal
is the lack of low-cost [WSN] testbed infrastructures enabling the repeatable playback of
specific environmental conditions, as discussed in Section Most sensornet testbeds
are indeed deployed in indoor office environments and, although the latter may be rich of
Wi-Fi devices in the surroundings, there is no simple way to control the interference that
is generated and obtain sound performance comparisons. Furthermore, experimentation
is constrained to the interfering devices available in proximity of the nodes, which limits
the diversity of the interference patterns against which protocols are tested.

Characterization of protocol performance under interference. Communication
protocols typically have configurable parameters that can change their behaviour or in-
crease their efficiency in specific settings. A precise characterization of protocol perfor-
mance as a function of these configurable parameters under interference is still missing,
and would be extremely helpful to identify (i) which configurations break protocol op-
eration in the presence of a congested channel and (ii) how these parameters should be
configured to maximize performance in the presence of specific interference patterns. For
example, at the [MAC] layer, the choice of a number of parameters such as the congestion
back-off scheme, the clear channel assessment threshold, as well as the duration of the
strobing period, may play a fundamental role in the presence of interference, and their
selection could be adjusted in order to offer better performance.

Agreement under interference. One aspect that has not been tackled in detail is
how interference affects the exchange of fundamental pieces of information between two
nodes. A critical building block of many protocols at all layers is indeed the agreement
on a piece of information among a set of nodes. At the [MAC] layer, nodes may need to
agree on a new time slot or frequency channel; at the application layer nodes may need to
agree on handing over a leader role from one node to another [7]. Message loss may break
agreement in two different ways: none of the nodes uses the new information (time slot,
channel, leader) and sticks with the previous assignment, or — even worse — some nodes
use the new information and some do not. This may lead to reduced performance or
failures. Although several of the techniques proposed in the previous section can be used
to maximize the probability of reception in the presence of interference (e.g., time diversity
and redundancy), nodes typically do not have a guarantee that a packet has been correctly
received, as interference can also destroy acknowledgement messages transmitted as part
of a handshake to verify the correct reception of packets. Hence, this problem requires
attention, as disagreements may lead to reduced performance or complete network failure.
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Lightweight interference models. Another open challenge is the creation of accurate
models of common interference sources that can be exploited by resource-constrained sen-
sors nodes. Ideally, a lightweight interference model would enable even sensor nodes with
severe hardware limitations and a reduced energy budget to capture the characteristics of
interference in the surroundings at runtime. This could for example allow a node to iden-
tify the interfering devices operating in their proximity and to select the most appropriate
interference mitigation technique. Similarly, lightweight interference models would allow
a node to carry out runtime adaptation of protocol parameters.

2.4 Experimentation in [WSN] Testbeds

The wireless sensor networks research community traditionally relies on testbeds to eval-
uate and optimize communication protocols and applications under realistic conditions in
a cost-effective way. Testbed infrastructures are a powerful tool for validation and per-
formance evaluation of algorithms and protocols, as they offer the possibility to quickly
upload software on a relatively large network scale and easily retrieve the collected mea-
surements. Testbeds complement simulation environments by enabling experimentation
on tangible hardware and in real-world settings, with minimal set-up time and easy main-
tenance. Simulation tools are instead mainly based on mathematical models that do not
fully capture the complexity of the real-world, and often ignore the interactions between
communication protocols and underlying hardware platforms.

A large number of [WSN] testbed facilities has been developed in the last decade (the
vast majority of which is deployed at academic institutions), and differ by number of
available nodes, supported hardware and software, availability to the general public, net-
work management software, as well as scheduling, management software, and user inter-
face [195]. The most renowned testbeds are publicly available, i.e., registered users can
upload the specifications of an experiment and collect traces directly via a web inter-
face. Examples are MoteLab [224], one of the first open-source wireless sensor networks
testbeds to be developed (and still one of the largest, with its 190 nodes deployed over
3 floors), Kansei [78] (210 sensor nodes with a gateway station attached to each of the
sensor nodes), Indriya [67] (127 TelosB nodes deployed at the National University of Sin-
gapore), TWIST [93] (200 heterogeneous nodes across several floors in a building in the
campus of the Technical University of Berlin, Germany), and NetEye [I13] (130 TelosB
mote deployed at at Wayne State University, MI, USA).

Sensornet testbeds have constantly evolved in the last years to provide a better service.
Focus has been on reducing their management effort [63], allocating testbed resources to
users that need them the most [62], accurately analysing the power consumption [94],
improving data presentation and analysis [65], testing the same experiment in different
locations or at different testbed installations [I71], as well as on the confederation of multi-
ple testbeds (notable examples are WISEBED [59], [99], Senslab [174], and X-Sensor [116]).
To simplify migration between simulation and testbed, checkpointing of system state has
been proposed [154], e.g., to import into simulation a realistic topology or network state
that occurred during the experimentation in testbeds. To allow users to control software
executions with fine-grained profiling and tracing, Aveksha [201] provides an enhanced vis-
ibility into the internal state of the processor and three modes of event logging and tracing,
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whereas Envirolog [138] provides repeatability of executions based on scoped event read-
ings. Baccour et al. [I9] have developed RadialLE, a testbed in which nodes are deployed
in a radial topology, that provides the ability of automating the evaluation of link quality
estimators by analysing their statistical properties. A few testbeds also give the possibility
of emulating sensor data by feeding the testbed with data gathered in live experiments to
allow a convenient and repeatable testing. The T301 testbed [204], for example, provides
a sensor emulation feature that allows the user to import generated sensor data or traces
gathered in live experiments.

2.4.1 Environmental control in [WSN] testbeds

The significance of a testbed experiment largely depends on how accurately environmental
effects can be reproduced. Therefore, testbed infrastructures should provide the ability
of repeating the same experiment under the same environmental conditions, to allow, for
example, to investigate how protocol performance is affected by a certain parameter.

Recent works have extended existing testbed infrastructures with the emulation of
node mobility. In ViMobiO [168], Puccinelli and Giordano implemented a virtual mobility
overlay to reproduce movement patterns of nodes during experimental evaluation. In the
CONET testbed [I], a swarm of five Pioneer 3-AT autonomous robots communicates with
a static wireless sensor network [110, I11]. Similarly, in Mobile Emulab [112], several
robots carrying Mica2 nodes can move in a 60 m? space, and the testbed provides simple
path planning as well as vision-based tracking system, plus the possibility of monitoring
the experiment through web-cams.

Recent efforts have also extended existing infrastructures with the emulation of radio
interference. Slipp et al. [I90] have developed WINTeR, a testbed facility to support
implementation and evaluation of wireless sensor networks for industrial settings. WINTeR
allows to replicate the harsh RF conditions in industrial environments by means of an
Anritsu MG3700A [VSGhbased [EMI] generator operating in the frequency range [250 kHz -
6 GHz|. Sanchez et al. [I81] have envisioned a novel testbed federation incorporating
[SDRI devices, which would facilitate recording and playback of interference patterns. To
allow research on advanced spectrum sensing and cognitive networking strategies, several
testbed facilities are being augmented with state-of-the-art cognitive systems [5].

2.4.2 Open research challenges

Despite testbed capabilities having significantly evolved in the past years, the ability of
reproducing different environmental conditions is, to date, still rather limited, especially
with respect to the playback of factors like temperature and radio interference. Several
of the aforementioned approaches to generate realistic interference patterns involve rather
expensive equipment: the cost of [SDR] hardware and [VSGlbased [EMIl generators is in-
deed still very high, and these approaches would not scale to large testbeds. A low-cost
testbed infrastructure in which realistic interference patterns can be created in a quick,
simple, yet accurate fashion, would allow several researchers around the world to com-
pare their solutions, and to advance the state-of-the-art in a much faster way. Similarly,
testbed facilities allowing to vary the on-board temperature of each sensor mote individ-
ually would facilitate more accurate studies of the impact of temperature variations on
network performance.
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Efficient experimentation with radio interference. The lack of low-cost testbed
infrastructures in which realistic interference patterns can be created in a quick, simple,
yet accurate fashion, is one of the reasons why experimentation with radio interference is,
to date, still cumbersome and labour-intensive. Researchers and developers indeed rarely
resort to simulation tools, as mathematical models such as the unit disk model and the
log-normal shadowing model do not capture the behaviour of wireless sensor nodes with
a sufficiently high accuracy [84]. In fact, wireless propagation strongly depends on the
hardware used, on antenna irregularities, on the geometry and nature (static or mobile)
of the environment, as well as on shadowing and multipath fading, which are extremely
complex to model.

A large number of researchers exploit the ambient interference in the surrounding of
wireless sensor nodes to evaluate protocols and applications [38]. This approach consists
of running experiments in environments rich of co-located Wi-Fi access points, such as
office environments [70, 89 [152], university campuses [88| [98], 239], libraries [149], and res-
idential buildings [186]. Exploiting noisy environments has two main advantages. First,
the interference patterns against which protocols and applications are tested are real. Sec-
ond, the costs and efforts required to set up the experiments are minimal. This, however,
comes at the price of complete uncontrollability and non-repeatability of the experiments.
Indeed, one does not have complete knowledge of the devices that are actually operating
in the surroundings, nor can control them. Also, comparability among experiments be-
comes very complex, and experimental results should be taken “with a grain of salt”, as
interference may drastically change across multiple trials. For example, the interference
generated using Wi-Fi devices depends on the frequency selected by the access points at a
given time, on the activities of the users, as well as on the congestion of the backbone [3§].

Other works explicitly generate interference patterns to evaluate protocols and appli-
cations [38]. Some researchers exploit the presence of nearby [EEFE] 802.11 access points to
trigger file transfers [75], [1T5], 127], and to continuously transmit [UDP] packets at different
rates [132], 142], 145]. An alternative consists in creating custom experiments by manually
placing interfering devices in proximity of wireless sensor nodes. These kinds of experi-
ments are very popular, as they are cost- and time-effective, but are typically small-scale
and only involve a small number of sensor nodes. Furthermore, there is a lack of device
diversity: the vast majority of works uses only [EEE]802.11b/g [9} 14} 102} 103, 109, 18§]
and [EEEl 802.15 devices [16], 28| 104}, [160]. Only a few studies involve more advanced
equipment, such as signal generators, and software-defined radios [13],[169], allowing higher
degrees of controllability.

A few works use sensor nodes to produce interference [215], 232] by continuously trans-
mitting packets using the TEEE] 802.15.4 channel of interest. Although it requires only
a limited setup time and no additional hardware is required, the main drawback of this
approach is that the transmission of packets is not fully controllable (inter-packet times
are not programmable directly [35]) and that the interference does not resemble the one
produced by other devices, as it is constrained by the size of the transmitted packets.

Temperature control in testbeds. Industry makes often use of temper-
ature chambers during device verification processes (e.g., to calibrate sensors and
transceivers [58]), but such solutions are not suitable to understand the impact of temper-
ature on [WSN] performance.
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First, temperature chambers can be very expensive. Second, they target individual
components and not a network of nodes, which is necessary to disclose limitations at the
communication level. Experimenting inside thermal chambers targets indeed only indi-
vidual components and not a network of nodes (with different individual temperatures),
which is necessary to disclose limitations at the network level. Furthermore, there would
be implications on the propagation of signals due to the metal casing when carrying out
experiments using multiple thermal chambers.

A number of researchers have installed outdoor testbed facilities in the past years.
A few outdoor solar-powered nodes are currently available at the University of Braun-
schweig, Germany, as part of the WISEBED confederation [99], whereas in FlockLab [133]
four nodes are deployed on top of a roof in Ziirich, Switzerland. The Trio testbed [76],
deployed in 2005, was one of the largest outdoor wireless sensor network testbeds ever
built and consisted of 557 solar-powered motes. However, Trio was never open to the pub-
lic research community, as well as the experimental solar-powered “CampusNet” testbed
deployment [92]. Although experiments on networks deployed outdoors can show the im-
pact of temperature on performance [220], experimentation on outdoor testbeds does
not allow a systematic analysis. On the one hand, meteorological conditions cannot be
controlled, making it impossible to ensure repeatability across several experiments. Fur-
thermore, the temperature profiles that can be tested are highly specific to the deployment
location and to the time of the year in which the experiment is carried out.

Therefore, there is no practical extension for testbeds that allows to vary the
on-board temperature of each sensor mote and accurately study the impact of temperature
variations on [WSN] performance on a network level, making experimentation complex. In
several works, the temperature variations are triggered manually on two or three devices,
for example by means of hot-air guns [57], by leaving motes on electric heaters and moving
them outdoors to cool down [241], or by moving nodes in-and outside a refrigerator [24]
33], which does not allow an accurate temperature control on a large scale and hinders
repeatability of an experiment.
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Chapter 3

Temperature

This chapter describes the contributions of this thesis with respect to the impact of tem-
perature on [WSN| performance. Section describes TempLab, an extension for wireless
sensor network testbeds that allows to control the on-board temperature of sensor nodes
in a precise and repeatable fashion. TempLab facilitates experimentation with tempera-
ture and serves as a tool to investigate the effects of temperature variations on network
performance. Section analyses the impact of temperature on wireless link quality and
derives a platform-independent protocol model that characterizes the attenuation of signal
strength on low-power radios. Section [3.3] analyses the impact of temperature on protocol
performance, and specifically on state-of-the-art sensornet [MAC] and routing protocols.
Building upon the lessons learnt, Section illustrates two mechanisms to dynamically
adapt the clear channel assessment threshold to temperature changes and shows how these
mechanisms make data link layer protocols temperature-aware, actually mitigating the ad-
verse effects of temperature on protocol performance and increasing the dependability of

WSNE.

3.1 TempLab: A Temperature-Controlled WSN| Testbed

To better study the impact of temperature variations on low-power wireless communica-
tions and protocols, we have designed TempLab, a testbed infrastructure with the ability
of varying the on-board temperature of sensor nodes and reproducing the temperature
fluctuations that can be normally found in outdoor deployments [45].

Such a testbed solution essentially has one main functional module: the ability to
control the on-board temperature of wireless sensor nodes. However, in order to accurately
reproduce the temperature dynamics that can be found in typical deployments, it is not
simply enough to choose off-the-shelf heating and cooling elements and connect them to a
testbed. The choice of the hardware, as well as the design of the infrastructure has been
driven by a number of requirements that we describe in Section

3.1.1 Requirements

In order to faithfully reproduce conditions that can be found in real-world deployments
and to support a wide range of experimentation techniques, a temperature-controlled WSN]
testbed should be able to satisfy the following requirements:
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e Large temperature range. Ideally, the testbed should be able to reproduce temper-
ature patterns covering the complete operating range of sensor nodes ([-45,85]°C in
the case of TelosB-based platforms). However, to reproduce the conditions that can
be found in a real deployment, this is not strictly necessary, as long as the testbed
can emulate the variations that can be found during the coldest and hottest times
of the year in the setting of interest.

o Fine-grained temperature control. The temperature of a node deployed outdoors can
continuously vary depending on the presence of sunshine and obstacles (e.g., clouds
or buildings), causing continuum gradients of temperature. Hence, a fundamental
ability of the testbed infrastructure should be the ability of precisely tune the on-
board temperature of a sensor node with a high resolution.

o Fust temperature variations. In a real deployment, temperature can change quickly
due to meteorological effects such as wind, rain, and snow, as well as due to the pres-
ence of clouds or sunshine. An important requirement is the ability of reproducing
these variations as fast at they occur in the real-world: for example in the deploy-
ment shown in Figure [2.1] a node that receives the first sun-rays at the beginning of
the day experiences an increase of its on-board temperature up to 1.98 °C/minute.

e Time scaling. It is often desirable to compress the time scale of an experiment to
save evaluation time (as long as the behaviour of a platform does not depend on
the rate of the temperature change, but only on the absolute temperature values).
Indeed, one may want to time-lapse the recreation of real-world traces and playback,
for instance, in a few hours the profile of a full day. This poses stronger requirements
on the ability of the testbed to quickly heat up and cool down nodes.

e Per-node temperature control. As discussed in Section[2.2.1] the temperature profiles
of each node can be highly different. Placing all the nodes into a single chamber
would not be realistic because all nodes would follow the same temperature profile,
and temperature must hence be controlled individually on each node.

o Repeatability. When comparing or debugging the performance of protocols, it is
fundamental to be able to repeat an experiment under the same conditions, i.e., the
testbed should reproduce the same temperature profiles across multiple experiments.

e Unaltered system behaviour. The extension of the existing infrastructure should
ideally not alter the behaviour of the system in any way, as this may lead to unwanted
(and unexpected) system failures. For example, the use of metal casings should be
restrained, as [RE] propagation should be minimally affected. Similarly, the use of
I/0 ports of a sensor node to control heating or cooling devices has to be avoided if
this would affect the normal operations of the system.

e Heterogeneity and scalability. Although it may not be necessary to augment all
nodes of an existing infrastructure with temperature control, it should be possible
to extend an entire testbed regardless of the type of sensor nodes used.

e Low cost. All the above requirements have to be satisfied while minimizing the cost
of the solution, in order to make it applicable on a large scale.
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Figure 3.1: Overview of TempLab’s architecture [45].

3.1.2 Architecture

TempLab has been designed to meet all the aforementioned requirements by following an
out-of-band approach (i.e., sensor nodes are not involved in the control of their tempera-
ture, and additional processing hardware is hence needed) based on [[R] heating lamps and
cooling enclosuresﬂ An overview of TempLab’s architecture is shown in Figure

Actuators. TempLab requires actuators to control the on-board temperature of each
sensor node, and can support two types of nodes with different capabilities:

e LO nodes, which stands for lamps-only nodes, are heating-only devices that have
the capability of warming the sensor nodes between room temperature and their
maximum operating range. They are based on [R] heating lamps, and they do not
have any capability to cool-down the nodes below room temperature (an example of

LO node is shown in Figure [3.2(b)).

e PFE nodes, which stands for Peltier Enclosure nodes, are hard temperature-isolating
Polystyrene enclosures with an embedded [[R] heating lamp and an air-to-air Peltier
module to heat-up and cool-down the temperature inside of the casing. The selection
of polystyrene-based materials (for which [RE] absorption is minimal [I77]) has been
driven by the requirement of minimizing the impact of casing on signal strength.

OFyll detail about TempLab’s design and implementation can be found in Paper F included in this the-

sis [45].
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To control the intensity of the [R] lamps and the operations of the Peltier module,
TempLab borrows existing home automation solutions and uses wireless dimmers to vary
the intensity of the lamps and on-off wireless switches to control the Peltier modules
embedded in the enclosure. To make sure that the temperature control system does not
interfere with the existing testbed communication, we select home automation solutions
working on a[[SM] frequency band that is different from the one used by the sensor nodes.

This approach can easily scale to large testbeds as PE and LO nodes only need to be
plugged into wall outlets and require no further cabling. Furthermore, home automation
solutions such as Z-Wave [68] allow multiple devices (LO and PE lamps in our case) to
communicate in a multi-hop fashion, and create different home networks each of which can
have a maximum of 256 nodes. If a very large number of nodes needs to be supported, it
is possible to partition the control network and use several controllers. All what is needed
is the availability of a power line, but as in most indoor testbeds there exists a wired
back-link to each node, the efforts to add a power line are typically not too high.

Controllers. To instantiate a temperature profile and control heat lamps and Peltier
modules, TempLab uses different controllers running on a centralized testbed gateway
computer. The simplest one is an open-loop controller that varies the intensity of the
light bulbs in LO and PE nodes according to a pre-computed calibration function. To
precisely regenerate trace- or model-based temperature profiles, TempLab uses a closed-
loop proportional-integral (PI) controller that tries to minimize the difference between the
desired temperature profile and the on-board temperature of the sensor node of interest.
The controller should hence receive a periodic feedback with frequency Fy about the on-
board temperature of the sensor node in order to minimize the error with respect to the
desired temperature profile. As most off-the-shelf wireless sensor nodes carry an on-board
temperature sensor, TempLab uses the sensor node itself to measure the temperature
and exploits the [USB] back-channel to periodically convey temperature readings to the
controller using a low-priority routine executing only when the processor is idle.

Supported temperature profiles. In order to support a wide range of experimentation
techniques, TempLab can generate temperature profiles using three different approaches.
Firstly, one can re-play temperature traces collected in-situ at a given deployment site.
Such trace-based temperature profile instantiation can accurately reflect the temperature
variations over time with fine granularity if long-term measurements from one or more
nodes are available. Given that traces are not always at one’s disposal, a second possibil-
ity is to use a model-based temperature profile to have an estimation about the temperature
dynamics at a certain location without the need of traces collected in-situ. A model-based
approach uses models to estimate the temperature profile of objects using basic environ-
mental information such as the maximum solar radiation and the minimum temperature
during a day (that is readily available from satellites and meteorological stations). A third
possibility is to use TempLab to vary the temperature of sensor nodes using specific test
patterns. For example, a user may not be interested in recreating a specific profile and
needs instead only to verify whether a high temperature variation has an impact on the
operation of a given protocol. In this case, TempLab can be fed with on-off patterns
(e.g., a series of cold and warm periods) or jig-saw patterns that vary temperature with a
specified frequency, allowing a quick debugging of protocols behaviour.
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(a) Overview of our testbed infrastructure (b) [[R] heating lamp on top of a sensor node

Figure 3.2: Overview of the TempLab testbed infrastructure at TU Graz, with infra-red
heating lamps on top of each sensor node to control their on-board temperature [41].

3.1.3 Implementation

We have extended our local university testbed based on Maxfor MTM-CM5000MSP nodes
with TempLab employing the following hardware and software components.

Hardware. We use Philips E27[[RI100W light bulbs that can be remotely dimmed using
the Z-Wave wireless home automation standard. The latter operates on the 868 MHz [SMI
band, and hence does not interfere with the communications between the wireless sensor
nodes (that use the 2.4 GHz band). To vary the intensity of the light bulbs, we
used Vesternet EVR_AD1422 Z-Wave Everspring wireless dimmers, which provide 100
dimming levels. Examples of LO nodes operating in the TU Graz facility are shown in
Figure 3.2l Whereas LO nodes can only heat above room temperature, PE nodes have
the capability of going below room temperature thanks to 4 cm-thick enclosures made
of hard Polystyrene foam. In addition to the [[R] heating bulb, the enclosures contain an
ATA-050-24 Peltier air-to-air assembly module by Custom Thermoelectric [64]. The latter
is controlled through Vesternet EVR_AN1572 Z-Wave Everspring on-off wireless switches.

Software. We control the Z-Wave network with a C+4++ program that uses the Open
Z-Wave stack to vary the intensity of dimmers and duty cycle the Peltier modules. Com-
mands to the control network are sent through the Aeon Labs Series 2 Controller
deployed within the testbed facility. Each node runs Contiki, and contains a low-priority
process that periodically measures temperature using the on-board SHT11 sensor, and
communicates the readings over the [USB] back-channel. The sampling frequency Fy, i.e.,
how often should the controller receive feedback about the on-board node temperature and
update the intensity of the IR lamps, is selected by comparing the fastest temperature
variation observed in the outdoor deployment shown in Figure (1.98°C/minute) and
the accuracy of the on-board temperature sensors. In our case, the nodes carry SHT11
sensors that have an accuracy of 0.4°C and a variation of 1.98 °C/minute can be reached
within 12 seconds.
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The [PIl controller is implemented as a standalone multi-threaded C-++ application
executing on the testbed gateway that receives as input a file with two columns: the
first one contains the time of the day, the second one describes the on-board temperature
that the node should have at that time. The controller is agnostic to the type of trace
(whether derived empirically or from a model): as long as the file adheres to the two
column format, it will (try to) recreate such temperatures based on this information and
the feedback signals from the motes. In case the user chooses to time-lapse the experiment,
the controller skips rows accordingly, e.g., for a 2x speed, the controller omits every other
line. Users can manually assign the available traces to the temperature-controlled nodes in
the network, and if a non-implementable mapping is created, the controller will signal an
error. The parameters of the controller P=2 and I=0.01 have been found empirically by
testing the response of the system with extreme temperature variations and by choosing
those values that achieve fast and self-stabilizing control as well as minimal overshooting.

3.1.4 Accuracy in replaying real-world traces

TempLab has been used to replay several traces from outdoor deployments collected during
different times of the year, showing a high accuracy in reproducing a given temperature
profile. TempLab’s accuracy can be computed by analysing how close the instantiated
temperature profile Py follows the given profile to be reproduced Pg. The overall accuracy
Q., of the reproduced temperature profile at node n can be expressed as:

T
0, = ;/ IP1(t) — Pe(t)] dt (3.1)
0

where T is the duration of the experiment. Besides the requirement to follow a temper-
ature profile over time, it is also important to ensure that the rate of temperature changes
is accurately reflected. At no point in time the instantiated temperature curve at a node
n should deviate too much from the given temperature profile. The maximum deviation

gn can be expressed as:

gn = mfux |PI(t) - PG(t)’ > Qn (32)

The smaller the value of @,,, the better the instantiation of the temperature profile,
whereas the smaller g, the better the dynamics of the temperature change are reflected.

Figures [3.3] and show the ability of TempLab to reproduce a trace collected in
Wennerstrom et al.’s outdoor deployment in Uppsala, Sweden [220] during summer (Au-
gust) using LO and PE nodes, respectively. In absence of time-lapsing, LO nodes and
PE nodes can replay the desired temperature profiles with @, = 0.18°C and 0.12°C, and
gn = 1.90°C and 1.43°C, respectively, showing a remarkable accuracy. When the traces
have been replayed using time-lapsing, LO nodes show evident limits due to the lack of
cooling capabilities. Compared to the error of 0.18 °C at normal speed, the average error
@y, raises to 0.52°C and 1.12°C when the time is compressed by a factor of 3 and 5,
respectively. Thanks to the Peltier cooling capabilities, the use of PE nodes reduces the
error to @, = 0.41°C and 0.55°C with a time-lapse factor of 3 and 5, respectively.

Figure [3.5] shows the ability of TempLab to reproduce a “colder” trace collected in
Wennerstrom et al.’s outdoor deployment in Uppsala, Sweden [220] at the end of October,
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Figure 3.3: Accuracy of LO nodes in replaying a real-world trace captured during summer
in Uppsala using TempLab with different time-lapsing factors [45].
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Figure 3.4: Accuracy of PE nodes in replaying a real-world trace captured during summer
in Uppsala using TempLab with different time-lapsing factors [45].

when temperature approaches 0°C. During winter time, the sun can quickly heat up the
temperature in the package hosting the sensor nodes, and the trace indeed contains an on-
board temperature variation from 45 °C during daytime to 0°C in the evening. PE nodes
replay these traces with an average error @),, = 0.14°C and 0.24 °C with a time-lapse factor
of 3 and 5, respectively. The limit of PE nodes is reached when using a compression factor
Tr = 10: a decrease in temperature of more than 20°C (that in the real-world requires
one hour and a half) cannot be replayed within 10 minutes only.

Figure [3.6] shows the replay of traces collected from the FIRE testbed facility in San-
tander, Spain. In particular, the traces are collected from nodes on the main road in
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Figure 3.5: Accuracy of PE nodes in replaying a real-world trace captured during winter
in Uppsala using TempLab with different time-lapsing factors [45].
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Figure 3.6: Accuracy of PE nodes in replaying a real-world trace captured during winter
in Santander using TempLab with a time-lapse factor T = 5 [212].

Santander on the waterfront during winter and replayed on the testbed using PE nodes.
The regeneration with a time-lapse factor Tr = 3 shows an average error @), = 0.35°C,
and a maximum error g, = 3.23°C. Using a compression factor Tr = 20 would increase
the errors to @, = 0.51°C, and ¢, = 5.96°C [212].
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3.2 Impact of Temperature on Wireless Link Quality

Several real-world outdoor deployments have experienced a degradation of the wireless
link quality at high temperatures, as summarized in Section Several works report
a correlation between temperature fluctuations and [PRR] whereas a few studies highlight
an attenuation of the received signal strength at high temperatures.

To shed light on the impact of temperature on low-power wireless links, we tackle the
problem in two consecutive steps. First, we carry out outdoor experiments and verify
that higher temperatures actually reduce packet reception rate because of a decrease in
the received power (Section . We then use TempLab to precisely characterize the
dependency between link quality and temperature variations (Section , and derive
a platform-independent model that characterizes the attenuation of signal strength on

low-power radios (Section [3.2.3]).

3.2.1 Packet reception

To analyse the impact of temperature on packet reception, we carry out several experi-
ments at different locations to determine the minimum transmission power level necessary
to ensure successful data transmission between two noded?

We employ Tmote Sky nodes, and partition the deployed nodes into pairs consisting
of a sending node and a receiving node running Contiki [72]. Given a pool of N = 15
packets with 12-byte payload, we define the minimum power to reliably communicate as
the minimum power necessary to achieve 100% delivery, i.e., we expect exactly N received
packets. Furthermore, we define the minimum power to barely communicate as the mini-
mum power necessary to receive at least one of the N packets, without caring about the
actual delivery rate.

Each sender transmits a train of N packets using Contiki’s nullMAC, starting with
the highest transmission power available. Each packet contains a sequence number and
the information about the transmission power used by the sender. The receiving node
uses the same transmission power as advertised in the message to reply to the sender.
The receiver then sends an acknowledgement for every received packet, identified by its
sequence number. If the sender receives at least one acknowledgement for the N packets
sent, it will decrease the transmission power by one unit.

All the results obtained from our experiment runs show a significant increase in the
minimum transmission power to both barely and reliably communicate at high tempera-
tures. Figure derived from a daily deployment in Liibeck, Germany during summer,
shows the on-board temperature measured on two nodes not exposed to wind, placed ap-
proximately 7 meters away from each other. When the sun shines on the sensor nodes,
the on-board temperature reaches up to 70 °C, with a variation of 55°C compared to the
average night temperature.

This high temperature variation causes an increase of the minimum transmission power
to barely communicate from PA,POWERH 11 to 17, as well as an increase in the minimum
transmission power to reliably communicate from PA_POWER 13 to 22. This corresponds
to an increase in current consumption by 11.4% and 16.3%, respectively, and hints that,

BIFull details about the experiments carried out can be found in Paper B included in this thesis [34].
Bpa_POWER represents the register setting controlling the transmission power in the CC2420 radio. The
register can be set with values between 0 (roughly -55 dBm) and 31 (0 dBm) [206].
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Figure 3.7: Minimum transmission power required by two sensor nodes to communicate.
During daytime the sun shines directly on the motes, increasing significantly their on-board
temperature. With respect to night-time operations, the sensor nodes require roughly 16%
more power for a reliable transmission during the hottest time of the day [34].

in absence of power control strategies, signal strength attenuates at high temperature and
can have a profound impact on packet reception.

We carry out a second experiment in Kista, Sweden during spring, in which we gradu-
ally vary the distance between the wireless sensor nodes from 50 cm to 20 m, and compare
the minimum transmission power to barely communicate when temperature in both nodes
is 18 °C and 38 °C respectively. Figure confirms that temperature affects the mini-
mum transmission power to successfully communicate regardless of the distance, hinting
a specific radio issue. These results further indicate that reducing the transmission power
during the coldest time of the day or the year may lead to significant energy savings.

3.2.2 Signal strength attenuation

To get a deeper understanding of the effects observed in Section we use TempLab to
precisely characterize the dependency between link quality and temperature Variationsﬂ
In particular, our first step is to isolate the effects of temperature on transmitting and
receiving nodes and to systematically study the impact of temperature on different hard-
ware platforms, namely Maxfor MTM-CM5000MSP and Zolertia Z1 nodes employing the
C(C2420 radio [206], and Arago Systems WisMotes employing the CC2520 transceiver [205].

We partition the sensor nodes in our TempLab testbed facility into pairs and form
bidirectional links operating on different physical channels to avoid internal interference.
All sensor nodes run the same Contiki software: each sensor node continuously measures
the ambient temperature and relative humidity using the on-board SHT11 or SHT71

HFull details about the experiments carried out can be found in Paper E included in this thesis [44].
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Figure 3.8: Minimum transmission power required to barely communicate between two
sensor nodes at different distances. Regardless of the distance between the motes, higher
on-board temperatures require an higher transmission power to maintain communica-

tion [34].

digital sensors, and periodically sends packets to its intended receiver at a rate of 128
packets per second using different transmission power levels. Statistics about the received
packets are logged using the back-channel and are available remotely.

In a first experiment using Maxfor nodes, every link in the testbed is exposed to three
heat cycles generated using TempLab’s open-loop controller. First, each individual node,
i.e., first the receiver and then the transmitter, is heated from 0 up to 65°C. Afterwards,
both nodes are heated in the same temperature range at the same time.

Figure illustrates the impact of temperature on [PRR] and [LQI] on a particular
link. The evolution of temperature at the transmitter and at the receiver over the 13-hours
experiment is shown in the top figure. In correspondence to each increase of temperature,
[PRE] and [LQ]| decrease significantly, with the highest impact occurring when both nodes
are heated. With both nodes heated, indeed, no packet was received and the connectivity
between the two nodes was impaired until the temperature started to decrease.

Figure also shows that the packet loss rate is more pronounced when the trans-
mitter is heated compared to the case in which only the receiver is heated. We have
observed this behaviour for the majority of links in our testbed.

Figure [3.9(b)|illustrates the impact of temperature on[RSSI (top figure) and noise floor
(bottom figure). The former represents the signal strength of each packet received from
the transmitter node; the latter refers to the signal strength measured in absence of any
packet transmission. The decreases in a similar way when transmitter and receiver
are heated separately, whereas the decrease is more pronounced if both transmitter and
receiver are heated at the same time. This proves that temperature decreases both the
transmitted and received power [23], whereas the noise floor only decreases when the
receiver node is heated, with an absolute variation smaller than the one of
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Figure 3.9: Impact of temperature on the quality of links. Using TemplLab, we heat
transmitter and receiver nodes separately first, and then both of them at the same time.
When temperature increases, [PRR], [LQI} and decrease significantly, with the highest
impact occurring when both nodes are heated at the same time [44].

Furthermore, the decrease in does not seem to depend on how quickly tem-
perature changes: in our setup, the heat cycles are characterized by a slow increase in
temperature followed by a quicker cooling phase, as can be seen in Figure This
allows us to observe that both and noise floor are not affected by how quickly tem-
perature varies, and that the impact of temperature can be modelled using the absolute
temperature value at the transmitter and receiver nodes.

We repeat the same experiment using different hardware platforms and specifically
study the decrease in Our experimental results show that the decreases in an
approximately linear fashion with temperature, and that the relationship varies depending
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Figure 3.10: The relationship between [RSSIland temperature can be approximated as a lin-
ear function with different parameters depending on the hardware platform employed [44].

on the radio chip employed. Figure [3.10] shows the relationship between and tem-
perature obtained on different platforms when heating both nodes at the same time. The
hardware platforms employing the same CC2420 radio exhibit approximately the same
slope, whereas the WisMotes show a slightly lower attenuation with a more visible hys-
teresis. We apply linear regression to derive the equations and compute how accurately
they represent our experimental datasets by calculating the coefficient of determination
(r?). Figure shows that linear regression allows us to accurately capture the relation-
ship between and temperature: the coefficient of determination r? varies between
0.978 and 0.996.

Figure shows the relationship between and temperature obtained using
Maxfor nodes when transmitter and receiver nodes are heated individually and when
both nodes are heated at the same time (top and bottom figures refer to the same link,
but are obtained using a different transmission power). The relationship between
and temperature is approximately the same, but it exhibits a slightly steeper decrease
when the receiver is heated. Although a comparison between curves is difficult due to
the Automatic Gain Control (AGC) operations (i.e., depending on whether we capture
the transition between two discrete steps, we may obtain slightly different slopes), by
averaging the data from all our experiments we can obtain the slope of the linear function.
The equations shown in Figure|3.11]are derived as explained previously and the coefficient
of determination 2 shows how accurately they match the experimental datasets.

A decrease in [SNRIleads to a lower link quality and a shorter radio link, which in turn
may lead to lower throughput, higher delay or even network partitioning. We therefore
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Figure 3.11: Relationship between [RSSIl and temperature when transmitter (blue) and
receiver (black) nodes are heated individually, and when both nodes (red) are heated at
the same time [44].

ultimately analyse how the SNR]of a link is affected by temperature. Figure[3.12]illustrates
how noise floor, [RSSI|, and vary on a given link when transmitter and receiver nodes
are heated individually and at the same time. Since the noise floor decreases only when
the receiver is heated, an increase in temperature on the transmitter has a higher impact
on the compared to an increase in temperature at the receiver (the slope of the black
curve is rather similar in the bottom figure, but significantly steeper in the top figure).
This result is consistent with the different packet reception rates observed in Figure
when nodes were heated individually. During the first heating cycle, only the receiver was
heated and the [PRR] was only affected slightly, whereas during the second heated cycle,
when only the transmitter node was heated, [PRR] dropped to 40%.

3.2.3 Platform-independent analytical model

We now derive an analytical model that captures the decrease in as a function of
temperature for a generic platform.

Denoting PL as the path loss between a transmitter-receiver pair, P; as the transmis-
sion power, P, as the received power, and P, as the noise floor at the receiver, the
is known to be:

SNR(B) =P,— PL-P,

=(P,-P,)—(P.—-P) (3.3)
=P, - P,
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Figure 3.12: Relationship between [RSSI, noise floor, SNR] and temperature when trans-
mitter (blue) and receiver (black) nodes are heated individually, and when both nodes
(red) are heated at the same time [44].

The empirical measurements presented in Section have shown that an increasing
temperature has three main effects on the signal strength of radio transmissions; it (i)
decreases the transmitted power, (ii) decreases the received power, and (iii) decreases the
noise floor. Denoting «, 3, v as constants with units dB/K, T; and T, as the reference
temperature in Kelvin of transmitter and receiver, AT; and AT, as the difference in Kelvin
with respect to T; and T, the effect of temperature on can be modelled as:

SNR = (P,—aATy)— (PL+ BAT,)
—(P, = yAT, + 101log(1 + 55))
= Pt—PL—Pn—O(ATt
—(8 —7)AT, —10log;,(1 + AT?)

(3.4)

The proportional relation between AT and the constants « (effect on transmitted
power), [ (effect on received power) and 7 (effect on noise floor) is based on the empir-
ical observations made in the previous sections. The term 10log;o(1 + ATZ}) is derived
analytically from the Johnson-Nyquist thermal noise equation.

There are two important trends to highlight in this model. First, changes in temper-
ature have a higher impact on the transmitted and received powers (linear relation of «
and f3), than on the thermal noise (logarithmic relation). Second, to some extent it is
counter-intuitive that a higher temperature decreases the noise floor (negative sign of ~).
This effect was also observed by Bannister, and he hypothesizes that it is due to the losses
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in the signal amplifier [22]. That is, a higher temperature not only reduces the gain of the
signal but also the gain of the noise. Hence, the received signal strength is lower for both.

The accuracy of our model depends on identifying the right values for «, (5, and
~. The latter are platform-dependent and correspond to the slopes of the linear trends
observed in our empirical results. To parametrize the model, it is hence sufficient to carry
out a systematic and fine-grained evaluation of the platform of interest using TempLab.
For example, a network manager willing to deploy a network using the Maxfor MTM-
CM5000MSP platform, can use TempLab to compute the slopes obtained in Figure

3.3 Impact of Temperature on Protocol Performance

Communication protocols often rely on signal strength readings and link quality estimation
metrics. As the results presented in Section hint that temperature variations are likely
to harm their operation, we analyse in this section the impact of temperature on state-of-
the-art routing and protocols.

3.3.1 Routing layer

Bannister et al. [23] have hypothesized that network connectivity can significantly degrade
at high temperatures, as a result of signal strength attenuation.

We verify the problem experimentally by studying how temperature fluctuations af-
fect the behaviour of the Routing Protocol for Low-Power and Lossy Networks
(RPL) [225]. We program fifteen Maxfor MTM-CM5000MSP nodes in our local testbed
at TU Graz with a basic Contiki application that uses ContikiRPL [211]: each node sends
a message to the root node every minute and logs the transmitted and received packets,
as well as the on-board temperature and the expected number of transmissions (ETX])
of active linksﬂ We use TempLab to evaluate the impact that daily fluctuations of tem-
perature can have on the [RPII topology with a test pattern that gradually increases the
temperature of the designated root node and of one third of the other testbed nodes.

Figure shows a snapshot of the [RPI] topology at the beginning of the experi-
ment, when nodes are kept at low temperature: all nodes are connected to the sink within
a maximum of three hops. Figure (top) shows how temperature evolves during the
experiment, whereas Figure illustrates the [RPL] topology after temperature has
increased: temperature-controlled nodes are shaded in gray.

Network partition and increase in network diameter. The increase in temperature
led to drastic changes in the topology of the network, including a network partition and
an increase in network diameter. Nodes 200 and 210 had a direct link to the root node
when temperature was low (Figure [3.13(a)), but these links are isolated from the network
once temperature has increased. Indeed, ContikiRPL attempts to construct a tree by
minimizing the [ETX] sum along the paths to the root. However, [ETX]| changes abruptly
with fast temperature changes, especially when packets are exchanged sporadically. In
our experiments, we can indeed observe a sudden increase of [ETX|in links 200 — 204 and
210 — 204 (Figure , which will lead to a sudden network partition and a significant

energy waste until a new tree is computed.

Full details about the experiments can be found in Paper F included in this thesis [45].
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(a) Topology before heating (at time 00:10)

200
(67.9°C)

(b) Topology after heating (at time 01:00)

Figure 3.13: An increase in temperature can lead to drastic changes in the [RPI] topology,
including a network partition and an increase in network diameter [45]. Temperature-
controlled nodes are shaded in gray.
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Figure 3.14: Sudden rise of [ETX] while temperature increases [45].

Bottlenecks in the topology. In the previous experiments, only a fraction of the nodes
were exposed to a gradual temperature variation: this was sufficient to cause disconnec-
tions in the network and to increase the network diameter. We have repeated the same
experiment on a reduced scale with all nodes being heated using TempLab except the sink
node, and one of its neighbours (emulating the case in which one node was shadowed by
vegetation, and its on-board temperature did not raise significantly compared to the rest
of the other nodes in the network).
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(a) Topology before heating (at time 00:10) (b) Topology before heating (at time 00:10)

(c) Topology after heating (at time 01:00)

Figure 3.15: An increase in temperature can lead to drastic changes in the network topol-
ogy, and nodes with minimal on-board temperature variations may be selected as for-
warding nodes by several nodes and become overloaded. Temperature-controlled nodes
are shaded in gray.

Figures [3.15(a)| and [3.15(b)| show the network topology at the beginning of the exper-
iment when the on-board temperature of the nodes has not been altered by TempLab.
Temperature-controlled nodes are shaded in gray. We show two different topologies to
highlight the stochastic nature of the topology formation on [RPL], which depends on the
trickle timers used on nodes to announce Directed Acyclic Graph (DAG) information
object messages: repeatability on a topology level cannot be ensured in these settings.

Figure|3.15(c)|shows the topology of the network after temperature has increased (this
topology remained consistent across different experiment regardless of the initial topology).
Node 211 is used as primary forwarder to the sink from all other nodes in the network.
When increasing the network load, we experienced a significant performance deterioration,
as node 211 was overloaded by messages originating from its children.

These results emphasize the need for techniques that forward the on-board temperature
information of neighbours to the routing layer, so that the most stable tree can be com-
puted before drastic temperature changes occur [117], for example using the first-order
model proposed in Section [3.2.3

52



Chapter 3 — Temperature

3.3.2 IMACI layer

In Carrier Sense Multiple Access (CSMAI) protocols, the correct operation of Clear Channel
Assessment (CCA]) is fundamental to reduce the number of wasteful transmissions and to
preserve the limited energy budget of the nodes in the network. The typical task of [CCAI
is to avoid collisions, i.e., to determine whether another device is already transmitting on
the same frequency channel. If there are ongoing transmissions, protocols defer
transmissions using different back-off strategies [43]; otherwise packets are immediately
transmitted. [CCAl is also used in low-power duty-cycled protocols to trigger wake-
ups, i.e., to determine if a node should remain awake to receive a packet or whether it
should return to sleep mode [164]. Towards this goal, low-power [MAC] protocols typically
perform an inexpensive [CCAl check and keep the transceiver on if some ongoing activity
is detected on the channel [49, [71], [164].

[CCAlimplementations are typically based on energy detection, i.e., on the measurement
of the received signal strength and on its comparison with a given threshold. When
performing energy detection using a fixed [CCAl threshold (most state-of-the-art protocols
actually employ a fixed threshold), it is neglected that received signal strength readings are
affected by temperature, and this leads to a number of problems. First, the transmitter
can erroneously measure weaker noise in the environment as a result of the increased
temperature, and generate wasteful transmissions. Second, a receiver node may not receive
a signal sufficiently strong to cause a wake-up of the radio, and constantly remain in low-
power mode at high temperatures, causing the disruption of the link.

Inefficient Collision Avoidance When a protocol employs a fixed threshold
Toca to determine whether another device is already transmitting, it essentially neglects
that the received signal strength depends on the temperature. We now show experimen-
tally that this can lead to an increase in false negatives when a transmitter is assessing
the presence of a busy medium at high temperaturesﬂ

We carry out experiments consisting of several transmitter-receiver pairs running a
basic Contiki application, in which the transmitter node periodically sends packets to its
intended receiver and collects statistics such as the energy expenditure and the [RE] noise
in the radio channel [73]. The latter is computed as the maximum of 20 consecutive
readings after a packet transmission. In a first experiment in an environment rich
of Wi-Fi interference, we use Contiki’s nullMAC and nullRDC to avoid protocol-specific
implementations and employ the CC2420’s default threshold (-77 dBm). We use
TempLab to vary the on-board temperature of the nodes between 25 and 75°C. Except
from temperature, there is no significant change in the environment surrounding the nodes.

Figure [3.16] shows the [RFI noise captured using [RSSI readings by a node in our testbed.
The noise has a visible correlation with the on-board temperature of the node, and follows
the attenuation described in Section We can observe that at around 40°C, there
is an intersection between the measured signal strength and the selected threshold
Toca. For temperatures lower than 40°C the measured is above Toca (and hence
transmissions would be deferred); for temperatures higher than 40°C, instead, the [RSSIlis
below Tooa (and packets would be immediately sent). In other words, the [MAC] protocol
erroneously deduces from [RSSI readings obtained above 40°C that the channel is free from

BFull details about the experiments can be found in Paper G included in this thesis [41].
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Figure 3.16: The signal strength attenuation at high temperatures can cause an intersec-
tion with the clear channel asseessment threshold Teoca, causing several issues [41].

harmful interference. In reality, the interference in the environment is not weakened by
temperature (the attenuation is only an artefact of the radio), and can still destroy
transmitted packets. These erroneous [CCAE at high temperature may hence lead to an
increase in the number of wasteful transmissions destroyed or corrupted by interference.

Figure[3.17shows the impact of erroneous in the presence of different interference
patterns. We use JamLab [42] (see Chapter to produce repeatable interference in
our testbed on different channels. We emulate on one channel the interference caused
by a computer streaming videos from a Wi-Fi access point, and on another channel the
interference caused by an active microwave oven. We also let a computer transfer large
files from a nearby Wi-Fi access point using a channel that is not affected by JamLab. We
then analyse how this affects the[PRRlon the transmitter-receiver pairs in our testbed that
experienced an intersection between measured noise and Tooa at different temperatures
as in Figure [3.16]

The [PRR] decreases in all scenarios as soon as the on-board temperature of sensor
nodes increases. In the presence of Wi-Fi video streaming, the [PRRI of the link decreases
from 88% to 81% (Figure [3.17(a)), whereas in the presence of an active microwave oven
the [PRRI decreases from 70% to 45% [41]. Similarly, also the [PRR]in the presence of a
Wi-Fi file transfer decreases from 30% to 18% at high temperatures (Figure [3.17(b)). We
can also notice that the decrease in [PRR] is correlated with a decrease in the number of
[CCAK identifying a busy channel, i.e., with a decrease in the number of that do not
identify potential collisions at high temperatures. These results prove that the intersection
between the curve and the [CCA] threshold shown in Figure [3.16] results in erroneous
clear channel assessments leading to a decreased [PRR] at high temperatures.

Unsuccessful wake-up of nodes High temperatures can also affect the correctness of
clear channel assessment when waking-up the transceiver from sleep mode. State-of-the-
art protocols often duty cycle the radio to reduce energy consumption, and employ
clear channel assessment to wake-up the transceiver from sleep mode. Typically, a periodic
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Figure 3.17: Temperature affects the efficiency of collision avoidance in protocols.
Our experiments in different interference scenarios show that when the received signal
strength weakens to values below Toca at high temperatures, the [PRR] decreases, as well
as the number of [CCAE identifying a busy channel [41].

[CCAI check is performed: if the channel is busy, the transceiver is kept awake in order to
receive the incoming packet, otherwise the radio returns to sleep mode.

Imagine a sender A and a receiver B exchanging packets using a duty-cycled [MAC
protocol in which A sends short strobes before the actual packet (or repeatedly sends
the same packet). If B receives the strobes from node A with a signal strength that is
higher than Toca, it keeps its radio on and receives the payload message from A. If
temperature increases, the received signal strength at node B may intersect Toca as
shown in Figure When this happens, the transmissions from A are received with
a signal strength lower than Toca, and B does not wake up to receive A’s packets any-
more, essentially disrupting the link. In the case shown in Figure the link would be
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Figure 3.18: Temperature can affect the wake-up mechanism in duty-cycled [MAC pro-
tocols. When the strength of the received signal from a transmitter weakens at high
temperatures and intersect the threshold as shown in Figure the receiver does
not wake up anymore, disrupting the link’s connectivity [41].

disrupted for temperatures higher than 40°C, because node B would not wake up when
the strength of the received signal from A decreases below Tooa.

We show experimental evidence of this problem by letting several transmitter-receiver
pairs of nodes communicate using ContikiMAC, Contiki’s default [MAC| protocol in which
nodes sleep most of the time and periodically wake up to check for radio activity. In
ContikiMAC, the transmitter sends repeatedly the same packet until a link layer [ACK]
is received, whereas the receiver keeps its radio on as soon as a packet transmission is
detected by means of a single check [71]. Packets are exchanged every 20 seconds,
and [ACKE are sent using CC2420’s hardware support. As in the previous experiment, we
use TempLab to warm-up and cool-down the on-board temperature of the nodes, emulating
the daily fluctuations that can be found in real-world deployments.

Figure shows an example of link disruption caused by a receiver not waking up at
high temperatures. We can notice that what was a perfect link until approximately 47°C,
suddenly does not receive any packet at higher temperatures. Only once temperature
decreases below 47°C, the link is restored and the node correctly receives the packets sent
from the transmitter. This behaviour can significantly harm network performance, as
links may disappear during the hottest times of the day, leading to high latencies, drastic
topology changes, or in case no alternative paths for communication can be found, to a
complete disconnection of some nodes from the network.
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Figure 3.19: Dynamic adaptation of the [CCA| threshold based on the temperature mea-
sured locally on the node: Tooa follows the attenuation of the signal, avoiding an inter-
section with the [RSSI| curve (in contrast with Figure [3.16|) [41].

3.4 Mitigating the Adverse Effects of Temperature
on Protocol Performance

Exploiting the model capturing the relationship between signal strength attenuation and
temperature presented in Section [3.2.3] we now propose an adaptive technique to mitigate
the inefliciency of [CSMAI protocols at high temperaturesﬂ

3.4.1 Predicting the attenuation of signal strength

Imagine a sender A and a receiver B exchanging packets. Following the observations made
in Section [3.2.3] if the on-board temperature of B varies by ATp degrees w.r.t. to an initial
temperature 7, the signal will suffer an attenuation on the receiver side by R = SBATp,
with AT being the difference between B’s current temperature 1,0, and 7. Similarly, if
the on-board temperature of A varies, its signals will be transmitted with an attenuation
on the transmitter side of T' = aAT4, and B will receive a signal that is T dBm weaker.
In case the temperatures of both A and B vary, the overall attenuation of the received
signal strength on B is given by R + T If temperature has decreased, AT = (Tyow — T)
is negative, and R and 7' do not represent an attenuation, but instead a strengthening of
the signal.

a and B are specific to the employed radio and can be characterized by computing
the variation of signal strength on a large temperature range and by deriving the slope of
the [RSSIl curves of transmitter and receiver for a given platform as in Section In
the case of the Maxfor MTM-CMB5000MSP nodes employed in our experiments we derive
a = f =-0.08 dB/°C. We further model the attenuation of the noise floor as N = yArp
(which is typically smaller than R and T') and derive v = -0.05 dB/°C.

@ Full details can be found in Paper G included in this thesis [4T].
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3.4.2 Adapting the [CCA] threshold at runtime

Exploiting the above model, we compute the attenuation of signal strength caused by
temperature variations, and adapt the threshold at runtime. Each node needs to
compute if the temperature varied significantly enough to cause an attenuation of the
signal strength w.r.t. an initial threshold T(/JC A

The initial threshold is typically fixed (e.g., -77 dBm by default in the CC2420
radio). However, as nodes are typically uncalibrated and have radio irregularities, a good
practice would be to select Téc A= n/f + K, with nlf being the noise floor of the node, and
K a constant defined at compile time.

If this is the case, TCIJC 4 and n/f are computed during start-up, while a node experiences

an on-board temperature 7. If T/CC 4 is fixed, we assume 7 = 25°C. Please note that high
values of K reduce the number of activities in the channel that can trigger a wake-up
of a node (minimizing energy consumption), but also reduce the number of links in the
network (fewer neighbours can wake-up a node with a signal strength higher than Té‘c A)-

Whenever temperature varies significantly, we compute the updated threshold as
Toca = Téc 4+ T + R, with T and R being computed using the difference between
the current temperature and 7. All that is needed to adapt the threshold is hence an up-
to-date information about the current on-board temperature of the nodes and the initial
temperature 7 stored in a 2-byte variable. We apply to the computation of Toc 4 a lower
bound ny 4 C' (with ny = n/f + N) that avoids the selection of [CCA] thresholds that are
too close to the noise floor (this would cause the radio to continuously wake-up).

Figure[3.19shows the adaptation of the[CCAlthreshold based on the algorithm detailed
previously. If we compare the results with the ones shown in Figure we can notice
that the threshold follows the same attenuation as the received signal, avoiding an
intersection between the curve and Toco 4. Hence, the model proposed in Section [3.2.3]
is sufficiently accurate to dynamically adapt Tocoa to local temperature changes.

Local adaptation. By periodically sampling the on-board temperature, a node can
compare its current temperature with 7 and compute Ap, immediately deriving N and R.
If a node would adapt its threshold based on this information (i.e., using 7' = 0), the
inefficient collision avoidance problem at high temperatures would be solved, as well as the
wake-up problem in case the temperature of the transmitter does not vary significantly.

Such a computationally inexpensive local adaptation of the threshold can be eas-
ily applied to all duty-cycling protocols and can significantly mitigate the adverse effect
of temperature variations on communication. However, problems are not mitigated com-
pletely: if a node receives packets sent from a node experiencing temperature fluctuations,
it would need to know the temperature of the transmitter to derive T" and completely
mitigate the unsuccessful wake-up problem. This is non-trivial, as a receiver does not
necessarily know the identity of the sender by the point in time in which it performs a
[CCA] and as it may actually be recipient of packets sent by different nodes.

The information about the transmitter’s temperature can be conveyed by the network
layer, which could augment the table of neighbour addresses and attributes with the latest
on-board temperature of each neighbour. If a modification of the network layer is suitable
for the considered system, we propose a cross-layer approach to derive T'.
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Cross-layer adaptation. To make more informed decisions, we use existing routing
beacons to piggyback temperature information efficiently and to compute the maximum
temperature change across all neighbours. We implement this by using [RPI] and dissem-
inate the temperature information by piggybacking it on the routing beacons. [RPL] sends
these beacons to the neighbour nodes with quickly increasing time intervals, as regulated
by the Trickle algorithm [128]. Within the Destination—OrientedMﬂInformation Object
(DIQJ), there is room to embed a routing metric container object, which holds different
parameters and constraints that are used to take routing decisions. Beside the metric
container specified in the standard, it is possible to use implementation-defined metric
containers. We make each node report its current and maximum temperature through
such a metric container. Once a node receives this information in an incoming routing
beacon, it stores it as an attribute in Contiki’s neighbour table, from whence it can be
retrieved by the adaptation module to calculate the maximum temperature change
in the neighbourhood.

3.4.3 Evaluation

We have evaluated the performance of our adaptive technique experimentally. First, we
have shown that it alleviates the collision avoidance and the wake-up problem in [CSMA]
protocols. Second, we have shown that when employing a protocol with an adaptive
threshold, the performance of the network significantly increases, with up to 42% lower
radio duty cycle and 87% higher PRRlin the presence of temperature variations commonly
found in outdoor deployments.

Improved Collision Avoidance. Figure shows the [PRR] experienced by the links
in the same interference scenarios described in Section m (the experiments were exe-
cuted back-to-back). If we compare the results with Figure we can notice that the
[PRRI does not depend on the on-board temperature of the nodes, but remains instead
fairly constant throughout the experiment. This shows that the adaptive protocol can
avoid the intersection between the curve and Toco 4, actually mitigating the collision
avoidance problem.

Improved Wake-Up Efficiency. We compare the performance of (i) an unmodified
ContikiMAC using a fixed [CCA] threshold, (ii) an adaptive threshold based on local tem-
perature information, and (iii) an adaptive threshold based on the information inferred
from the routing layer, in the presence of a network with high temperature dynamics.
Figure shows the [PRR] on a representative link in our testbed (a similar trend was
observed across all links): the adaptation of the threshold can significantly alleviate
the wake-up problem. When using a fixed [CCA| threshold, the link starts to experience
packet loss at 31°C. Instead, the link sustains 100% delivery rate up to 40°C when using
local temperature information and up to 64°C when using the information inferred from
the routing layer. This essentially implies that the use of a dynamic Tccoa extends the
usability of a link to a higher temperature.

It is important to highlight that the adaptation of Toca does not mitigate com-
pletely the impact of temperature. The reason lies in the selection of T(IJC 4: by selecting

BIA Destination-Oriented DAG (DODAQG)) is a [DAG] rooted at a single destination, i.e., at a single [DAGI
root (the DODAG root) with no outgoing edges [225].
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Figure 3.20: When adapting thelCCAlthreshold based on local temperature measurements,
temperature does not affect the efficiency of collision avoidance in [CSMAI protocols. In
contrast with the results shown in Figure the [PRR] remains fairly constant for all
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interference scenarios despite temperature variations [41].

K = 6 dBm, the high temperature variation attenuates the signal strength by several
dB, reaching the physical limit of the radio (i.e., at temperatures higher than 64°C we
receive a signal strength that is too weak to be successfully demodulated by the CC2420
radio). Hence, the higher is K, the higher can be the performance gain compared to a

protocol using a fixed [CCA] threshold.
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Figure 3.21: By adapting the [CCA]| threshold, we can extend the usability of a link at
much higher temperatures, and alleviate the wake-up problem significantly [41].
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Figure 3.22: Regeneration of a real-world outdoor temperature trace and impact of tem-
perature changes on [PRR] and duty cycle on a network level and on a single node [41].

Performance on a Network Level.

We finally use TempLab to study the performance

improvements introduced by our adaptive approach on a network level. Our results indi-
cate that adapting the threshold dynamically in the presence of temperature varia-
tions significantly improves performance, especially in sparse networks. If the network is
dense, the routing layer can mitigate the impact of temperature and sustain a high [PRRI
even with a protocol employing a fixed threshold (thanks to the ability of the
network layer to select alternative links).
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The less dense the network is, the higher becomes the impact of temperature on a
protocol using a fixed threshold, with the average [PRRI]in the network dropping below
50%. Instead, when using adaptive thresholds, the network sustains higher reception rates
in sparse networks (from 44 to 63%, and from 57 to 81% in the two sparsest configurations),
with the highest [PRR] recorded when using the information inferred from the routing
layer. We further analyse the energy-efficiency of the different approaches by comparing
the average radio duty cycle in the network. In the sparsest network configuration, the
duty cycle drops from 4.2% to 3.2% in the case of local temperature information and to
2.3% when using the temperature inferred from the routing layer. The latter corresponds
to a 55% higher energy-efficiency than when using a fixed threshold. With denser networks
the duty cycle decreases, as the network layer can select alternative links and seamlessly
mitigate the impact of temperature.

We finally use TempLab to time-lapse a 24-hours trace recorded in an outdoor deploy-
ment [220], and study the impact on a network with a density of one node every 8 m?
(Téc A= n/f + 6 dBm). The results show that the adaptive approaches that we proposed
significantly improve performance, both on a link basis and on a network level. Figure|3.22
shows that the network sustains up to 42% lower radio duty cycle and 87% higher [PREI
in the presence of temperature variations commonly found in outdoor deployments, and
that a single link may experience even up to 71% lower duty cycle and 194% higher packet
reception rate.
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Chapter 4

Radio Interference

This chapter describes the contributions of this thesis with respect to the impact of radio
interference on performance. Section [4.1] describes how to measure and characterize
interference using off-the-shelf motes, and provides lightweight models that can be used to
make [WSNI| protocols interference-aware. Section describes JamLab, a low-cost exten-
sion for (WSNI testbeds that allows to reproduce interference patterns similar to the ones
produced by common wireless devices. Section analyses the impact of radio interfe-
rence on the performance of protocols, and identifies a number of mechanisms that
can improve their reliability. These mechanisms are embedded within an existing X-MAC
implementation, improving its packet delivery rate and energy-efficiency in the presence
of interference. Section [4.4] focuses on the agreement problem in congested environments,
and illustrates the design and implementation of JAG, a protocol that uses a jamming
sequence of configurable length as a last iteration of a handshake to make sure that two
neighbouring nodes agree on a given piece of information.

4.1 Interference Characterization and Modeling

In the presence of external interference, the properties of a wireless channel can change
unpredictably over time [245] [246]. Interference can be sporadic, causing only a tem-
porary impact on communications, or persistent, causing a channel to experience heavy
interference and become unavailable for long periods of time. Wireless sensor nodes may
therefore need to adapt dynamically to changing interference patterns and adjust their
behaviour at runtime in order to maximize the reliability of their communications.

To achieve this goal, wireless sensor nodes firstly need to acquire a detailed under-
standing about the surrounding interference by means of accurate measurements. The
latter must be carried out in a simple and energy-efficient fashion, in order to meet the
constrained capabilities of wireless sensor nodes. Using runtime interference measure-
ments, sensor nodes can then parametrize lightweight interference models and carry out
a dynamic protocol selection or a dynamic adjustment of protocol parameters as soon as
certain properties in the environment have changed.

In this section, we describe how to accurately measure interference using off-the-shelf
wireless sensor nodes (Section [4.1.1)), and show how these measurements can be used
to study the characteristics of common interference sources in the 2.4 GHz band (Sec-
tion . We then describe simple interference models that can be implemented on
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resource-constrained wireless sensor nodes (Section [4.1.3]), and explain how they can be
parametrized at runtime to quantify the congestion on a channel or to achieve an effective
interference mitigation.

4.1.1 Measuring interference accurately using motes

Link quality indicators such as and [LQJ| provide an indication of the signal strength
and quality, but only upon the reception of a packet. Together with the packet reception
rate, these metrics can be used to derive the presence of interference and react accordingly
(e.g., by switching channel when high packet losses occur [I85]), but do not unequivocally
identify nor quantify the presence of interference in the environment. For example, the [LQ]]
is a measure of the chip error rate and has a correlation with the amount of interference
in a given environment, but low [LQJ| values may also result from unreliable links in a
complete absence of external interference.

To obtain a snapshot of the ongoing activity in the channel, one can resort to the
continuous sampling of the energy level in the wireless channel, also known as [RE] noise
measurement [38]. [RE] noise measurements are typically retrieved using the energy detec-
tion feature available in [EEE] 802.15.4-compliant radios, which provides an value
in dBm that corresponds to the strength of the interfering signal (if any) at the antenna
pins. However, carrying out accurate [RE] noise measurements at a sufficiently high sam-
pling rate to detect short transmission periods such as the ones generated by Wi-Fi devices
is a challenge due to limited resources available in common wireless sensor nodes.

Measuring at high sampling rates. We improve existing Contiki tools [2] and develop
an[RSSIlscanner carrying out [RE] noise measurements on a single channel with a maximum
sampling rate of approximately 60 kHz in nodes employing the MSP430 microcontroller
and the C(C2420 transceiver. To achieve this high frequency, we optimized [SPI operations,
and compressed the buffered readings using run-length encodingﬂ

A sampling rate of 60 kHz is sufficient to detect [EEE] 802.11b frames, but is not
enough to capture all 802.11g/n frames (the minimum size of a Wi-Fi packet is 38 bytes,
and the maximum speed of Wi-Fi transmissions is 11, 54, and 150 Mbit/s for 802.11b/g/n
standards, respectively). However, since most Wi-Fi frames are data frames and typically
contain higher layer headers, and since the [EEE] 802.11n standard uses large [PDUk to
reduce preamble overhead, we can still capture a significant fraction of Wi-Fi traffic [42].

Avoiding saturation in readings. Our experiments have highlighted that the
accuracy of the obtained readings degrades when pushing the performance of com-
mon sensor nodes to the edge. In particular, several readings captured at high
sampling rate are significantly below the supported range and the sensitivity threshold of
the radio (e.g., -110 or -115 dBm). This occurs systematically in three specific scenarios:
(i) when a narrowband unmodulated carrier is transmitted, (ii) when microwave ovens
are switched on, and (iii) in the presence of Bluetooth transmissions. We experimentally
identified that the problem is due to the saturation of the intermediate frequency amplifier
chain, and observed that maximum gain is used in the Variable Gain Amplifier (VGAI)
when the incorrect readings occur.

TFull details about the implementation of the high-frequency [RSSI| sampling can be found in Paper C
included in this thesis [42].
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Figure 4.1: High-frequency [RE noise measurements obtained using Maxfor MTM-
CM5000MSP sensor nodes in different environments [46].

To linearise the radio response for an arbitrary noise signal and hence avoid wrong
[RSSIl readings, we activate the peak detectors in-between the amplifier stages so that
their output is used by the [AGC] algorithm to compute the required gain.

4.1.2 Characteristics of common interference sources

We now use high-frequency [RF] noise measurements to study common sources of interfe-
rence. When neither interference nor [EEE] 802.15.4 communications are present, the [RF]
noise measurements typically return values in the proximity of the radio sensitivity
threshold (e.g., in the range [—100, —94] dBm for the CC2420 radio). In the presence of
IEEE] 802.15.4 communications, the measurements return a stable value correspond-
ing to the strength and the length of the transmitted packet (Figure . As packets
have a constrained maximum payload size of 127 bytes according to the 802.15.4 PHY
standard, a packet transmission at 250 Kbit/sec would not last more than 4.3 ms.

When other devices operating in the same frequency band of wireless sensor networks
are active, bursts of interference signals (busy periods) alternate with instants in which the
channel is clear (idle periods). The strength of the interference signals and the duration of
idle and busy periods depend on the interfering source and on the specific context. Some
devices, such as microwave ovens, generate periodic interference patterns with relatively
long idle periods, while others, such as Wi-Fi stations, generate interference patterns with
short idle periods of a highly variable length.
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Figure shows an example of interference measurements obtained in the presence
of heavy Wi-Fi interference (caused by a file transfer between an access point and a laptop).
As it is possible to identify [RSSI values matching the radio sensitivity threshold (i.e., noise
floor) between consecutive Wi-Fi transmissions, the resolution of the scanner is sufficiently
high to identify the Inter-Frame Spaces ([ES) between [EEEI 802.11 packets.

Figure shows an interference measurement taken in the presence of two Blue-
tooth devices exchanging a file. The characteristics of Bluetooth interference are rather
different from the ones of Wi-Fi, as the protocol uses an adaptive frequency hopping
(ATH]) mechanism to combat interference, and as it hops among 1-MHz channels around
1600 times/sec. Since Bluetooth channels are more narrow than the ones defined by the
802.15.4 standard, it may happen that communication in multiple adjacent Bluetooth
channels affects a single 802.15.4 channel.

The interference generated by microwave ovens is rigorously periodical, as shown in
Figure Microwave ovens emit high-power [RF] noise in the 2.4 GHz [[SM] band in
a periodic fashion, and the period in which the oven is active depends on the power grid
frequency. Figure shows a period of roughly 20 ms, which matches our expectations
(literature reports a power cycle of roughly 20 ms (at 50 Hz) or 16 ms (at 60 Hz) with an
active period of at most 50% of the power cycle [42] [114]).

4.1.3 Lightweight interference models

The primary implication of radio interference is packet loss. The latter occurs in the
presence of a sufficiently strong interference signal, such that the receiver node is no
longer able to discriminate the good signal from the interfering one. The receiver node
can indeed reject any interference that is C'r.; weaker than the signal of interest, with Cre;
being the so called co-channel rejection capability of the transceiver (with unit dB). Any
interfering signal stronger than that may result, depending on its duration and strength, in
either a corrupted or a lost packet. The first case occurs when radio interference corrupts
only some of the bits in a frame, leading to Cyclic Redundancy Check ([CRC) errors and
a consequently dropped packet. The second case (which corresponds to the vast majority
of the cases) occurs when the radio does not even detect the presence of a frame.

Radio interference can also cause large energy expenditures when using low-power
duty-cycled [MAC] protocols, as it would trigger unnecessary wake-ups in the presence of
interfering signals stronger than the [CCAl threshold in use [I87]. All these scenarios can
be modelled without knowing the actual strength of the interfering signal. It is in principle
sufficient to know only whether the interfering signal is above or below a given value (e.g.,
the threshold in use, or the signal strength with which packets are received).

Channel occupancy model. We can therefore model interference using a two-state
channel occupancy model [194], in which, at a given time instant, a channel is defined as
busy if any interfering signal is above a threshold Ry, and defined as idle otherwise [243].
Denoting x; as the measured by a node at a given time instant, the occupancy of
the channel can be expressed as:

o {Busy (1) if x> R

) (4.1)
Idle (0) if x; < Rypy

with X; being a binary number specifying a busy channel (1) or an idle channel (0).
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Figure 4.2: Interfering signal of strength R4, recorded by a Maxfor MTM-CM5000MSP
node performing a high-frequency [RE] noise measurement. The shaded area shows the
busy period of interference according to the two-state channel occupancy model [243].

The advantage of this model is its simplicity: it can be easily used on constrained sensor
nodes that are able to carry out [RE] noise measurements. Figure [4.2] shows an example in
which a Maxfor MTM-CM5000MSP node is continuously sampling values at high
frequency using the technique illustrated in Section m Denoting {x1,22,...,x,} as
the sequence of consecutive [RSSI values sampled at a rate of R Hz, and {X1, Xo,..., X}
as the binary sequence of channel occupancy states computed according to Equation [4.1
one can derive an alternating sequence of idle and busy periods. Their duration can be
computed by knowing how many consecutive values are above or below Ryp,.

Distribution function of idle and busy periods. In principle, the longer the idle
period, the higher the likelihood that a packet will be successfully received. For several pro-
tocol parameters, such as the back-off time between consecutive busy channels [43],
or the payload length [47], it is often important to know the actual distribution of idle
and busy periods. Figure shows an example of the Cumulative Distribution Functiorﬂ
(CDE)) of idle and busy periods measured by a Maxfor MTM-CM5000MSP node in the
presence of a laptop continuously downloading a file from a nearby access point [46]. In
such a scenario, the probability of having an idle period longer than 2 ms is smaller than
5%. A [MAC protocol should hence use as short payloads as possible, as well as avoid
long back-off times. On the contrary, an environment in which interference occurs
in long bursts with large idle periods would call for large payloads in order to minimize
the number of packet transmissions (i.e., the amount of time in which the radio is on).

Denoting p;(i) as the probability density function (pdf) of the idle periods formed by
the interference pattern, a protocol could for example select the optimal payload length [47]
by computing the probability of encountering an idle period of length i:

. ipi(i)
S(Z) =X o (4'2)
> i1 1pi(7)
ZThe [CDF of a random variable X is the function given by Fx(z) = P(X < z), where the right-hand
side represents the probability that the random variable X takes on a value less than or equal to x.
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Figure 4.3: [CDE] of idle and busy periods measured using different Ry, thresholds in the
presence of a laptop continuously downloading a file from a nearby Wi-Fi access point [46].

Similarly, denoting py(7) as the probability density function of the busy periods, a protocol
could for example select the optimal back-off time [43, 243] for clear channel assessment
by knowing the probability of selecting a busy period of length i:
ti) = <20
Zfil ipp(i)
To measure the distribution of idle and busy periods, we use a modification of the mea-
surement tool described in Section We continuously scan the radio channel and
detect whenever the activity in the channel is above a configurable threshold Ryp,.. We
then map the number of consecutive samples above or below Ry, to the time in
which the medium remained busy or idle, respectively [46]. To address the resource lim-
itation of sensor nodes, we discretize the retrieved [CDF] and use lookup tables to make
sure that the execution time between readings remains approximatively constant.

(4.3)

Modelling the congestion on a channel. The two-state channel occupancy model
can also be used to quantify the congestion of a channel. Several works have used the
average energy in the channel as an indicator of its usage [145]. However, such metric
is unable to distinguish between a usable channel and a noisy channel. An interference
source generating an intermittent bursty traffic would still allow successful transmissions
between bursts, whereas an interfering device streaming continuous media traffic would
significantly lower the probability of successful transmission.

Let m; denote the number of idle periods consisting of j consecutive idle samples,
n the total number of [RSSI| samples, and mq + ms + ...+ m, = m the total number of
idle periods. Assuming that the is sampled at a frequency 1/P, j consecutive clear
samples hence imply that the channel was free for at least (j — 1) - P time units. One can
define the average channel vacancy CV as:

1 ,
CV(r)= —7 Z Jjm;

ilG=1pP>r

(4.4)

where 7 > 2P is the time window of interest, which could be mapped to the time in
which a packet stays over-the-air. Depending on the user needs, one can bias Equation [£.4]

to rank channels with larger vacancies higher as in [I149], and define customized channel
quality metrics that are agnostic to the interference sources in the surroundings.
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4.2 JamLab: Realistic Experimentation with
Interference on Testbeds

In order to analyse and compare the performance of communication protocols in the
presence of common interference patterns, we have designed JamLab, a low-cost extension
for (WSNI testbeds enabling easy experimentation with radio interference [42]ﬂ JamLab
supports the recording and playback of interference traces in a testbed without the need of
additional hardware, as well as the customizable generation of typical interference patterns
caused by devices operating in the frequency of interest.

Reproducing radio interference on large-scale testbeds without resorting to expensive
hardware can be quite challenging, as it is not sufficient to randomly transmit packets
within the testbed to interfere the ongoing communications. JamLab’s design has indeed
been driven by a number of requirements that we describe in Section [4.2.1

4.2.1 Requirements

When testing the reliability of a protocol or an application against external interference
in a systematic fashion, one needs to set up realistic and credible experiments [84]. The
interference patterns used in the experiments must be a representative set of how interfe-
rence appears in reality. Having a device that is permanently interfering for long periods
of time would not represent a realistic scenario, as it hardly occurs in practice (interference
is instead typically bursty). The testbed infrastructure should hence faithfully reproduce
interference patterns that can be found in the real-world (ideally, it should recreate an
environment similar to the one at the target deployment location).

A testbed with the ability of reproducing interference patterns should hence be able
to satisfy the following requirements:

e Impact on network performance. The interference reproduced within the testbed
should be able to affect network performance in the same way as interference in real-
world deployments does. Hence, when appropriate, the interfering signals should be
sufficiently strong to block the communication between two sensor nodes and gener-
ate packet loss. Similarly, the impact on energy efficiency caused by retransmissions
and false wake-ups in duty-cycled protocols should also be faithfully reproduced.

e Temporal accuracy. The testbed should have the ability of reproducing interference
patterns over time in a fine-grained fashion. For example, when reproducing the
interference caused by a Wi-Fi device, one should have the ability of varying its
patterns as a function of the user activity, the transport protocol, the packet size,
or other low-level parameters. Similarly, when reproducing the interference caused
by a microwave oven, one should be able to precisely tweak the duration of a power
cycle depending on the power grid frequency in use or on the model of the device.

e Spatial accuracy. Radio interference typically affects only portions of the network,
especially if the latter is spread over large distances. The testbed should hence have
the ability to recreate different interference patterns across the network.

BFull details about JamLab’s design and implementation can be found in Paper C included in this the-
sis [42].
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e Frequency diversity. As there is an increasing trend to use multiple IEEE] 802.15.4
channels in order to increase the robustness to interference and the overall bandwidth
(see Section , the testbed should provide the ability to reproduce interference in
multiple channels. This should be done in consideration of the actual characteristics
of common wide-band interferers such as Wi-Fi access points and microwave ovens.

o Repeatability. A fundamental requirement when comparing or debugging the per-
formance of different protocols is the ability of repeating an experiment under the
same conditions, i.e., the testbed should reproduce the same interference patterns
and affect the nodes in a similar way across multiple experiments.

o Scalability and controllability. The infrastructure for interference generation should
ideally affect the entire network without requiring an excessive amount of time and
resources. All interfering devices should be remotely controllable: activating several
devices manually (e.g., microwave ovens) in a large-scale network would be infeasible.

e Low cost. All the above requirements have to be satisfied while minimizing the cost
of the solution.

4.2.2 Architecture

The key idea behind JamLab is to use off-the-shelf motes to record and playback in-
terference patterns instead of bringing Wi-Fi access points, microwave ovens, or other
equipment to the testbed. The latter approach is not only costly and hard to reproduce
by other researchers, but it is even difficult to exactly reproduce a given interference pat-
tern with the same appliance. For example, the sequence and timing of the Wi-Fi frames
generated by a file download may differ between repeated trials due to [TCP] adaptation
mechanisms and due to the amount of traffic in the network infrastructure. Further-
more, every device used to generate interference in the testbed needs to be programmed
remotely. Programming several heterogeneous devices such as Wi-Fi access points or
microwave ovens would create a significant overhead, whereas using off-the-shelf sensor
nodes the installation overhead is minimal (a simple software upload), making life easier
for research groups not equipped with sophisticated test instruments to generate realistic
controlled interference.

With JamLab, either a fraction of the existing nodes in a testbed are used to record
and playback interference patterns, or a few additional motes are placed in the testbed
area. We call those motes used for interference generation HandyMotes. The HandyMotes
support two modes of operation:

e Emulation, where the lightweight models derived in Section[£.1.3]are used to generate
interference patterns that resemble those generated by a specific appliance (e.g., Wi-
Fi device and microwave ovens);

e Regeneration, where each HandyMote autonomously samples the actual interference,

compresses and stores it locally, and regenerates the recorded patterns at a later
stage.
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Figure 4.4: Overview of JamLab’s architecture.

The latter mode is especially useful to record realistic interference patterns in a crowded
shopping center or on a lively street by placing a few HandyMotes to record interference,
and bringing them to the testbed to playback the recorded traces there.

One fundamental challenge results from the fact that the maximum [RF output power of
motes (0 dBm) is typically much smaller than the [RF] output of other typical interference
sources (approx. 25 and 60 dBm for Wi-Fi and microwave ovens, respectively). Therefore,
a Wi-Fi transmitter or a microwave oven may disturb WSN| communications over much
larger distances than a HandyMote can. We address this issue by subdividing the testbed
area into cells as depicted in Figure [f.4] such that a HandyMote placed at the center of
the cell can interfere with all testbed motes contained in the cell, but the interference with
motes outsides of the cell is minimized. This requires a careful placement or selection of
the HandyMotes and control of their [RE] output power, as explained in Section [4.2.4] Note
that there is a trade-off between the realism of the generated interference patterns and
the number of HandyMotes: the more cells, the more accurate is the spatial distribution
of interference, but the more HandyMotes are required.

A second fundamental challenge is the recording and playback of interference using
off-the-shelf motes. On the one hand, one needs high sampling rates with low jitter to
capture short interference patterns such as those generated by Wi-Fi beacons, as well as
accurate measurement of the interfering signal strength (the solution to these problems
was illustrated in Section . On the other hand, to playback the recorded interference
traces, normal packet transmissions are not appropriate, as this would offer only limited
control over the exact timing of the transmitted signals. We therefore propose to use
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special test modes of [EEE] 802.15.4 radios to generate modulated or unmodulated carrier
signals as detailed in Section [£.2.3] Furthermore, off-the-shelf radios only offer a limited
number of discrete output power levels that can be exploited to control the generated
interfering signal strength.

The minimum requirement is that each HandyMote can produce binary interference,
i.e., that it can block the communication of the motes in its cell by emitting a strong-enough
interference signal, or that it does not interfere at all when inactive. The remaining output
power levels supported by the radio hardware are then used to fine-tune the strength of
the interfering signal accordingly.

A third fundamental challenge is that many interference sources emit wideband signals,
i.e., they interfere with many [EEF|802.15.4 communication channels at the same time. In
contrast, a mote can only transmit on a single channel at a time. To deal with this issue,
one can place multiple HandyMotes in each cell, each one interfering on one[[EEE]802.15.4
channel. To synchronize the generation of interference patterns within the HandyMotes in
one cell and across cells, one can use the wired back-channel of the testbed infrastructure
to send synchronization signals to the HandyMotes.

4.2.3 Implementation

JamLab has been designed specifically for the CC2420 radio [206], and tested on several
sensor motes such as Maxfor MTM-CM5000MSP, Crossbow TelosB, and Sentilla JCre-
ate. However, the same framework can be easily applied to other platforms (the
port would be almost immediate for sensor nodes equipped with EM2420 and CC2520
transceivers).

We have developed the HandyMotes using Contiki [72], and used the techniques to
accurately measure interference introduced in Section to record and replay those
patterns. We now describe how to compress and store the measured interference traces
on motes and how to playback those recordings.

Recording interference traces. When used in regeneration mode, a HandyMote needs
to record interference traces that will be played back in the testbed at a later stage. Those
traces can be either stored on the mote in or flash memory, or — if the HandyMote
is connected to a testbed during recording — can be streamed over a wired back-channel to
a base station. In any case, the data rate of 480 kbps generated by sampling with a
resolution of 8 bits to hold values between 0 and -100 dBm at 60 kHz is too high to store
it directly in memory or to stream it over the back-channel. The very efficient Coffee flash
file system supports a peak write bandwidth of only 376 kbps [210], the MSP430 [UART]
supports a maximum data rate of 460 kbps for writing to the [USBI back-channel, and the
limited 4 kB [RAM] of the MSP430 could just record a trace of less than 70 ms duration.
While we need a high compression ratio, the compression method has to be efficient
enough to allow sampling of at 60 kHz. Therefore, we use a simple run-length
encoding strategy and a quantization of the samples to a few bits per sample. We store a
stream of pairs (v, 0), where v is a sample and o is the number of consecutive occurrences
of this sample. This method is very effective, as values typically change slowly
over time. The quantization is justified by the fact that the CC2420 only supports 11
distinct output power levels in the range [-55,0] dBm. To obtain the highest possible
output resolution, four bits per sample with an appropriate non-linear quantization are
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Figure 4.5: Encoding techniques to save memory resources when recording a trace [42].

hence sufficient. For example, for two-bit resolution one can use thresholds -55, -70, and
-80 dBm, for quantizing the range into four regions.

The two-bit quantization of a 35 ms interference recording reduces the amount of data
from 2076 bytes to 84 bytes — a compression ratio of 25:1. Figure shows how
readings recorded in the presence of an active microwave oven (top) are mapped into 2 bits
(bottom). To support binary interference regeneration, even a single bit can be sufficient:
this would correspond to the outcome of a continuous operation. Figure
shows the outcome of a one-bit quantization of 35 ms of interference: the amount of
data is reduced from 2076 bytes to 20 bytes — a compression ratio of almost 1:100. The
compression and quantization of the traces hence significantly reduces the data rate to a
level that can be handled by flash and [USBl and even allows us to store recordings up to
tens of seconds or minutes in

Generating interference using off-the-shelf motes. To playback the recorded in-
terference traces, normal packet transmissions are not appropriate, as this approach would
offer only limited control over the exact timing of the transmitted signals. Therefore, we
use special test modes of [EEE] 802.15.4 radios to generate modulated or unmodulated
carrier signals [35, 9] that are stable over time. This approach is superior to common
jamming techniques based on packet transmissions, as the emitted carrier signal is inde-
pendent from packet sizes and inter-packet times.

However, to generate an interference pattern, an interfering node needs to enable and
disable the transmitter for a duration that matches the desired interference pattern, as well
as set its output power accordingly. Enabling the transmitter using the STXON command
is not a suitable option, as the radio oscillator first has to stabilize before a transmission
is possible, resulting in a latency of 192us or a maximum playback frequency of only 5
kHz. We therefore leave the HandyMote on all the time and use the PA_POWER level
0 (=~ -55 dBm) instead of disabling the transmitter (the [RF] output power at this level
is so low that even a receiver at a distance of only few centimetres can hardly detect
the signal). The advantage of this approach is that the latency for changing the output
power is now dominated by the access time. The [SPIl optimization in Contiki that
was implemented to measure values at high speed results in a latency of only few
microseconds — allowing us to to playback at the same frequency of 60 kHz that was also
used during recording.
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Model-based emulation of interference patterns. An alternative to the regener-
ation of interference patterns is the emulation of the interference produced by specific
devices operating in the frequency of interest. We use the channel occupancy model de-
scribed in Section to derive the cumulative density function of several interference
sources by means of empirical channel measurements. We then build a library of interfe-
rence patterns produced by common wireless devices, and record interference in different
scenarios (e.g., we vary the number of users or the type of traffic when recording the
interference generated by Wi-Fi and Bluetooth devices)lﬂ. The [CDF5 of idle and busy
periods are then used to randomly generate a binary schedule for the HandyMotes. The
latter activate or deactivate the transmission of the carrier signal following the probability
density function of idle and busy periods [42].

To emulate the interference produced by microwave ovens we follow instead a different
approach. As microwave oven interference is the simplest to model (it follows a determin-
istic on/off sequence), we define the period of the signal 7, the duty cycle A (fraction of
time in which the oven is ’on’), and hardcode these two parameters into the HandyMote
of interest.

4.2.4 Testbed configuration

To deal with the limited [RE] output power of the HandyMotes, we partition the area of a
testbed into different cells (Figure [4.4). Each cell contains a HandyMote and a number of
regular nodes that can be used for experimentation, and its size should be selected such
that all regular nodes can be interfered by the HandyMote despite its limited [RE output
power. Furthermore, cross talk between neighbouring cells should be minimized (i.e., a
HandyMote should only minimally affect regular motes outside of its cell). Note that there
is a trade-off between the size of the cells and the accuracy of the spatial distribution of
generated interference: the smaller the cells, the higher is the spatial sampling resolution
and the smaller are the cross-talk regions. However, smaller cells also imply that more
HandyMotes are needed to cover the testbed.

Iterative procedure. We now propose an iterative procedure to find a testbed con-
figuration (i.e., how to select the HandyMotes and how to set their power levels) that
maximizes coverage and minimizes cross-talk:

1. In a first step, we obtain from the testbed layout the minimum distance D,,;, be-
tween a pair of motes in the testbed. We further derive the minimal signal strength
with which a mote can receive a packet P, (this typically corresponds to the [CCA]
threhsold when using duty-cycled [MAC] protocols, as nodes would not wake up if
the signal is weaker than that), and we empirically measure the maximum signal
strength P4, with which a node receives a message from another mote. The latter
can be measured by having all motes in the testbed sequentially broadcast messages
while recording the of received packets.

2. Knowing these parameters, we can compute the maximum cell radius and overlay
a hexagonal grid with cells of the computed radius over the testbed layout. We

@ This library has also been used to augment existing simulation tools with the playback of realistic inter-
ference traces [40]. We have extended COOJA [I53] and incorporated this library of traces directly into
the simulation environment, improving significantly the level of realism.
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place HandyMotes roughly at the center of the overlay cells (or select testbed motes
close to the center of the cells to become HandyMotes), and allocate motes to the
HandyMotes based on the cell overlay.

3. Next, we sequentially trigger the selected HandyMotes to generate a continuous
interference signal at maximum output power and check if every mote in the cell
of a HandyMote is covered. To do this, each regular node can measure the
and check if it is larger than (P4, + C) dB. C represents the co-channel rejection
threshold of the radio, and is approximately 3 dB for the CC2420 radio. In order to
efficiently interfere with the regular nodes in its cell, indeed, a HandyMote needs to
produce an interfering signal with a strength that is at least C' dB higher than the
maximum strength of any other signals that a regular node in its cell may receive.

4. If there are any uncovered motes, we select additional HandyMotes in the vicinity
of those motes and return to step 3.

5. In order to reduce cell cross-talk, we reduce the output power levels of the Handy-
Motes to the minimum value that still guarantees coverage using the same approach
as in step 3. If the selected power level is not the maximum power levels, then the
power levels higher than the selected one can be used to realize different levels of
interference strength. Otherwise, only binary interference can be generated.

6. Finally, one may estimate the quality of the generated configuration by counting
the number of motes contained in cross-talk region as follows. The HandyMotes
sequentially generate an interference signal at the selected output power. All motes
outside of the cell of that HandyMote measure [RSSIl If the measured value is larger
than (P, +C) dB, then the mote is contained in a cross-talk region. If the number
of motes in cross-talk regions is too high, one may start over with a different initial
selection of cells.

This iterative procedure is supported by a program running on the testbed motes
during the setup phase. After the configuration is completed, the regular nodes can be
programmed with the test application. As part of future work, we plan to further automate
this procedure.

4.2.5 Evaluation

We now evaluate the accuracy with which a HandyMote can regenerate a previously
recorded interference trace in the time domain, and check whether the regenerated inter-
ference affects performance in a similar way with respect to the one produced by
real interfering devices. We then augment an existing testbed infrastructure with JamLab,
and evaluate the accuracy with which the augmented testbed can regenerate a previously
recorded interference trace in the spatial domain.

Temporal replay accuracy. We run a HandyMote in regeneration mode in proximity of
an active Lunik 200 microwave oven. Figure (top) shows the interference generated
by the microwave as measured by the HandyMote. Next, the trace is quantized to single-bit
resolution (middle). Finally, once the microwave oven stopped operating, the HandyMote
plays back the recorded binary interference (bottom) using transmission power 0 dBm.
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Figure 4.6: JamLab’s temporal accuracy in replaying the interference produced by a mi-
crowave oven [42].

We quantify the accuracy of a HandyMote regenerating an interference pattern with
respect to the originally recorded signal using the cross-correlation coefficient (c). We
represent original and regenerated signals by the series x(i) and y(7), respectively, where
i=1,...,N. These series are binary, and take 0 (idle channel) or 1 (busy channel) values.
Considering this representation, c is given by:

> ali)y(k —i)

€= 77“_ms(ac)rms(y) (4.5)

where rms() denotes the root mean square value of a signal. We tested eight pairs of
original and regenerated samples and the maximum value of ¢ was selected for each pair:
Cypy = max c 4.6

W= e oo (4.6)

The average correlation ¢, is 0.93 &+ 0.065. Hence, our implementation does a com-
mendable job with respect to the cancellation of the jitter between sampled and regen-
erated interference and hence regenerates interference with a fairly high accuracy. Fig-

ure |4.6(b)| shows the regeneration process when using a 2-bit resolution, which exhibits a
¢y comparable to the 1-bit resolution.

Impact on network performance. We now evaluate how accurately the interference
(re)generated by a HandyMote affects network performance compared to the original in-
terference patterns. First, we measure packet reception between two nodes in several
interfered environments, while one HandyMote in the surroundings measures and records
interference. We then let the HandyMote reproduce these interference patterns in a non-
interfered environment, and compare the loss in performance caused by JamLab’s emulated
and regenerated interfering signals with the original ones.

We generate interference using (a) the same Lunik 200 microwave oven as in the pre-
vious experiment, (ii) two devices transferring a file using Bluetooth, and (iii) a laptop
generating different types of Wi-Fi traffic. First, we collect statistics about packet recep-
tion on a pair of sensor nodes, in which the sender transmits packets at a rate of 128
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Figure 4.7: JamLab’s accuracy in reproducing the same impact on packet reception when
regenerating and emulating a specific interference pattern [42].

packets/sec, while a HandyMote in close proximity to the two nodes records the interfe-
rence patterns that are generated. We then place the HandyMote between the two nodes
and run it in both emulation and regeneration mode (1-bit quantization). We use the high-
est transmission power, such that the generated interference signal blocks communication
between the sensor nodes.

Figure [£.7] shows the comparison between the packet reception rates across multiple
experiments. The HandyMotes do a commendable job in reproducing the loss caused
by common wireless devices on a given link. In general, the (re)generated interference
produces a slightly lower packet reception rate compared to the original interference (across
all the experiments, the average [PRR] was between 0.25% and 12.83% higher than the
original one). The reason behind this is the noisy amplitude of the original interference
signal such that occasionally the interference is too weak to block the transmission. In
contrast, the interference signal (re)generated by HandyMotes is typically binary and
therefore always tends to block communication.

Spatial accuracy. We now study with which accuracy we can regenerate the spatial
distribution of interference. For this, we place a Whirlpool M440 microwave oven in the
position marked as M in Figure[.4] We selected a microwave oven as interferer, because of
its high output power (which can interfere over long distances) and because of the highly
varying strength of the interference produced over time, which makes the regeneration
even more challenging.

Our goal is to record the spatial distribution of the interference patterns generated by
the microwave through the testbed area. First, we sample and record the interference in
channel 23 (which is in our case the most affected) in all nodes. We then let the selected
HandyMotes 6, 9, and 23 regenerate the recorded traces throughout the testbed. The
regular nodes record the regenerated interference and compare it with the one recorded
while the microwave oven was active.

Figures|4.8(a)|and [4.8(b)|show the amount of interference recorded while the microwave
oven was active (a), and while JamLab was regenerating the same patterns (b). We now
consider the distribution of the intensity of interference: instead of recording raw traces
(as for the temporal evaluation), every mote now computes for which percentage of time
the strength of the received signal was higher than P,,,,;. The interference regenerated
by JamLab is consistent throughout the testbed area. During regeneration, all regular
nodes in a cell are interfered with the patterns recorded by the cell’s HandyMote. If
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Figure 4.8: Comparison between the interference generated by a microwave oven and the
one regenerated by JamLab throughout the testbed area [42].

the latter is further away from the interfering source than a regular node, the replayed
interference will be slightly lower than the original interfering source. In the scenario
illustrated in Figure this is the case for node 19 (further away than HandyMote 9).
On the contrary, regular nodes that are further away than a HandyMote with respect to
the interfering source will suffer a regenerated interference that is slightly higher than the
original one. In our experiments, this was the case for regular nodes 20 and 21 (HandyMote
6 was closer to the microwave) and for regular nodes 13, 12, and 11 (HandyMote 9 was
closer to the microwave).

One limitation of JamLab is that the replayed interference “adds” on top of existing
background noise in proximity of the testbed. Figure shows that some nodes receive
some additional background interference besides the one produced by the microwave oven.
Observing Figures |4.8(a) and [4.8(b)|, we can see how the interference received by node 8
is higher than the one recorded by HandyMote 9 due to a high environmental noise. In
order to reduce the non-determinism caused by differences in ambient interference between
recording and regeneration, the experiments should be run when the background noise is
low, for example in the evening or during the night.

4.3 Improving Protocol Performance under Interference

We now evaluate the performance of several [MAC] protocols in congested environments
using HandyMotes, and derive techniques to increase their reliability. First, we carry
out an experimental comparison of the performance of different protocols, showing that
specific features such as hand-shaking schemes preceding the actual data transmission and
congestion back-off timers, play a critical role in the presence of interference (Section.
Second, building on top of our experimental results, we identify mechanisms that can
improve the reliability of existing[MAC] protocols in the presence of interference, and embed
them within an existing X-MAC [49] implementation, showing considerable improvements
in the packet delivery rate despite a minimal power consumption (Section .
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4.3.1 Performance of IMAC] protocols

We now focus on unicast communications, and study experimentally how radio interfe-
rence affects the available [MAC protocols in Contiki, namely X-MAC [49], low-power
probing [144], and CoReDac [214], as well as TinyOS’s low-power listening (LPL) [164].

X-MAC is a power-saving protocol in which senders use a sequence of short
preambles (strobes) to wake up receivers. Nodes turn off the radio for most of the time
to reduce idle listening and wake up shortly at regular intervals to listen for strobes.
When a receiving node wakes up and receives a strobe destined to it, it replies with an
acknowledgement indicating that it is awake. After receiving the [ACK] the sender trans-
mits the data packet, as shown in Figure The X-MAC implementation in Contiki
has several parameters of significance to our experiments. The ontime determines the
maximum time that a receiver listens for strobes, whereas of ft ime specifies the time to
sleep between waking up to listen for strobes. The strobe_t ime denotes the duration a
sender transmits strobes until it receives a strobe acknowledgement from the receiver. In
the default Contiki X-MAC implementation, strobe_time = offtime+ (20 x ontime).

We consider a Low-Power Listening (LPL) layer that implements an asynchronous
wake-up scheme for CC2420 radios. Nodes periodically wake up to detect transmissions
by relying on Unlike X-MAC, senders repeatedly transmit the entire packet for
twice the duration of the wake-up period. In case of unicast transmissions, the intended
receiver may acknowledge the transmission to notify the sender on correct packet delivery
so that the sender can stop transmitting earlier. To implement this functionality, packet
transmissions are interleaved with periods of silence in order to allow [ACK] transmissions.
The only LPL parameter tunable by the users is the wake-up period.

Low-Power Probing (LPP) is a power-saving [MAC] protocol where receivers periodi-
cally send probes to announce that they are awake and ready to receive a data packet and
keeps their radio on for a short time to listen for data packets [144]. A node willing to
send a packet turns on its radio waiting for a probe from a neighbour it wants to send to.
On the reception of a probe from a potential receiver, the node sends an [ACK] before the
data packet, as shown in Figure The LPP implementation in Contiki contains two
important parameters. The ontime determines how long a receiver keeps the radio on
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Figure 4.10: Performance of [MAC] protocols under semi-periodic interference [43].

after the transmission of a probe, whereas the of ft ime is the time between probes. We
use % and é seconds for of ftime and ontime respectively. Another parameter is the
time to keep an unsent packet: Contiki LPP’s default value is 4x (ontime 4+ offtime).
If LPP receives a packet from the network layer when the packet queue is full, it discards

the new packet. The queue length is configurable, and the default size is 8 packets.

CoReDac is a TDMA-based convergecast protocol [214] that builds a collection tree
that guarantees collision-free radio traffic. To avoid collisions among packets from their
children, CoReDac parents split their reception slots into sub-slots, and assign one to
each child. Packet acknowledgements are pivotal in CoReDac because they piggyback
the assignment information, and they are used for synchronizing the TDMA-schedules. A
node that misses an acknowledgement must keep its radio on until it hears a new one.

Experimental setup. We carry out experiments with several pairs consisting of a
sender node § and a receiver node R. Node S periodically transmits unicast packets
with a payload of 22 bytes to R, with a period uniformly distributed between 0.75 and
1.25 s. For each pair, we place one HandyMote H between S and R, and make sure
that H’s transmission power is sufficiently high to block the communication between the
two nodes. Each HandyMote reproduces two distinct interference patterns: (i) continuous
blocks of interference with uniformly distributed duration and spacing (bursty interfe-
rence), and (ii) continuous blocks of interference, but with a significantly smaller variance
in the duration of the burst and their period (semi-periodic mterference)ﬂ In our experi-
ments, we use two metrics to measure the performance of a protocol: packet reception rate
(PRR]) and power consumption. The latter is computed at the senderﬂ using Contiki’s
software-based power profiler [73] (the same mechanism was implemented in TinyOS for
[LPIJ's experiments).

BFull details about the experimental setup and the comparison between the performance of state-of-the-art
[MAC] protocol can be found in Paper A included in this thesis [43].

B1n the remainder of this section, we refer to power consumption as the average power consumed by the
transmitter’s radio in receive mode (RX power) during the full experiment. We focus on the transmitter’s
RX power for two main reasons: first, all the selected protocols shift the burden to the transmitter.
Second, in all our experiments the RX power is at least an order of magnitude larger than the transmit
power (TX power).
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Semi-periodic interference. We first investigate the performance of protocols in the
presence of semi-periodic interference. We vary the rate of interference (i.e., the percentage
of time during which the channel is busy) generated by the HandyMotes between 0 and
60, and collect several thousands packets for each measurement.

Figure[4.10]shows the results of our experiments. To begin, we observe the performance
of nullMAC, a simple layer that just forwards packets between the radio driver and
the network layer without any duty-cycling mechanism. We use nullMAC to verify the
correctness of our setup: the [PRR] decreases linearly with the interference rate, and the
average power consumption is 60 mW independently on the interference pattern (the radio
is indeed always on, causing a power consumption of approximately 20 mA (the sensor
nodes are powered with 3 V).

We then investigate three different variants of low-power probing: the default version
(LPDP), a version called LPP-Q1 that does not employ a queue (i.e., a new packet from
the upper layer is discarded in case the previous one has not yet been transmitted by
the [MAC), and a version called LPP-PAR in which the receiver transmits a new probe
immediately after a packet reception. Figure shows that all variants of [LPP] have
fairly high packet reception rates compared to the other protocols we consider. Among
[LPP}based solutions, the best performance is obtained with LPP-PAR, where the receiver
transmits a new probe immediately after a packet reception. By doing so, the sender
can drain its queue when the interference clears and sustain a high [PRR] also under high
interference by deferring transmissions until interference is over. Figure shows
that the power consumption of LPP-Q1 is substantially lower than the default version of
[LPPl The reason for this is the lower PRR] shown by LPP-Q1: with fewer packets to be
transmitted, the radio is turned off more often. This difference becomes very apparent at
an interference rate of 60%, where [LPP] has its radio turned on almost all the time since
there is almost always a packet in the queue waiting to be transmitted. In contrast to the
default [LPP] LPP-PAR can quickly drain its queue during interference-free periods and
hence turn off quickly its radio, saving a substantial amount of power.

X-MAC sustains a[PRR]similar to (but slightly higher than) nullMAC: in X-MAC, the
sender’s st robe_t ime takes a little longer than the receiver’s of ftime, and the receiver
has hence on average more than one chance to hear a strobe. The same reasoning should
also apply for CoReDac. However, at higher interference, a higher packet loss leads to a de-
synchronization, and the performance of this [TDMAlbased protocol drastically degrades.

Nodes employing [LPT] are reasonably effective at detecting the presence of interference
when the interference rate is lower than 60%, and packet losses occur mostly because of
data corruption. On the other hand, at 60% interference it is often the case that the [CCA]
mechanism never finds the channel free. After a maximum number of tries, the packet
is dropped on the sender side, causing a drastic decrease in [PRRl The increasing power
consumption shown for [LPI]in Figure is simply an effect of the decreasing [PRRL
the fewer packets are received, the less likely is the sender to receive the [ACK] and to
terminate the transmissions earlier.

Bursty Interference. We carry out the same set of experiments by letting the Handy-
Motes reproduce bursty interference, and investigate how performance changes depending
on the network load. Figure illustrates the results: for most protocols the [PRR]
does not change depending on the transmission rate. In most cases, indeed, the interfe-
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Figure 4.11: Performance of [MAC] protocols in the presence of bursty interference [43]
using different transmission rates.

rence rate is what ultimately determines the observed [PRRl An exception is LPP-Q1,
where the [PRR] increases by almost 10% when the application transmits packets less fre-
quently. The reason is that with higher transmission rates, a packet cannot be sent before
the application hands the next packet to the [MAC layer, and thus the latter packet is
discarded. This can either happen with long periods of interference, or when periods of
interference overlap with the instants in which the receiver sends probes.

4.3.2 Improving X-MAC’s robustness to interference

The results presented in Section hint that, to be robust to interference, existing
protocols should (i) hold a packet longer so that multiple handshake attempts are
possible, (ii) implement packet trains as a means to quickly send multiple packets that have
accumulated during bursts of interference, and (iii) apply suitable congestion back-
off schemes. Starting from Contiki’s X-MAC implementation, we now develop different
versions of the protocol that embed these mechanisms. We then evaluate their reliability
and measure their energy-efficiency.

Longer strobing intervals (X-MAC/LT). We first create X-MAC/LT, a protocol
identical to X-MAC, except for one parameter, strobe_time, which we increase from
(offtime+20 x ontime) to (4 X of ftime + 20 x ontime). This allows X-MAC/LT to
hold packets longer: we expect this change to lead to a significantly higher [PRR] at the
cost of a higher energy expenditure.

Packet queue with fast drain (X-MAC/Q). A second enhanced version of X-MAC
contains a packet queue implemented by using a statically allocated array of packets and
their corresponding attributes. By default, the queue stores up to four unicast packets:
the latter are not sent directly, but instead linger shortly for a configurable time (3% S
in our experiments). The linger time makes it possible to accumulate packets into the
queue, which allows the layer on top of X-MAC to create a burst of packets. When
the accumulation timer has expired, X-MAC/Q gets the oldest packet from the queue,
and immediately starts sending strobes to the addressed receiver. To enable fast queue

draining, each strobe contains the number of packets for the destination that the sender
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Figure 4.12: Reliability and energy-efficiency of the enhanced X-MACs using different
transmission rates [43].

has in its queue. If the sender receives a strobe [ACK] within a configured waiting time, it

sends one packet at a time, including the strobe procedure, separated by a very short time

(ﬁ s) instead of the usual duty-cycle interval. If the sender does not receive the strobe
1

acknowledgement, a new attempt comes after 55 s. Packets are removed from the queue

when they have either been successfully sent, or timed out after ten seconds.

Aggressive congestion back-off (X-MAC/QL and X-MAC/QQ). We further
extend X-MAC/Q to include a linear and a quadratic congestion back-off timer
and call the two versions X-MAC/QL and X-MAC/QQ, respectively. The protocols
use a single check to verify whether the channel is clear before sending out the
first strobe. If the [CCAI check fails, X-MAC/QL and X-MAC/QQ wait respectively for
(ﬁls x number_of_attempts) and (14z X number_of_attempts?) milliseconds before
the next attempt.

1
128

Experimental evaluation. We now compare the performance of our enhanced X-MAC
versions in the presence of interference using the same experimental setup described in
Section [4.3.1] (bursty interference). Figure [£.12(a)] shows that both X-MAC/Q and X-
MAC/LT significantly increase the packet reception rate compared to the default X-MAC
(we also include LPP-PAR in the figures to have an additional comparison). When each
node transmits one packet every two seconds, X-MAC/LT sustain up to 20% more [PRR]
with respect to the default X-MAC.

Although X-MAC/Q and X-MAC/LT show a similar [PRR] the power consumption
is much higher for X-MAC/LT than for X-MAC/Q, as expected (Figure . The
energy efficiency increases significantly when using aggressive congestion back-off times:
the energy consumption of X-MAC/QQ and X-MAC/QL is essentially halved compared
to X-MAC/Q, without affecting the overall PRR]significantly. Compared to X-MAC/QQ,
X-MAC/QL consumes slightly more energy but achieves a higher PRR} on the one hand,
the linear backoff causes more frequent samples of the channel than the quadratic one
does, leading to higher power consumption; on the other hand, the quadratic algorithm
may grow its sampling interval exponentially up to a point where expired packets will be
removed from the queue.
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In summary, our experimental evaluation shows that the enhanced versions of X-MAC
are actually more robust to interference and sustain a higher [PRRI] than the original im-
plementation. To achieve a good energy-efficiency, the use of congestion back-off times
seems highly beneficial: X-MAC/QQ and X-MAC/QL’s power consumption is even lower
than X-MAC’s despite that they achieve a much higher [PRRI

4.4 JAG: Reliable Agreement Despite Interference

In Section we have highlighted how agreeing on fundamental pieces of information
(e.g., a[TDMAl schedule) represents a challenge in congested channels, where wireless sen-
sor nodes have very low chances to successfully deliver a packet. We now focus on the
unicast case (agreement between two neighbouring nodes) and analyse the limitations of
traditional message-based approaches in the presence of radio interference, showing their
inefficiency even when using short [ACK] packets (Section . We therefore propose
to use short handshakes, and to replace the last [ACK] packet with a jamming sequence,
as this can be used to reliably inform about the correct reception of a message carrying
the information to be agreed upon (Section . Based on this insight, we design and
implement JAGIZL an agreement protocol for exposed to external interference (Sec-
tion . We illustrate how JAG can be parametrized to obtain predictable performance
(Section and show that it outperforms traditional packet-based agreement protocols
in the presence of interference with respect to agreement probability, energy consumption,
and time-to-completion (Section [4.4.F)).

4.4.1 The two general’s agreement problem

Agreeing on a given piece of information is a classical coordination problem in distributed
computing. The two generals’ agreement problem, formulated by Jim Gray to illustrate the
two-phase commit protocol in distributed database systems [90], is often used to explain
the challenges when attempting to coordinate an action by communicating over a faulty
channel, and can be described as follows.

Two battalions are encamped near a city, ready to launch the final attack. Because
of the redoubtable fortifications, the attack must be carried out by both battalions at the
same time in order to succeed. Hence, the generals of the two armies need to agree on the
time of the attack, and their only way to communicate is to send messengers through the
valley. The latter is occupied by the city’s defenders, and a messenger can be captured and
its message lost, i.e., the communication channel is unreliable. Since each general must be
aware that the other general has agreed on the attack plan, messengers are used also to
exchange acknowledgements. However, because the acknowledgement of a message receipt
can be lost as easily as the original message, a potentially infinite series of messages is
required to reach an agreement.

In the context of wireless communications, the problem can be rephrased as follows.
When two nodes, S and R, need to agree on a common value V', they exchange a sequence
of n messages in an alternating manner (Figure . Node S is the initiator of the
exchange. After the transmission of V', each subsequent message acknowledges the receipt

D Full details about JAG’s design and implementation can be found in Paper D included in this thesis [46].
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Figure 4.13: n-way handshake between nodes § and R (a) and an enhanced n-way hand-
shake using redundancy: the last [ACK] message is transmitted k times [46].

of the previous message, i.e., a node sends message 7 > 1 only if it correctly received
message i —1. Each node uses a simple rule to determine the success of the exchange:
if all expected messages are received, the exchange is deemed successful, otherwise the
exchange is deemed unsuccessful.

This scenario corresponds to an n-way handshake between § and R, where n is the
number of packets exchanged. The n-way handshake is a widely used mechanism in
communication networks: [TCP| employs a 3-way handshake to establish connections over
the network, whereas [EEE]I 802.11i uses a 4-way handshake to carry out the key exchange.

An n-way handshake can have three possible outcomes:

1. Positive Agreement. The n messages are all received correctly, and both nodes
deem the exchange as successful, accepting V.

2. Negative Agreement. A message m with m < n, i.e., a message prior to the last
message n, is lost. None of the nodes receives all the expected messages, hence both
nodes deem the exchange as unsuccessful, discarding V.

3. Disagreement. The last message is lost. One of the nodes receives all the expected
messages, deems the exchange as successful and accepts V'; whereas the second node
misses the last message and deems the exchange as unsuccessful, rejecting V.

In the original two generals’ scenario, a positive agreement would lead to a simultaneous
attack of the city by both battalions and a consequent victory, a negative agreement would
cause both battalions to stall, while a disagreement would trigger the attack of only one
battalion and a consequent defeat of the attacking forces.

While disagreements are potentially fatal, negative agreements are often less severe.
For example, if the shared value contains the next channel to be used for communication,
two nodes are better off staying in the same lossy channel, rather than having only one
of them move to a different frequency. The probability of negative agreements should,
however, be minimized, as it may lead to reduced performance.

Hence, an agreement protocol should strive to minimize disagreements as a first prior-
ity, maximize positive agreements as a second (almost equally high) priority, and minimize
negative agreements as a third (lower) priority. A metric to measure the quality of an
agreement protocol (whose value should be minimized) is therefore the DPA ratio, where:

DPA ratio— Prob(Disagreement)

4.
Prob(Positive Agreement) (47)
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The importance of the last message. In an n-way handshake, disagreements only
occur if the last message is lost. Hence, one should attempt to increase the probability
of successfully delivering the last packet. A possibility is to use redundant packet trans-
missions (i.e., repeating a message several times and assuming successful transmission if
at least one copy is received). For example, one could devote extra-resources and use
an enhanced n-way handshake in which the last packet is repeated k times, as shown in
Figure

Another possibility is to use short messages and send them as close as possible to each
other, in order to increase the chances of fitting the whole handshake into an idle period.
In principle, the longer the idle period and the shorter the handshake, the higher the like-
lihood of obtaining positive agreements. The ability of modern [EEE] 802.15.4-compliant
radios to automatically generate and send [ACKE for data frames in hardware [167] can be
very helpful to minimize the duration of a handshake. However, hardware [ACKk cannot
be used to carry out a complete n-way handshake (with n > 2), since they cannot be used
in reply to another hardware [ACK| Imagine a node S starting a handshake by sending a
message to R. The latter can reply with a hardware [ACK] but S will have to receive and
extract the packet, analyse its validity, as well as to prepare a new [ACK] frame, load it
into the buffer, and send it over-the-air (in case a train of k¥ redundant software [ACKk is
sent, the packet can be loaded into the buffer once and sent repeatedly). This may cause
long latencies that break the agreement in the presence of the short idle periods commonly
generated by Wi-Fi transmissions.

Furthermore, it is also highly inefficient to encode the binary information carried by
an [ACK] message inside an [EEF] 802.15.4 frame, especially in the presence of interfe-
rence. Despite the payload contains only a single [ACK] bit, the whole packet consists of
a synchronization preamble, a physical header (6 bytes), as well as a header and
footer (from 9 to 29 bytes): if any of the bits in the headers and preamble is corrupted by
interference, the packet may not be correctly decoded [107, [132].

4.4.2 Jamming as binary [ACK]I signal

Therefore, instead of encoding the last [ACK] as packet transmission, we propose to encode
it by means of jamming, where the presence of a jamming sequence signals the receipt
of the previous message. The key advantage of this approach is that precisely timed
jamming signals can be reliably detected on off-the-shelf motes even under heavy interfe-
rence by means of high-frequency sampling. In the presence of additional external
interference, the register will return the maximum of the jamming signal and the in-
terference signal due to the co-channel rejection properties of the radio [42]. Figure
illustrates this for a jamming signal sent in the presence of Wi-Fi interference. As we have
shown in Section typical interference sources — in contrast to a jamming signal — do
not produce continuous interference “spikes” for long periods of time, rather they alter-
nate between short idle and busy periods. That is, if the jamming signal lasts longer than
the longest busy period of the interference signal, we are unequivocally able to detect the
absence of the jamming signal by checking if any of the samples equals the sensitivity
threshold of the radio.

Identification of the interfering source. While a jamming signal can encode the bi-
nary acknowledgement information, it cannot encode the identities of sender and receiver
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other interference sources by means of high frequency [RSSIl sampling (b) [46].

as a regular packet would. When carrying out a handshake, however, these identities are
already included in the message V to be acknowledged, and therefore are implicitly known
to the two nodes, as long as the communication channel remains allocated exclusively for
the whole duration of an exchange (i.e., intra-network interference is avoided). Any pro-
tocol that embeds JAG as a building block for agreement needs to meet this requirement.
At the layer, [RTSICTS] can be used to allocate the channel in protocols,
whereas in [TDMA] protocols the timeslot must be long enough to complete an exchange.

4.4.3 Protocol design

JAG (Jamming-based AGreement) employs a three-way handshake in which the last [ACK]
is sent in the form of a jamming signal as shown in Figure The choice of three-way
handshakes (as opposed to two-way) is motivated by two facts. First, a three-way hand-
shake increases the reliability of identifying the jamming signal, as it provides a reference
value. Second, three-way handshakes avoid disagreements due to asymmetric links:
for instance, if S has a link with R but the reverse link is not present, a two-way handshake
would always lead to disagreements, since R is not able to confirm the reception of V.
The protocol proceeds as follows. S initiates the exchange and sends the information
V towards a receiver R. If V is successfully received, R saves the signal strength rs of
the received packet and sends an [ACK] message back to S. We can send either hardware
or software acknowledgements: in the remainder of this paper we assume that hardware
[ACKEk are available. If S receives the acknowledgement, it transmits a jamming signal
for a period t;4,. Meanwhile, R carries out a high-frequency sampling for a period
tsamp < tjam that is synchronized in such a way that the fast sampling is carried
out while the jamming signal is on the air. The message V' is used as the synchronization
signal: given that clock drift is not too high at time-scales of a few milliseconds, it is
sufficient to include a short safety margin to compensate for drift. For simplicity, in the
rest of the paper, we assume ¢4, = tsamp- If R detects the presence of the jamming signal,
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it deems the exchange as successful; otherwise, V is discarded. S deems the exchange as
successful if the [ACK] is received within a short time-out period, otherwise the jamming
sequence is not generated and the handshake immediately terminated.

After the reception of V', node R carries out a high-frequency sampling to detect
the absence or the presence of the jamming sequence transmitted by S. The method to
detect the jamming signal is simple: if a jamming sequence is sent, all samples
should be above r;,4s¢, with the latter being the noise floor threshold of the radio.
Hence, if, during tsamp, R observes at least one [BSST sample with a value comparable to
Thoise, it concludes that the jamming sequence was not transmitted.

This process can be described as follows. Denoting {z1,z2,...,2,} as the sequence
of values sampled during tsqmp, we define the binary sequence {X1, Xa,..., X, } as
follows: if z; < Tpeise, then X; = 1, else X; = 0. R makes a decision about the presence
of the jamming sequence as follows: if Y . | X; = 0, then S was transmitting a jamming
signal and hence V is accepted; otherwise, V' is discarded.

Using this algorithm, JAG would operate correctly and would be able to recognize the
presence or absence of a jamming signal reliably. However, we can enhance its performance
by exploiting the knowledge of the received signal strength 75 of the packet containing the
information V.

The role of r;. Under the hypothesis that the jamming signal has a reasonably similar
signal strength to r5 (RSSIldoes not change significantly between consecutive transmissions
spaced by only a few milliseconds), R can filter out any interference source weaker (i.e.,
resulting in an range smaller) than (rs — A,), with A, being a tolerance margin
to compensate for the inaccuracy of low-power radios and the instability of the
readings. This allows to shorten t;4,, and achieve a higher energy efficiency: the higher
the configurable threshold Ry, the shorter the duration of busy periods.

Hence, if (rs — Ay) > Tnoises JAG ’s algorithm is executed as follows: if z; < (rs — A,),
then X; = 1, else X; = 0. R still makes a decision about the presence of the jamming
sequence in the following way: if > | X; = 0, then § was jamming and hence V is
accepted; otherwise, V' is discarded.

Furthermore, 7, also increases the reliability of fast sampling. The maximum
distance over which a packet can be successfully received and decoded is shorter than the
distance over which a jamming signal can be captured. This may lead to confusion in a
scenario in which two nodes that cannot communicate with each other are allocated the
same time slot in a [TDMAI protocol and transmit a message concurrently. By using a
threshold r,, we make sure that a receiver R is in the communication range of S, and
therefore r; cannot be achieved by any other node transmitting simultaneously.

JAG implementation. We implement JAG on Maxfor MTM-CM5000MSP and Sen-
tilla Tmote Sky nodes. Our implementation, based on Contiki [72], uses two main building
blocks: the high-frequency [RFl noise measurement presented in Section and the gen-
eration of a jamming sequence. The latter follows the approach used in JamLab to generate
precisely timed jamming signals: by configuring the MDMCTRL1 register, the CC2420 radio
can output a continuous modulated carrier signal that is stable over time [35), 39, 42]. This
approach is superior to packet-based jamming, as the generated signal is independent of
both packet sizes and inter-packet times.
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For all our experiments we use Contiki’s nullMAC and nullRDC to avoid protocol-
specific implementations: the layer hence just forwards packets to the upper or
lower protocol layer and does not perform any duty cycling. To ensure that the execution
time of the entire handshake is bounded and independent of [CCAl back-off times, we do
not postpone transmissions until the channel becomes clear. Instead, we carry out a single
clear channel assessment before sending V: if the channel is found busy, the transmission
is cancelled. This is an optimization, as sending V' despite the busy channel would result
in a negative agreement (V would be lost).

To ensure alignment between jamming ¢4, and sampling ts4,p, we implement a simple
synchronization mechanism. § and R synchronize their operations based on the reception
of V: the transmission or reception of the is used as the synchronization signal.

4.4.4 Predictable performance

The length of the jamming sequence ¢4, can be tuned in order to provide probabilistic
guarantees on the fraction of disagreements. Denoting ZZ‘;@ as the maximum busy period
that can be encountered in the presence of interference, we can guarantee that S and R
will agree on V' by setting tjqm > t%‘;g. In such a case, an idle period will surely be
encountered during tqmp, and the absence of a jamming sequence unequivocally detected.
Hence, the most pernicious outcomes (disagreements) are eliminated, and only positive or
negative agreements can occur.

In some scenarios, however, one may need to know the outcome of the agreement
process before tgﬁ‘;?’j. In these cases, where ¢4, < t%%f/’ disagreements may still occur. For
this type of scenarios, given ¢;4,,, we derive an upper bound for the probability of obtaining
disagreements. In this way, a user with stringent real-time constraints can assess if the
fraction of disagreements is within the limits permitted by the requirements of the

application.

Probabilistic model. To bound the probabilities of positive agreements and disagree-
ments given a certain value of ¢4, we now derive a probabilistic model that can be
parametrized by means of high-frequency [RF] noise measurements. The parametrization
is typically carried out before the actual deployment, but it would also be possible to
characterize interference at runtime, for example in case the [RE] environment has changed
significantly from the prior observation. The user needs to follow three simple steps: (i)
compute the pdf of idle periods p(i), where i represents the length of the idle period (Sec-
tion , (ii) compute the conditional pdf of the busy periods following the idle periods
p(b > z|i), and (iii) use this probabilistic model to obtain the value of ¢4, that provides
the desired

In order to derive the probabilities of positive agreements and disagreements, we need
to understand the interplay between the length of an idle period ¢ and the 3-way handshake
method used by JAG (i.e., the transmission of the packet embedding V', the [ACK] and
the jamming signal). In JAG, if R sends the[ACK] four outcomes can occur: (i) a positive
agreement, if the [ACK] is successfully delivered to S and the jamming signal is correctly
decoded by R; (ii) a negative agreement, if the [ACK] is lost and R detects the lack of
jamming; (iii) another positive agreement, independently of the fact that the [ACK] is
received or not if, after sending the [ACKl R detects an interference signal with a strength
higher than the expected jamming signal and hence assumes a successful transaction (R
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is assuming that the jamming signal was buried within the stronger signal); and (iv) a
disagreement, if the [ACK] is lost, but, by chance, a high interference signal lasts longer
than tsump. In this case, R assumes, mistakenly, a successful exchange, i.e., a negative
agreement turns into a disagreement.
Hence, in JAG, positive agreements are given by the following equation:
> . tokt + Tack
Pun{Pos. Agr.} = 3 s(i)(1 — BT Tacky (48)

. 7
1>kt Flack

whereby the first term of the product states the probability of obtaining an idle slot of
length ¢, and is computed using Equation The second term of the product states the
probability that the selected idle slot can “contain” the transmission of the packet (tpkt)
followed by the transmission of the [ACK] (tacx)-

In order to obtain the fraction of disagreements, we use a bounding probability. There
are three necessary but not sufficient conditions to obtain disagreements: (i) the packet
embedding V is transmitted successfully, (ii) the[ACK]is corrupted and (iii) the interference
signal after the[ACK]is longer than ¢;4m, (to shadow the jamming signal). Hence, we define
the probability of obtaining disagreements with JAG as follows:

tack
Pjam{Disagreement} < Y s(i)p(b > tjqmli) - 1+
=1
tpkt+tack ' o0 (49)

S s> tanli)(1 — PR ST (b > byl ()

1>tack i>tprtttack

Each of the sums on the right side of the equation has three terms. The first term
s(i) denotes the probability of obtaining an idle slot of length i (Equation . The
second term p(b > t;am|i) denotes the probability of obtaining a busy period b longer than
tjam after an idle period of length i (the minimum requirement to shadow the jamming
signal). The third term differs for each sum, and denotes the probability that the [ACK]
will be corrupted: in the first summation this probability is 1, because the idle time is less
than ¢4, i.e., the [ACK] will always be corrupted; in the second and third summations,
this probability describes the chances that the agreement starts early enough to allow a
successful delivery of PKT, but late enough to corrupt the [ACKl Please note that, in
Equation the term p(b > t;qm|i) assumes that the corrupted [ACK] ends exactly before
the next busy period starts. In practice, the ACK will likely have a A overlap with the
beginning of the busy period b, and hence, b will need to be longer than (¢jom + A) to
lead to a disagreement. Given that p(b > tjom|i) > p(b > (tjum + A)]i), in practice, we
can expect a lower fraction of disagreements.

4.4.5 Evaluation

We use our local university testbed with 15 Maxfor MTM-CM5000MSP nodes to evaluate
the performance of several agreement protocols under different types of interference. To
this end, we use both JamLab to emulate the interference produced by Bluetooth and Wi-
Fi devices, as well as a laptop continuously downloading a file from a nearby Wi-Fi access
point. We validate our first set of results using a second testbed deployed in residential
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Figure 4.15: Performance of a packet-based n-way handshake and of 2-MAG (an enhanced
2-way handshake in which the[ACK]is sent repeatedly multiple times) under different types
of interference [46]. In 2-MAG, it is sufficient to receive one [ACK] packet within a time # 4
to consider the exchange successful, hence the longer t,,, the better 2-MAG will perform
(at the price of an increased energy consumption).

buildings surrounded by Wi-Fi stations: we run different agreement protocols for several
days and compare their performance over time.

In all our experiments, we use several pairs of nodes § and R. Node § always initiates
the handshake, and transmits a data packet composed of a 6-byte payload containing the
information to be agreed upon V and the transmission power used Tp. For each handshake
(which is initiated after a random interval in the order of hundreds of milliseconds), we
select a random transmission power between -25 dBm and 0 dBm in order to create
different types of links. R replies to the packet using Tp, i.e., the same transmission
power used by S. Hardware [ACKE are enabled by default, and nodes remain on the same
channel during the whole duration of the experiment, in which we perform several hundred
thousand handshakes.

Packet-based n-way handshake. We firstly analyse the performance of the packet-
based n-way handshake shown in Figure 4.13(a)| (redundancy factor k = 1) under different
interference patterns. In our implementation, every packet from R to S is sent using the
hardware [ACK] support, so to minimize the latency between the reception of the previous
packet and the dispatch of the following one.

Figures [4.15(a)| 4.15(b)| and show the percentage of positive/negative agree-
ments and disagreements obtained under different interference patterns. The values are
computed as an average over all transmission power values Tp used in our experiments,
excluding the ones leading to asymmetric links. We can observe that, regardless of the
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Figure 4.16: Compared to 2-MAG (2-way handshake in which the last [ACK] packet is
sent k times), JAG sustains significantly less disagreements (although also less positive
agreements) independently of the interfering source [46].

interference source, the longer the handshake, the smaller the number of disagreements
and positive agreements. Hence, the DPA ratio does not decrease when increasing the
length of the handshake n, hinting that packet-based n-way handshakes are not optimal
under external interference.

2-way handshake enhanced with redundancy (2-MAG). To minimize the DPA
ratio, we introduce redundancy of the last [ACK] as discussed in Section and analyse
the performance of a 2-way handshake in which the last [ACK] packet is sent k times,
as illustrated in Figure (we refer to this protocol as 2-MAG — 2-way handshake
Message-based AGreement). The choice of a 2-way handshake is driven by the results
obtained above: a low n minimizes the probability of negative agreements, and therefore
there are higher chances that 2-MAG sustains more positive agreements thanks to its
redundant transmissions. We make sure to carry out a fair comparison by eliminating
asymmetric links that would always lead to disagreements when using a 2-way handshake.

In our implementation, hardware [ACKE are enabled, i.e., the first ACKlsent from R to
S has a short and fixed-delay latency. Every other [ACK] will be generated via software by
pre-loading the [ACK] into the radio buffer and by repeatedly sending its content k times.
Please note that the preparation of the software [ACK] is time-critical, as one needs to
extract and analyse V before creating and loading the [ACK] into the radio buffer.

In order for § to consider V as successfully exchanged, it is sufficient to receive one
[ACK] packet within a maximum waiting time t,,;. Clearly, the longer .., the higher the
likelihood that at least one [ACK] packet will be correctly decoded and the better 2-MAG
will perform (at the price of an increased energy consumption). Hence, we compute t,,;
as the maximum time in which node S waits for a valid [ACK] packet from R.

Figures [4.15(d), [4.15(e)| and [4.15(f)| show the percentage of positive and negative
agreements as well as disagreements obtained in the presence of interference using 2-MAG
as a function of t,,:. As expected, the longer .., the lower the number of disagreements
in favour of positive agreements. As this minimizes the DPA ratio, 2-MAG outperforms a
generic n-way handshake without redundancy in the presence of external interference.

Jamming-based AGreement (JAG). We now evaluate the performance of JAG and
compare it against 2-MAG. In particular, we are interested in comparing how the per-
centage of positive/negative agreements and disagreement change when we increase the
duration of the handshake. Intuitively, the longer t,,; for 2-MAG and the longer t;qy, for
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Figure 4.18: Comparison of the rate of positive agreements and disagreements obtained
by running JAG on real wireless sensor nodes, and by deriving the probabilities using the
analytical model shown in Section [46].

JAG, the better the performance. However, it is important to see their distribution to
study the protocols’ energy-efficiency and their DPA ratio under interference.

Figure shows the results: JAG sustains a significantly lower number of disagree-
ments compared to 2-MAG already for small values of ¢;4,,. For example, 2-MAG requires
more than 7.5 ms to obtain less than 1% disagreement under Bluetooth interference,
whereas JAG achieves this amount with a ¢j4;, > 250 us. Even though 2-MAG has a
high number of positive agreements, it requires significantly higher values of ¢,,+ to reduce
the number of disagreements and the DPA ratio. JAG, instead, has a very low rate of
disagreements under every type of interference even with small ¢;4,,, which enables sig-
nificant energy savings, as shown in Figure Furthermore, when t;4,, is longer
than the longest interference burst, we do not have any disagreements as discussed in
Section Obtaining this behaviour using packet-based approaches would require a
significantly higher cost: Figure shows that even when sending bursts of [ACKE for
100 ms, one cannot still guarantee the absence of disagreements.

Finally, we validate the goodness of JAG by running a long-term experiment in our
second testbed deployed in a residential environment. In particular, we compare the
performance of JAG and 2-MAG over time when using t;4m 500 us for JAG and
tour = b5 ms for 2-MAG (Figure . We do not change the configuration of the two
protocols throughout the duration of the experiment. The interference in the environment
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changes significantly over the day: a lot of Wi-Fi activity was present during daytime in
the weekend (May, 12-13), but it was quiet during night and on Monday (May, 14) during
the day, as most people were not in their homes. Despite selecting a ty,; 10 times higher
than ¢j4m, JAG sustains a significantly lower number of disagreements and outperforms
2-MAG during the whole duration of the experiment.

Predictability of JAG. We now evaluate the goodness of the probabilistic model pre-
sented in Section [£.4.4] with respect to the predictability of the performance of JAG. In
order to do this, we firstly obtain the pdf of idle and busy periods using sensor nodes in
wireless sniffer mode in the different scenarios. Then, based on Equations and we
obtain an upper bound for the probability of obtaining disagreement and a lower bound
for the probability of obtaining positive agreements as a function of ¢4y, using tp; = 1
ms, teer = 750 us, and Rip, = -90 dBm.

By running JAG on real wireless sensor nodes, we verify experimentally whether the
probabilistic model is able to predict the performance of JAG. The results illustrated in
Figure show that our probabilistic model parametrizes correctly ¢;qm by giving an
upper bound on the number of disagreements and a lower bound on the number of positive
agreements, hence predicting the performance of the protocol correctly.

94



Chapter 5

Conclusions and Future Work

In this final chapter, we summarize the contributions of this thesis, discuss the limitations
of the proposed approaches, and sketch potential for future work and further research in
the covered topics.

5.1 Contributions

This doctoral thesis is devoted to the design of solutions that increase the dependability
of wireless sensor networks deployed in harsh environments. In particular, we focus on
indoor environments rich of radio interference and outdoor networks experiencing high
temperature fluctuations, and aim to (i) characterize the environmental impact on WSN]
performance, and (ii) increase the reliability and availability of communication protocols
in the presence of environmental changes.

Towards this goal, we first design low-cost testbed infrastructures enabling the re-
peatable playback of temperature variations (TempLab) and radio interference (JamLab)
commonly found in real-world deployments. These low-cost extensions allow to (re)run
experiments under almost identical environmental conditions and therefore play a crucial
role in characterizing the environmental impact on [WSN| performance, and in understand-
ing the limitations and comparing the performance of communication protocols.

We exploit TempLab — the temperature-controlled testbed that can accurately re-
produce fluctuations recorded in outdoor environments — to observe and quantify the
impact of on-board temperature variations on wireless sensor networks. We show that
off-the-shelf low-power wireless transceivers experience a significant decrease in received
signal strength at high temperatures, and capture this attenuation in signal strength as
a function of temperature in a platform-independent analytical model. State-of-the-art
communication protocols often neglect the attenuation that temperature has on the re-
ceived signal strength in low-power wireless radios, and we use TempLab to further show
that this may lead to a drastic decrease in network performance. Our experimental results
indicate that (i) routing protocols can experience drastic changes in the topology of the
network, including some temporary network partitions and large increases in network di-
ameter [45], and that (ii) data link layer protocols may experience a reduced effectiveness
of clear channel assessment at high temperatures that compromises the ability of a node
to avoid collisions and to successfully wake-up from low-power mode. To mitigate the im-
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pact that temperature variations have on carrier sense multiple access protocols, we have
developed two mechanisms that dynamically adapt the clear channel assessment threshold
to temperature changes, thus making data link layer protocols temperature-aware. An ex-
tensive experimental evaluation carried out using TempLab showed that both approaches
considerably increase the performance of a network in the presence of temperature varia-
tions commonly found in outdoor deployments, with up to 71% lower energy consumption
and 194% higher packet reception rate.

We exploit JamLab — the low-cost infrastructure that augments existing WSN] testbeds
with accurate interference generation by using off-the-shelf sensor nodes — to study the
performance of several state-of-the-art protocols under interference. We first identify
mechanisms that can improve the reliability of existing [MAC protocols under interference
(e.g., hand-shaking schemes preceding the actual data transmission and congestion back-
off timers), and we then embed them within an existing X-MAC implementation. Our
experimental results show considerable performance improvements in the presence of in-
terference, with high packet delivery rates despite low power consumption. We further
exploit JamLab to study the agreement problem in congested environments, i.e., how to
agree on fundamental pieces of information such as the handover of a leader role from
one node to another or the reliable exchange of channel hopping and schedules
in environments with high packet loss rate. Our experimental analysis shows that tra-
ditional packet-based handshakes lead to a large fraction of disagreements in congested
environments, and that excessively large energy expenditures and packet retransmissions
are needed to provide performance guarantees. We tackle the problem by developing
JAG [46], a protocol that uses a jamming sequence of configurable size as a last itera-
tion of an handshake to make sure that two neighbouring nodes agree on a given piece of
information. A thorough experimental analysis showed that JAG not only outperforms
message-based approaches in terms of agreement probability, energy consumption, and
time-to-completion, but that it can also be used to obtain performance guarantees and
meet the requirements of applications with real-time constraints.

5.2 Limitations and Future Work

There are a number of limitations and potential improvements with respect to the work
carried out in this thesis. We illustrate them in this section, along with a discussion on
future work in a broader context.

TempLab. A first limitation of the current implementation is that the association of
temperature profiles to sensor nodes is currently carried out manually by the user depend-
ing on the number of available traces and the available number of nodes in the testbed that
have heating or cooling capabilities. In principle, the association of multiple traces should
ideally follow the information about the original topology of the network that collected the
traces (if available), in order to preserve spatial correlations across nodes. In the future,
we plan to automate trace interpolation and integrate it into the testbed software.

In TempLab’s current implementation, the cooling capabilities of PE nodes are suf-
ficient to achieve a high replay accuracy, but could be further improved. To minimize
the complexity of the controller, PE nodes vary the intensity of the heat lamps while the
Peltier module is constantly active. One can enrich the controller with the possibility of ac-
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tivating or deactivating the Peltier module using the on/off wireless switch independently.
This can significantly speed-up cooling and heating within the PE enclosure.

Furthermore, as we will continue using the TempLab facility in the near future, we
plan to investigate if a continuous heating and cooling of the sensor nodes accelerates the
ageing of the hardware (although the controllers are calibrated in order not to exceed the
operating range of the individual components of each sensor platform).

Temperature-aware protocols. In this thesis, we have proposed two mech-
anisms to dynamically adapt the clear channel assessment threshold to temperature
changes, thus making data link layer protocols temperature-aware. One aspect that was
not tackled in this work is how to accurately select the initial threshold for the nodes
in the network. The latter could indeed be chosen in such a way that the highest temper-
ature variation expected in the environment cannot trigger a signal strength attenuation
sufficient to push one of the links into the disconnected region. T¢, 4 could also be selected
to maximize energy efficiency, and in this case also the information about the interference
patterns in the surroundings would be required. Knowledge about the strength and the
duration of interference patterns in the surroundings would allow a node to compute how
often this interference would lead to a false wake-up [I87], allowing a selection that min-
imizes the impact of temperature variations, while maximizing energy-efficiency in the
presence of external radio interference.

Another aspect not covered in this thesis is whether the solution to the signal strength
attenuation problem could be also addressed at the routing layer. An alternative could
be indeed to use the platform model developed in Section to let the routing protocol
make predictions about which paths might degrade because of temperature fluctuations
without relying on current traffic statistics [117), 212].

JamLab. The current implementation of JamLab requires a manual process to itera-
tively select a suitable set of nodes as jammers. However, when augmenting large [WSNI|
testbeds such as Indriya [67] and TWIST [93], this process could be significantly time con-
suming, as it would require several experiments, as well as knowledge about the position
of the nodes. We are currently working towards an automatic jammer selection method
for JamLab based on simulated annealing meta-heuristic optimization, which can provide
an optimal testbed configuration without the need for user interaction, and by limiting
the effort to a one-time data collection [I5I]. We plan to add this enhancement to the
JamLab tool in the future.

Comparison of different interference mitigation techniques. The design of
JamLab gives the possibility to easily create benchmarks to compare the performance
of different protocols under the same interference patterns. As a starting point, we have
analysed the performance of several unicast protocols and observed how their de-
sign can be improved. However, JamLab paves the way for an accurate comparison of
protocols at different layers, as well as for a comparison of the interference mitigation
techniques illustrated in Section which were never properly compared against each
other in the presence of different interference patterns. For example, one could study if in
the presence of Wi-Fi interference it is more advisable to use backward or forward-error
correction techniques, and derive a guide for system designers and developers containing
hints about which of the available protocols are more suitable in a given environment.
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Agreement despite interference. In this thesis, we have addressed the agreement
problem by focusing on the unicast case. JAG is an agreement protocol that can give
guarantees on the probability of agreement between two nodes, but the idea cannot be
generalized to a multicast or broadcast scenario. For example, a parent node wishing to
exchange information with all its children, would need to carry out this operation for each
child individually.

Another limitation of JAG is that jamming sequences do not provide identity informa-
tion, and hence may be generated by a malicious device. JAG partially solves the problem
by using a mechanism to verify that the strength of the jamming signal equals the one
that would be produced by the device of interest. However, security is an important con-
cern nowadays, and it would be important to unequivocally guarantee the identity of the
jamming node by means of authentication.

Impact of other environmental parameters. This thesis only focuses on tempera-
ture and radio interference, as they are the environmental parameters causing the most
profound impact on the dependability of indoor- and outdoor-deployed wireless sensor
networks. However, real-world deployments have shown that there are several other envi-
ronmental parameters that could have a detrimental effect on the dependability of wireless
sensor networks, such as humidity, foliage distribution, and rainfall, and these should also
be carefully studied. One challenge is that the impact of vegetation and meteorological
conditions is highly specific to the setup and location of the deployment and may require
individual studies, whereas temperature variations in outdoor installations have a strong
impact on the operations of all electrical and electronic components.

This thesis also did not consider changes in the radio environment that could exacerbate
fading and shadowing effects. For example, the presence of people moving in proximity of
the sensor nodes, could drastically change the connectivity pattern of a link, leading to a
drastic decrease in performance. Another aspect not addressed in this thesis that would
significantly challenge the dependability of wireless sensor networks is node mobility. In
case one or more nodes in the network are mobile, achieving reliable communications in
the presence of frequent environmental changes and quick variations in the connectivity
to the other nodes in the network is still an open research question.

Concluding remarks. Despite the advancement that our work represents with respect
to the state of the art, we are aware that the contributions described in this dissertation
do not represent a definitive answer to all the problems highlighted in Chapter [2, and
that achieving dependable communications in challenging environments remains a grand
challenge.

Research efforts have already started looking beyond the increasingly crowded low-
power radio technologies in use nowadays. In the next years, wireless sensor networks
will be integrated with emerging optical and software-defined radio technologies, and will
exploit new models for spectrum access that can increase the efficiency of spectrum reuse.
Directional communications offered by antenna beam steering or light wave communication
promise to allow a more fine-grained interference control, to increase the security from
deliberate attacks, as well as to better handle the mobility of nodes, but will they be
sufficient to substantially increase the dependability of low-power communications in harsh
environments?
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[IoT] applications will increasingly generate small bursts of data with stringent require-
ments, and the growing dependence of cyber-physical systems on communications for
their control will significantly increase the need for networking protocols that can provide
real-time guarantees in the years to come. Will dynamic spectrum allocation techniques,
enabling wireless sensor nodes to dynamically sense the communication environment and
adapt their transmission schemes in terms of waveform, spectrum access method, as well
as networking protocols, actually help systems to meet their quality-of-service re-
quirements? Can recently-proposed information-centric network architectures [18], [106] be
designed in such a way that they can provide a higher reliability and availability guarantees
compared to host-centric architectures?

These questions are currently awaiting an answer we shall all strive to provide.
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Abstract. Radio interference may lead to packet losses, thus negatively
affecting the performance of sensornet applications. In this paper, we
experimentally assess the impact of external interference on state-of-the-
art sensornet MAC protocols. Our experiments illustrate that specific
features of existing protocols, e.g., hand-shaking schemes preceding the
actual data transmission, play a critical role in this setting. We leverage
these results by identifying mechanisms to improve the robustness of
existing MAC protocols under interference. These mechanisms include
the use of multiple hand-shaking attempts coupled with packet trains
and suitable congestion backoff schemes to better tolerate interference.
We embed these mechanisms within an existing X-MAC implementation
and show that they considerably improve the packet delivery rate while
keeping the power consumption at a moderate level.

1 Introduction

The increasing number of wireless devices sharing the same unlicensed ISM bands
affects both reliability and robustness of sensornet communications. Sensor net-
works that operate, for example, in the 2.4 GHz band must compete with the
communications of WLAN, Bluetooth, WirelessUSB, and other 802.15.4 devices.
They may also suffer the interference caused by appliances such as microwave
ovens, video-capture devices, car alarms, or baby monitors. Such problems will
increase when more of these devices will be deployed in the near future.

Interference may have a deteriorating effect on communication, as it leads
to packet loss and lack of connectivity. This may result in worse performance
and reduced energy efficiency of sensornets, causing major issues in a number of
application domains, e.g. safety-critical applications in industry and health care.

Studying the impact of interference has been hard because of the lack of
proper tools that enable an inexpensive generation of controlled interference.
Recently, we demonstrated a method to generate customized and repeatable in-
terference patterns using a common CC2420 radio transceiver in special mode [1].
Using that method, we experimentally study the impact of interference on sev-
eral MAC protocols, such as Contiki’s NULLMAC, X-MAC, LPP, and CoReDac;
and TinyOS’s LPL. Our goal is to find effective mechanisms that handle inter-
ference properly. We carry out our experiments in the 2.4 GHz ISM band, which
is also the most crowded one.

(©2010 Springer-Verlag Berlin Heidelberg. Reprinted, with kind per-
mission from Springer Science and Business Media. Originally published in
Lecture Notes in Computer Science, Volume 5970, February 2010.
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In this paper, we investigate which mechanisms improve the robustness of
communication in congested networks while remaining reasonably energy effi-
cient. In our experiments we identify three methods that can increase the ro-
bustness of sensornet MAC protocols against interference. Since low-power MAC
protocols allow nodes to turn off their radio most of the time, they require some
kind of handshaking. For example, in X-MAC a receiver needs to hear a strobe
and answer with a strobe acknowledgment [2]. In Low Power Probing (LPP), the
opposite happens: a sender waits for a probe from the intended receiver before
it can send the packet [3]. Our experiments show that protocols or parameter
settings that enable potentially more handshakes in case some fail due to inter-
ference are more robust. Another method that we identify is to use packet trains
that enable the sender to quickly send multiple packets that have been accumu-
lated during an interference period. The third method is the selection of suitable
congestion backoff schemes when using Clear Channel Assessment (CCA) and
detecting a busy channel. Based on these findings, we include these mechanisms
in an X-MAC version, and show its improved robustness to interference.

Our contributions are the following. First, to the best of our knowledge, we
are the first to experimentally study how interference affects different MAC pro-
tocols. Second, we identify mechanisms that enable MAC protocols to sustain
high packet delivery rates while using low-power consumption even in presence of
interference. Third, we show experimentally that the choice of congestion backoff
schemes is critical for communication performance and energy efficiency in con-
gested networks. Fourth, we augment an existing X-MAC implementation with
these mechanisms, and demonstrate substantial performance improvements.

Our paper proceeds as follows. Section 2 provides an overview on the in-
vestigated MAC protocols. We describe the methodology and the setup of our
experiments in Section 3. Thereafter, in Section 4 and 5, we present our ex-
perimental results and identify methods that handle interference properly. In
Section 6 we design a new version of X-MAC that implements several of the
identified methods and evaluate its performance. We review related work in Sec-
tion 7 and present our conclusions in Section 8.

2 Background

Medium access control for wireless sensor networks has been a very active re-
search area for the past couple of years, and the literature provides an amaz-
ing number of different implementations and incremental improvements. In our
work, we exploit the four MAC layers available in Contiki (NULLMAC, X-MAC,
LPP, CoReDac) and Tiny OS’ LPL. Section 2.1 briefly describes these protocols,
and Section 2.2 explains the role of CCA in sensornet MAC protocols.

2.1 Overview of used MAC protocols

NULLMAC. NULLMAC is a minimalistic MAC protocol that simply forwards
traffic between the network layer and the radio driver. As such, it does not pro-
vide any power-saving mechanism, and keeps the radio always on. This allows
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Fig. 1. In X-MAC (left), the sender strobes until the receiver is awake and can receive
a packet. In LPP (right), the receivers send probes to announce they are awake and
ready to receive packets.

for the maximum throughput achievable, while consuming the highest amount
of energy. When used with CCA and back-off timers, NULLMAC behaves as a
traditional CSMA-CA protocol. Because of these characteristics, we use NULL-
MAC as a baseline to compare the performance of other protocols, and to verify
the correctness of our setup.

X-MAC. X-MAC is a power-saving MAC protocol [2] in which senders use
a sequence of short preambles (strobes) to wake up receivers. Nodes turn off
the radio for most of the time to reduce idle listening. They wake up shortly
at regular intervals to listen for strobes. When a receiving node wakes up and
receives a strobe destined to it, it replies with an acknowledgment indicating
that it is awake. After receiving the ACK, the sender transmits the data packet,
as shown in in Figure 1(a).

The X-MAC implementation in Contiki has several parameters of significance
to our experiments. Ontime determines the maximum time that a receiver listens
for strobes, whereas offtime specifies the time to sleep between waking up to
listen for strobes. Strobe_time denotes the duration a sender transmits strobes
until it receives a strobe acknowledgment from the receiver. In the default Contiki
X-MAC implementation, strobe_time = offtime + (20 x ontime).

Low-Power Probing (LPP). LPP is a power-saving MAC protocol where
receivers periodically send small packets, so called probes, to announce that
they are awake and ready to receive a data packet [3]. After sending a probe,
the receiver keeps its radio on for a short time to listen for data packets. A node
willing to send a packet turns on its radio waiting for a probe from a neighbor
it wants to send to. On the reception of a probe from a potential receiver, the
node sends an acknowledgment before the data packet, as shown in Figure 1(b).

The LPP implementation in Contiki contains two important parameters.
Ontime determines how long a receiver keeps the radio on after the transmission
of a probe, offtime is the time between probes. We use % and 6%1 seconds for
offtime and ontime respectively. Another parameter is the time to keep an unsent
packet: Contiki LPP’s default value is 4x (ontime + offtime). If LPP receives a
packet from the network layer when the packet queue is full, LPP discards the

new packet. The queue length is configurable, and the default size is 8 packets.
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Low-Power Listening (LPL). We consider a Low-Power Listening (LPL)
layer that implements an asynchronous wake-up scheme for CC2420 radios [4].
Nodes periodically wake up to detect transmissions. To do so, they rely on CCA
rather than attempting to pick up a full packet. Unlike X-MAC, senders repeat-
edly transmit the entire packet for twice the duration of the wake-up period. In
case of unicast transmissions, the intended receiver may acknowledge the trans-
mission to notify the sender on correct packet delivery so that the sender can
stop transmitting earlier. To implement this functionality, packet transmissions
are interleaved with periods of silence in order to allow ACK transmissions. The
only LPL parameter tunable by the users is the wake-up period.

CoReDac. CoReDac is a TDMA-based convergecast protocol [5] that builds
a collection tree that guarantees collision-free radio traffic. From D-MAC [6]
CoReDac borrows the idea of staggered communication. To avoid collisions
among packets from their children, CoReDac parents split their reception slots
into subslots, and assign one to each child. Packet acknowledgments are pivotal
in CoReDac because they piggyback the assignment information, and they are
used for synchronizing the TDMA-schedules. A node that misses an acknow-
ledgment must keep its radio on until it hears a new one.

2.2 Clear Channel Assessment

Clear Channel Assessment (CCA) is a mechanism used to determine if a wireless
channel is currently free. In wireless MAC protocols, CCA is used to implement
Carrier Sense Multiple Access: each node first listens to the medium to detect
ongoing transmissions, and transmits the packet(s) only if the channel is free,
thus reducing the chance of collisions. CCA is typically implemented by com-
paring the Received Signal Strength (RSS) obtained from the radio against a
threshold. The channel is assumed to be clear if the RSS does not exceed the
given threshold. As false negatives result in collisions and false positives cause
increased latency, the choice of the threshold is critical [7]. When using CCA to
perform CSMA, backoff schemes play an important role. There are two types of
backoff: congestion backoff and contention backoff. The former controls the wait-
ing time between consecutive assessments if the channel is not clear. The second
controls the waiting time before a retransmission after a collision is detected.

3 Methodology

In our experiments, we use a set of MAC protocols from both the Contiki and
TinyOS operating systems. To set a protocol’s parameters, we look at the con-
figurations used in popular, low-rate data collection applications [8,9] that em-
ployed similar MAC protocols. These parameters are in general not set to per-
form optimally under interference.

3.1 Generating Controllable Interference

In our experiments we use a method proposed by Boano et al. [1] to generate
customized, controllable, and repeatable interference patterns using common
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sensornet devices. This method enables the generation of precisely adjustable
levels of interference on a specific channel, by exploiting the special test modes
of the radio chip.

3.2 Performance Measurements

We use Contiki’s software-based power profiler [10] to measure power consump-
tion. For the experiments concerning TinyOS, we have implemented the same
mechanism in TinyOS. For computing the power consumption, we assume a cur-
rent of 20 mA for the radio in receive mode, and a voltage of 3 V, as measured
by Dunkels et al. [10]. In all our experiments, the power consumed by the radio
in receive mode (RX power) is much higher than the one used for transmitting
(TX power). Because of its strobe mechanism, X-MAC has the highest TX power
among the MAC protocols that we examine. At 60% interference, the TX power
is around 1 mW, whereas the RX power is almost 20 mW. For LPP instead, the
TX power is usually between 0.1 and 0.2 mW only. The power values represent
the average power during the full experiment. Since the RX power is at least
an order of magnitude larger than the TX power in our experiments, we display
only the RX power in our graphs.

3.3 Experimental Setup and Interference Model

In our experiments we put three nodes near each other: a sender, a receiver, and
an interferer. The latter interferes using the CC2420’s maximum output power
level (31), while the sender and the receiver use TX power level 7. The placement
of the nodes and their power levels ensure that an active interferer blocks any
ongoing communication between the sender and the receiver.

Interference may result from other packet radios (Wi-Fi, Bluetooth, and other
sensor networks) operating in the same frequency band, and from other electro-
magnetic sources such as motors or microwave ovens. Unfortunately, at the time
of writing, there are no accepted interference models — an important research
issue by itself that is beyond the scope of this paper. Hence, we resort to two sim-
ple models here. The bursty interferer models continuous blocks of interference
with uniformly distributed duration and spacing. This type of interference may
be caused, for example, by Wi-Fi or Bluetooth transmissions. The semi-periodic
interferer also models continuous blocks of interference, but the duration of the
periods and their spacing have smaller variance. This type of interference may
be caused, for example, by a sensornet performing periodic data collection.

Bursty Interference. In order to describe the transmission and interference
patterns, let us define the following random variables:

— S: Bernoulli random variable with parameter 0.5;
— R: Uniformly distributed over [0, 100];
— Q(z): Uniformly distributed over [0, x].

Interference follows continuous off/on periods, and is dictated by a simple
two-state discrete Markov process, as depicted in Figure 2. C' denotes the clear
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Fig. 2. The interference model used in our experiments.

channel state, and I denotes the interference state. The transitions between the
two states is specified by S. At each step of the Markov process, we obtain
a time period, R x Q(x), that determines the duration of the next state. For
example, assuming that we move to state I and that we obtain values R = 40
and @ = 20, the next period will be an interference period of length 40 x 20 x
0.3 ms=240 ms (0.3 ms is a constant factor). Q(x) is used to scale the burstiness
of the interference. A higher value represents longer interference slots, such as
the ones caused by bursts of Bluetooth or Wi-Fi traffic, whereas a lower value
represents shorter transmissions. In the experiments we will select a configuration
with long interference slots (z = 50) that we call long bursts, and a configuration
with shorter slots (z = 8) that we call short bursts.

Semi-Periodic Interference. The semi-periodic interferer is a 2-stage process.
As described above, we have a clear channel C' and an interference I states.
The process stays in state I for a time that is uniformly distributed between
1% seconds and %2 seconds. After the transition to state C, it stays in this state
for a time that is uniformly distributed between % X clear_time and % X clear_time,

where clear_time is a parameter that determines the rate of interference.

4 Experimental Evaluation: the Performance of MAC
Protocols under Interference

In this section we report on the performance of several MAC protocols under
the different interference patterns described in the previous section.

4.1 Semi-periodic Interference

In our experiments, the sender transmits unicast packets with a payload of 22
bytes to the receiver in a time uniformly distributed between 0.75 s and 1.25 s. We
collect the measurements until several thousands packets have been transmitted.
We use a semi-periodic interference pattern as described in Section 3.

Figure 3 shows the results of our experiments with different MAC protocols
tested against varying interference rates. As expected, the PRR in NULLMAC
decreases linearly with the interference rate, following the rule 100% minus the
interference rate, which is the probability that a packet is not interfered (Fig-
ure 3(a)). The RX power consumption when using NULLMAC is 60 mW inde-
pendently on the interference pattern, since NULLMAC keeps the radio always
on (Figure 3(b)). This confirms the validity of our setup, described in Section 3.

Figure 3(a) shows that all variants of LPP have fairly high packet reception
rates compared to the other protocols we consider. Among LPP-based solutions,
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Fig. 3. MAC protocols performance under semi-periodic interference.

the best performance is obtained with LPP-PAR, where the receiver transmits
a new probe immediately after a packet reception. By doing so, the sender can
drain its queue when the interference clears and sustain a high PRR also under
high interference by deferring transmissions until interference is over. LPP-PAR
outperforms both the standard LPP version, and the so called LPP-Q1, that
does not have a queue: a new packet from the upper is discarded in case the
previous one has not been transmitted by the MAC layer. At an interference
rate of 42%, LPP-Q1 still achieves a PRR of about 80%, showing that even only
two probe attempts provide more opportunities to deliver a packet than other
solutions.

Figure 3(b) shows that the power consumption of LPP-Q1 is lower than the
standard LPP one. The reason comes from the lower PRR shown by LPP-Q1:
with fewer packets to be transmitted, the radio is turned off more often. This
difference becomes very apparent at an interference rate of 60%, where LPP has
its radio turned on almost all the time since there is almost always a packet in
the queue waiting to be transmitted. In contrast with the default LPP, LPP-
PAR can quickly drain its queue during interference-free periods and hence turn
off quickly its radio, saving a substantial amount of power.

X-MAC’s packet reception rate is similar but slightly higher than NULL-
MAC’s (Figure 3(a)), since in X-MAC the sender’s strobe_time is a little longer
than the receiver’s off_time. Hence, the receiver has in average more than one
chance to hear a strobe. Furthermore, under a semi-periodic interference pattern,
it is unlikely that interference comes into effect during the exchange of strobe,
acknowledgment, and data packet, which take very little time. Therefore, if the
strobe succeeds, the entire operation most likely successfully completes. The
same reasoning also applies for CoReDac when the interference rate is 20% or
lower. At higher interference, however, CoReDac looses synchronization and its
performance drastically degrades.

With regard to LPL, we observe two modes of operations along the PRR
axis in Figure 3(a). When the interference rate is lower than 60%, the CCA
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Fig. 4. MAC protocols performance under bursty interference.

mechanism is reasonably effective at detecting the presence of interference, and
packet losses occur mostly because of data corruption during the transmission.
Indeed, we verify that an increasing number of packets are received but do not
pass the integrity checks. The increasing power consumption shown for LPL in
Figure 3(b) is simply an effect of the decreasing PRR: the fewer packets are
received, the less likely is the sender to receive the acknowledgment and stop
the transmissions earlier. On the other hand, at 60% interference it is often the
case that the CCA mechanism never finds the channel free. After a maximum
number of reattempts, the packet is dropped on the sender side, causing a drastic
decrease in PRR. However, without even transmitting the packet, not much
energy is spent on the sender side. This is confirmed in Figure 3(b), where the
power consumption at 60% interference is still comparable to other settings.
Our results suggest that more handshakes opportunities improve the PRR
in interfered networks. When comparing different LPP versions with each other,
we can see that we can achieve a low power consumption and a high PRR using
LPP-PAR, thanks to its queue drain when a period of interference has ended.

Impact of Queue Size on Performance. Our experiments clearly show that
the queue size may drastically change the performance of a MAC protocol under
interference. We investigated the impact of the queue size both on power con-
sumption and packet reception rate by running LPP with different queue sizes
under 60% semi-periodic interference. Our results show that a queue size of four
packets guarantees good performance.

4.2 Bursty Interference

We carry out the same set of experiments in presence of bursty interference
(z = 50, see Section 3), and different transmission rates, in order to investigate
how performance changes depending on the network load. Figure 4 illustrates
the results.
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For most MAC protocols the PRR does not change depending on the trans-
mission rate (Figure 4(a)). In most cases, indeed, the interference rate is what
ultimately determines the observed PRR. An exception is LPP-Q1, where the
PRR increases by almost 10% when the application transmits packets less fre-
quently. The reason is that with higher transmission rates, a packet cannot be
sent before the application hands the next packet to the MAC layer, and thus
the latter packet is discarded. This can either happen with long periods of inter-
ference, or when periods of interference overlap with the instants in which the
receiver sends probes.

5 The Impact of Clear Channel Assessment and
Congestion Backoff under Interference

While many contention-based MAC protocols implement CSMA, one could also
start transmitting a packet without carrying out CCA. The latter approach saves
the CCA overhead of listening to the channel and switching the radio between
send and receive modes, which may take hundreds of microseconds [11]. Few
retransmissions consume a negligible amount of power compared to a continuous
use of CCA. An increased probability of collisions may be negligible in low data
rate applications, but not in settings with high interference.

A second aspect that affects the performance of CSMA-based MAC protocols
such as B-MAC [12], WiseMAC [13], and BoX-MAC [14] is the backoff algorithm
that adapts the scheduling of CCA executions to wireless channel conditions. B-
MAC, for example, uses by default a small random congestion and contention
backoff time, but does also support user-defined backoff schemes. BoX-MAC
uses a randomized long congestion backoff period in the order of a few hundred
milliseconds.

In this section we identify (1) the scenarios where adopting CCA improves or
decreases the performance of MAC protocols under interference, and (2) if the
choice of the congestion backoff scheme plays a pivotal role under interference.
We investigate these issues in terms of energy efficiency and latency.

5.1 Experimental Setup

In our first experiment, we compare a scenario in which CCA is not used (and
packets are sent without a carrier sense) with one in which a node sleeps after
detecting a busy channel for a congestion backoff time Bx. We explore different
types of backoff algorithms, in particular null (no waiting time), constant (wait-
ing time uniformly drawn from a fixed backoff window), linear (backoff window
increases by a constant amount after failed CCA), quadratic (backoff window
squared after failed CCA), and cubic (backoff window cubed after failed CCA).

We select an initial backoff time randomly short and we eventually increase
it according to the backoff algorithm. We further study a variant where the
backoff is truncated after R = 8 CCA attempts. We use the CC2420’s default
CCA threshold.
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Our experimental setup is described in Section 3. The transmitter sends N
packets towards the receiver at different transmission rates. Each packet has to
be acknowledged within é seconds.

We further investigate two different strategies for scheduling retransmissions.
With the first approach, queued packets are retransmitted immediately after
timeout. With the second approach, the sender turns off its radio after a timeout
occurs, and the queued packets are retransmitted according to the original packet
transmission rate (e.g. after 0.5 seconds if we transmit 2 packets per second).
We measure the latency required to transmit the sequence of N packets and
the total amount of energy consumed by the radio of the sender. The latter
is appropriate because interference mainly affects the sender, assuming that a
receiver can distinguish valid data from interference and go back to sleep in case
of the latter. The sender node runs NULLMAC with or without CSMA, and its
radio is turned off after the reception of an ACK (or after the timeout fires), and
turned on again for the next transmission. Since we are only interested in the
energy consumption of the sender, the receiver keeps the radio on all the time.
To isolate the effect of CCA from that of other MAC mechanisms, we avoid
mechanisms such as LPL and the associated use of long preambles.

5.2 Experimental Results

In the first set of experiments, we evaluate the communication performance
when transmitting N = 50 packets at the highest available rate, and compare
transmissions with and without CSMA. We average the results after sending
several thousand packets. Figure 5 shows the results. As expected, the more
aggressive the backoff strategy is, the lower is the energy required to complete
the transmission. The latency increases proportionally with the backoff delays,
however, indicating a tradeoff between energy consumption and latency. The
energy consumption is, however, significantly reduced when not using CSMA,
but using aggressive backoffs such as quadratic and cubic algorithms on a channel
that is interfered more than 20% of the time. We can also see that truncating
the backoff window yields a good balance between energy and latency.

In the scenario presented above, the packets are retransmitted as soon as the
timeout event occurs. If queued packets are retransmitted back-to-back under
interference, there is a significant waste of energy due to the medium still being
busy, while a retransmission based on the original transmission rate increases the
overall latency. To quantify these issues, we carry out another experiment with
different periodic transmission rates. We transmit bursts of N = 10 packets
with and without CSMA, using null, linear, and quadratic congestion backoff
schemes. Then we apply a bursty interference pattern with long bursts (x = 50)
and measure the latency and energy consumption at the sender side, averaging
the results of several hundred bursts.

Figures 6 and 7 show the results. As expected, if queued packets are retrans-
mitted back-to-back, the approach without CSMA performs poorly. A config-
uration with quadratic congestion backoff requires only 5% of the energy used
without CSMA with an acceptable latency because of the fewer attempts. If,
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Fig. 5. Energy consumption and latency measured at the sender side, when sending
bursts of N = 50 packets at the highest rate available.
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Fig. 6. Latency measured at the sender side when sending bursts of N = 10 packets
at different transmission rates, with different retransmissions schemes.

instead, queued packets are retransmitted according to the original transmission
rate, the protocol that does not adopt CSMA performs better in terms of energy
efficiency. This is because it attempts to transmit only at the instants defined
by the transmission rate, while the approach with CSMA and backoff tries to
find the first instant at which the medium is free, often without success. This
makes the approach without CSMA more energy-efficient, but comes with an
increased latency when sending at low transmission rates, such as one packet ev-
ery 5 seconds w.r.t. CSMA transmissions. As in the previous experiment, a more
aggressive congestion backoff scheme such as the quadratic algorithm shows a
good balance between latency and energy consumption.

In addition to the above experiments with long bursts, we also carried out
experiments with shorter bursts (x = 8, see Section 3). Due to space constraints
we do not show the results here. These experiments indicate a better perfor-
mance of protocols using CSMA, because shorter slots will imply a lower energy
consumption since the channel will be sampled a smaller amount of times.

119



Chapter 6 — Publications

12 Boano, Voigt, Tsiftes, Mottola, Romer, and Zuniga
600 700
1/32 sec m—m 1/32 sec m——
1/4 sec ow—" 1/4 sec sw—"
1sec B 600 1sec mwmwE
500 5sec mmmmm 5sec mmmmm
500
400 ]
= | E 400
g 300 B
b 2 300
200
200
100 100
0 || : 5 -l‘ ‘ .‘ i
NO CCA No CCAlinear  CCA quadratic NO CCA No CCAlinear  CCA quadratic
CSMA-CA Backoff Backoff Backoff CSMA-CA Backoff Backoff Backoff
(a) Immediate retransmission (b) Delayed retransmission

Fig. 7. Energy consumption measured at the sender side, when sending bursts of N =
10 packets at different transmission rates, with different retransmissions schemes.

In conclusion, our experiments demonstrate that the choice of congestion
backoff scheme plays a pivotal role for MAC protocols that use CCA. These
results act as a guideline for protocol designers. A CSMA approach with a
quadratic backoff —truncated or not— performs well in most scenarios.

6 Improvements

The results presented in Section 4 show two methods that can make MAC proto-
cols more robust against interference: (1) holding a packet longer so that multiple
handshake attempts are possible, and (2) implementing packet trains as a means
to quickly send multiple packets that have accumulated during interference. Sec-
tion 5 further shows that the power consumption can be reduced by applying
suitable congestion backoff schemes when using CCA. We extend the X-MAC
implementation in Contiki 2.3 with these mechanisms, and evaluate it under
random interference patterns.

6.1 Design and Implementation of a Robust X-MAC

We design a new version of X-MAC, called X-MAC/Q, that is able to maintain
high packet reception rates and low power consumption despite being challenged
by interference. The new version contains a packet queue implemented by using
a statically allocated array of packets and their corresponding attributes. By
default, the queue stores up to four packets, the optimal value for LPP as dis-
cussed in Section 4.1. Since only unicast packets are acknowledged in the X-MAC
protocol implementation, we only queue unicast packets.

Packet Queue with Fast Drain. Unlike the original implementation of X-
MAC in Contiki, our augmented implementation revolves around the packet
queue. This distinction starts from the existing packet transmission method,
gsend_packet(), where all unicast packets are put into a queue. The packets will

not be sent directly, but instead linger shortly for a configurable time (3% S
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Fig. 8. Our experiments show that the proposed mechanisms increase the robustness
of X-MAC to interference.

in our experiments.) The linger time makes it possible to accumulate packets
into the queue, which allows the layer on top of X-MAC to create a burst of
packets. When the accumulation timer has expired, X-MAC/Q gets the oldest
packet from the queue, and immediately starts sending strobes to the addressed
receiver of the packet. To enable fast queue draining, each strobe contains the
amount of packets for the destination that the sender has in its queue. If the
sender receives a strobe acknowledgment within a configured waiting time, it
sends one packet at a time, including the strobe procedure, separated by a very
short time (ﬁlg s) instead of the usual duty-cycle interval. If the sender does
not receive the strobe acknowledgment, a new attempt comes after 3% s. Packets
are removed from the queue when they have either been successfully sent, or
timed out after 10 s. The X-MAC reception method requires only two changes.
First, each received strobe will contain the amount of packets x that the receiver
should receive in a train. Second, the receiver stays awake until it has received
x packets since the strobe.

Clear Channel Assessment with Congestion Backoff. Based on the results
in Section 5, we extend X-MAC/Q to include clear channel assessments with
a linear and a quadratic congestion backoff timers. The version with the linear
backoff is called X-MAC/QL, whereas the version with quadratic backof! is called
X-MAC/QQ. Before sending out the first strobe the new versions turn on the

CCA to check if the channel is clear. If the CCA check fails, we wait for (%8 X

number_of _attempts) or (%8 Xnumber,of,attemptsz) milliseconds before another

attempt for X-MAC/QL and X-MAC/QQ respectively.

6.2 Experimental Evaluation

We repeat the experiments with the bursty interferer described in Section 4.2
using our improved versions of X-MAC. For comparison, we also show the LPP-
PAR and another X-MAC improvement that we call X-MAC/LT. X-MAC/LT
is similar to X-MAC except for one parameter, strobe_time, which we increase
from offtime + 20 x ontime to 4 X offtime + 20 x ontime. Because X-MAC/LT
holds packets longer, we expect a higher PRR compared to X-MAC.
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Figure 8 shows that both X-MAC/Q and X-MAC/LT significantly increase
the PRR compared to the default X-MAC. When the applications send one
packet every two seconds, the PRR is similar to the one of LPP-PAR. Also,
both new X-MAC versions show a similar rate, but the left graph in Figure 8
shows that the power consumption is much higher for X-MAC/LT than for
X-MAC/Q. X-MAC/QQ and X-MAC/QL achieve a good PRR with very low
power consumption. Since both protocols wait for an increasing amount of time
when the medium is kept busy, they send less strobes and avoid to wait for
strobe acknowledgments that will not arrive, thus saving a significant amount of
power. Compared to X-MAC/QQ, X-MAC/QL consumes slightly more energy
but achieves a higher PRR. This follows the results presented in Section 5.2: the
linear backoff causes more frequent samples of the channel than the quadratic one
does, leading to higher power consumption. On the other hand, the quadratic
algorithm may grow its sampling interval exponentially up to a point where
expired packets will be removed from the queue.

In all our experiments, we set the protocol parameters based on the confi-
gurations of similar MAC protocols in popular applications [8, 9], since our goal
is not to optimize parameters but to identify mechanisms that enable good per-
formance during interference. One way of increasing the handshake frequency
would be to change the parameters. In X-MAC, this is the offtime parameter.
We have rerun the same experiment as in Figure 8, but halved the offtime to
1/4 s for X-MAC and X-MAC/Q. Our results show similar improvements in PRR
and power consumption for both protocols. For the CCA versions with a linear
backoff, the improvements of the PRR were smaller but the power consumption
was decreased by around 40%.

In summary, our results show significant improvements of the packet recep-
tion rate for X-MAC/Q with a moderate increase in power consumption. X-
MAC/QQ and X-MAC/QL’s power consumption is even lower than X-MAC’s
despite that they achieve a much higher PRR.

7 Related Work

Radio interference has been a topic of significant interest in the sensor network
community. Most of the earlier work focused on deriving fair transmission sched-
ules by synchronizing the transmission of neighboring nodes in the presence of
interference [15-18]. Our work also addresses MAC performance, but our goal
is to identify experimentally some mechanisms that improve the robustness of
MAC protocols against interference.

Zhou et al. present some important differences between the interference be-
havior of real and ideal scenarios [19,20]. Others study interference effects on
real deployments: Rangwala et al. propose an interference-aware fair-rate con-
trol evaluated on real hardware [21]. Others have proposed frequency hopping
solutions for 802.15.4 networks in order to overcome Wi-Fi interference [22, 23].

Motivated by the empirical works mentioned above, we (1) analyze experi-
mentally the impact of interference on various MAC protocols, and (2) propose
mechanisms to increase packet delivery rate and reduce energy consumption.
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An important group of work pertaining to this study is the set of notable
MAC protocols evaluated on empirical testbeds, in particular X-MAC|[2], LPP[3],
LPL[12]. Most of these evaluations focused on energy efficiency and delay under
different traffic patterns while we evaluate the protocols behaviour under various
degrees of interference. Bertocco et al. investigate efficient CCA thresholds in
presence of in-channel wide-band additive white Gaussian noise [7]. In this work,
we study the role of CCA and congestion backoff schemes with respect to energy
consumption and latency under generic patterns of interference. So far, thorough
studies on backoff schemes have been performed only with respect to contention
resolution [24], [25], and [26], where Jamieson et al. propose a MAC protocol that
uses a fixed-size contention window and a non-uniform probability distribution
of transmitting in each slot within the window.

Moss and Levis envisioned how a long congestion backoff could at the same
time optimize energy and delivery rates in congested networks [14]. However,
they do not determine optimal backoff periods and do not quantify the effects of
different schemes. We demonstrate experimentally the impact of the congestion
backoff time on energy efficiency and latency in networks with high interference.

8 Conclusions

In this paper, we experimentally study the impact of interference on several MAC
protocols. Using the results from our experiments, we identify mechanisms that
make MAC protocols more robust against interference. We augment an exist-
ing X-MAC implementation with these mechanisms, and demonstrate improved
packet reception rates and reduced power consumption in cases where the radio
communication is challenged by interference.
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Summary. This article takes as a case study the deployment of a wireless sensor network
in an oil refinery in Portugal, in which sensor nodes are deployed outdoors and experience
high temperature fluctuations. First, this article shows experimentally that temperature
directly affects the communication between sensor nodes, with a significant decrease in
the strength of the wireless signal at high temperatures. We describe how this may affect
the design of applications and communication protocols that must operate outdoors, and
further show the impact that specific implementation requirements, such as the the enclo-
sure of nodes in [ATEX] fire-safe casing, have on low-power communication. Second, this
article shows that it is possible to decrease the transmission power when operating at low
temperatures without affecting performance, leading to a significant increase in network
lifetime. In view of our experimental results, this article finally elaborates on how the
temperature influences both the design and the deployment of wireless sensor networks in
industrial environments.
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The Impact of Temperature on Outdoor
Industrial Sensornet Applications

Carlo Alberto Boano'¥, Nicolas Tsiftest, Thiemo Voigt‘L, James Brown't, and Utz Roedig“

Abstract—Wireless sensor networks are being considered for
use in industrial process and control environments. Unlike tradi-
tional deployment scenarios for sensor networks, in which energy
preservation is the main design principle, industrial environments
stress worker safety and uninterrupted production. To fulfill
these requirements, sensor networks must be able to provide
performance guarantees for radio communication.

In this article, we consider as a case study the deployment of
a sensornet in an oil refinery in Portugal, where sensor nodes
are deployed outdoors and might experience high temperature
fluctuations. We investigate how the variations of ambient tem-
perature influence data delivery performance and link quality in
low-power radio communications. We also study the impact that
specific i t: such as the ATEX fire-
safety regulations, can have on the design of the overall network.

Our experiments show that temperature directly affects the
communication between sensor nodes, and that significantly
less transmission power is required at low temperatures. We
further illustrate that it is possible to save up to 16% energy
during nights and cold periods of the year, while still ensuring
reliable communication among sensor nodes. In view of these
experimental results, we elaborate on how the temperature
influences both the design and the deployment of wireless sensor
networks in industrial environments.

tion requir

Index Terms—Electrical equipment enclosures, Energy conser-
vation, Estimation, Industrial control, Petroleum industry, Power
d d, Radio c ication, Temperature, Wireless sensor

networks.

I. INTRODUCTION

Wireless sensor networks are successfully used for appli-
cations such as precision agriculture, military surveillance,
and environmental monitoring. Recently, sensornets have been
considered for use in industrial control and process automation
applications because of the benefits obtained from wireless
deployment: reduced costs and increased system flexibility.

To support this application domain, sensor networks must
assure a certain data transport delay bound and a certain degree
of reliability. Unfortunately, most sensor network protocols are
designed to preserve energy rather than to meet performance
guarantees. Hence, it is necessary to develop new protocols
and mechanisms for sensornets that are able to give perfor-
mance assurances while remaining reasonably energy efficient.

A sensor network used for process automation and control
must be able to deal with fluctuating channels and environ-
mental characteristics. For example, a communication protocol
should be able to maintain a requested packet delivery rate also
when link reliability drops for a while. When sensor nodes
are deployed outdoors, the fluctuations might be high because

TSwedish Institute of Computer Science, Kista, Sweden. HLancasler
University Computing Department, Lancaster, UK. nstitut fiir Technis-
che Informatik, Universitit zu Liibeck, Liibeck, Germany. E-mail: {cboano,
nvt, thiemn}@sics.se, {j.brown, u.roedig} @lancaster.ac.uk, cboano@iti.uni-
luebeck.de.

of changes in weather conditions or in the environment. To
be able to design and build protocols that can compensate
and deal with varying conditions, the dynamics of channel
fluctuations must be characterized.

In this article, we investigate how ambient temperature and
weather conditions affect link quality and data delivery in
low-power wireless communication. We focus our study on
a sensor network deployment in an oil refinery in Portugal. In
this context nodes have to be deployed outdoors and must be
encased in ATEX-compliant boxes [1] to meet EU fire safety
regulations. We investigate the impact that temperature varia-
tions and ATEX casing have on the design of sensor networks.
Furthermore, we characterize how the energy consumption of
sensor nodes is affected by temperature.

Our contributions are threefold. First, we provide experi-
mental results that show how temperature fluctuations can cre-
ate a significant variation of signal strength of up to 10 dBm.
We describe how this may affect the design of applications
and communication protocols that must operate outdoors.
Second, we show the impact that the introduction of the ATEX
casing has on low-power communication. Third, we show that
temperature indirectly affects the overall energy consumption
of sensor nodes. We also show that it is possible to decrease the
transmission power when operating at low temperatures. Thus,
nodes can save up to 16% of the power spent for transmitting
packets and consequently system lifetime can be improved. In
order to evaluate precisely the amount of energy saved, we
measured the current consumption of all 32 available output
power settings of the widely used CC2420 radio chip. We show
that the measured current consumption differs from values
commonly used in existing literature.

This article proceeds as follows: Section II provides a de-
scription of the application context of our case study. We quan-
tify the impact of temperature on link quality in Section III.
Thereafter, we analyze the impact of ATEX-compliant casing
on temperature and link quality in Section IV. In Section V
we show how the temperature influences the transmission
power needed to maintain network connectivity. In Section VI
we discuss how the dependency between temperature and
link quality affects the network design in our investigated
application scenario. After an overview of the related work
in Section VII, we conclude the article in Section VIII.

II. APPLICATION CONTEXT

Process automation and control applications have stringent
requirements on data transport delay and reliability. In order
to understand how such systems operate and the requirements
they must meet, we carried out a case study in the context of
the GINSENG [2] project. We investigate a wireless sensor
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Fig. 1. The GALP oil refinery in Sines, Portugal [3] is a complex industrial
facility with more than 35,000 sensors and actuators installed.

network deployed for process control and automation in the
petrochemical industry.

The GALP [3] oil refinery at Sines, Portugal (see Figure 1)
is a complex industrial facility that includes a wide range of
processes that must be carefully monitored and controlled.
Health and safety are of utmost importance in this environ-
ment: fire prevention, safe operation of machinery, and careful
handling of products have to be considered when designing a
sensornet for such an environment.

A. The Refinery Monitoring and Control System

There are currently 35,000 sensors and actuators in use in
the refinery to perform real-time monitoring of industrial ope-
rations such as leakage detection, measurement of pressure in
the pipes, and control of fluid levels. The extensive monitoring
of the refinery provides essential information to ensure a good
health of its production processes. In the oil refinery there are
3 systems for monitoring and control the plant: the indicatory
system, the control system, and the emergency system.

The indicatory system is used to provide the control center
with information about status and faults of the equipment, as
well as general aspects of the environment. Within this system,
information flows one way from the in-field sensors to the
control center. Here, the sensor data is typically not vital,
but should reach the control center to inform the operators
of potential dangers.

The control system is used to control different aspects of
the refinery. Information flows in both directions: from in-field
sensors to the control center, and from the control center to
actuators. In this system it is important that data arrives at its
intended destination quickly and reliably. Operators require
instant feedback from the sensors because the actuators are
used to control equipment.

The emergency system is used to monitor and control
mission critical systems, and to trigger alarms in order to

Fig. 2. A Sentilla Tmote Sky node inside an ATEX-compliant enclosure.

prevent an accident. Sensors and actuators in this system are
part of a closed loop system without user intervention. The
information flowing in these systems is vital, and thus requires
the highest level of reliability and the lowest delay bounds.

B. Challenges of a Wireless Monitoring and Control System

Most sensors and actuators in the oil refinery use wired
technologies such as 4-20 mA systems. In such industrial
environments, the work required to deploy new sensors can
be very expensive. Because of their flexibility, wireless sensor
networks can be employed to ease and reduce the cost of
deployment. At the same time, they must assure the same
performance as their wired counterparts do.

When deploying sensors in any industrial setting it is
important to consider the environment in which they will be
deployed. In the context of the refinery, the sensors will be
deployed mostly outdoors and they must meet a number of
industrial regulations. Because nodes are deployed outdoors
they are exposed to changing weather conditions and, con-
sequently, changing link quality. Temperature changes may
affect the link quality as well, so it is important to quantify
these effects before designing a sensor network.

The oil refinery deployment further restricts the network
design because of its potentially explosive atmosphere. The
European Union regulates the equipment used in such contexts
as specified in the ATEX directives [1], ensuring that the
equipment is not a potential source of ignition. Although it
is possible to obtain ATEX certification for a sensor node, the
procedure is expensive and time consuming, and needs to be
repeated after any modification of the node.

An alternative is to obtain the ATEX -certification for
a case that will contain the node, as shown in Figure 2.
Such enclosures are available from many vendors and can
be purchased for about 10 Euros. This is the industry’s
preferred way of obtaining ATEX compliance because it is
cheaper and more flexible. Obviously there is a risk that the
ATEX enclosure affects the communication links since the
sensor node’s antenna is inside the enclosure. Furthermore, the
casing can shield the sensor node from the sun and weather
conditions, as well as keeping the internal temperature higher
than the external one.

Since the control and emergency systems require that
data is transported timely and reliably, it is necessary that
the communication protocols are capable of achieving the
required communication performance even if the quality of
the wireless channel is fluctuating. To enable an efficient
design of such protocols, we study the range and the variance
of these fluctuations with respect to the changes in ambient
temperature and the use of ATEX casing.
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III. IMPACT OF TEMPERATURE ON COMMUNICATION

The outdoor deployment in the refinery is affected by
frequent temperature changes and different weather conditions.
Hardware components for outdoor deployments are usually
designed for an operating temperature range from —40 °C to
+85 °C. Temperature changes, however, cause a shift of the
crystal frequency, increased thermal noise of the transceiver,
and saturated amplifiers [4], resulting in degraded radio per-
formance [5], [6].

A. Sentilla Tmote Sky Platform

To quantify the impact of temperature on a communication
link, several experiments involving a couple of Tmote Sky
nodes were carried out. The Sentilla Tmote Sky [7] uses the
Chipcon 2420 radio chip [8] which operates at 2.4 GHz. The
nodes run the Contiki operating system [9] with a customized
application for the experiment. One node is used as a trans-
mitter and the other node is a receiver. 256 packets, each with
a 12-byte payload, are transmitted every 4 seconds. Nodes are
placed at 3 meters distance, and their transmission power is
kept at -3 dBm throughout the experiment. We use different
802.15.4 channels to make sure that specific interference on a
channel is not biasing the data. The receiver logs the averages
of the Received Signal Strength Indicator (RSSI), the Link
Quality Indicator (LQI), the local temperature, and the sender’s
temperature which is contained in the received packets. The
receiver also records the RSSI noise floor immediately after
receiving each packet.

Different runs are carried out under different conditions: first
both the sending node and the receiving node are exposed to
an increase of temperature from between —15 and —3 °C to
53 °C in 90 minutes. The results of this experiment are shown
in Figure 3. As we can see from the figure, the impact of
temperature on the radio chip is considerable, and the higher
the temperature is, the lower are the signal strength and the link
quality. Figure 3 shows a signal strength drop of approximately
9 dBm. This is a substantial reduction, given that the typical
range is between 0 and -100 dBm. Hence, high temperatures
might lead to a loss of connectivity within the sensor network.
Each point plotted is the result of an average operation over
256 packets. This enables us to monitor more precisely how
the signal strength and link quality decrease, since the nominal
RSSI and LQI are integer values.

Figure 4 shows that the RSSI noise floor decreases as well
with temperature. This is an important observation because this
value is often used by the medium access control (MAC) layer
to determine if the channel is currently busy or not, and, as
Figure 4 shows, also the noise floor is temperature dependent.

Under the same conditions, a second batch of experiments
was carried out. Differently from the previous run, only
the receiver node was exposed to a thermal variation from
approximately —10 °C to 55 °C in 90 minutes. In this run we
notice a drop of approximately 4 to 5 dBm in the RSSIT when
the temperature reaches the highest values. This variation
is approximately 50% less than the one caused when both
nodes are exposed to a thermal change. The RSSI noise floor
decreases following the same pattern as in Figure 4.
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Fig. 3. Temperature impact on the RSSI and LQI indicators of the CC2420

radio chip when both sender and receiver nodes are affected by the thermal
variation. Data is measured using the Sentilla Tmote Sky platform.
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Fig. 4. In addition to the RSST and LQI indicators, temperature has also an
impact on the RSSI Noise floor readings of the CC2420 radio chip. Data is
measured experimentally using the Sentilla Tmote Sky platform when both
sender and receiver nodes are affected by the thermal variation.

We also carried out a third batch of runs in which only
the sending node was exposed to a thermal change. Also
under these conditions, we notice a drop of approximately
4 to 5 dBm in the RSSI when the temperature reaches the
highest values.

Unlike the other two sets of experiments, however, no
significant difference was noticed on the RSSI noise floor. We
can thus infer that the drop shown in Figure 3 is the sum of
two equal contributions: one due to the heated receiver, and
one due to the heated sender.

B. Scatterweb MSB-430 Platform

In a second set of experiments we used the Scatterweb
Modular Sensor Board [10] (MSB430) platform. This platform
uses a CC1020 [11] radio chip running at 868 MHz. The
experimental setup was similar to the setup used for the
previously described experiment. However, only the RSSI and
RSSI noise floor were recorded since the LQI is not available
in the CC1020 radio.

As in the previous experiment, the impact on communica-
tion is highest when both sensor nodes are exposed to thermal
change. Figure 5 shows the RSSI drop when temperature
increases from —10 °C to 50 °C. The results show a similar
dependence between temperature and RSSI as in the previous
experiment: Figure 5 shows a signal strength drop of approx-
imately 6 dBm over the investigated temperature range. Like
with the Tmote Sky platform, the noise floor of the MSB430
platform also is affected by temperature, as shown in Figure 6.
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Fig. 5. Temperature impact on the RSSI of the CC1020 radio chip when
both sender and receiver nodes are affected by the thermal variation. The data
is measured using the Scatterweb MSB430 platform with an SMA antenna.
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Fig. 6. In addition to the RSSI, temperature has also an impact on the RSSI
Noise floor readings of the CC1020 radio chip. The data is measured using
the Scatterweb MSB430 platform with an SMA antenna. Both sender and
receiver nodes are affected by the thermal variation.

C. Discussion of the Obtained Results

From our experimental results it can be concluded that the
observed temperature dependency exists on different platforms
and for different radio frequencies. The observations are not
antenna specific as the temperature impact is visible on both
the Tmote Sky which has a built-in PCB antenna, and on the
MSB430 which uses an external antenna connected via SMA.
The effects are caused by the radio chip. More precisely, the
components affected by temperature are the power amplifier
of the transmitter and the LNA (that amplifies the RF signal
from the antenna) of the receiver [4], [5].

If a temperature increase affects the power amplifier of the
radio chip negatively, the signal strength of transmissions will
decrease with the increasing temperature if the transmission
power is constant. This partially explains why in our experi-
ments the RSSI at the receiver decreases when the sender is
warmed. At the same time, this means that a sensor node
running at high temperatures needs a higher transmission
power to obtain the same signal strength as is possible to
obtain when transmitting at lower temperatures. This implies
that also the transmission power is influenced by temperature.

In addition to this, the RSSI is further reduced when the
receiver is exposed to high temperature, which is due to the
lower LNA amplification. This impacts only the values of
RSSI and RSSI noise that are returned by the chip because
the environmental noise obviously does not decrease with
temperature.
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Fig. 7. Sensor nodes enclosed in an ATEX-compliant casing: a high
temperature inside the case can be detrimental to low-power communication.
Confirming the previous results, the RSSI decreases when the temperature
increases. Temperature varies in the ATEX case of both sender and receiver.

IV. THE ATEX CERTIFICATION REQUIREMENT

In order to achieve ATEX compliance, sensor nodes can be
enclosed in ATEX compliant casings. This procedure avoids
costly certification procedures, especially for small modifica-
tions of the sensor node hardware.

A. ATEX Enclosures

When sensor nodes are enclosed in ATEX-compliant cases,
the radio propagation might be affected by the casing. We
carried out several experiments to evaluate if there is a
decrease of performance when sensors are enclosed into
ATEX cases. However, the results did not show a negative
systematic trend of the RSSI when the nodes are inside the
case. This applies at different distances and locations, both
indoor and outdoor. The node’s orientation, the deployment
location, the presence of obstacles in the surroundings, and
the environmental interference are the variables that affect the
radio signal reception rather than the presence of the casing.

B. ATEX Enclosures and Temperature

The ATEX case does not have an impact on radio propaga-
tion and hence does not affect communication directly. How-
ever, the casing has an effect on the temperature of the sensor
node and, thus, has an indirect impact on communication.

A high temperature inside the ATEX case can be detrimental
to low-power communication, and the temperature effect is
largest when the internal temperature of both the cases of
sender and receiver is high. After carrying out the same set of
experiments as in Section III-A, but enclosing both the sensor
nodes in ATEX casings, we detected a rise in the RSSI of
approximately 9 dBm, as shown in Figure 7.

The experimental results show again that temperature
changes have a significant impact on communication. In order
to ensure stable communication links, it might therefore be
useful to avoid nodes exposed to direct sunlight. In the inves-
tigated refinery scenario this is possible since the deployment
is highly controlled, and sensors are not deployed randomly.

The airtight ATEX casing creates a warming effect that
increases the inner temperature. In our application, the tem-
perature inside the ATEX cases may follow dangerous patterns
with respect to our discussion in Section III, and might degrade
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Fig. 8. Temperature registered on Tmote Sky nodes placed inside and outside
ATEX-compliant enclosures at different hours of the day. The top figure shows
how, during the night, the casing creates a warming effect on the sensor nodes,
and the temperature inside the case is higher than outside. The bottom figure
shows that when the sun shines directly on the sensor motes, the case shields
the nodes, and slows down the inner increase of temperature.

the performance of the network or disrupt the connectivity
between sensors. A high temperature—partly caused by the
warming effect—can reduce the received signal strength.

For this reason we inspect the behavior of the temperature
inside the ATEX casing with different weather conditions at
different hours of the day. We use Contiki [9] and Sentilla
Tmote Sky nodes equipped with Sensirion SHT11 tempera-
ture sensors [12] to perform such outdoor experiments. We
compare the behavior of nodes enclosed in ATEX-compliant
cases with nodes that are not enclosed. Figure 8 shows the
temperature inside and outside the case at different times of the
day. During nighttime, the airtight casing keeps the nodes at a
higher temperature than the ones outside the case (top figure).
During daytime, instead, when the sun shines directly on the
sensors, the nodes outside the ATEX-compliant cases will be
influenced faster, and the temperature will rise quickly (bottom
figure). In other words, the case shields the sensor nodes and
slows down the increase of temperature on the board, which
helps to avoid sudden temperature changes.

This implies that sensor nodes may have enough time to
modify the routing schemes before the temperature becomes
too high. This is an important observation since the enclosure
of sensor nodes in plastic cases is typically considered to bring
disadvantages to the communication. In the case of the oil
refinery, the indicatory system may switch the behavior from
real-time data communication to data collection (i.e., waiting
for the temperature to decrease again before transmitting).
This will avoid retransmissions and a consequent waste of
energy, and can be done since the data of the indicatory
system is not time critical. The deployments for the control and
emergency systems should instead be carried out so that even
the highest temperature combined with the warming effect
does not increase the latency of the real-time communication.

V. THE IMPACT OF TEMPERATURE ON TX POWER

Sections III and IV describe the influence of temperature
and ATEX enclosures on transmission links in industrial
outdoor deployments. The experimental results show that an
increase in temperature leads to a reduction of the signal
strength at the receiving side, due to the impact of temperature
on the radio driver, and more precisely on the power amplifier
of the transmitter [4], [5].

The impact of temperature on the power amplifier directly
affects the strength of the outgoing radio signal: at higher tem-
peratures the signal gets weaker. Therefore it can be expected
that with an increase in temperature, a higher transmission
power is required to maintain the same signal strength and
thus to ensure successful data transmission.

We carried out several long-term outdoor experiments to
investigate this effect. The aim was to determine the minimum
transmission power level necessary to ensure successful data
transmission between two Tmote Sky nodes. Given a pool
of N packets, we define the minimum power to reliably
communicate as the minimum power necessary to achieve
100% delivery, i.e. we expect exactly N received packets.
Furthermore, we define the minimum power to barely com-
municate as the minimum power necessary to receive at least
one packet, without caring about the actual delivery rate.

A. Experimental setup

We divide the deployed nodes in pairs consisting of a
sending and a receiving node running the Contiki operating
system [9]. The sender transmits a train of 15 packets with
12-byte payloads, starting with the highest transmission power
available. Each packet contains a sequence number and the
information about the transmission power used by the sender.
The receiving node uses the same transmission power as
advertised in the message to reply to the sender. The receiver
sends an acknowledgment for every received packet, identified
by its sequence number. If the sender receives at least one
acknowledgment for the 15 packets sent, it will decrease the
transmission power by one unit. We did not use a MAC
protocol to organize channel access as we wanted to analyze
only channel characteristics. We use static Tmote Sky nodes
to run this experiment during different days and nights.

B. Transmission power levels in the CC2420 radio

The transmission power in the CC2420 radio driver can be
set into 32 different values, ranging from roughly -55 dBm
to 0 dBm through the PA_POWER register. Unfortunately,
the CC2420 datasheet [4] documents only 8 discrete levels
ranging from -25 dBm to 0 dBm, and the radio manufacturer
confirms that the relationship between the register setting and
the output power is not linear [13]. However, in order to
compute the unknown values, estimations have been used, such
as the cubic spline interpolation [14]. We measured the current
consumption for all PA_POWER values experimentally using
an oscilloscope. This is an important contribution of this paper,
as information about the transmission power of the CC2420
does not exist [13], [14]. We measure the current consumption

131



Chapter 6 — Publications

TEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS

Current consumption Experimental (Oscilloscope)

20 Theoretical (CC2420 manual) +
16 +
/_/r/—/_/_/
8 +

0
INT 0 5 10 15 20 25 30 0 5 10 15 20 25 30
Transmission power [PA_POWER] Transmission power [PA_POWER]

Current [mA]
Current [mA]
®

Fig. 9. Current consumption in the CC2420 radio chip. The left figure shows
the current measured with the oscilloscope while increasing the PA_POWER
level from 0 to 31. The first spike occurs because the radio is switched on and
needs to be initialized (INIT). The right figure shows a comparison between
the values provided by the CC2420 manual and the experimental results.
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Fig. 10.  Minimum transmission power required to communicate by two
sensor nodes. During daytime the sun shines directly on the motes, and
increases significantly the temperature on the board. With respect to nighttime
operations, the sensor nodes require roughly 16% more energy for a successful
transmission during the hottest time of the day. In this example, sensor nodes
were deployed at a distance of around 7 meters and were exposed to sunlight
from 8:00 to 11:00.

of the different PA_POWER levels using a Velleman PCSU
1000 oscilloscope [15] over a resistance of 100€2. Figure 9
shows the characteristic of the current consumption of the
Chipcon CC2420 radio that we measured experimentally.
We confirm that the slope is not linear, which shows the
importance of measuring the value for each power level. These
values are used to calculate the current consumption for the
PA_POWER values not specified in the CC2420 manual.

C. Experimental results

Our experimental results show that the minimum transmis-
sion power to communicate is considerably affected by tem-
perature variations. This applies for temperature fluctuations
between day and night and for changing weather conditions as
well. All the results we obtained in our runs show a significant
increase in the minimum transmission power, indicating that
reducing the transmission power during the coldest time of the
day or the year may help in saving energy.

Figure 10 shows a daily deployment in Germany during the
summer, and we can see that when the sun shines on the sensor
nodes, the temperature reaches up to 70 °C, thus 55 °C higher
than during the night. Nodes are not exposed to wind, and
they are placed approximately 7 meters away from each other.
The high thermal variation causes an increase of the minimum
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Fig. 11.  Minimum transmission power required to communicate between
two sensor nodes over multiple days. During daytime the sun shines directly
on the sending node, and significantly increases the temperature on its board.
With respect to nighttime operations, the sending node requires roughly 10%
more energy for a successful transmission during the hottest time of the day.
In this example, sensor nodes were at a distance of around 13 meters and—
unlike in the previous experiment—only the sender was exposed to sunlight
during the afternoon.

transmission power to barely communicate from PA_POWER
11 to 17. At the same way, the minimum transmission power
to reliably communicate increases from PA_POWER 13 to 22.
According to our experimental results shown in Figure 9, the
current consumption increases by 11.4% in the first case, and
by 16.3% if we want to achieve a 100% delivery rate.

During this experiment, both sender and receiver nodes are
affected by high temperature changes. This implies that in ad-
dition to the sender transmissions, also the acknowledgments
sent from the receiver need a higher transmission power to
reach their destination.

Figure 11 shows a deployment in Sweden during the end
of August. The results are relative to a sunny weekend, where
only the sending node is exposed to the sunlight. We can see
that when the sun shines directly on the mote, the temperature
increases up to 48 °C, thus 25 °C higher than during the night.
Nodes are not exposed to wind, and they are approximately
13 meters far away from each other. The nodes are placed
in such a position that they cannot achieve 100% delivery
even with the highest transmission power available. However,
we notice how the minimum transmission power to barely
communicate increases from PA_ POWER 20 to 28 when the
temperature increases. According to our experimental results
shown in Figure 9, the current consumption needed to barely
communicate increases with 10.1%. This result confirms that
even when the temperature variation is not as high as it was
in the deployment in Germany, the impact of temperature is
still considerable.

Another experiment was carried out in Sweden during
the spring using different distances between the two Sky
nodes (the distance was gradually increased from 50 cm to
20 m). The minimum transmission power was then compared
when temperature in both nodes was 18 °C and 38 °C
respectively. Figure 12 shows the results of the experiments,
where PA_POWER represents the transmission power level
used in the CC2420 radio. The plot shows the minimum
transmission power to barely communicate, and confirms that
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Fig. 12.  Minimum transmission power required for a successful com-
munication between two sensor nodes at different distances. Regardless of
the distance between the motes, an higher temperature requires an higher
transmission power to maintain a stable communication between nodes.

the temperature impact applies at all distances.

We further checked whether the nightly operations were
requiring less energy because of the reduction in temperature
or because of the minor environmental noise. During night
there is not only a decrease in temperature but also a reduction
of ambient noise because generally fewer electric devices are
operating. We carried out many different experiments, and
the ones shown in Figure 10 and 11 were explicitly chosen
since they do not suffer from external interference. In the first
plot, the sun is shining on the two motes only from 8:00 to
11:00, while the motes were in the shadow during the midday
and the afternoon. We can clearly see that both temperature
and transmission power decrease after 11:00, showing that
the correlation is with the temperature rather than with the
environmental noise. The second experiment is carried out in
an office during weekends, so to avoid external interference.

In summary, our experimental results show that reducing
the transmission power during nighttime and the coldest time
of the year is a good practice that can save up to 16% of
the energy consumption. Creating a control loop algorithm
that adapts the transmission power to the temperature sensed
by the sensor nodes may thus help to increase the overall
network lifetime. Beside the temperature impact, it is also
good to keep the transmission power as low as possible,
because increasing the transmission power may result in more
contention, although the link quality improves [16].

VI. IMPACT ON APPLICATION SCENARIO

The influence of temperature variations on communication
link quality must be taken into account when deploying a
wireless sensor network in the application context outlined
in Section IL. In particular, the following aspects should be
considered when designing and deploying a sensornet for the
oil refinery context:

Deployment Time: The time chosen to deploy and test the
equipment in the refinery is crucial. New devices within the
refinery are typically deployed and tested during the evening
or night when the refinery is at its quietest. In the south of
Portugal, temperatures can vary in the summer between 35 °C
during the day and 20 °C during night times. In addition, some
of the nodes may be exposed to direct sunlight which will

increase the temperature even further (see Figure 10). Thus,
temperature variations between 18 °C and 38 °C as used to
derive results shown in Figure 12 have to be expected. The
graph shows that two devices can communicate over a greater
distance when the environmental temperature is lower than at
times of higher temperature. For example, a communication
link configured with a transmission power level 3 to span a 5
meters distance at night will only be able to cover a distance of
2 meters during the day, which might result in a disconnected
network. Hence, devices deployed and tested during the usual
refinery maintenance period (which coincides with the coldest
time) may not be able to communicate during daytime, when
temperatures are higher. Therefore it is important that the
communications are tested during the hottest times of the year.

Maintenance: Wireless sensor nodes within the refinery will
be battery powered and therefore only have a finite lifetime.
Continued operations can only be ensured when batteries are
replaced before depletion. The cost of replacing batteries of
35,000 nodes within the refinery is very high and cannot be
neglected. Maintenance personnel must be employed to ensure
that batteries are replaced at the right time, which accounts for
the largest part of the maintenance cost, while actual material
cost for batteries is insignificant in comparison. Hence, it
is important to achieve a long node lifetime to reduce the
maintenance frequency. It is not advisable to use the maximum
transmission power that a node provides. To conserve energy,
the power should be set to the minimum required to bridge
the required distance. Given the results shown in Figures 10,
11, and 12 the temperature dependency of the transmission
power should be taken into account as well. Saving energy
during nighttime and during the coldest seasons prolongs the
battery duration, and therefore it is worth considering to adapt
the transmission power to the ambient temperature.

Protocol Design: As pointed out in the previous paragraph
it is necessary to take temperature into account also when
deciding which transmission power should be used. Ideally,
a node should adapt automatically to the proper transmission
power setting. Generally, it is difficult to construct a stable
adaptive algorithm if the temperature is fluctuating heavily
over a short time span. However, as shown in Figure 8, the
ATEX casing shields the sensor node from erratic temperature
changes. Hence, we believe it is possible to devise a stable and
efficient algorithm for transmission power adaptation, such as
the one shown by Hackmann et al. [16].

VII. RELATED WORK

Several researchers have shown that outdoor sensor net-
works are affected by weather conditions and temperature.
Thelen et al. [17] described how radio waves propagate better
under weather conditions with high humidity in their potato
field deployment. The results of Anastasi et al. [18], Sun et
al. [19], and Capsuto et al. [20] suggest that weather effects,
specifically fog and rain, may have a severe impact on the
transmission range of sensor nodes, in particular with respect
to the packet reception rate. Boano et al. [6] quantified the
impact on rain and fog with respect to the signal strength
and the link quality under different platforms, showing that
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rainfall of less than 2-3 mm/hour has a negligible effect on
the signal strength. When the rainfall is heavier, however, the
connectivity might be disrupted.

Bannister et al. have shown that high temperatures neg-
atively affect communication between sensor nodes [5]. In
their deployment in the Sonoran Desert of the southwestern
United States, the reduction of the signal strength was largest
during the hottest time of the day. We quantify the impact
of temperature also at lower temperatures, using different
platforms and radio frequencies. We show that also the LQI, in
addition to the RSSI, is affected. This is very important, since
RSSI and LQI are used often to estimate the future packet
reception rate of communication links [21], [22].

Unlike previous work, we show the influence that temper-
ature has on the minimum transmission power necessary for
communication between sensor nodes. We show that sensor
networks operating at low temperatures can decrease their
transmission power and save up to 16% energy, and thus
increase their lifetime. To the best of our knowledge, this is a
novel contribution. There are different protocols implemented
to adapt the transmission power such as ATPC [23], but they
adapt the transmission power based on neighbor status.

In order to obtain a high precision in our results, we
measured the current consumption of all the 32 output power
levels in the CC2420 radio chip. Our experimental results fill
up the knowledge gap in the information provided by the
manual [8] that is limiting researchers’ work, as highlighted
by Hauer et al. [13]. In this way, we evaluate the precise
amount of energy saved, without resorting to empirical or
statistical approaches as others have done [14] or using only
the transmission channels for which the power consumption
is provided by the manual as done by Hackman et al. [16].
We show how obtained transmission power is non-linear in
relation to the configured power level (PA_POWER), and that
a regression may not be the appropriate choice.

Most sensornets for industrial control and automation ap-
plications must comply with the ATEX directive 94/9/EC [1]
for equipment and protective systems intended for use in po-
tentially explosive atmospheres. To the best of our knowledge,
there are no studies that assess if compliance with this standard
has an impact on wireless sensor networks performance. Our
measurements aim to close this knowledge gap.

VIII. CONCLUSIONS

In this article we investigated the temperature influence
on low-power communications. For our case study, we used
the deployment of an outdoor wireless sensor network in an
oil refinery in which ATEX compliance is a necessity. Our
experimental results show that temperature has a major effect
on signal strength and link quality, and that operations at lower
temperatures might require up to 16% less power to maintain
a reliable communication. We have further explained how this
affects the deployment and the design of the network in the
refinery. We believe that the findings presented in this article
can help to improve the design of wireless sensor network
deployments for industrial process and control applications.
Furthermore, the presented results can be used to construct

energy-efficient protocols that adapt the transmission power
to the measured ambient temperature in order to save energy
and increase the lifetime of the system.
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ABSTRACT

Radio interference drastically affects the performance of sensor-
net communications, leading to packet loss and reduced energy-
efficiency. As an increasing number of wireless devices operates
on the same ISM frequencies, there is a strong need for understand-
ing and debugging the performance of existing sensornet protocols
under interference. Doing so requires a low-cost flexible testbed
infrastructure that allows the repeatable generation of a wide range
of interference patterns. Unfortunately, to date, existing sensornet
testbeds lack such capabilities, and do not permit to study easily the
coexistence problems between devices sharing the same frequen-
cies. This paper addresses the current lack of such an infrastructure
by using off-the-shelf sensor motes to record and playback inter-
ference patterns as well as to generate customizable and repeat-
able interference in real-time. We propose and develop JamLab: a
low-cost infrastructure to augment existing sensornet testbeds with
accurate interference generation while limiting the overhead to a
simple upload of the appropriate software. We explain how we
tackle the hardware limitations and get an accurate measurement
and regeneration of interference, and we experimentally evaluate
the accuracy of JamLab with respect to time, space, and intensity.
We further use JamLab to characterize the impact of interference
on sensornet MAC protocols.
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1. INTRODUCTION

The reliability and robustness of sensornet communications are
affected by radio interference. As an increasing number of stan-
dardized communication technologies operate in ISM bands, the
congestion in the radio spectrum is inflating, and the quality of
communications decreases. In safety-critical sensornet applications
such as industrial automation and health care, in which the reliabil-
ity and stability of communications are vital, radio interference rep-
resents a major challenge, as it leads to packet loss, high latencies,
and reduced energy-efficiency due to retransmissions.

This issue is especially serious in the 2.4 GHz ISM band, as wire-
less sensor networks that operate at such frequencies must compete
with the ongoing communications of WLAN, Bluetooth, and other
IEEE 802.15.4 devices. Furthermore, sensornet communications
in these frequencies can also be affected by several domestic appli-
ances that are source of electromagnetic noise, such as microwave
ovens, video-capture devices or baby monitors. This high num-
ber of different wireless devices sharing the same frequencies and
space, raises the need for coexistence and interference mitigation
techniques in 802.15.4-based sensor networks, as highlighted by
previous studies [1, 2].

In particular, there is a strong need for understanding the perfor-
mance of existing sensornet protocols under interference, as well
as designing novel protocols that can deliver high and stable per-
formance despite changing interference patterns. This, however,
requires a proper testbed infrastructure where realistic interference
patterns can be easily created in a precise and repeatable way. Un-
fortunately, existing sensornet testbeds lack such capabilities for
interference generation, or they are limited to static WiFi access
points randomly placed in the testbed [3], which does not enable
the creation of a wide range of interference patterns in a repeatable
way. Upgrading existing testbeds with additional heterogeneous
devices in order to introduce interference sources is a costly, in-
flexible, labor-intensive, placement-dependent operation.

We therefore propose to augment existing sensornet testbeds with
JamLab, a low-cost infrastructure for the creation of realistic and
repeatable interference patterns. Such an infrastructure should sup-
port the recording and playback of interference traces in sensornet
testbeds, as well as the customizable generation of typical interfer-
ence patterns resulting from WiFi, Bluetooth, microwave ovens, or
any other device operating in the frequency of interest.

To ensure a low-cost and hence widely applicable solution, we
propose to use off-the-shelf motes. In this way, a fraction of the
already deployed nodes of a testbed could be used for interference
generation with the overhead limited to the simple uploading of the

(©2011 ACM. Reprinted, with permission. Not for redistribution. The defini-
tive version was published in Proceedings of the 10" ACM/IEEE International
Conference on Information Processing in Sensor Networks (IPSN), April 2011.
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appropriate software. However, building such a low-cost solution
is challenging due to the limitations of the available hardware. In
order to obtain an accurate playback, the interference-pattern levels
need to be measured precisely at a high sampling rate, so that also
short interference patterns (e.g., resulting from WiFi traffic) can be
recognized. We show in the paper how to obtain accurate readings
of the RSSI noise floor while achieving a sampling frequency at up
to 60 kHz. We show how at such high frequencies, many erroneous
RSSI readings occur, and we correct such wrong readings by prop-
erly configuring the internal automatic gain control of the CC2420
radio. As a side effect, this technique also increases significantly
the efficiency of Clear Channel Assessment (CCA) under interfer-
ence. We exploit this approach to study the spectro-temporal char-
acteristics of the most common interference sources such as WiFi,
Bluetooth, and microwave ovens.

We further analyze and tackle the problem of (re)generating in-
terference: the patterns have to be reproduced accurately in both
frequency and time domains. This turned out to be hard to ob-
tain, given the coarse output power levels available from the radio
transceiver and the limited memory available on the motes. We
show that to achieve an accurate regeneration, voluminous records
of interference patterns need to be stored on the mote in real-time
and later played back accordingly. Moreover, we provide precise
and lightweight models of common interference sources in the 2.4
GHz ISM band to generate (emulate) realistic patterns.

Finally, the placement of the nodes inside the testbed is also cri-
tical. We study the implications in the spatial domain when mea-
suring and generating interference in an indoor testbed and propose
an optimal placement of the sensor nodes.

Our paper proceeds as follows: Section 2 describes the archi-
tecture of JamLab. Section 3 describes how we can use common
sensor motes to accurately measure interference at high sampling
rates avoiding erroneous RSSI readings. In Section 4 we show how
to reproduce customized and repeatable interference patterns using
sensor motes. In Section 5, we model several interference sources
and show how we emulate specific interference patterns. We then
discuss in Section 6 how to configure the testbed and the placement
of nodes. We evaluate JamLab’s accuracy in Section 7, and show
how to practically augment an existing sensornet infrastructure. We
further exploit JamLab to characterize the performance of sensor-
net protocols under emulated, but realistic interference. We review
related work in Section 8 and conclude our paper in Section 9.

2. JAMLAB OVERVIEW

In sensor networks — especially in safety-critical applications
with stringent quality-of-service requirements — robustness against
interference is crucial. Interference may not only increase packet
loss, the number of retransmissions, and therefore also power con-
sumption, but timing constraints of the application may be violated
and lead to failures. The observation that the environment has a
profound impact on radio propagation has led to the excessive use
of testbeds by the sensornet community, as simplified simulation
models of radio propagation do not capture the complexity of the
real world. The same holds true for interference: testbed infras-
tructures need to be augmented with means to generate realistic
interference patterns in a repeatable manner to develop, test, and
evaluate sensornet protocols and applications under interference.

With JamLab we propose a low-cost approach to augment ex-
isting testbeds with a way to generate realistic and repeatable in-
terference patterns. The key idea behind JamLab is to use off-the-
shelf motes to record and playback interference patterns instead of
bringing WiFi access points, microwave ovens, or other equipment
to the testbed. The latter approach is not only costly and hard to
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reproduce exactly by other researchers, but it is even difficult to
exactly reproduce a given interference pattern with the same ap-
pliance. For example, the sequence and timing of the WiFi frames
generated by a file download may differ between repeated trials due
to TCP adaptation mechanisms (e.g., timeouts, window sizes). Fur-
thermore, every device used to generate interference in the testbed
needs to be programmed remotely. Programming several hetero-
geneous devices such as WiFi access points or microwave ovens
would create a significant overhead, whereas using JamLab the in-
stallation overhead is minimal.

Indeed, with JamLab, either a fraction of the existing nodes in a
testbed are used to record and playback interference patterns, or a
few additional motes are placed in the testbed area. We call those
motes used for interference generation HandyMotes. The Handy-
Motes support two modes of operation: emulation, where a simpli-
fied model is used to generate interference patterns that resemble
those generated by a specific appliance (such as a WiFi device or
a microwave oven); and regeneration, where each HandyMote au-
tonomously samples the actual interference, compresses and stores
it locally, and regenerates the recorded patterns later. The latter
mode is especially useful to record realistic interference patterns
in a crowded shopping center or on a lively street by placing a
few HandyMotes to record interference, and bringing them to the
testbed to playback the recorded traces there.

One fundamental challenge results from the fact that the maxi-
mum RF output power of motes (0 dBm) is typically much smaller
than the RF output of other typical interference sources (25 and 60
dBm for WiFi and microwave ovens, respectively). Therefore, a
WiFi transmitter or a microwave oven may disturb sensornet com-
munications over much larger distances than a HandyMote can. We
address this issue by subdividing the testbed area into cells as de-
picted in Figure 1, such that a HandyMote placed at the center of
the cell can interfere with all testbed motes contained in the cell,
but the interference with motes outsides of the cell is minimized.
This requires a careful placement or selection of HandyMotes and
control of their RF output power. We investigate this issue and pro-
pose a procedure for HandyMote placement and power control in
Section 6. Note that there is a tradeoff between the realism of the
generated interference patterns and the number of HandyMotes: the
more cells, the more accurate is the spatial distribution of interfer-
ence, but the more HandyMotes are required.

Another challenge is that many interference sources emit wide-
band signals, i.e., they interfere with many 802.15.4 communica-
tion channels at the same time. In contrast, a mote can only transmit
on a single channel at a time. Fortunately, most existing sensornet
protocols use only a single channel. However, there is a trend to
use multiple 802.15.4 channels at different nodes to increase ro-
bustness and bandwidth. Our approach to deal with this issue is
to place multiple HandyMotes in each cell, each one interfering on
one 802.15.4 channel as detailed in Section 4.3. The use of Soft-
ware Defined Radio (SDR) techniques using USRP devices would
provide more accurate jamming signals on a wider bandwidth, but
their high cost represents a sizeable limitation. To synchronize the
generation of interference patterns within the HandyMotes in one
cell and across cells, we need time synchronization, and we pro-
pose to use the testbed infrastructure (i.e., wired backchannels) to
send synchronization signals to the HandyMotes.

Due to the constrained resources of a mote, also the accurate
recording and playback of interference represent a challenge. To
capture short interference patterns such as those generated by WiFi
beacons, we need high sampling rates with low jitter, which re-
quires data compression due to the limited amount of available
memory. Our solutions to these problems are described in Sec-
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Figure 1: Testbed augmented with JamLab. Nodes 6, 9, and
23 are selected as HandyMotes, and take care of interference
(re)generation in their cell.

tion4.1. The accurate measurement of the interfering signal strength
turned out to be a challenge in itself due to the gain control in the
radio. Our solution to this problem is detailed in Section 3.

For the playback of recorded interference traces, normal packet
transmissions are not appropriate, as this would offer only limited
control over the exact timing of the transmitted signals. Therefore,
we use special test modes of 802.15.4 radios to generate modulated
or unmodulated carrier signals as detailed in Section 4.2. Those
radios offer only a small number of discrete output power levels.
While this can be exploited for compression of recorded traces,
it limits the control over the generated interfering signal strength.
However, we are primarily interested in binary interference gener-
ation, where a HandyMote either blocks the communication of the
motes in its cell by emitting a strong-enough interference signal, or
by not interfering at all. Nevertheless, HandyMote also supports
the generation of a small number of output power levels as sup-
ported by the radio hardware, as discussed in Section 4.1.

JamLab has been designed specifically for the Texas Instruments
CC2420 radio [4], and tested on several sensor motes such as Max-
for MTM-CMS5000MSP, Crossbow TelosB, and Sentilla JCreate,
but the framework can be applied to any sensornet platform. Based
on the analysis of the datasheets, the Handymotes should be easily
ported to similar radios such as the Ember EM2420 transceiver, and
to newer radios such as the CC2520. We develop the HandyMotes
based on Contiki, a lightweight and flexible operating system for
tiny networked sensors [5].

3. MEASURING INTERFERENCE
ACCURATELY USING MOTES

Measuring interference accurately on a mote is a key functiona-
lity, both for recording and later playback of interference, as well as
for acquiring a deep understanding of common interference sources
such as WiFi or Bluetooth. We describe in this section the tech-
niques we used in order to let a common sensor mote measure the
interference accurately at a sufficiently high sampling rate.

3.1 Measuring at High Sampling Rates

Link quality indicators such as RSST and LQI provide an indica-
tion of the signal strength and quality, but only upon the reception
of a packet. The only feasible way to assess the interference status
is hence the continuous measurement of the RSSI noise floor, i.e.,
the RSSI in absence of packet transmissions.
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In order to retrieve the spectro-temporal characteristics of differ-
ent interference sources, we improve existing Contiki tools [6] and
develop two applications that scan the 2.4 GHz frequency spectrum
by reading the RSSI noise floor from the CC2420 radio transceiver:

e The time scanner scans a single predefined IEEE 802.15.4
channel at its middle frequency with a very high sampling
rate, and returns the RSSI noise floor readings over time;

e The frequency scanner scans sequentially the whole 2.4 GHz
spectrum by switching between all 802.15.4 channels.

A first requirement of both scanners is to achieve a high sampling
rate, given that we need to detect short transmissions periods. Af-
ter boosting the CPU speed, optimizing the SPI operations, as well
as buffering and compressing the RSSI noise floor readings using
Run-Length Encoding (RLE), we reached a maximum sampling
rate of approximately 60.5 kHz when sampling a single channel
with the time scanner. The highest sampling frequency reachable
by the frequency scanner is instead 3.4 kHz, since it is constrained
by the settling time of the radio when switching channels. Hence,
the limitations of low-power radios do not permit to achieve a sam-
pling rate sufficiently high to capture all WiFi transmissions, as the
maximum speed of 802.11b/g/n standards is 11, 54, and 150 Mbit/s,
respectively. The minimum size of a WiFi packet is 38 bytes (ACK
and CTS frames), which would make a resolution of 60 kHz suffi-
cient to detect all 802.11b frames, but not all 802.11g/n frames. As
most WiFi frames are data frames and typically contain higher layer
headers, one can sample at 60 kHz frames with TCP/IP headers
having a payload size higher than 27 and 227 bytes for 802.11g/n,
respectively. Despite the use of large PDUs to reduce preamble
overhead [7], this resolution does not guarantee to capture all the
VoIP traffic over 802.11g/n [8].

Another requirement for the scanners is to accurately measure
the strength of the ongoing interference in the radio spectrum by
means of precise RSSI noise floor readings. The CC2420 radio
specifies an accuracy of 6 dBm, and a linearity of +3 dB in the
dynamic range [—100, 0] dBm. Such accuracy and linearity has so
far been acknowledged by the research community as enough to
carry out operations such as Clear Channel Assessment (CCA) and
low-power channel sampling for activity recognition [9]. However,
our experiments show that the RSSI noise floor readings captured
at high sampling rate suffer of a systematic problem in three spe-
cific scenarios, namely: (i) when a narrow unmodulated carrier is
transmitted, (ii) when microwave ovens are switched on, and (iii)
in the presence of Bluetooth transmissions. In these scenarios, the
CC2420 radio often returns RSSI values that are significantly be-
low the supported range and the sensitivity threshold, e.g., -110
or -115 dBm. Figure 2 reports examples of such wrong readings,
which represent an important problem, since they also impact the
correct functioning of CCA in the presence of narrow-band signals,
as shown in Figure 2(c). Our investigation also shows that the same
problems applies to other sensornet platforms employing similar
versions of the chip, such as the Ember EM2420 transceiver. We
experimentally identified that the problem is due to the saturation
of the Intermediate Frequency (IF) amplifier chain: we have ob-
served that maximum gain is used in the Variable Gain Amplifier
(VGA) when the incorrect RSSI readings occur.

3.2 Avoiding Saturation in RSSI Readings

The reason of this saturation problem can be found in the radio
demodulation chain. The CC2420 chip implements part of the IF
filtering in analog domain and further filtering is later performed in
digital domain. It employs an Automatic Gain Control (AGC) loop
to maintain the signal amplitude close to a certain target value that
guarantees the correct operation of the Analog-to-Digital Converter



Chapter 6 — Publications

-40 -40

Wrong RSSI Readings Wrong RSSI Readings

-60 -60

-80 -80

Noise [dBm]
Noise [dBm]

-100 -100

-120 -120

50 0

0 10 20 30

Time [ms]

(a) Active Microwave Oven

40 15 30

Time [ms]

45

(b) Bluetooth Transmission

TEEE 802.15.4 CHANNELS
11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26

-55

4
o

%o
@

Noise [dBm]

o
[S]

115
2400 2420 2440 2460

Frequency [MHz]

2480

(¢) Unmodulated Carrier
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receiver saturation. This error is caused by an incorrect opera-
tion of the AGC loop in presence of narrow-band signals.
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Figure 3: Simplified diagram of the CC2420 AGC loop.

(ADC). More specifically, the signal is maintained within the ADC
dynamic range, despite large variations in the input signal from the
antenna. For this purpose, the AGC loop uses a digital sample of
the final IF signal amplitude and adjusts the gain of the VGA stage
accordingly (see Figure 3). If a narrowband signal is present near
the cut-off frequency of the combined IF chain, the resulting sam-
pled signal amplitude may be remarkably lower than the partially
unfiltered one at the ADC, as a consequence of the digital filtering.
Since the AGC uses the final value to set the gain of the amplifier
chain, there is no guarantee that the ADC is not saturating. In the
event of ADC saturation, the receiver is no longer linear and the
RSSI values are incorrect.

To linearize the radio response for an arbitrary noise signal and
hence avoid wrong RSSI readings, we activate the peak detectors
in-between the amplifier stages so that their output is used by the
AGC algorithm to compute the required gain. The latter is attained
with VGA stages and the system switches in and out fixed gain
stages as needed. In the CC2420, the peak detectors are controlled
by the AGCTST] register, and can be configured as follows:

unsigned temp;

CC2420_READ_REG (CC2420_AGCTST1,
CC2420_WRITE_REG (CC2420_AGCTST1,
(temp + (1 << 8) + (1 << 13)));

temp) ;

The register also includes flag bits to activate peak detectors among
fixed gain stages in the IF chain and at the ADC itself [4].
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Figure 5: Evolution of RSSI readings over time to different RF
tone step signals. The accuracy of our RSSI scanner is high
enough to show the moving average used by the CC2420 to
compute the RSSI over the last 8 received symbols.

3.3 Validation of the Experimental Setup

We validate our RSSI noise floor measurements both in time and
frequency with the help of a professional Anritsu MS2711D spec-
trum analyzer [10]. In these experiments, we connect the RF ports
of the transceivers or the analyzer directly via a 50 Ohms matched
impedance RF pigtail. This isolates the signals of interest from ex-
ternal noise sources and eliminates the medium pathloss, so that the
amplitude of the tone and the spectral footprint can be compared.

Firstly, we verify the correctness of the frequency scanner read-
ings, using the unmodulated test signal available in the CC2420
radio. In order to do this, we program another mote to transmit an
unmodulated tone tuned at 2445 MHz, the center of IEEE-802.15.4
channel 19, at maximum power. Figure 4(a) shows the correct ope-
ration of the receiver and the linearized IF amplifier chain while
scanning the RSSI values across the band using the peak detec-
tors. The same test signal can be seen in the spectrum analyzer (Fi-
gure 4(b)). This worst case scenario shows that we have linearized
the receiver, thus avoiding wrong RSSI noise floor readings.

Secondly, we measure the evolution of the RSSI readings over
time to an RF tone step signal in order to evaluate the accuracy
with which we can effectively measure RSSI values. We use our
time scanner with two different power levels (-25 and 0 dBm), and
obtain the results shown in Figure 5. The frequency of the scanner
is sufficiently high to show how the CC2420 internally averages
the RSSI over the last 8 received symbols, or 128 us, as defined
by the IEEE 802.15.4 standard. Such settling time is shown to be
independent of the height of the step signal.

Impact on Clear Channel Assessment (CCA). Activating the
peak detectors in-between the amplifier stages also improves the
reliability of the CCA operation commonly used in MAC proto-
cols [9]. Due to wrong RSSI readings, the CCA returns a clear
channel when a narrow unmodulated signal is transmitted. As a
result of this, the application would generate a transmission that is
very likely to fail, thus wasting some of the limited energy budget.
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Figure 6: Avoiding wrong RSSI readings improves the CCA
accuracy and packet reception rate under interference.

A typical example of this would happen when transmitting packets
in presence of an active Bluetooth device or a microwave oven in
the neighborhood. Our approach significantly improves the CCA
accuracy, leading to a higher Packet Reception Rate (PRR).

Figure 6 shows the amount of “channel busy” outcomes of CCA
before and after activating the peak detectors. The absolute gain
in terms of PRR depends on the microwave oven model, on the
channel of interest, and on the data rate. We experimentally collect
data at the receiver side of a couple of sensor nodes communicating
periodically at a rate of 128 packets/second in presence of an active
Lunik 200 microwave oven in the neighborhood. The nodes are
placed at 1 meter distance and use a transmission power of -25
dBm. As shown in Figure 6, the PRR increases by up to 12% when
activating the peak detectors and avoiding wrong RSSI readings.

4. (RE)GENERATING INTERFERENCE

With the techniques to accurately measure interference intro-
duced in the previous section, we can now proceed to record and
replay those patterns. We describe first how to compress and store
traces on motes and then how to playback those recordings.

4.1 Recording Interference Traces

When used in regeneration mode, HandyMote records interfer-
ence traces that are later played back accordingly. Those traces
can be either stored on the mote in RAM or Flash memory, or — if
the HandyMote is connected to a testbed during recording — can be
streamed over a wired backchannel to a base station. In any case,
the data rate of 480 kbps generated by sampling RSSI with a reso-
lution of 8 bits to hold values between 0 and -100 dBm at 60 kHz
is too high to store it directly in memory or to stream it over the
backchannel. The very efficient Coffee Flash file system supports
a peak write bandwidth of only 376 kbps [11], the MSP430 UART
supports a maximum data rate of 460 kbps for writing to the USB
backchannel, and the limited 4 kB RAM of the MSP430 could just
record a trace of less than 70 milliseconds duration.

While we need a high compression ratio, the compression method
has to be efficient enough to allow sampling of RSSI at 60 kHz.
Therefore, we use a simple Run-Length Encoding strategy and a
quantization of the samples to a few bits per sample. We store a
stream of pairs (v, 0), where v is a sample and o is the number
of consecutive occurrences of this sample. This method is very
effective, as RSSI values typically change slowly over time. The
quantization is justified by the fact that the CC2420 only supports
11 distinct output power levels in the range [-55,0] dBm by setting
the PA_POWER register to the values we derived and listed in Ta-
ble 4.1. To obtain the highest possible output resolution, four bits
per sample with an appropriate non-linear quantization are hence
sufficient. For example, for two-bit resolution one can use thre-
sholds -55, -70, and -80 dBm (or register values 31, 7, and 3) with
a spacing of 15 and 10 dBm, respectively, for quantizing the RSSI
range into four regions.
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Figure 7: Encoding techniques to save memory resources.

Figure 7(b) shows how original RSSI readings (top) are mapped
into 2 bits (bottom): the two-bit quantization of a 35 ms interfer-
ence recording reduces the amount of data from 2076 Bytes to 84
bytes — a compression ratio of % A single bit per sample is enough
to support binary interference regeneration. This corresponds to
the outcome of a continuous CCA operation, in which the outcome
busy/idle channel is mapped to a binary number [12]. Figure 7(a)
shows the outcome of a one-bit quantization of 35 ms of interfer-
ence. The amount of data is reduced from 2076 Bytes to 20 Bytes
— a compression ratio of less than 1—30. This reduces the raw data
rate of 480 kbps to less than 5 kbps (depending of course on the
values of the raw samples), a data rate that can be handled by Flash
and USB, and allowing us to store several seconds of recording in
RAM. In our current implementation, we store traces in RAM.

Recording interference traces is energy demanding, as both CPU
and radio need to be constantly active while scanning the radio
medium. Using software-based on-line energy estimation [13], we
obtain an average power consumption of 65.4 mW for Tmote Sky
motes, which allows for a lifetime up to 4 days when powered using
primary AA batteries.

PA_POW. | dBm || PA_POW. | dBm || PA_POW. | dBm
31 0 15 -7 2 -45
27 -1 11 -10 1 -50
23 -3 7 -15 0 -55
19 -5 3 -25 - -

Table 1: Discrete output power levels of the CC2420 radio.

4.2 Generating Interference Patterns

We have recently shown how the CC2420 test modes can be
used to generate controllable and repeatable interference [14, 15]
by transmitting a modulated or unmodulated carrier signal that is
stable over time. This approach is superior to common jamming
techniques based on packet transmissions, as the emitted carrier
signal is independent from packet sizes and inter-packet times.

In order to generate an interference pattern, the interferer has to
be enabled and disabled and its output power has to be set accord-
ing to the compressed recorded trace in regeneration mode or ac-
cording to the output of models in emulation mode, as described in
Section 5. When enabling the transmitter using the STXON com-
mand, the radio oscillator first has to stabilize before a transmission
is possible, resulting in a latency of 192ys or a maximum playback
frequency of only 5 kHz. Therefore, we leave the transmitter on
and just change the output power level to O (or -55 dBm) instead
of disabling the transmitter. At level O the RF output power is so
small that even a receiver at a distance of only few centimeters can
hardly notice the signal. The advantage of this approach is that the
latency for changing the output power is dominated by the SPI ac-
cess time. We optimized the SPI driver in Contiki, resulting in a
latency of only few microseconds — allowing us to to playback at
the same frequency of 60 kHz that was also used during recording.
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Figure 8: Compared to wideband interferers, the HandyMotes
jam only selected channels, preserving connectivity in others.

Besides the sampling and playback rate, also the jitter during
playback of the individual samples needs to be minimized in order
to ensure an accurate reconstruction. At 60 kHz, the playback time
between two consecutive samples is just 17us, hence the duration
of the execution of a sequence of microcontroller instructions is no
longer negligible. In particular, different execution paths in the pro-
gram to uncompress samples in regeneration mode lead to different
execution times and jitter. Therefore, we add NOP instructions to
make all execution paths equally long.

4.3 Multiple Channels

Sensor motes are designed to transmit in only one of the 16 IEEE
802.15.4 channels. As most of the existing sensornet protocols only
use a single channel, a single HandyMote is sufficient to interfere
with this channel. However, there is an increasing trend to use mul-
tiple channels in order to increase robustness and bandwidth. In this
case, we use multiple HandyMotes, each one interfering with one
channel, as depicted in Figure 8(a). Using this approach, the inter-
fered channels can be carefully selected as shown in Figure 8(b),
and one can therefore avoid to jam other sensor networks installed
in the same building. In contrast, a wideband interference source
such as WiFi always jams at least 4 adjacent 802.15.4 channels.

For the synchronization we assume that all HandyMotes are con-
nected to a basestation computer via USB cables and hubs as it is
common in existing testbeds, such as TWIST and MoteLab. The
synchronization algorithm is inspired by [16] and works as follows.
For every HandyMote, the basestation sends a stream of N packets
to the HandyMote. Just before sending the packet, the basesta-
tion reads its clock and includes the send timestamp in the mes-
sage. Upon reception, the HandyMote reads its local clock to ob-
tain the receive timestamp. It then computes the difference between
send and receive timestamps for each of the N messages, chooses
the message with the smallest difference (this is the message that
had the smallest latency), and corrects its local clock by this differ-
ence. The synchronization error then depends on the variability of
the observed minimum latencies across different HandyMotes. As
the minimum latency is rather stable across different HandyMotes,
the HandyMotes will be synchronized accurately among each other
(but not necessarily with the basestation).

To estimate the accuracy of synchronization, we measure the
clock offset between two HandyMotes synchronized in that way
by having them trigger one of their digital output pins when their
synchronized clock reaches a given time. By connecting the out-
put pins of the two HandyMotes to an oscilloscope we measure an
average offset of 8.44us with a standard devitation of 6.94 s for a
stream of N=10 packets. Increasing N further does not substantially
reduce error. This accuracy is enough to ensure synchronization of
motes playing back interference at 60 kHz.

S. MODELING INTERFERENCE SOURCES

In this section, we describe how we can use an HandyMote to
emulate three major sources of external interference on the 2.4
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Figure 9: Emulation of microwave oven interference (top) with
fixed (middle) and random power (bottom).

GHz ISM band: WiFi and Bluetooth devices, as well as microwave
ovens. We present models that capture the temporal characteristics
of these interference sources. A key requirement is the simplicity
and efficiency of models, as they need to be executed in real-time
on the HandyMotes to generate interference. We are not concerned
about the intensity of the generated interference, since when run-
ning a HandyMote in Emulation Mode, we can decide to adjust the
output power of the CC2420 according to different schemes. For
example, the output power can be kept fixed or chosen randomly,
as shown in Figure 9 (emulation of the interference generated by a
Whirlpool M440 microwave oven).

5.1 WiFi Emulation

Modeling Wi-Fi traffic is challenging, as it depends on several
factors such as the number of active users, their activities, the pro-
tocols they use (UDP or TCP), the traffic conditions in the back-
bone, etc. Under some reasonable assumptions, several theoretical
studies have analyzed the performance of 802.11 [17, 18, 19, 20].
However, based on the empirical data we collected, we observed
that the models for saturated sources provide a better approxima-
tion than the models for non-saturated sources (saturated sources
always have data to send). Hence, in order to re-create a realistic
representation of interference patterns, we implement an analytical
model for saturated traffic sources, and for non-saturated traffic we
derive models from empirical data.

Non-Saturated Traffic: Empirical Model. The empirical mo-
del for non-saturated traffic is obtained in the following way. Let
us denote a random variable X as the clear time between two
consecutive busy times. We obtain the probability mass function
p(z) = P-{X = z} from the empirical sampling of the channel,
where z is the time in number of slots (each slot is 1 ms). The
length of the busy times is represented by the transmission delay of
packets, which is a rather deterministic variable (for a fixed packet
size). Following the methodology described on the previous para-
graph, we obtained the p(z) for the scenarios presented on Table 2.
Figures 10(a) and 10(b) show the probability mass function p(z)
for two WiFi scenarios: an audio-stream application and the down-
load of a large file.

Scenario Users
Video Str. 1
File + Radio 1

Scenario Users
Radio Str. 1
File Transfer 1

Table 2: Scenarios.

Saturated Traffic: Analytical Model. There exist several an-
alytical models for the Distributed Coordination Function (DCF)
mode of 802.11. Among them, the model proposed by Bianchi [18]
has been one the most influential. Bianchi modeled the DCF mode
of 802.11 as a discrete Markov process, where the back-off and re-
transmission mechanisms are represented as discrete states. Based
on this model, Garetto and Chiasserini [19] developed a simpler
Markov process by merging back-off states. For details, we re-
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Figure 10: Empirical Models for WiFi and Bluetooth.

fer the reader to their paper [19]. In our work, we use Garetto
and Chiasserini’s model to emulate WiFi interference for saturated
sources: whenever there are transmissions of frames in the model,
the HandyMote activates the carrier.

5.2 Bluetooth Emulation

IEEE 802.15.1, better known as Bluetooth, specifies 79 chan-
nels, spaced 1 MHz, in the unlicensed 2.4 GHz ISM band. Blue-
tooth stack implementations apply an Adaptive Frequency Hopping
(AFH) mechanism to combat interference, which does not permit to
anticipate the frequency at which the interference will take place.
Bluetooth hops 1600 times/sec., which means that it remains in
a channel for at most 625us. Note that Bluetooth channels are
1 MHz-spaced, while the resolution of our scanner is 2 MHz, which
implies that consecutive time slots may eventually coincide within
this frequency window and result in a larger interference period.
We model Bluetooth using the same method as for non-saturated
traffic in WiFi, that is, we obtain the probability density function
p(z) for the clear periods of the channel, and the transmission time
of Bluetooth packets for the busy periods. Figure 10(c) shows the
probability mass function p(z) for the Bluetooth scenario. The
Adaptive Frequency Hopping characteristic of Bluetooth leads to
a smoother cdf curve compared to WiFi, because the clear periods
are independent of the application run.

5.3 Microwave Oven Emulation

Microwave ovens are a kitchen appliance used to cook or warm
food by passing non-ionizing microwave radiations to heat water
and other polarized molecules within the food, usually at a fre-
quency of 2.45 GHz. Therefore, they are a potential source of in-
terference for sensornets operating in the 2.4 GHz spectrum.

The detailed characteristics of the interference patterns emitted
by domestic microwave ovens depend on the model; nevertheless
they all present the same basic properties. Firstly, on a spectral ba-
sis, our experiments show that microwave ovens tend to interfere all
the 802.15.4 channels, with a higher impact on channels 20-26. It
is not possible to state with certainty which channel will be mostly
affected, as our experiments confirm that the peak frequency of the
ovens depends on multiple factors, including the oven content, the
amount of water in the food, and the position within the oven, as
all these parameters affect the temperature of the magnetron [21].
Secondly, on a temporal basis, the generated noise is rigorously
periodic. Figure 11 shows the temporal pattern of the interference
caused by a Lunik 200 microwave oven retrieved experimentally.
In one period of approximately 20 ms, there is an 'on’ and ’off’
cycle, whose duration is roughly 10 ms each. This matches the
observations in [22], confirming the correctness of our results.

For all the above reasons, microwave oven interference is the
simplest dynamic to model, as it follows a deterministic on/off se-
quence. Defining the period of the signal 7, the duty cycle A (frac-
tion of time the oven is on’), and hardcoding these two parameters
into the HandyMote, we can generate interference patterns such as
the ones shown in Figure 9.
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Figure 11: Temporal characteristics of the interference caused
by microwave ovens. The ovens emit frequencies with a perio-
dic pattern with period 7' ~ 20 ms.

6. TESTBED CONFIGURATION

As outlined in Section 2, we partition the area of a testbed into
different cells to deal with the limited RF output power of the
HandyMotes compared to interference sources such as WiFi or mi-
crowave ovens. In this section we explain how to configure the
testbed, i.e., how to place the HandyMotes and how to control their
RF output power level such that the motes in the testbed are par-
titioned. This implies that every mote should be covered by a cell
and cross-talk between neighboring cells should be minimized (i.e.,
a HandyMote does not interfere with motes outside of its cell).

RSS! Noise Floor [dBm]
RSS! Noise Floor [dBm]

80
Time [ms]

(a) Zoom out

120

6.1 Coverage and Cross-Talk

A key issue we need to understand is under which conditions the
packet reception of a mote is actually affected by an interference
signal generated by a HandyMote. The impact of interference on
reception in the CC2420 radio is closely dependent on the mod-
ulation scheme used, namely OQPSK (Offset Quadrature Phase
Shift Keying) and DSSS (Direct Sequence Spread Spectrum). With
these modulation schemes, the interference signals generated by
two HandyMotes do not simply “add up” at the receiver as it would
be the case for ASK (Amplitude Shift Keying) used in older radios,
but the receiver will pick the stronger of the two signals if their
strength differs by a certain minimum. This is called co-channel
rejection: according to [4], the CC2420 is able to receive a signal
at -82 dBm if the second signal is at least 3 dB weaker.

In order to enable a HandyMote to interfere with the motes in
its cell, we therefore need to make sure that a mote belonging to
the cell will receive interference signals from that HandyMote with
a signal strength at least 3 dB higher than the maximum strength
of other signals that mote may receive. To minimize cross-talk be-
tween neighboring cells, we need to make sure that motes outside
of the cell will receive that interference signal with a signal strength
that is at least 3 dB weaker than the minimum strength of other sig-
nals that this mote may receive. Finally, we need to make sure that
all testbed motes are covered by the cells.

In practice, an ideal configuration without cross-talk and with
complete coverage typically does not exist. Also, due to environ-
mental dynamics, the amount of cross-talk and coverage may vary
over time. We can only try to find a configuration that maximizes
coverage and minimizes cross-talk. Note that there is a tradeoff
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Figure 12: JamLab’s division in cells.

between the size of the cells and the accuracy of the spatial distri-
bution of generated interference: the smaller the cells, the higher is
the spatial sampling resolution and the smaller are the cross-talk re-
gions. However, smaller cells also implies that more HandyMotes
are needed to cover the testbed.

6.2 A Theoretical Model

In this section we develop a theoretical model that allows us to
estimate the radius of a cell such that a HandyMote can still inter-
fere with all nodes in the cell. We will also model the amount of
cross-talk between neighboring cells. Finally, we develop a mo-
del that allows us to estimate how many HandyMotes are at least
needed to cover a testbed deployed over a geographical area A.

In order to derive the models, we need to make a number of prac-
tical assumptions. Firstly, we assume that the minimum distance
between a pair of motes in the testbed equals D, with typical
values in the order of few meters. For example, it is common prac-
tice to place a mote in each room on an office floor. Secondly, we
assume that we can reduce the RF output power level of the testbed
motes to a value Py,ote below the maximum of 0 dBm (e.g., -10
dBm) without loosing connectivity. In practice, this is often done to
obtain multi-hop topologies with a large diameter even on the con-
strained space of an office floor. Thirdly, we assume that a mote is
only able to receive a packet with a certain minimal signal strength
Pryin, with typical values in the order of -90 dBm. Finally, we as-
sume the signal propagation can be modeled with the widely used
log-normal model [23, 24, 25]:

P(d) = Pr — Pr(do) —1O~77‘10g10di0+)(0 ()
where Pr(do) is the path loss measured at reference distance do,
7 is the path loss exponent, X, is a zero-mean Gaussian random
variable with standard deviation ¢ that models the random varia-
tion of the RSSI value due to shadowing. We use the well-known
Pr(2) = 46 dBm, and the typical path loss exponent for indoor
environments 77 = 6 without accounting for shadowing.

Consider the scenario in Figure 12(a) with a HandyMote 3 and
several motes cv;. We are interested in computing the cell radius dg
such that HandyMote /3 can block the reception of any message by
motes contained in its cell (i.e., ap and « in the figure). Further,
we are interested in the radius Ag of the cross-talk region. The
cross-talk region is defined as the region where the reception of
a message by a mote (i.e., vz in the figure) may but need not be
blocked by HandyMote 3.

Knowing output power Prandy of the HandyMote and Pp,ote of
the mote, as well as the minimum distance D,,i, between motes,
we can compute the maximum RSSI P, a mote can receive from
another mote:

Dmin
Pz = Prote — PL(dO) —10- UN 1Ogl() d (2)
0
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Using that value and the output power Phandy of the Handy-

Mote, we can compute the radius of the cell dg as follows:
—Pmaz+Prandy — PL(d0)+10-1:10810(dg)
dg =10 107

3

Knowing the minimum RSSI P,,,;,, at which a mote can still receive
a message, we can compute the radius of the cross-talk region Ag
as follows:

Ap =10

—Pmin+Phandy —PL(d0g)+10-n-logig(dg)
107

(€]

From that we can compute the difference between the cell radius
and the radius of the cross-talk region as © = dg — Ag.

Knowing the cell radius dg, we now derive a simple model to
estimate the number of HandyMotes needed to cover a given area
A. As illustrated in Figure 12(b), we consider the sparsest-possible
coverage of an area with disks. Ignoring border effects, the area
covered by a single cell can be estimated with the area of the he-
xagon defined by the intersection points of one circle with the six
adjacent circles. Dividing A by the area of the hexagon, we can
estimate the number of HandyMotes N needed to cover area A:

= (5)
3xv3 2‘/5 * dé

We now illustrate those model with concrete examples. If we
have a sparse testbed with a distance between nodes of D,,in = 4
meters and transmission powers Prote = —15 dBm, Prandy = 0
dBm, we derive Pnaz ~ —80 dBm and the radius of our cells
dg = 8 meters. This configuration would imply that the size of the
cross-talk area © & 4 meters when using Py, = —90 dBm.

This cell size is obviously very large, and the consequence would
be that in theory only N = 6 HandyMotes would be needed to
cover a testbed area A = 750m>.

However, with this configuration the cross-talk area © is quite
large. The accuracy of the regenerated interference may therefore
be low as all nodes contained in cross-talk areas are potentially in-
terfered by multiple HandyMotes in neighboring cells with differ-
ent interference traces. To gain more accuracy, we need to decrease
the size of the cross-talk area ©. This can be achieved by redu-
cing the radius of the cells by means of reducing Pranday, Which
requires more cells and HandyMotes to cover the testbed area. To
obtain © ~ 2 meters, using the same parameters as above, one
would need to use a cell radius of dg =~ 4 meters, which would
imply that to cover the same testbed area A = 750m?, we would
need at least N = 19 HandyMotes.

6.3 Practical Testbed Configuration

In this section we describe in a practical procedure how to con-
figure the testbed, i.e., how to select the HandyMotes and how to
set their power levels such that mote coverage is maximized and
cross-talk between cells is minimized.

1. In afirst step, we empirically obtain Dy,in, Prmin, and Ppaz
from the testbed as introduced in the previous section. D,in
can be obtained directly from the layout of the testbed. Pr,in
and P4, are measured by having the motes in the testbed
sequentially broadcast a message and all others nodes record
the maximum and minimum RSSI value.

. Knowing these parameters, we can compute the maximum
cell radius according to Equation 3. We overlay a hexagonal
grid as depicted in Fig. 12(b) with cells of the computed ra-
dius over the testbed layout, place HandyMotes at the center
of the overlay cells (or select testbed motes close to the cen-
ter of the cells to become HandyMotes), and allocate motes
to the HandyMotes based on the cell overlay.

. Next, we sequentially trigger the selected HandyMotes to
generate an interference signal at maximum output power
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and check if every mote in the cell of a HandyMote is cov-
ered. For this, the motes measure the RSSI noise floor and
check if it is larger than (Ppqz + 3) dB.

. If there are any uncovered motes, we select additional Handy-
Motes in the vicinity of those motes and return to step 3.

. In order to reduce cell cross-talk, we reduce the output power
levels of the HandyMotes to the minimum value that still
guarantees coverage using the same approach as in step 3.
If the selected power level is not the maximum power lev-
els, then the power levels higher than the selected one can
be used to realized different levels of interference strength.
Otherwise, only binary interference can be generated.

. Finally, one may estimate the quality of the generated config-
uration by counting the number of motes contained in cross-
talk region as follows. The HandyMotes sequentially gener-
ate an interference signal at the selected output power. All
motes outside of the cell of that HandyMote measure RSSI.
If the measured value is larger than P,i»+ 3 dB, then the
mote is contained in a cross-talk region. If the number of
motes in cross-talk regions is too high, one may start over
with a different initial selection of cells.

This procedure is supported by a program running on the testbed
motes during the setup phase. After the configuration is completed,
the motes may be programmed with the test application. As part of
future work, we plan to further automate this procedure.

7. EVALUATION

In this section, we first evaluate the accuracy with which a Handy-
Mote can regenerate a previously recorded interference trace in the
time domain. We then augment an existing sensornet testbed in-
frastructure with JamLab, and evaluate the accuracy with which
the augmented testbed can regenerate a previously recorded inter-
ference trace in the spatial domain. Finally, we use JamLab to char-
acterize the performance of MAC protocols under interference.

7.1 Temporal Accuracy

We evaluate the accuracy with which a HandyMote can regen-
erate a previously recorded interference in the time domain. We
run a HandyMote in regeneration mode in proximity of an active
Lunik 200 microwave oven warming a bowl of tea. The Handy-
Mote is placed at 1 meter distance from the oven, and records a
trace of channel 24 at a sampling rate of 60 kHz. Figure 13(a) (top)
shows the interference generated by the microwave as measured by
the HandyMote. Next, the trace is quantized to single-bit resolu-
tion (middle). Finally, once the microwave oven stopped operating,
the HandyMote plays back the recorded binary interference (bot-
tom) using transmission power 0 dBm. As we can notice from the
figure, the regeneration is quite accurate in the time domain.

We quantify the accuracy of the regenerated signal with respect
to the originally recorded signal using the the cross-correlation co-
efficient (c¢). We represent original and regenerated signals by the
series x () and y(¢), respectively, where ¢ 1 N. These
series are binary, and take O (clear channel) or 1 (busy channel)
values. Considering this representation, ¢ is given by:

oo

3wtk =)

rms(z)rms(y)

yeee

c= 6
where rms() denotes the root mean square value of a signal. We
tested eight pairs of original and regenerated samples and the ma-
ximum value of ¢ was selected for each pair:

{c} (O]

Coy = max
ke[~ (N=1),(N-1)]
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Figure 13: Regenerated interference of a microwave oven.

The average correlation ¢z, is 0.93 with a standard deviation of
0.065. Hence, our implementation does a commendable job with
respect to the cancellation of the jitter between sampled and regen-
erated interference and hence regenerates interference with a fairly
high accuracy.

We carry out the same experiment using 2-bit quantization with
thresholds -55, -70, and -80 dBm, and we then regenerate the inter-
ference using transmission power register levels 31, 7, and 3 (i.e., 0,
-10, -25 dBm), respectively. The results match the above ones with
binary interference. Figure 13(b) shows the regeneration process
when using a two-bit quantization.

7.2 Impact on Packet Reception Rate

In this section we experimentally study the impact of interfer-
ence on Packet Reception Rate (PRR), comparing the PRR for ori-
ginal, emulated, and regenerated interference signals. We use the
same Lunik 200 microwave oven as in the previous experiment, and
collect data at the receiver side of a pair of sensor nodes at about
1 meter distance, with the sender transmitting packets at a rate of
128 packets/sec. The sensor just transmits the packet without any
clear channel assessments or duty cycling. We place an Handy-
Mote between the two nodes and we run it both in emulation and
regeneration mode, once the microwave oven stopped being active.

We carry out different experiments with different payload sizes,
and we run the HandyMote using transmission power 0 dBm in
both emulation and regeneration mode, such that the generated in-
terference signal blocks communication between the sensor nodes.

Figure 14(a) shows the results. The PRR collected when the mi-
crowave oven is active decreases when the payload size increases as
the probability of periodic microwave interference hitting a packet
increases with increasing payload size. The PRR obtained for re-
generated interference differs by 5.6% from the original one, hence
showing a reasonable accuracy. For emulated interference, the PRR
differs from the original one by 12.83%, the reason for that being
the noisy amplitude of the original interference signal as depicted
in Figure 9, such that occasionally the interference is too weak to
block the transmission. In contrast, the emulated interference sig-
nal is binary and always blocks communication. Accuracy could be
improved in this case by randomly varying the transmission power
of the HandyMote as discussed in Section 5.3.

We repeat the experiments in presence of Bluetooth interference.
We first measure PRR during a Bluetooth file transfer between a
laptop and a mobile phone. We place the HandyMote between the 2
communicating motes and we measure the PRR obtained with ori-
ginal, emulated, and regenerated interference. We run the Handy-
Mote in emulation mode using the models derived in Section 5.2.

Figure 14(b) shows that the packet reception rate obtained under
regenerated interference differs by 5.02% from the the original one,
while in emulation mode it differs by only 1.31%.

Finally, we repeat the experiment with WiFi interference. Using
the same setup as above, we run the HandyMote in emulation mode
using the models derived in Section 5.1 while generating WiFi traf-
fic from a laptop according to the scenarios presented on Table 2.
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Figure 14: Impact of real, emulated, and regenerated interference on packet reception rate.
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Figure 15: Map of the testbed used for our experiments.

Figure 14(c) shows the results. Also in this case the HandyMote
generates interference quite accurately, and the difference between
the PRR obtained under real interference and the one obtained un-
der emulation varies between 0.25% and 8.56%. The reason for
this difference is that emulation repeats the same pattern over and
over, while actual WiFi interference might change in time, due, for
example, to TCP adaptation mechanisms.

7.3 Testbed Configuration

Next we want to study the accuracy of the spatial distribution of
interference generated by a testbed that has been augmented with
JamLab, and therefore configured as described in Section 6.3. Fi-
gure 15 shows the topology of the testbed we use, which contains
25 Tmote Sky nodes deployed in an office environment.

As discussed in Section 6.2, there is a tradeoff between the ac-
curacy of regeneration and the cell size, as larger cell size leads to
larger cross-talk regions, where motes may be interfered by multi-
ple HandyMotes in neighboring cells. We therefore want to inves-
tigate a worst-case scenario with respect to accuracy, where only a
few large cells with large cross-talk regions are used. Contrary to
the procedure outlined in Section 6.3 to compute the cell size, we
therefore start with a cell radius of dg = 8 meters, which equals
the values in the first example in Section 6.3, where Pp,q. = —80
dBm. With this cell size, we can cover the testbed with just three
cells. We select nodes 6, 10, and 22 as HandyMotes. Next we se-
quentially trigger the selected HandyMotes to generate interference
at maximum output power, and check that the RSSI at every mote
is at least Pz + 3dB = —77 dBm.

Figure 16(a) shows that, with this configuration, node 14 would
not be covered as RSSI is smaller than -77 dBm due to the re-
mote location of the node. We therefore change the selection of the
HandyMotes (instead of adding more cells) to motes 6, 9, and 23 as
shown in Figure 1). With this configuration node 14 is covered, but
node 10 is not covered by HandyMote 9 (Figure 16(b)), while in
the original configuration node 10 covered node 9 (Figure 16(a)).
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Figure 16: Testbed augmented with JamLab. In the first config-
uration, nodes 6, 10, and 22 are selected as HandyMotes. In the
second configuration, nodes 6, 9, and 23 are selected instead.
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Figure 17: Impact of TX power of HandyMote 6.

This is an example of an asymmetric link — something our simple
model in Section 6.2 does not capture. Figure 16 shows also an-
other practical problem. Node 17 is apparently broken as it always
returns RSSI readings higher than —67 dBm. We therefore ignore
this node in the remainder of the experiments.

Finally, we need to reduce the output power of the HandyMotes
to minimize the cross-talk area while still maintaining coverage.
The cell controlled by HandyMote 6 is quite small and therefore
it is possible to reduce its output power. We show the outcome
of varying the transmission power of HandyMote 6 in Figure 17:
power level 11 (-10 dBm) is the smallest that provides full cell
coverage. Similarly, we obtain output power levels 31 and 7 for
HandyMotes 9 and 23, respectively. Figure 18 shows that with such
configuration, only the HandyMote controlling a cell can generate
an interfering signal at the other motes in the cell exceeding Praz.

7.4 Spatial Accuracy

Using the testbed configuration obtained in the previous section,
we now study how accurately we can regenerate the spatial distri-
bution of interference. For this, we place a Whirlpool M440 mi-
crowave oven in the position marked as M in Figure 1, within the
cell controlled by HandyMote 6. This case represents a worst-case
scenario, as the oven can interfere over long distances due to its
high (60 dBm) and highly varying output power.

Our goal is to record the spatial distribution of the interference
patterns generated by the microwave oven in one of the most af-
fected channels (23) all over the testbed. We then let the Handy-
Motes regenerate the recorded traces while the remaining nodes
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an active microwave oven and the one regenerated by JamLab
in regeneration mode throughout the whole testbed.

record the regenerated interference and compare it with the origi-
nal interference recorded while the microwave oven was active.

As we have already investigated the temporal accuracy of re-
generation in Section 7.1, we now focus on the distribution of the
intensity of interference. Instead of recording raw traces, every
mote computes the interference ratio as the percentage of time in
which interference is present (i.e., the percentage of RSSI noise
floor readings higher than P,,,,.). Figures 19(a) and 19(b) show the
comparison of the interference ratio during the activity of the mi-
crowave oven, and during the regeneration using JamLab (Handy-
Motes 6, 9, and 23). Due to their different distances from the mi-
crowave oven, node 7 recorded the highest interference ratio when
the oven was active, followed by nodes 6, 21, 20, and 5, respec-
tively (Figure 19(a)). The regeneration within this cell is based on
the trace recorded by HandyMote 6, therefore nodes 21, 20, and
5 will perceive a higher interference ratio, node 7 a lower one (Fi-
gure 19(b)). A similar reasoning can be applied to all other nodes in
the testbed: node 14, for example, perceives a higher interference
ratio, as recorded by HandyMote 9, which is closer to the oven. If
a better spatial accuracy is required, a higher number of (smaller)
cells needs to be configured, as discussed in Section 6.

It is important to remark that the environmental noise may play
an important role in the quality of the (re)generation, as it will add-
up to the interference (re)generated by the HandyMotes. Observing
Figures 19(a) and 19(b), we can see how the interference received
by node 8 is higher than the one recorded by HandyMote 9 due to a
high environmental noise. In order to reduce the non-determinism
caused by differences in ambient interference between recording
and regeneration, the experiments should be run when the back-
ground noise is low, for example in the evening or during the night.

We finally investigate the accuracy of the regeneration with re-
spect to PRR. We repeat the above experiment while nodes pairs
(2,3), (5,21), and (18,19) transmit and receive packets with a pay-
load of 5 bytes at a rate of 64 packets/second on channel 23. Fi-
gure 20 shows that PRR values are similar between original and
regenerated interference for the first two pairs of nodes, while there
is a larger error (31.6%) for pair (18,19). This is due to nodes 18
and 19 being much closer to the microwave oven than HandyMote
9, following the discussion made for Figure 19.
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7.5 Characterization of Protocol Performance

In this section we demonstrate the usability of JamLab by char-
acterising the impact of interference on low-power MAC protocols.
We show that using JamLab we can get important insights regar-
ding protocol behaviour under emulated but realistic interference.

We perform our experiments in the testbed shown in Figure 15.
Our setup consists of a sender (node 7), a receiver (node 5) and one
(node 6) or two (nodes 6 and 21) HandyMotes, whose position and
transmission power is carefully chosen to jam the communications
between sender and receiver. The sender transmits 400 packets to
the receiver at a rate of 1 packet/sec. We use 3 different MAC
layers: NULLMAGC, a simple layer that just forwards packets be-
tween the radio driver and the network layer, X-MAC [26], and
X-MACQ [27], an enhanced X-MAC with a queue and the ability
to rapidly drain the queue in absence of interference. A first Handy-
Mote generates interference using the implementation of Garetto’s
802.11 model presented in Section 5.1. We use the model with the
RTS/CTS access mechanism and set the minimum and maximum
contention window size to 32 and 1032, respectively, as these seem
to be the most widely used parameter settings. We emulate satu-
rated traffic from 20 stations (this amount was chosen to have an
interference time similar to the one of an active microwave oven),
where each station sends packets with a size of 1000 Bytes. A se-
cond HandyMote emulates a microwave oven, as in Section 5.1.

Table 3 shows our results. We depict the average results of
three runs. With NULLMAC and microwave oven interference,
the PRR is slightly lower than 50%, which confirms the results in
Figure 14(a). The table also shows that under microwave oven in-
terference, X-MAC performs better than NULLMAC with smaller
payloads. As explained in [27], the reason for this is X-MAC send-
ing strobes for a longer time than its off-time and hence the receiver
has on average more than one chance to complete the handshake.

While it is known that the PRR decreases with increasing packet
size, X-MAC’s PRR decreases significantly, namely from almost
60% to less than 40%, as the packet size increases from 30 to 100
Bytes. Also in presence of WiFi interference X-MAC performs
much worse for large packet sizes. The experimental results in Fi-
gure 14(a) are taken using NULLMAC. Combining the results in
this figure with the ones in Table 3, we see a very modest decrease
of NULLMAC’s PRR with increasing packet size.

The difference between NULLMAC and X-MAC is that in or-
der to receive a data packet, a receiver that employs NULLMAC
needs to successfully receive 1 packet only, whereas X-MAC re-
quires the completion of the handshake, i.e., the receiver needs to
receive the sender’s strobe and acknowledge it, before the sender
can send the data packet to the receiver. In our experiments, this
data exchange must happen within one time period without inter-
ference. This means that until the data packet itself is transmit-
ted, a substantial fraction of a time period without interference has
already been used for the handshake. Note that this time period
without interference is short due to the bursty interference patterns
created by both microwaves and Garetto’s WiFi model as the lat-
ter emulates saturated traffic. This explains why the packet size is
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Payload || Oven Oven WiFi Both Both

(Bytes) || NULL | X-MAC | X-MAC | X-MAC | X-MACQ
30 453% | 59.2% 41.6% 20.9% 39.7%
100 43.6% | 39.5% 23.8% 9.2% 15.6%

Table 3: Performance of different MAC protocols under emu-
lated but realistic interference (average PRR in %)

more important for X-MAC than for NULLMAC. The table also
shows that X-MACQ is more robust than X-MAC against inter-
ference, hence confirming the results in [27] using more realistic
interference patterns generated using JamLab.

8. RELATED WORK

The study of interference sources in the ISM band has received
significant attention from the research community, especially in the
crowded 2.4 GHz band. Petrova et al. [1] perform measurements
using 802.11g/n devices and quantify their impact on 802.15.4 net-
works. Sikora reports the impact of microwave ovens, 802.11, and
Bluetooth on the packet reception rate of 802.15.4 networks [2].
Liang et al. present a careful analysis of the symmetric and asym-
metric IEEE 802.15.4 and 802.11 interference patterns [28]. The
high number of interference sources in the ISM band has moti-
vated the study of solutions to overcome interference, in particular
WiFi [17, 29]. While we evaluate the same sources of interference,
the distinctive and most important contribution of our work is that
we provide a low-cost tool to (re)create interference in sensornet
testbeds, which goes beyond a one-time-evaluation approach, and
enables a better study and debugging of communication protocols.

To the best of our knowledge, we are the first to develop such a
low-cost testbed framework for the generation of controlled and re-
alistic interference. Existing sensornet testbeds do not provide any
capability for interference generation, or they are limited to static
WiFi access points randomly placed in the testbed [3]. JamLab, in-
stead, can seamlessly augment existing sensornet testbeds to study
the robustness of protocols against interference.

We have recently discussed the idea of using the CC2420 test
modes to generate interference [14, 15] in conjunction with a di-
rectional antenna to direct the interference towards a selected set of
motes. Our present work goes significantly beyond this, by provid-
ing accurate RSSI readings, record-and-playback and emulation of
interference capabilities, as well as the integration of these func-
tions into a testbed for interference studies.

Several studies have evaluated the impact of interference on the
performance of MAC protocols [27, 30], and a set of fair trans-
mission schedules have been derived by synchronizing the trans-
mission of neighboring nodes in the presence of interference [31].
This type of studies would definitely benefit from the realistic in-
terference patterns that JamLab provides.

9. CONCLUSIONS AND FUTURE WORK

Interference has a strong impact on the performance of sensor
networks. Hence, protocols need to be tested under realistic and
controlled interference. We present JamLab, a tool to augment
existing sensornet testbeds with a low-cost infrastructure for the
creation of realistic and repeatable interference patterns. JamLab
provides simple models to emulate the interference patterns gen-
erated by several devices, and a playback capability to regenerate
recorded interference patterns. We demonstrate the utility of Jam-
Lab by showing its accuracy in both temporal and spatial domains.

Future work includes a further automation of the testbed con-
figuration procedure, and an accurate study and modeling of new
interference sources in the frequency bands used by sensornets.
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Abstract—Wireless low-power transceivers used in sensor net-
works typically operate in unlicensed frequency bands that are
subject to external radio interference caused by devices trans-
mitting at much higher power. Communication protocols should
therefore be designed to be robust against such interference. A
critical building block of many protocols at all layers is agreement
on a piece of information among a set of nodes. At the MAC layer,
nodes may need to agree on a new time slot or frequency channel;
at the application layer nodes may need to agree on handing over
a leader role from one node to another. Message loss caused by
interference may break agreement in two different ways: none of
the nodes uses the new information (time slot, channel, leader)
and sticks with the previous assignment, or — even worse — some
nodes use the new information and some do not. This may lead
to reduced performance or failures.

In this paper, we investigate the problem of agreement under
external radio interference and point out the limitations of
traditional message-based approaches. We propose JAG, a novel
protocol that uses j g instead of ge tr issi to
make sure that two neighbouring nodes agree, and show that it
outperforms message-based approaches in terms of agreement
probability, energy consumption, and time-to-completion. We
further show that JAG can be used to obtain performance
guarantees and meet the requirements of applications with real-
time constraints.

Keywords-Acknowled t; Agr t; H JAG;
Jamming; Radio Interference; Two Generals’ Problem; Wireless
Sensor Networks.

I. INTRODUCTION

Wireless sensor nodes often need to agree on fundamental
pieces of information that can drastically affect the perfor-
mance of the entire network. For example, sensor nodes may
need to agree on handing over a leader role from one node to
another. An agreement failure would break the leader election,
leading to a situation in which either more than one node
becomes leader, or no leader is selected, causing reduced
performance or failures in the network [1]. Similarly, at the
MAC layer, several state-of-the-art protocols use time division
multiple access (TDMA) or frequency diversity techniques to
optimize their performance, in order to maximize network
lifetime and minimize battery depletion. In such protocols,
vital information such as the TDMA schedule, the channel-
hopping sequence derived by interference-aware protocols,
or the seed used to regulate the random channel hopping,
need to be agreed upon by two or more sensor nodes in a

reliable fashion. Failure to agree on such information correctly
(e.g., nodes using inconsistent TDMA schedules) may disrupt
network connectivity or substantially degrade performance.

When sharing information using an unreliable medium
(such as wireless), no delivery guarantee can be given on the
messages that are sent. Akkoyunlu et al. [2] have shown that,
in an arbitrary distributed facility, it is impossible to provide
the so called complete status, i.e., one cannot guarantee that
two distributed parties know the ultimate fate of a transaction
and whether they are in agreement with each other.

The problem is further exacerbated in the presence of
external interference: the low-power transmissions of wire-
less sensor networks are highly vulnerable to interference
caused by radio signals generated by devices operating in
the same frequency range. Several studies have highlighted
the increasing congestion of the unregulated ISM bands used
by wireless sensor networks to communicate, especially the
2.4 GHz band [3]. Sensornets operating on such frequencies
must cope with simultaneous communications of WLAN and
Bluetooth devices, as well as with the electromagnetic noise
generated by domestic appliances such as microwave ovens,
video-capture devices, or baby monitors. As a result, wireless
sensor nodes often communicate through interfered channels
that have low chances of successfully delivering a packet.
Hence, it is important to derive reliable techniques to ensure
agreement even in the presence of interference, and make sure
that they are efficient enough to meet the limited computational
capabilities and energy resources of sensor nodes.

In this work, we design, implement, and evaluate JAG, a
simple yet efficient agreement protocol for wireless sensor
networks exposed to external interference. JAG introduces a
jamming sequence as the last step of a packet handshake
between two nodes to inform about the correct reception of
a message carrying the information to be agreed upon. The
key insight behind this approach is that detecting a jamming
sequence in the presence of external interference is more
reliable than using acknowledgement (ACK) packets to verify
whether the information was successfully shared.

In environments that experience high levels of external
interference, the probability of successfully transmitting a se-
quence of packets and completing an handshake is small, even
when using short ACK packets. Despite the minimal amount

(©2012 IEEE. Reprinted, with permission. From Proceedings of the 33"
IEEE International Real-Time Systems Symposium (RTSS), December 2012.
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of information they carry, acknowledgements are embedded
into IEEE 802.15.4 frames, and hence can be destroyed if
any of the bits in the header, payload, or footer is corrupted
by interference. Performance can be improved by means of
redundancy (i.e., by sending multiple ACK packets), but this
results in a significantly higher energy expenditure and latency,
which is undesirable when using resource-constrained wireless
sensor nodes.

Using JAG, instead, one can minimize the energy expen-
diture and provide agreement guarantees under weaker and
more realistic assumptions about the underlying interference
pattern compared to message-based approaches. By appropri-
ately tuning the length of the jamming sequence, one can
parametrize JAG to obtain predictable performance and to
guarantee agreement in a finite amount of time, even in the
presence of external interference: a perfect fit for applications
with timeliness requirements. We focus on the unicast case
(agreement between two neighbouring nodes) and show that
JAG outperforms traditional packet-based agreement protocols
in the presence of interference with respect to agreement
probability, energy consumption, and time-to-completion.

JAG is intended as a building block to construct protocols
at different layers of the protocol stack. It could be embedded
into a MAC protocol to agree on time slots or frequency
channels as discussed in Sect. VII, at the transport level to
agree on connection establishment or tear-down, or at the
application level to agree on handover of a leader role.

Our paper proceeds as follows. Sect. II defines the agree-
ment problem in wireless sensor networks challenged by
external radio interference. Sect. III conveys the main idea of
the paper: using jamming as a binary signal for acknowledging
the reception of packets. Thereafter, in Sect. IV, we illustrate
JAG, a protocol for reliable agreement under external radio
interference. We describe how JAG can provide the desired
quality of service (QoS) in Sect. V, and we experimen-
tally evaluate the performance of JAG under interference in
Sect. VI. After discussing the integration of JAG into existing
sensornet MAC protocols in Sect. VII, we review related work
in Sect. VIII and conclude our paper in Sect. IX.

II. PROBLEM DEFINITION

Agreeing on a given piece of information is a clas-
sical coordination problem in distributed computing. The
Two Generals’ Agreement Problem, formulated by Jim Gray
to illustrate the two-phase commit protocol in distributed
database systems [4], is often used to explain the challenges
when attempting to coordinate an action by communicating
over a faulty channel, and can be described as follows.

Two battalions are encamped near a city, ready to launch
the final attack. Because of the redoubtable fortifications, the
attack must be carried out by both battallions at the same time
in order to succeed. Hence, the generals of the two armies
need to agree on the time of the attack, and their only way
to communicate is to send messengers through the valley. The
latter is occupied by the city’s defenders, and a messenger
can be captured and its message lost, i.e., the communication

time

Fig. 1. n-way handshake between nodes S and R.
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Fig. 2. Enhanced n-way handshake between nodes S and R using
redundancy: the last ACK message is transmitted & times.

channel is unreliable. Since each general must be aware that
the other general has agreed on the attack plan, messengers are
used also to exchange acknowledgements. However, because
the acknowledgement of a message receipt can be lost as
easily as the original message, a potentially infinite series of
messages is required to reach an agreement'.

A. Agreement in Wireless Networks

In the context of wireless communications, the problem can
be rephrased as follows. When two nodes, S and R, need
to agree on a common value V, they exchange a sequence
of n messages in an alternating manner (Fig. 1). Node S
is the initiator of the exchange. After the transmission of
V, each subsequent message acknowledges the receipt of the
previous message, i.e., a node sends message ¢ > 1 only if
it correctly received message i — 1. Each node uses a simple
rule to determine the success of the exchange: if all expected
messages are received, the exchange is deemed successful,
otherwise the exchange is deemed unsuccessful.

The scenario described above corresponds to an n-way
handshake between nodes S and R, where n is the number
of packets exchanged. The n-way handshake is a widely used
mechanism in communication networks. For example, TCP
employs a 3-way handshake (n = 3) to establish connections
over the network, whereas IEEE 802.111 (WPA2) uses a 4-way
handshake (n=4) to carry out the key exchange.

An n-way handshake can have three possible outcomes:

1) Positive Agreement. The n messages are all received
correctly, and both nodes deem the exchange as suc-
cessful, accepting V.

2) Negative Agreement. A message m with m < n, i.e.,
a message prior to the last message n, is lost. None of
the nodes receives all the expected messages, hence both
nodes deem the exchange as unsuccessful, discarding V.

3) Disagreement. The last message n is lost. One of the
two nodes receives all the expected messages, deems
the exchange as successful and accepts V'; whereas
the second node misses the last message and therefore
deems the exchange as unsuccessful, rejecting V.

A different problem that we are not addressing in this work is how to
guarantee the identity of the sender of the message, as well as how to cope
with misbehaving parties.
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Fig. 3. Distribution of the probabilities of positive agreement and disagree-

ment of the n-way handshake shown in Fig. 1 as a function of the probability
of successful packet transmission p and length of the handshake n.

In the original two generals’ scenario, a positive agreement
would lead to a simultaneous attack of the city by both
battalions and a consequent victory, a negative agreement
would cause both battalions to stall, while a disagreement
would trigger the attack of only one battalion and a consequent
defeat of the attacking forces.

While disagreements are potentially fatal, negative agree-
ments are often less severe. For example, if the shared value
contains the next channel to be used for communication, two
nodes are better off staying in the same lossy channel, rather
than having only one of them move to a different frequency.
The probability of negative agreements should, however, be
minimized, as it may lead to reduced performance. Hence, an
agreement protocol should strive to minimize disagreement as
a first priority, maximize positive agreements as a second (al-
most equally high) priority, and minimize negative agreements
as a third (substantially lower) priority. A metric to measure
the quality of an agreement protocol (whose value should be
minimized) is therefore the DPA ratio of the probability of
disagreements over the probability of positive agreements.

B. The importance of the last message

It is important to emphasize that, in an n-way handshake,
disagreements only occur if the last message is lost. Hence,
depending on the application, it may be desirable to devote
extra-resources to increase the successful delivery of the last
packet by means of redundant packet transmissions (i.e.,
repeating a message several times and assuming successful
transmission if at least one copy is received).

A possibility is to employ a n-way handshake in which the
last packet is repeated k times, as shown in Fig. 2. Using
this approach, the final outcome of the handshake is strongly
dependent on the link quality, on the length n of the n-way
handshake, and on the redundancy factor k. Letting p represent
the probability that a generic message is successfully received
(assuming that p remains constant over time and that it is
independent for each packet), and ¢ = 1 — (1 — p)* the
probability of successfully receiving at least one of the k
redundant packets, we obtain:

Prob(PositiveAgreement) = p" lq
Prob(NegativeAgreement) = 1—p"~!
Prob(Disagreement) = p" 1(1—q)

These equations show that in order to maximize the frequency
of positive agreements and, at the same time, minimize the

frequency of disagreements, we need to maximize the link
quality p and maximize the level of redundancy k. The
choice of a suitable n becomes a catch-22 dilemma in the
presence of unreliable links, as illustrated in Fig. 3: long n-way
handshakes minimize the probability of disagreement, but also
the probability of positive agreement, whereas short n-way
handshakes maximize the probability of positive agreement,
but also the chances of disagreement.

C. Agreement in Wireless Sensor Networks Challenged by
External Interference

In the context of wireless sensor networks, minimizing the
amount of exchanged packets is mandatory because of the
limited energy resources available, i.e., sensor nodes need to
minimize the time during which the radio is active as much as
possible. Therefore, the use of redundant packet transmissions
and long handshakes is not advisable, as it would increase the
energy consumption.

Another aspect is the channel quality affecting p. Wireless
sensor nodes operate in the unlicensed ISM radio bands, and
often use a very low transmission power, which makes them
vulnerable to external interference. Any wireless appliance
operating in the same frequency range of sensornets can po-
tentially interfere with their communications and decrease the
probability of a successful packet exchange p. In the 2.4 GHz
ISM band, for example, Wi-Fi and Bluetooth networks, as
well as domestic appliances such as microwave ovens, can
create noise levels that overwhelm the interference resistance
capabilities of DSSS radios and radically decrease the packet
reception rate [3], [5]. Hence, we need to investigate ways to
encode transmissions such that their success probability p is
maximized despite interfered channels.

D. Analysis of Common Interference Sources

In order to understand the impact of external interference on
the probability of successful transmission p in wireless sensor
networks communications, we study the interference patterns
produced by common devices operating in the 2.4 GHz ISM
band. Using Sentilla Tmote Sky nodes employing a CC2420
radio, we perform a high-speed sampling of the RSSI register
(=~ 50 kHz as in [6]). We call this operation fast RSSI sampling
over a time window Zs4mp. Fig. 4 shows the outcome of fast
RSSI sampling in the presence of sensornet communications
and external interference.

Absence of external interference. When neither inter-
ference nor IEEE 802.15.4 communications are present, the
fast RSSI sampling returns the so called RSSI noise floor.
The latter has typically values in the proximity of the radio
sensitivity threshold (e.g., in the range [—100,—94] dBm
for the CC2420 radio). In the presence of IEEE 802.15.4
communications, the fast RSSI sampling returns a stable value
corresponding to the strength and the length of the transmitted
packet (Fig. 4(a)). As packets have a constrained maximum
payload size of 127 bytes according to the 802.15.4 PHY
standard, a packet transmission at 250 Kbit/sec would not last
more than 4.3 ms.
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Fig. 4. RSSI values measured using off-the-shelf wireless sensor nodes operating in the 2.4 GHz ISM band. Please notice the different scale of the x-axis.

Presence of external interference. When other devices op-  (Fig. 4(d)), while others, such as Wi-Fi stations, generate inter-
erating in the same frequency band of wireless sensor networks ference patterns with short idle periods of a highly variable
are active, bursts of interference signals (busy periods) alter- length (Fig. 4(b)).
nate with instants in which the channel is clear (idle periods). Having short idle periods reduces the probability of success-
The strength of the interference signals and the duration of fully completing a handshake, and this is especially critical
idle and busy periods depend on the interfering source and in the presence of heavy Wi-Fi interference. Fig. 5 shows
on the specific context. For example, the interference patterns the cumulative distribution function (CDF) of idle and busy
generated by Wi-Fi transmissions depend on the number of periods measured by a Maxfor MTM-CM5000MSP node in
active users and their activities, as well as on the traffic the presence of a laptop continuously downloading a file from
conditions in the backbone. a nearby access point. A channel is defined as busy if the

Wi-Fi transmissions are typically much stronger than sen- RSSI is higher or equal than a configurable threshold Ry,
sornet transmissions, and can affect several IEEE 802.15.4 and idle otherwise. In such a scenario, the probability of
channels at the same time. Hauer et al. [7], [8] have shown having an idle period longer than 2 ms is smaller than 5%.
that with a sufficiently high sampling rate, one can identify Therefore, there is only a little chance that a message-based
the short instants in which the radio medium is idle due to handshake successfully completes within an idle period. In
the Inter-Frame Spaces (IFS) between 802.11 b/g packets. order to escape interference, one would need to use short
Fig. 4(b) shows the outcome of fast RSSI sampling in the pres- messages and send them as close as possible to each other,
ence of heavy Wi-Fi interference (caused by a file transfer): it in order to increase the chances of fitting into an idle period.
is indeed possible to identify RSSI values matching the radio Off-the-shelf IEEE 802.15.4-compliant radios such as the
sensitivity threshold between consecutive Wi-Fi transmissions.  CC2420 offer the ability to automatically generate and send

Fig. 4(c) shows an example of interference generated by ACKs for data frames in hardware. The advantage of hard-
Bluetooth. The latter uses an Adaptive Frequency Hopping ware acknowledgements is a significant reduction of latency
mechanism to combat interference, and hops among I-MHz  compared to solutions in which the ACK is generated via
channels around 1600 times/sec., hence it remains in a channel  goftware [10]. However, hardware ACKs cannot be used to
for at most 625 ys. Since Bluetooth channels are more narrow  carry out a complete n-way handshake (with n > 2), since
than the ones defined by the 802.15.4 standard, it may happen they cannot be used in reply to another hardware ACK.
that communication in multiple adjacent Bluetooth channels Imagine a node S starting a handshake by sending a message
affects a single 802.15.4 channel. to R. The latter can reply with a hardware ACK, but S will

Fig. 4(d) shows an example of the interference pattern have to receive and extract the packet, analyse its validity, as
caused by microwave ovens: high-power noise (= 60 dBm) well as to prepare a new ACK frame, load it into the buffer,
is emitted in the 2.4 GHz frequency band in a very perio- and send it over-the-air>. This may cause long latencies that
dic fashion. The period mostly depends on the power grid break the agreement in the presence of short idle periods.
frequency, but can also slightly vary depending on the oven Furthermore, it is also highly inefficient to encode the
model. Works in the literature report a power cycle of roughly  binary information carried by an ACK message inside an
20 ms (at 50 Hz) or 16 ms (at 60 Hz) with an active period [EEE 802.15.4 frame, especially in the presence of inter-
of at most 50% of the power cycle [6], [9]. ference. Despite the payload contains only a single ACK bit,

. the whole packet consists of synchronization preamble and
E. The Role of Idle Periods a physical Iljleader (4-bytes prea);nble, 1-byte Sfart of Frame

In the presence of external interference, n-way handshakes  Delimiter (SFD), 1-byte length field), as well as a MAC header
need to take advantage of idle periods. In principle, the longer  4nd footer (2-bytes frame control, 1-byte sequence number, 4-
the idle period and the shorter the handshake, the higher 20-bytes address, 2-bytes Frame Check Sequence (FCS)). If
the likelihood of obtaining positive agreements. However, any of the bits in the headers and preamble is corrupted by
the interplay between idle periods and n-way handshakes is interference, the packet may become undecodable [11], [12].
complex because of the particular patterns of each interfering
source. Some devices, such as microwave ovens, generate 2In case a train of k redundant software ACKs is sent, the packet can be
periodic interference patterns with relatively long idle periods loaded into the buffer once and sent repeatedly.
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Fig. 5. Cumulative distribution function (CDF) of idle and busy periods
measured by a Maxfor MTM-CMS5000MSP node in the presence of a laptop
continuously downloading a file from a nearby access point.

Therefore, instead of encoding the last ACK as packet
transmission, we propose to encode it by means of jamming,
where the presence of a jamming sequence signals the receipt
of the previous message. The key advantage of this approach
is that jamming, as generated by off-the-shelf wireless sensor
nodes, can be reliably detected even under interference.

III. JAMMING AS BINARY ACK SIGNAL
We propose to encode the last acknowledgement of a n-
way handshake by means of jamming (i.e., transmission of
a carrier signal), where the presence of a jamming sequence
signals the receipt of the previous message. The key advantage
of this approach is that precisely timed jamming signals can
be generated using off-the-shelf wireless sensor nodes and can

be reliably detected even under heavy interference.

A. Generating a Jamming Sequence

In a recent study, we showed that off-the-shelf radios can be
used to generate controllable and repeatable jamming signals
in specific IEEE 802.15.4 channels by transmitting a modu-
lated or unmodulated carrier signal that is stable over time [6],
[13]. This approach is superior to packet-based jamming,
as the generated signal is independent of both packet sizes
and inter-packet times. We hence generate precisely timed
jamming signals by configuring the MDMCTRLI register, so
that the CC2420 radio outputs a continuous modulated carrier
signal. The detection of the latter is based on high-frequency
RSSI sampling, as discussed next.

B. Detecting a Jamming Sequence

Common radio chips offer the possibility to read the RSSI
in absence of packet transmissions. Several researchers have
shown that it is a useful way to assess the noise and the level
of interference in the environment [5], [8], [14]. RSSI readings
close to the sensitivity threshold of the radio indicate absence
of interference, whereas values above this threshold identify a
packet transmission, or a busy/congested medium (see Fig. 4).

Hence, we use the fast RSSI sampling mechanism men-
tioned in Sect. II-D to detect the presence or absence of
a jamming signal generated by a sensor node. A jamming
sequence generated using the method described in Sect. III-A
results in a stable RSSI value above the sensitivity threshold of
the radio, as shown in Fig. 6(a). Therefore, one can detect if a
jamming signal was transmitted by making sure that no RSSI
sample falls down to the sensitivity threshold of the radio.

Jamming sequence of 13 ms
(absence of interference)

Jamming sequence of 13 ms
(presence of Wi-Fi interference)
- 5

RSS! [dBm]
RSS! [dBm]

0 5000 10000 15000 0

Time [us]

5000 10000
Time [us]

15000

(a) Absence of Interference (b) Presence of Wi-Fi Interference

Fig. 6. RSSI values measured by a Maxfor MTM-CMS5000MSP node during
the transmission of a jamming sequence in absence of interference (a), and
in the presence of external Wi-Fi interference (b).

In the presence of additional external interference, the RSSI
register will return the maximum of the jamming signal and the
interference signal due to the co-channel rejection properties
of the radio [6]. Fig. 6(b) illustrates this for a jamming signal
sent in the presence of Wi-Fi interference. As we have shown
in Sect. II-D, typical interference sources — in contrast to our
jamming signal — do not produce continuous interference for
long periods of time, rather they alternate between short idle
and busy periods. That is, if the jamming signal lasts longer
than the longest busy period of the interference signal, we are
unequivocally able to detect the absence of the jamming signal
by checking if any of the RSSI samples equals the sensitivity
threshold of the radio. We exploit this property to design JAG,
a protocol for reliable agreement under external interference.

C. Identification of the Interfering Source

While a jamming signal can encode the binary acknowl-
edgement information, it cannot encode the identities of sender
and receiver as a regular packet would. When carrying out a
handshake, however, these identities are already included in
the message V' to be acknowledged, and therefore are implic-
itly known to the two nodes, as long as the communication
channel remains allocated exclusively for the whole duration
of an exchange. In this way, intra-network interference is
avoided, and a jamming sequence acknowledging the reception
of V can be identified reliably by means of an RSSI threshold,
as we discuss in Sect. IV. Any protocol that embeds JAG as a
building block for agreement needs to meet this requirement.
At the MAC layer, RTS/CTS can be used to allocate the
channel in CSMA protocols, whereas in TDMA protocols the
timeslots must be long enough to complete an exchange.

IV. JAG: RELIABLE AGREEMENT UNDER INTERFERENCE

We call JAG (Jamming-based AGreement) the three-way
handshake in which the last ACK is sent in the form of a
jamming signal as shown in Fig. 7. The choice of three-way
handshakes (as opposed to two-way) is motivated by two facts.
First, a three-way handshake increases the reliability of identi-
fying the jamming signal because it provides a reference RSSI
value (this will be explained in more detail in Sect. IV-B).
Second, three-way handshakes avoid disagreements due to
asymmetric links: for instance, if S has a link with R but
the reverse link is not present, a two-way handshake would
always lead to disagreements, since R is not able to confirm
the reception of V.
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Fig. 7. Illustration of JAG: the last acknowledgement of the 3-way handshake
between nodes S and R is sent in the form of a jamming signal.

A. Protocol Design

The protocol proceeds as follows. S initiates the exchange
and sends the information V' towards a receiver R. If V' is
successfully received, R saves the signal strength 7 of the
received packet and sends an ACK message back to S. We
can send either hardware or software acknowledgements: in
the remainder of this paper we assume that hardware ACKs
are available. If S receives the acknowledgement, it transmits
a jamming signal for a period t;4,,. Meanwhile, R carries
out a fast RSSI sampling for a period ts54mp < tjam that
is synchronized in such a way that the fast RSSI sampling
is carried out while the jamming signal is on the air. The
message V' is used as the synchronization signal: given that
clock drift is not too high at timescales of a few milliseconds,
it is sufficient to include a short safety margin to compensate
for drift (more details in Sect. IV-D). For simplicity, in the
rest of the paper, we assume t;qm = tsamp-

If R detects the presence of the jamming signal, it deems the
exchange as successful; otherwise, V' is discarded. S deems
the exchange as successful if the ACK is received within a
short timeout period, otherwise the jamming sequence is not
generated and the handshake immediately terminated.

After the reception of V, node R carries out a fast RSSI
sampling as described in Sect. III to detect the absence or
the presence of the jamming sequence transmitted by S. The
method to detect the jamming signal is simple: if a jamming
sequence is sent, all RSSI samples should be above 7,0ise,
with the latter being the RSSI noise floor threshold of the
radio. Hence, if during ¢s,,,,, we observe at least one RSSI
sample with a value comparable to 7,45, we conclude that
the jamming sequence was not transmitted.

This process can be described as follows. Denoting
{z1,2,...,2,} as the sequence of RSSI values sampled dur-
ing tsqmp, we define the binary sequence { X1, Xo,..., X, } as
follows: if x; < rpoise, then X; = 1, else X; = 0. R makes
a decision about the presence of the jamming sequence as
follows: if Z?zl X; =0, then § was transmitting a jamming
signal and hence V' is accepted; otherwise, V' is discarded.

Using this algorithm, JAG would operate correctly and
would be able to recognize the presence or absence of a
jamming signal reliably. However, we can enhance its per-
formance significantly by exploiting the knowledge of the
received signal strength 74 of the packet containing V.

B. The Role of s

Under the hypothesis that the jamming signal has a rea-
sonably similar signal strength to rs (RSSI does not change
significantly between consecutive transmissions spaced by
only a few milliseconds), R can filter out any interference
source weaker (i.e., resulting in an RSSI range smaller) than
(rs — A,), with A, being a tolerance margin to compensate
for the inaccuracy of low-power radios and the instability of
the RSSI readings. This allows to shorten ;,,, and achieve a
higher energy-efficiency: as we can see in Fig. 5(b), the higher
Rypyr, the shorter the duration of busy periods.

Hence, if (rs — A,) > rnoises JAG’s algorithm is executed
as follows: if z; < (rs — A,), then X; = 1, else X; = 0.
R still makes a decision about the presence of the jamming
sequence in the following way: if ., X; = 0, then S was
jamming and hence V' is accepted; otherwise, V' is discarded.

Furthermore, 7, also increases the reliability of fast RSSI
sampling. The maximum distance over which a packet can be
successfully received and decoded is shorter than the distance
over which a jamming signal can be captured. This may lead
to confusion in a scenario in which two nodes that cannot
communicate with each other are allocated the same time slot
in a TDMA protocol and transmit a message concurrently. By
using a threshold 75, we make sure that a receiver R is in
the communication range of S, and therefore r¢ cannot be
achieved by any other node transmitting simultaneously.

C. The Role of tjom

The length of the jamming sequence ¢;4,,, can be tuned in
order to provide probabilistic guarantees on the fraction of
disagreements. Denoting ¢7%" as the maximum busy period
that can be encountered in the presence of interference, we
can guarantee that S and R will agree on V by setting
> tg’;‘;; In such a case, an idle period will surely
be encountered during Zs4mp, and the absence of a jamming
sequence unequivocally detected, as discussed in Sect. III-B.
Hence, the most pernicious outcomes (disagreements) are
eliminated, and only positive or negative agreements can occur.

In some scenarios, however, one may need to know the
outcome of the agreement process before Ly sy In these cases,
where tj4m < t{,’;‘g, disagreements may occur. For these
type of scenarios, given t;,,,, we derive an upper bound
for the probability of obtaining disagreements. In this way,
a user with stringent real-time constraints can assess if the
fraction of disagreements is within the limits permitted by the
QoS requirements of the application. The probabilistic model
bounding the fraction of disagreements is presented in Sect. V.

tjam

D. JAG Implementation

We implement JAG on Maxfor MTM-CMS5000MSP and
Sentilla Tmote Sky nodes. Our implementation, based on
Contiki [15], uses two main building blocks: the generation of
a jamming sequence and the high-frequency RSSI sampling.
The former uses the CC2420 transmit test modes as described
in Sect. III-A. The latter is implemented as in our previous
work [6], so that we roughly obtain one RSSI sample every
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Fig. 8. Alignment between tsamyp and t;jqm: RSSI readings obtained during
trsT and t. are discarded to compensate for synchronization inaccuracies.

20 ps. Although a sampling rate of 50 kHz does not capture
the transmissions from all wireless devices operating in the
same frequency band of sensor networks (e.g., IEEE 802.11n
devices), it is still enough to identify most of the idle periods
that occur between Wi-Fi transmissions and hence to distin-
guish the jamming sequence from external interference.

For all our experiments we use NULLMAC, a MAC layer
that just forwards packets to the upper or lower protocol layer
and does not perform any duty cycling, but reports the pres-
ence of hardware acknowledgements. We chose NULLMAC in
order to obtain results that are independent of specific MAC
features and parameters. To ensure that the execution time
of the entire handshake is bounded and independent of clear
channel assessment (CCA) back-off times, we do not postpone
transmissions until the channel becomes clear. Instead, we
carry out a single clear channel assessment before sending
V': if the channel is found busy, the transmission is cancelled.
This is an optimization, as sending V' despite the busy channel
would result in a negative agreement (V' would be lost).

To ensure alignment between jamming ¢;4,, and sampling
tsamp, We implement a simple synchronization mechanism. S
and R synchronize their operations based on the reception of
V': the transmission or reception of the Start of Frame Delim-
iter (SFD) is used as the synchronization signal. Although at
timescales of a few milliseconds clock drift is minimal, the
beginning of ¢, may not be aligned with the beginning of
the jamming sequence because of the time required for RSSI
to settle. The RSSI of the CC2420 radio is indeed an average
of the last 8 bit symbols [6] and hence one needs to wait
for the RSSI to stabilize (this takes ~ tpsr = 128us) before
being able to measure r; (see Fig. 8). Since RSSI readings are
not instantaneous and their duration may slightly differ among
different nodes, we introduce a safety margin ¢, during which
the RSSI readings are discarded: this allows us to compensate
for possible synchronization inaccuracies. The actual length of
tjam must therefore be increased by 2 - (tgsr + tc) to make
sure that 4, 18 correctly aligned.

V. PREDICTABLE PERFORMANCE UNDER INTERFERENCE

We mentioned in Sect. IV-C that one can use ¢4, to provide
probabilistic guarantees on the fraction of disagreements.
When setting ¢jqm > %, is not possible, it is important to
precisely calibrate ;,,, so that a user with stringent real-time

constraints can know in advance the fraction of disagreements

Variable  Description
tokt Transmission delay of PKT containing V'
tack Transmission delay of ACK
tjam Duration of jamming signal in JAG
X Random variable denoting the length of the idle period
p(z) Probability density function (pdf) of X
TABLE 1

NOTATION USED IN OUR PROBABILISTIC MODEL.

to be expected. Hence, we now derive a probabilistic model
that bounds the probabilities of positive agreements and dis-
agreements for JAG, given a certain value of ;4.

The parametrization of the probabilistic model requires the
user to run a wireless sniffer in order to capture the character-
istics of the surrounding interference. We use continuous RF
noise measurements to measure the duration of idle and busy
periods and compute their probability density function (pdf):
a channel is defined as busy if the RSSI is higher or equal
than a configurable threshold R;;, and idle otherwise.

Preferably, this operation should be carried out before the
actual deployment, but it would also be possible to characterize
interference at runtime, for example in case the RF environ-
ment has changed significantly from the prior observation.

The user can then follow three simple steps: (i) compute the
pdf of the idle periods p(i), where i represents the length of
the idle period, (ii) compute the conditional pdf of the busy
periods following the idle periods p(b > x|i), and (iii) use the
model to obtain the value of Z;,,, that provides the desired
QoS.

Table I shows the notation used in our analysis. Our goal is
to derive the probabilities of positive agreements and disagree-
ments for JAG given a certain value of t;,,. First, we obtain
the probability of selecting an idle period of length 4, then, we
derive the probabilities of obtaining positive agreements and
disagreements over all possible idle periods.

Denoting p(i) as the probability density function of the idle
periods formed by the interference pattern, the probability of
selecting an idle period of length 7 is given by:

: ip(i)
(i) = 5o M
i.e., the more frequent and the longer the idle period, the higher
the likelihood of selecting it.

In order to derive the required probabilities, we need to
understand the interplay between the length of an idle period
i and the 3-way handshake method used by JAG (i.e., the
transmission of the PKT embedding V, the ACK, and the
JAM signal). In principle, based on the definitions presented
in Sect. II, losing an ACK should lead to negative agreements.
The practical implementation of JAG, however, takes an opti-
mistic approach that increases the likelihood of positive agree-
ments at the cost of turning some negative agreements into
disagreements. In JAG, if R sends the ACK, four outcomes
can occur: (i) a positive agreement, if the ACK is successfully
delivered to S and the JAM signal is correctly decoded by R;
(ii) a negative agreement, if the ACK is lost and R detects the
lack of JAM; (iii) another positive agreement, independently
of the fact that the ACK is received or not if, after sending
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the ACK, R detects an interference signal with a strength
higher than the expected JAM signal and hence assumes a
successful transaction (this is the optimistic approach, which
assumes the JAM was buried within the stronger signal); and
(iv) a disagreement, if the ACK is lost, but, by chance, a high
interference signal lasts longer than f4,,,. In this case, R
assumes, mistakenly, a successful exchange, i.e., a negative
agreement turns into a disagreement.

Based on the above description, in JAG, positive agreements
are given by the following equation:

[ee)

. tpkt + tac
P )

1>tpkt+lack

Pan{Pos. Agr.} =

whereby the first term of the product states the probability of
obtaining an idle slot of length 7, and the second term states

the probability that the selected idle slot can “contain” the
transmission of the packet followed by the ACK (t,kt + tack)-

In order to obtain the fraction of disagreements, we use
a bounding probability. There are three necessary but not
sufficient conditions to obtain disagreements: (i) PKT is trans-
mitted successfully, (ii) the ACK is corrupted and (iii) the
interference signal after the ACK is longer than t;q,, (to
shadow the JAM signal). Hence, we define the probability of
obtaining disagreements with JAG as follows:

tack

Pjam{Disagreement} < Z s(0)p(b > tjamli)+

i=1
tprtt+tack A A min(tpm, Z)
Z s(0)p(b > tjamli)(1 — T)JF &)
i>tack
[ee)
. -\ tack

> s(i)p(b > tiamli)( )

i>tprtttack

Each of the sums on the right side of the equation has three
terms. The first term s(7) denotes the probability of obtaining
an idle slot of length . The second term p(b > ¢4, |7) denotes
the probability of obtaining a busy period b longer than %4,
after an idle period of length ¢ (the minimum requirement
to shadow the jamming signal). The third term differs for
each sum, and denotes the probability that the ACK will be
corrupted: in the first summation this probability is 1, because
the idle time is less than t,., i.e., the ACK will always be
corrupted; in the second and third summations, this probability
describes the chances that the agreement starts early enough to
allow a successful delivery of PKT, but late enough to corrupt
the ACK. Please note that, in Eq. 3, the term p(b > tjam|?)
assumes that the corrupted ACK ends exactly before the next
busy period starts. In practice, the ACK will likely have a A
overlap with the beginning of the busy period b, and hence, b
will need to be longer than (t;4,, + A) to lead to a disagree-
ment. Given that p(b > tjaml|i) > p(b > (tjam + A)]i), in
practice, we can expect a lower fraction of disagreements.

For the case of disagreements, JAG allows the user to fine-
tune the duration of ¢,,, according to the requirements of the
application (Eq. 3). In Sect. VI-E, we will observe that this
fine-tuning capability is central to provide QoS guarantees.

VI. EXPERIMENTAL EVALUATION

A. Experimental Setup

We carry out our experiments in two small-scale sensornet
testbeds with USB-powered sensor nodes. The first testbed
consists of 15 MTM-CM5000MSP nodes deployed in an office
environment, whereas the second testbed uses the same type
of sensor nodes deployed in a residential building. We use our
first testbed to evaluate the performance of several agreement
protocols under different types of interference. To this end, we
use JamLab [6], a tool for controlled and realistic interference
generation in specific IEEE 802.15.4 channels. We configure
JamLab to emulate a continuous file transfer produced by
either Bluetooth or Wi-Fi devices in specific IEEE 802.15.4
channels. We further carry out experiments in the presence
of a Wi-Fi interference generated by a laptop continuously
downloading a file from a nearby access point. We validate
our first set of results using a second testbed deployed in
residential buildings surrounded by Wi-Fi stations: we run
different agreement protocols for several days and compare
their performance over time.

In our experiments, we use several pairs of nodes S and
R. Node S always initiates the handshake, and transmits a
data packet composed of a 6-byte payload containing the
information to be agreed upon V' and the transmission power
used T’p. For each handshake (which is initiated after a random
interval in the order of hundreds of milliseconds), we select
a random transmission power between -25 dBm and 0 dBm
in order to create different types of links. R replies to the
packet using T'p, i.e., the same transmission power used by S.
Hardware ACKs are enabled by default, and nodes remain on
the same channel during the whole duration of the experiment,
in which we perform several hundred thousand handshakes.

B. Packet-based n-way handshake

We firstly analyse the performance of the packet-based n-
way handshake shown in Fig. 1 (redundancy factor £k = 1)
under different interference patterns. In our implementation,
every packet from R to S is sent using the hardware ACK
support, so to minimize the latency between the reception of
the previous packet and the dispatch of the following one.

Fig. 9 shows the percentage of positive/negative agreements
and disagreements obtained under different interference pat-
terns. The values are computed as an average over all trans-
mission power values Tp used in our experiments, excluding
the ones leading to asymmetric links.

Fig. 9(a) depicts the performance of the protocol under
JamLab’s emulated Bluetooth file transfer. As discussed in
Sect. II, the longer the handshake, the smaller the amount
of disagreements and positive agreements. Hence, the DPA
ratio does not decrease when increasing the length of the
handshake n. The alternating performance of the DPA ratio
is caused by the interchange between software and hardware
ACKs: the former require a higher latency to be transmitted,
and hence offer a worse performance with respect to the
latter. Fig. 9(b) and 9(c) show the performance of the n-way
handshake protocol under JamLab’s emulated Wi-Fi transfer
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longer tout, the lower the amount of disagreements in favour of positive agreements, at a price of an increased energy consumption.

and under Wi-Fi interference generated by a continuously
active laptop, respectively. As the interference becomes heav-
ier, the amount of positive agreements and the amount of
disagreements drastically decrease after few iterations, hence
the DPA ratio does not improve significantly. Our experiments
therefore confirm our observations in Sect. II: packet-based n-
way handshakes are not optimal under external interference.

C. 2-MAG: 2-way handshake enhanced with redundancy

To minimize the DPA ratio, we introduce redundancy of the
last ACK packet as discussed in Sect. II-B, and we analyse
the performance of a 2-way handshake in which the last ACK
packet is sent k times, as illustrated in Fig. 2. For simplicity,
in the remainder of this paper we will refer to this protocol as
2-MAG (2-way handshake Message-based AGreement).

Given the structure of JAG, a more fair comparison would
involve a 3-way handshake message-based agreement protocol
in which the last packet is sent k times. The choice of a 2-
way handshake is driven by the results obtained in Fig. 9:
a low n minimizes the probability of negative agreements,
and therefore there are higher chances that 2-MAG sustains
more positive agreements and outperforms JAG thanks to its
redundant transmissions. We make sure to carry out a fair
comparison by eliminating asymmetric links that would always
lead to disagreements when using a two-way handshake.

In our implementation, hardware ACKs are enabled, i.e.,
the first ACK packet sent from R to S has a short and fixed-
delay latency. Every other ACK packet will be generated via
software by pre-loading the ACK into the radio buffer and by
repeatedly sending its content k times. Please note that the
preparation of the software ACK is time-critical, as one need
to extract and analyse V' before creating the ACK and loading
it into the radio buffer.

In order for S to consider V' as successfully exchanged, it
is sufficient to receive one ACK packet within a maximum
waiting time ¢,,;. Clearly, the longer ¢,,:, the higher the
likelihood that at least one ACK packet will be correctly
decoded and the better 2-MAG will perform (at the price of
an increased energy consumption). Hence, we compute tg,;
as the maximum time in which node S waits for a valid ACK
packet from R.

Fig. 10 shows the percentage of positive and negative agree-
ments as well as disagreements obtained in the presence of
interference using 2-MAG as a function of t,,;. As expected,
the longer t,y,:, the lower the amount of disagreements in
favour of positive agreements. As this minimizes the DPA
ratio, 2-MAG outperforms a generic n-way handshake without
redundancy in the presence of external interference.

D. JAG: Jamming-based AGreement

We now evaluate the performance of JAG and compare it
against 2-MAG. In particular, we are interested in compar-
ing how the percentage of positive/negative agreements and
disagreement change when we increase the duration of the
handshake. Intuitively, the longer t,,; for 2-MAG and the
longer t;4,, for JAG, the better the performance. However,
it is important to see their distribution to study the protocols’
energy-efficiency and their DPA ratio under interference.

Fig. 11 shows the results: JAG sustains a significantly lower
amount of disagreements compared to 2-MAG already for
small values of t;4,,. For example, 2-MAG requires more
than 7.5 ms to obtain less than 1% disagreement under
Bluetooth interference, whereas JAG achieves this amount
with a t4m < 250us.
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Fig. 12. Disagreements as function of energy for JAG and 2-MAG.

Even though 2-MAG has a high number of positive agree-
ments, it requires significantly higher values of ¢,,; to reduce
the amount of disagreements and the DPA ratio. JAG, instead,
has a very low rate of disagreements under every type of
interference even with small ¢;,,, which enables significant
energy savings, as shown in Fig. 12. Furthermore, when
tjam 1is longer than the longest interference burst, we do
not have any disagreements as discussed in Section IV-C.
Obtaining this behaviour using packet-based approaches would
require a significantly higher cost: Fig. 10(b) shows that even
when sending bursts of ACKs for 100 ms, one cannot still
guarantee the absence of disagreements. Hence, compared to
packet-based approaches, JAG performs better and guarantees
agreement with less costs and with weaker and more realistic
assumptions about the underlying interference pattern.

Fig. 11(c) shows that the rate of disagreements obtained
in the presence of emulated Wi-Fi interference tends to zero
faster than the one obtained in the presence of real Wi-Fi
interference. This is because the interference generated by
JamLab contains fast transmissions with short idle and busy
periods. Therefore, JAG has high chances to detect an idle
period already when using a short £q,.

In addition to #;4,,, another parameter to be configured in
JAG is A,, which helps in compensating changes between 7
and the strength of the received jamming signal. A, should
be selected not too small (so to account for the inaccuracy
of the RSSI readings), but at the same time not too large, as
this would neutralize the benefits of having knowledge of r;.
Fig. 13 depicts the percentage of disagreements as a function
of A,: a value of 3 dBm offers a good trade-off.

Finally, we validate the goodness of JAG by running a long-
term experiment in our second testbed deployed in a residential
environment. In particular, we compare the performance of
JAG and 2-MAG over time when using ¢;,,, = 500us for JAG
and t,,¢ = 5ms for 2-MAG (Fig. 14). We do not change the
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Fig. 13. Role of A, on the probability of disagreement.
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Fig. 14. Long-term experiment in a residential environment.

configuration of the two protocols throughout the duration of
the experiment. The interference in the environment changes
significantly over the day: a lot of Wi-Fi activity was present
during daytime in the weekend (May, 12-13), but it was quiet
during night and on Monday (May, 14) during the day, as
most people were not in their homes. Despite selecting a ¢4+
10 times higher than t;4,,, JAG sustains a significantly lower
amount of disagreements and outperforms 2-MAG during the
whole duration of the experiment.

E. Predictability of JAG

We now evaluate the goodness of the probabilistic model
presented in Sect. V with respect to the predictability of
the performance of JAG. In order to do this, we firstly
obtain the pdf of idle and busy periods using sensor nodes
in wireless sniffer mode in the scenarios described in the
previous sections, i.e., in the presence of JamLab’s emulated
interference and real Wi-Fi interference generated by a laptop
(the pdf's in the presence of real Wi-Fi interference are shown
in Fig. 5). Then, based on equation (2) and (3), we obtain
an upper bound for the probability of obtaining disagreement
and a lower bound for the probability of obtaining positive
agreements as a function of ¢, using tpp; = 1 ms, teer =
750 ps, and ¢ = -90 dBm.
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Comparison of the rate of positive agreement and disagreement obtained running JAG on real wireless sensor nodes, and deriving the probabilities

using the analytical model shown in Sect. V. The model actually returns a lower bound for positive agreements and an upper bound for disagreements.

By running JAG on real wireless sensor nodes, we ver-
ify experimentally whether the probabilistic model is able
to predict the performance of JAG. The results illustrated
in Fig. 15 show that our probabilistic model parametrizes
correctly 4, by giving an upper bound on the amount of
disagreements and a lower bound on the amount of positive
agreements, hence predicting the performance of the protocol
correctly. Note that the probabilistic model was computed
for every possible ¢4, whereas due to memory limitations
of real nodes only a finite amount of ¢;,,, were computed
experimentally. Please note that Fig. 15 shows a different
performance between emulated and real interference: whilst
JamLab is designed to attain repeatability and test algorithms
under the same conditions, real-world settings have several
variables affecting their dynamics.

Based on our results, we can conclude that our theoretical
model is indeed able to parametrize JAG and predict correctly
the maximum amount of disagreements occurring for a given
tjam- This can be useful when the latter is shorter than the
longest busy period created by interference (¢,7%7).

VII. INTEGRATION OF JAG INTO MAC PROTOCOLS

As previously discussed, JAG is intended as a building block
to construct protocols at different layers of the protocol stack.
For example, it could be embedded into a MAC protocol to
agree on the TDMA schedule or the next frequency channel.
We now discuss how JAG can be integrated in existing MAC
protocols to enhance their performance.

As many deployments gather environmental data and send
them to a number of sinks, several convergecast MAC
protocols have been proposed in sensor networks, such as
Chrysso [16] and CoReDac [17]. In these protocols, nodes
are logically organized into parent-children groups that may
operate on different channels. In Chrysso [16], individual
parent-children pairs collaboratively switch their communica-
tion channel as soon as performance degrades. In particular, a
parent node monitors the average back-off time, and as soon
as it exceeds a given threshold, it instructs all its children
to carry out a channel switch by piggybacking the “switch-
channel command” onto ACK messages, and then switches
to the next channel. This operation is carried out for each
parent-child pair individually, and can be considered a two-
way handshake between child and parent (2-MAG) in which
the information V' to be agreed upon is contained in the second

message. Please note that, on a high-level basis, V' does not
have to be necessarily included in the first message of the
exchange: in a n-way handshake, V' is in any case only used
once the last message has been received, so it can be embedded
in any of the messages exchanged in the handshake. The only
difference with respect to 2-MAG is that, when piggybacking
an information V' into an ACK message, the latter cannot be
sent as a hardware ACK as it contains extra-information.

JAG can be embedded into Chrysso by replacing the 2-way
handshake between child and parent with a 3-way handshake
in which the child sends an initial packet P, the parent answers
with a software ACK containing the new channel to be used
(V), and the child confirms the reception of V' by jamming
for a predefined amount of time ¢;q,,. The parent node deems
the exchange as successful (jamming sequence detected) or
unsuccessful (jamming sequence not detected) depending on
the results of a fast RSSI sampling, as described in Sect. IV-A.

The same principle can be used to enhance the performance
of CoReDac [17], a TDMA-based convergecast protocol in
which parent nodes split their reception slots into subslots,
and assign one slot to each child in order to build a col-
lection tree that guarantees collision-free radio traffic. As in
Chrysso, also in CoReDac the assignment information used
for synchronizing the TDMA-schedules is piggybacked onto
ACK messages, and one can introduce a three-way handshake
using JAG in the same way as described above. However, in
the current version of CoReDac, there is a single aggregated
ACK message containing the identifier of all children: this can
be easily changed to individual ACKs to each child without
affecting the overall protocol architecture.

The use of a 3-way handshake requires additional energy
compared to the traditional message-based 2-way handshake
implemented by Chrysso and CoReDac. However, this may
pay off in the presence of interference, as it would increase
the chances of agreement. As we have shown in our previous
work [18], CoReDac performs poorly in the presence of
interference, since when an ACK is lost, a sensor node needs
to keep its radio on until it hears a new one, and integrating
JAG may lead to substantial performance improvements.

VIII. RELATED WORK
Agreement is a well-known problem in distributed systems.
Pioneering work in the late 1970s highlighted the design
challenges when attempting to coordinate an action by com-
municating over a faulty channel [2], [4].
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In the context of wireless sensor networks, the agreement
problem has not been widely addressed. The main focus has
been on security for the exchange of cryptographic keys [19],
and on average consensus for nodes to agree on a common
global value after some iterations [20]. Similarly to these
studies, our work aims at protocols that allow a set of nodes
to agree on a piece of information. In addition, we also
tackle agreement under interference and provide a lightweight
energy-efficient solution that fits applications with strict per-
formance requirements.

Our work is motivated by studies reporting the degrading
QoS caused by the overcrowding of the RF spectrum in
unlicensed bands [3]. Several solutions have been proposed:
Chowdhury and Akyildiz identify the type of interferer and
schedule transmissions accordingly [21]. Liang et al. increase
the resilience of packets challenged by Wi-Fi interference
using multi-headers and FEC techniques [11]. Other protocols,
such as Chrysso and ARCH, dynamically switch the communi-
cation frequency as soon as interference is detected [22], [16].
As these protocols rely on packet exchanges to coordinate
the channel switching, one can use JAG to improve their
performance, as discussed in Sect. VIIL.

Another set of studies propose to cope with interference by
exploiting its idle or busy periods. Noda et al. have proposed a
channel quality metric based on the availability of the channel
over time, which quantifies spectrum usage [23]. Hauer et
al. report the interference observed by a mobile body area
network in public spaces, and the study shows the intermit-
tent interference caused by Wi-Fi AP in all IEEE 802.15.4
channels [7]. Similarly, Huang et al. have shown that Wi-
Fi traffic inherently leaves “a significant amount of white
spaces” between 802.11 frames [24]. BurstProbe uses a prob-
ing mechanism to periodically measure burst error patterns of
all links used in the deployment and, whenever the interference
patterns leave predicted bounds, a warning is issued so that
one can reconfigure the deployed network [25]. Similarly to
these studies, JAG exploits idle times for data packets, but also
leverages the bursty nature of interfering sources to achieve
reliable agreements through the use of jamming signals.

IX. CONCLUSIONS

In this paper, we propose JAG, a simple and efficient agree-
ment protocol for wireless sensor networks exposed to external
interference. JAG introduces a novel technique that utilizes
jamming signals to acknowledge the reception of a packet.
Our results show that JAG outperforms traditional methods
using packet-based acknowledgements. Further, JAG provides
predictable performance in that it keeps, within a specified
energy budget and delay time, the probability of disagreements
below a pre-defined threshold even in the presence of external
interference, and in that it can be configured to always reach
agreement (positive or negative) in a finite amount of time.

A limitation of the current version of JAG is that jamming
sequences do not provide identity information, and hence may
be generated by a malicious device. JAG partially solves the
problem by using a mechanism to verify that the strength of

the jamming signal equals the one that would be produced
by the device of interest. However, security is an important
concern nowadays, and it would be important to unequivocally
guarantee the identity of the jamming node by means of
authentication. We will address this issue in future work.
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ABSTRACT

Temperature is known to have a significant effect on the
performance of radio transceivers: the higher the temper-
ature, the lower the quality of links. Analysing this effect
is particularly important in sensor networks because several
applications are exposed to harsh environmental conditions.
Daily or hourly changes in temperature can dramatically
reduce the throughput, increase the delay, or even lead to
network partitions. A few studies have quantified the impact
of temperature on low-power wireless links, but only for a
limited temperature range and on a single radio transceiver.
Building on top of these preliminary observations, we de-
sign a low-cost experimental infrastructure to vary the on-
board temperature of sensor nodes in a repeatable fashion,
and we study systematically the impact of temperature on
various sensornet platforms. We show that temperature af-
fects transmitting and receiving nodes differently, and that
all platforms follow a similar trend that can be captured
in a simple first-order model. This work represents an ini-
tial stepping stone aimed at predicting the performance of
a network considering the particular temperature profile of
a given environment.
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1. INTRODUCTION

Wireless sensor networks (WSNs) have proven to be an
excellent monitoring tool and nowadays many installations
exist. They are, for example, used to monitor natural phe-
nomena such as glaciers, infrastructures such as bridges, or
production processes on oil platforms. Many of these de-
ployments are heavily exposed to the environment and ex-
perience extreme temperature changes within a day and over
seasons. Temperature has a significant impact on wireless
communication and a system has to be designed to handle all
possible temperature changes over the deployment lifetime.
This is of particular importance if we rely on the system
and expect a deterministic performance at any given point
in time. For example, we expect that a WSN-based process
automation on an oil rig operates reliably while the instal-
lation is ling through the extreme temperature changes
that are typically found in such deployments. A system fail-
ure caused by a wrong prediction of the impact of tempera-
ture changes on wireless communication is not acceptable.

Many studies describing experiences from WSN outdoor
deployments have reported that diurnal (day/night) and sea-
sonal (summer/winter) fluctuations of ambient temperature
have a strong impact on communication quality. Lin et al. [1]
have found a daily variation in the received signal strength
(RSS) of up to 6 dBm, with the highest RSS values being
recorded during night-time. Similarly, in their deployment
in an Australian outdoor park, Sun and Cardell-Oliver [2]
have measured on-board temperature daily variations be-
tween 10 and 50°C, and noticed that links perform very
differently between day and night. Also Thelen et al. [3]
have noticed a drastic decrease of RSS at high temperatures
in their potato-field deployment.

While the macro-view of the problem is clear (tempera-
ture has an effect on signal strength and link quality), this
knowledge does not help us to fully understand the depen-
dency between link quality and temperature. Furthermore,
existing work does not allow us to predict the performance of
a network with respect to communication-related tempera-
ture dependencies. The aim of this work is hence to develop
a micro-view of the problem by analysing systematically the
impact of temperature on different radio transceivers. We
design a low-cost experimental infrastructure to vary the
on-board temperature of nodes in a repeatable fashion and
study the effects on transmitting and receiving nodes, iso-
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lating hardware-specific effects. Our results show that all
platforms follow a similar trend that can be captured in
a relatively simple first-order generic model for low-power
wireless transceivers. Such a model can be used for planning
and constructing wireless sensor networks providing depend-
able service despite temperature changes.

In the next section, we describe existing work in the out-
lined research area. In Sect. 3 we present results from a
1-year long outdoor deployment in Sweden that we used as
a starting point for this work. We then describe and anal-
yse the results of extensive lab experiments to systematically
study the effects of temperature in a controlled setting. We
develop a first-order model of temperature and link quality
dependency in Sect. 4 and conclude our paper in Sect. 5.

2. RELATED WORK

Results by Bannister et al. [4] from an outdoor deploy-
ment and from experiments in controlled scenarios have re-
vealed that an increase in temperature causes a reduction
in RSS. In their experiments in a climate chamber, the au-
thors observe a linear decrease in RSS of about 8 dB over
the temperature range 25-65°C and show that this reduc-
tion may have severe consequences on the connectivity of a
network. These results were confirmed by experiments by
Boano et al. [5], [6], showing that one can safely decrease the
transmission power of communications at low temperatures
without deteriorating the performance of the network.

A recent long-term outdoor deployment by Wennerstrém
et al. [7] has further shown that the average packet reception
rate (PRR) in a WSN of 16 Tmote Sky nodes dropped by
more than 30% when changing temperature from -5 to 25 °C,
and that a clear degradation in PRR and average link quality
occurred during summer, confirming that daily and seasonal
fluctuations of ambient temperature have a strong impact on
the quality of sensornet communications.

These existing works simply report the degradation of
signal strength and link quality as a consequence of an in-
crease in ambient temperature and do not provide a deeper
analysis of the problem. In addition, every reported anal-
ysis is unique in terms of experimental setup and hard-
ware. The used radio chips range from Nordic NRF903 [2]
and CC1000 [3] to the popular CC1020 [6] and CC2420
transceivers [1], [7], making it difficult to separate general
from hardware-specific effects.

Bannister et al. [4] have attempted to quantify the loss
of RSS due to temperature changes, but only for a lim-
ited temperature range and for a single radio chip. Fur-
thermore, when simulating the reduction of communication
range and connectivity degradation due to an increase in am-
bient temperature, the authors assume that communicating
nodes have similar temperatures.

This work goes beyond existing work and studies the im-
pact of sender and receiver temperature on link quality sys-
tematically using different hardware platforms. After iso-
lating hardware-specific effects, we show that temperature
affects all platforms in a similar way and derive a model that
captures its impact on low-power wireless transceivers.

3. EXPERIMENTAL RESULTS

In order to get a deeper understanding of the impact of
temperature on WSNs, we study the evolution of link qual-
ity over one year in an outdoor deployment in Sweden. Our
analysis shows that temperature has a strong impact on
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communication, with visible daily and seasonal differences.

Building on top of these results, we carry out a large
set of experiments in controlled settings, where we can re-
peat and alter the conditions at different nodes separately.
In all our experiments, we analyse the impact of tempera-
ture by measuring the hardware-based link quality metrics
in IEEE 802.15.4 compliant radio transceivers [8], namely
the received signal strength indicator upon packet reception
(RSSI) and in absence of packet transmissions (noise floor),
and the link quality indicator (LQI)*.

3.1 Long-Term Outdoor Deployment

‘We now describe the impact of temperature on communi-
cation that we have observed in our outdoor deployment at
a Swedish meteorological station spanning over a whole year.

Experimental Setup. We have deployed a sensor net-
work comprising 16 TelosB sensor nodes outside Uppsala,
Sweden, in an open field isolated from human activity and
absence of electromagnetic interference. Sensor nodes are
mounted on poles along a 80 meter straight line at inter-
vals of 0, 20, 40, and 80 meters: on each pole, two nodes
are mounted at 0.5 and 1.5 meters height, respectively. The
nodes are powered via USB and attached to a Sensei-UU
testbed [9], ensuring reliable and continuous data logging.

The software running on the sensor nodes periodically
sends packets between every possible pair of nodes and works
as follows. Each node is assigned the sender-role in a round-
robin fashion every 30 seconds. During this phase, the des-
ignated sender transmits one packet per second addressed
to each of the other nodes, again in a round-robin manner.
When a packet is received by the intended recipient, a re-
sponse packet addressed to the sender is sent. Each time
a sensor node receives a packet — including when it is not
the intended recipient — it logs several statistics about the
received packet, namely RSSI, LQI, and noise floor. On-
board ambient temperature is measured on each node every
two seconds using the on-board SHT11 temperature sensor.
More details on the experimental setup can be found in [7].

Impact of temperature on PRR. To highlight the im-
pact that ambient temperature has on the links deployed in
our outdoor WSN, we focus on a specific link, close to the
edge of the communication range. Fig. 1(a) (top) shows the
temperature of two nodes (transmitter and receiver) forming
a unidirectional link during a week in September. Temper-
ature varies as much as 40 °C between day and night since
sensor nodes are enclosed into air-tight enclosures and ex-
posed to direct sunlight. Therefore daily temperature fluc-
tuations may cause a combined overall variation between the
two nodes of up to 80 °C. Although the highest variations oc-
cur over the 24-hours, temperature can fluctuate by as much
as 34.9 °C within one hour, as we show in Table 1, in which
we summarize the largest temperature ranges observed in
our 12-months deployment for different time intervals.

Fig. 1(a) (bottom) further shows that each substantial in-
crease in temperature (typically occurring during daytime)
results in a decrease in PRR, leading to an almost complete
disruption of the connectivity between the two nodes.

Impact of temperature on RSSI and noise floor.
The decrease in PRR is strongly correlated with a decrease

'Please notice that the RSSI readings from all sensor nodes
employed in our experiments are uncalibrated.
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Figure 1: Temperature has a strong impact on the quality of links in our outdoor WSN. During daytime,
when temperature is high, there is a significant reduction in PRR (a). Also the trend of RSSI and noise floor
resembles the one of temperature, with a sharp decrease when temperature increases (b).
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Figure 2: The relationship between RSSI and temperature (a) and between noise floor and temperature (b)
can be approximated as a linear function, and the trend is similar for different nodes.

1year 1 month 1day 1 hour
Lowest temp. (°C) | -22.2 -3.0 7.2 21.2
Highest temp. (°C) | 61.3 63.7 63.8 55.9
Temp. difference 82.5 66.7 56.6 34.9

Table 1: Largest temperature variations on a single
node as seen in our outdoor deployment.

in the RSSI computed over the received packets, as shown in
Fig. 1(b) (top), hinting that the change in temperature — and
not external interference — was the cause of the packet loss.
In particular, the RSSI fluctuates between -84 and -92 dBm,
the latter being the threshold below which no packets are
received. Interestingly, also the noise floor follows a trend
similar to the RSSI and decreases as temperature increases,
but to a much lower extent, as shown in Fig. 1(b) (bottom).

The strong correlation between temperature, RSSI, and
noise floor is highlighted in Fig. 2(a) and 2(b), respectively.
Fig. 2(a) shows the RSSI and the combined temperature of
sender and receiver for nine links with different link qual-
ity over a timespan of three days. The relationship between
temperature and RSSI can be approximated as a linear func-
tion and is clearly visible despite the intrinsic noise produced
by long-term measurements. Using linear regression we have
observed that different links have a similar trend, with an
average slope of -0.205 and a standard deviation of 0.026.

Fig. 2(b) shows the noise floor of five nodes over the same 3
days. Also in this case, the relationship with temperature is
approximately linear, with a similar slope among different
nodes, but with a less pronounced decrease compared to
RSSI (average slope of -0.034 + 0.006).
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3.2 Controlled Testbed Experiments

To get a deeper understanding of the effects observed in
Sect. 3.1, we have augmented an existing sensornet testbed
with the ability of varying the on-board temperature of sen-
sor motes and reproduce the impact of temperature on link
quality in a repeatable fashion. We use this low-cost testbed
infrastructure to systematically study the impact of tem-
perature on different hardware platforms and to isolate the
effects of temperature on transmitting and receiving nodes.

Experimental Setup. Fig. 3(a) shows an overview of
our controlled experimental setup. We have extended an ex-
isting WSN testbed with the ability of varying the on-board
temperature of sensor motes in the range -5 to +80 °C using
infrared light bulbs placed on top of each sensor node. The
light bulbs can be remotely dimmed using the 868 MHz fre-
quency, and hence their operations do not interfere with the
communications between the wireless sensor nodes, as the
latter use the 2.4 GHz ISM band. In order to cool down
the motes below room temperature, we have built custom
Polystyrene enclosures as shown in Fig. 3(b), in which, in
addition to the light bulb, a Peltier air-to-air assembly mod-
ule by Custom Thermoelectric cools the temperature down
to -5 °C when the enclosure is kept at room temperature and
the light bulb is off. As we only have a limited number of
Peltier enclosures, some of the nodes in the testbed are only
warmed by the infrared light bulbs between room tempera-
ture and their maximum operating temperature range.

Our testbed is composed of Maxfor MTM-CM5000MSP
and Zolertia Z1 nodes employing the CC2420 radio [10], as
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(a) Setup overview

(b) Sketch of a Peltier enclosure

Figure 3: Experimental setup in controlled testbed experiments.
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Figure 4: Impact of temperature on the quality of links in our controlled testbed. We heat transmitter and
receiver nodes separately first, and then both of them at the same time. When temperature increases, PRR,
LQI, and RSSI decrease significantly, with the highest impact occurring when both nodes are heated at the
same time. The periodic noise is due to a Wi-Fi access point beaconing in proximity of the testbed.

well as of Arago Systems WisMotes employing the CC2520
transceiver [11]. Sensor nodes are divided in pairs and form
bidirectional links operating on different physical channels to
avoid internal interference. All sensor nodes run the same
Contiki software: each sensor node continuously measures
the ambient temperature and relative humidity using the
on-board SHT11 or SHT71 digital sensors, and periodically
sends packets to its intended receiver at a speed of 128
packets per second using different transmission power lev-
els. Statistics about the received packets are logged using
the USB backchannel and are available remotely.

Validation of our controlled setup. Using our con-
trolled testbed setup, we are able to reproduce the impact
of temperature on link quality in a very fine-grained way.
In a first experiment using Maxfor nodes, every link in the
testbed is exposed to three heat cycles. First, each individ-
ual node, i.e., first the transmitter and then the receiver,
is heated from 0 up to 65°C. Afterwards, both nodes are
heated in the same temperature range at the same time.
Fig. 4(a) illustrates the impact of temperature on PRR and
LQI on a particular link. The evolution of temperature at
the transmitter and at the receiver over the 13-hours ex-
periment is shown in the top figure. In correspondence to
each increase of temperature, PRR and LQI decrease signif-
icantly, with the highest impact occurring when both nodes
are heated. With both nodes heated, indeed, no packet
was received and the connectivity between the two nodes
was interrupted until the temperature started to decrease.
Fig. 4(a) also shows that the packet loss rate is more pro-
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nounced when the transmitter is heated compared to the
case in which only the receiver is heated, something that we
have observed in the majority of links in our testbed.

Fig. 4(b) illustrates the impact of temperature on RSSI
(top figure) and noise floor (bottom figure). The RSSI de-
creases in a similar way when transmitter and receiver are
heated separately, whereas the decrease is more pronounced
if both transmitter and receiver are heated at the same time.
This proves that temperature decreases both the transmit-
ted and received power [4], whereas the noise floor only de-
creases when the receiver node is heated, with an absolute
variation smaller than the one of RSSI.

These results hence prove the validity of our setup and
confirm the measurements obtained in our outdoor deploy-
ment, quantifying precisely the impact on temperature on
each individual node. We now derive a set of observations
obtained running experiments using the same experimental
setup, i.e., three heat cycles in which each node is heated in-
dividually first and then both nodes are heated at the same
time, on different hardware platforms.

The decrease in RSSI is consistent among differ-
ent platforms. The trend observed in our outdoor de-
ployment showing that RSSI decreases in an approximately
linear fashion with temperature holds for different platforms
and different radio chips, but with a different slope. Fig. 5(a)
shows the relationship between RSSI and temperature ob-
tained on different platforms when heating both nodes at
the same time. The hardware platforms employing the same
CC2420 radio exhibit approximately the same slope.
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Figure 5: Figure (a) shows that the relationship between RSSI and temperature is similar when using different
hardware platform and can be approximated as a linear function, but with different parameters. Figure (b)
shows the non-linearities in the response of the CC2420 radio measured using Maxfor nodes. Temperature
on the x-axis is computed as the average temperature of the transmitter and receiver temperature.

The decrease in RSSI does not depend on how
quickly temperature changes. In our setup, the heat cy-
cles are characterized by a slow increase in temperature fol-
lowed by a quicker cooling phase, as can be seen in Fig. 4(a).
This allows us to observe that both RSSI and noise floor are
not affected by how quickly temperature varies. Hence, the
impact of temperature can be modelled using the absolute
temperature value at the transmitter and receiver nodes.

Discrete steps. On close inspection in Fig. 5(a), one
can observe discrete steps in the relationship between RSSI
and temperature. For the CC2420 platforms, the size of the
prominent steps is 2 dBm, whereas for platforms employing
the CC2520 radio the step is 1 dBm large. Bannister [12] has
attributed the loss of RSSI to the loss of gain in the CC2420
Low Noise Amplifier (LNA). Our experiments bring further
evidence to strengthen this claim, as there are references to
2 dBm steps in the CC2420 datasheet [10] with regard to
the operation of the Automatic Gain Controller (AGC).

Hysteresis. Fig. 5(a) also shows an hysteresis in the re-
lationship between RSSI and temperature that can be seen
comparing the RSSI curve obtained when heating and when
cooling down the motes. As for the discrete steps, the hys-
teresis also can be attributed to the operation of the AGC
in the CC2420 radio. According to the CC2420 datasheet,
hysteresis on the switching between different RF front-end
gain modes is set to 2 dBm [10].

Non-linearity in the CC2420 curve. In our experi-
ments, we have also noticed visible non-linearities when the
RSSI is &~ -28 and -58 dBm in the CC2420 platform, as
shown in Fig. 5(b). These non-linearities were also measured
by Chen and Terzis [13], and may lead to a false approxima-
tion in case the RSSI of the considered link falls ezactly in
this region (as in the experiments of [4]). When deriving our
linear approximation for the CC2420 transceiver, we hence
do not consider links falling in this range.

RSSI loss on transmitter and receiver. Fig. 6(a)
shows the relationship between RSSI and temperature ob-
tained on Maxfor nodes when transmitter and receiver nodes
are heated individually and when both nodes are heated at
the same time. Top and bottom figures refer to the same
link, but are obtained using a different transmission power.
Despite the link is the same, the relationship between RSSI
and temperature is slightly different, with a steeper decrease
when the receiver is heated in the top figure. Although a
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comparison between curves is difficult due to the AGC op-
erations (depending on whether we capture the transition
between two discrete steps, we may obtain slightly differ-
ent slopes), by averaging the data from all our experiments
we have obtained a relationship between receiver and trans-
mitter of 0.5348 + 0.061. The RSSI seems hence to have a
slightly steeper slope when the receiver node is heated.

Impact on noise floor and SNR. Fig. 6(b) illustrates
how noise floor, RSSI, and signal to noise ratio (SNR) vary
on a given link when transmitter and receiver nodes are
heated individually and at the same time. Since the noise
floor decreases only when the receiver is heated, an increase
in temperature on the transmitter has an higher impact on
the SNR compared to an increase in temperature at the re-
ceiver. This also explains the different impact in PRR when
heating the nodes individually that we observed in Fig. 4(a).

4. PLATFORM MODELS

The effect of temperature on electric conductors and semi-
conductors is well known. Various models have been created
for a large range of devices to capture the relation between
ambient temperature and electric conductance (and current
leakage). Our goal is to build on top of this knowledge to
create a generic model for low-power radio transceivers. It
is important to remark that the goal of our model is not
to benchmark a specific radio chip against others, as this is
already done by manufacturers. Our goal is to develop a
simple model to predict the performance of a network un-
der extreme environmental settings. We now describe the
overarching effect of temperature on radio transceivers and
derive a generic model for low-power wireless transceivers.

4.1 The effect of temperature on RSS

In electric conductors, a higher temperature increases the
resistance of the medium, whereas in semiconductors it leads
to current leakages. In practice this means that, for a given
voltage, a higher temperature reduces the current and hence
the power of a device. In radio transceivers, these phe-
nomena imply that a raise in temperature will reduce the
SNR. A decrease in SNR leads to a lower link quality and a
shorter radio link, which in turn may lead to lower through-
put, higher delay or even network partitioning. Hence, our
goal is to model the effect of temperature on SNR. Denoting
PL as the path loss between a transmitter-receiver pair, P;
as the transmission power, P, as the received power, and P,
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as the noise floor at the receiver, the SNR is known to be:
SNR(dB) =P, —PL-P, )
=(P—P,)—(P—P)
As we have shown in our empirical measurements, an in-
creasing temperature has 3 main effects on the signal strength
of radio transmissions; it (i) decreases the transmitted power,
(ii) decreases the received power, and (iii) decreases the noise
floor. We now model these three effects in Eq. 1.

4.2 A first-order model

Denoting «, 8, v as constants with units dB/K, and Tt,
T, as the temperature in Kelvin of transmitter and receiver,
the effect of temperature on SNR can be defined as:

SNR (P, — aAT,) — (PL + BAT;)

—(Pn = yAT, +10log,,(1 + 57=))
P, — PL— P, — aAT,

—(B = 7)AT, — 10log,o(1 + 5=)

The proportional relation between AT and the constants
« (effect on transmitted power), 3 (effect on received power)
and ~ (effect on noise floor) is based on the empirical obser-
vations made in the previous sections. The term 10log,,(1+
%ﬂ) is derived analytically from the well-known thermal
eqﬁation. There are two important trends to highlight in
this model. First, changes in temperature have a higher im-
pact on the transmitted and received powers (linear relation
of a and f), than on the thermal noise (logarithmic rela-
tion). Second, to some extent it is counter-intuitive that a
higher temperature decreases the noise floor (negative sign
of v). This effect was also observed by Bannister, and he
hypothesizes that it is due to the losses in the signal ampli-
fier [12]. That is, a higher temperature not only reduces the
gain of the signal but also the gain of the noise, and hence,
the received signal strength (RSSI) is lower for both.

The accuracy of our model depends on identifying the
right values for o, 8 and 7. In our case, these parameters
are given by the slopes of the linear trends observed in our
empirical results. These parameters are platform dependant,
and hence require a systematic and fine-grained evaluation.
Our testbed was designed to accomplish exactly that. For
example, a network manager willing to deploy a network
using the Maxfor platform, can use the slopes obtained in
Fig. 6(b): a = 0.065 , B = 0.088 and v = 0.037. Assuming
that the network will be deployed in an environment where
the maximum and minimum day temperature are 50 and
5°C respectively, the network manager can predict that the
links can suffer an attenuation of (o + 8 —v)AT = 5.22 dB
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Figure 6: Relationship between RSSI, noise floor, SNR and temperature when transmitter (blue) and receiver
(black) nodes are heated individually, and when both nodes (red) are heated at the same time.
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(5 dB according to the SNR measurements in Figure 6(b)
top). This level of attenuation can easily push a good link
(with 100% PRR) to have a PRR of 0%.

5. SUMMARY AND OUTLOOK

The central tenet of our study is that the important role
played by ambient temperature in the performance of sensor
networks can (and must) be analysed in a systematic way.
Motivated by initial studies focusing on single platforms, we
use a low-cost yet precise testbed to show that most plat-
forms have similar intrinsic characteristics that can be eas-
ily modelled. Our results capture with good accuracy how
temperature affects the signal strength in transmitters and
receivers. A thorough understanding of the effect of temper-
ature on low-power wireless links is a first necessary step of
a much broader goal: the ability to predict the performance
of sensor networks in various environmental settings.
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Abstract—Temperature has a strong impact on the operations
of all electrical and electronic components. In wireless sensor
nodes, temperature variations can lead to loss of synchronization,
degradation of the link quality, or early battery depletion, and
can therefore affect key network metrics such as throughput,
delay, and lifetime. Considering that most outdoor deployments
are exposed to strong temperature variations across time and
space, a deep under of how t ature affects network
protocols is fundamental to comprehend flaws in their design and
to improve their performance. Existing testbed infrastructures,
however, do not allow to systematically study the impact of
temperature on wireless sensor networks.

In this paper we present TempLab, an extension for wireless
sensor network testbeds that allows to control the on-board
temperature of sensor nodes and to study the effects of tem-
perature variations on the network performance in a precise and
repeatable fashion. TempLab can accurately reproduce traces
recorded in outdoor environments with fine granularity, while
minimizing the hardware costs and configuration overhead. We
use TempLab to analyse the detri tal effects of temperature
variations (i) on processing performance, (ii) on a tree routing
protocol, and (iii) on CSMA-based MAC protocols, deriving
insights that would have not been revealed using existing testbed
installations.

Keywords—CSMA; Protocol Performance; RPL; Temperature;
TempLab; Testbed; Wireless Sensor Networks.

I. INTRODUCTION

Research and industrial deployments have shown that the
operations of wireless sensor networks are largely affected by
the on-board temperature of sensor nodes.

Temperature variations may significantly affect, among oth-
ers, clock drift [1], [2], [3], battery capacity and discharge [4],
as well as the quality of wireless links [5], [6]. Depending on
the packaging and deployment location, the electronics of wire-
less sensor nodes may experience a substantial temperature
variation. Sunshine may easily heat a packaged sensor node
up to 70 degrees Celsius — especially if the packaging absorbs
infra-red (IR) radiation [7], [8], [9], and long-term outdoor
deployments have shown that the on-board temperature can
vary by as much as 35°C in one hour and 56°C over the
course of a day [10]. This variation is sufficient to cause a
frequency offset of more than 100 ppm on the crystal oscillator
frequency [11], which can affect the rendezvous process of
synchronous duty-cycled MAC protocols. Such temperature

change is also enough to reduce the received signal strength
between two sensor nodes by more than 6 dB [10], which can
change the packet reception rate (PRR) of the link from 100%
to 0%. Hence, a deep analysis of how temperature affects the
operation of sensor networks is necessary to inform the design
of dependable applications prior to deployment.

To achieve this goal, the use of precise simulation tools
would represent the most economical solution. However, an-
alytical models that can accurately predict the impact of
temperature on specific network protocols or radio transceivers
are hard to obtain due to the complexity of the involved
physical processes, and the ability of testing directly on real-
hardware is hence highly desirable. To quantify accurately the
effect of temperature on real hardware, it is important to isolate
it from other environmental phenomena such as humidity
and rain. Setting up a pilot deployment of a sensor network
or using an existing outdoor testbed facility to evaluate the
impact of temperature does not represent an optimal solution,
since meteorological conditions cannot be controlled, making it
impossible to ensure repeatability across several experiments.
Furthermore, the temperature profiles that can be tested are
highly specific to the deployment’s location; the time of the
year in which the experiment is carried out; and seasonal
temperature variations (since deployments can last several
months). What is needed to overcome these limitations is hence
an indoor experimental facility that allows researchers and
system designers to mimic the temperature variations normally
found in outdoor deployments in a fast and simple way in order
to obtain a precise understanding of the impact of temperature
on networking protocols and on large-scale networks with high
temperature gradients.

Traditional indoor testbed facilities used to evaluate pro-
tocols and applications under realistic conditions in a cost
effective manner such as MoteLab [12], TWIST [13], Kan-
sei [14], and NetEye [15], do not allow the evaluation of
temperature effects. To date, a low-cost flexible testbed in-
frastructure that allows the repeatable generation of predefined
temperature patterns across a sensor network still does not
exist. Industry makes heavy use of temperature chambers
during device verification processes (e.g., to calibrate sensors
and transceivers [16]), but such solutions are not suitable due to
their high cost and because they target individual components
and not a network of nodes, which is necessary to disclose

(©2014 IEEE. Reprinted, with permission. From Proceedings of the 13"
ACM/IEEE International Conference on Information Processing in Sensor
Networks (IPSN), April 2014.
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limitations at the communication level. We aim to close this
gap and design tools to make a testbed capable of reproducing
real-world temperature profiles.

Augmenting a testbed with the ability to reproduce tempe-
rature profiles is not a trivial task. Firstly, we need to recreate
in a faithful manner the temperature variations that each node
would experience in a real-world deployment over time. This
can be achieved either by using temperature models tuned
to a particular deployment site or by capturing temperature
traces for extended periods of time. Secondly, these tempe-
rature profiles must be applied in such a way that no other
property of the setup besides temperature is altered. Thirdly,
the temperature profiles reproduced in the testbed need to
be repeatable in order to allow a systematic quantification
of the impact of temperature, and should emulate daily or
seasonal changes within a few hours, allowing fast prototyping
and experimentation. All these goals should be met while
minimizing costs and efforts, so to have a widely applicable
solution.

In this paper we present TempLab, an extension for
wireless sensor networks testbeds that allows the on-board
temperature of sensor nodes to be varied in a fine-grained and
repeatable fashion. Our contributions are two-folded.

1. TempLab infrastructure. We describe testbed compo-
nents, methods for implementing different temperature profiles,
and evaluate TempLab to show that it can accurately reproduce
temperature dynamics found in outdoor environments with fine
granularity.

2. TempLab use cases. We use TempLab to examine and
quantify the effects of temperature variations on sensornet
applications and protocols, showing that they can drastically
change the topology of a network and lead to network parti-
tions, reduce significantly the performance of MAC protocols,
as well as increase the processing delay in the network. These
findings represent challenges to the sensornet research commu-
nity and may open up a new research area of “temperature-
awareness”.

This paper proceeds as follows. The next section motivates
the need for a testbed solution to evaluate the impact of
temperature on wireless sensor networks. Sect. III describes
the requirements of such a testbed infrastructure. We describe
the design and implementation of TempLab in Sect. IV, and
investigate its performance in Sect. V, showing that tempera-
ture dynamics found in typical deployments can be accurately
reproduced. Thereafter, in Sect. VI, we use TempLab to
analyse the detrimental effects of temperature variations on
sensornet applications and protocols. After describing related
work in Sect. VII, we conclude our paper in Sect. VIIIL.

II. TEMPERATURE MATTERS

Temperature affects the operations of the most basic el-
ements in all electric and electronic circuits: from resistors
and capacitors to clocks and transistors. Due to this impact,
assessing the effect of temperature on individual devices is
usual practice in industry, and most electronic devices are given
an operational range. Temperature also matters at the network
level, but the effect of temperature on inter-device operation
is far less understood.
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Fig. 1. Temperature has a strong impact on link quality in outdoor

deployments. Even the normal temperature fluctuations during a day can render
a good link useless [17].
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Fig. 2. Temperature profiles over the course of a day of 16 nodes deployed in
an outdoor setting (solid curves), and maximum temperature profile obtained
with the model presented in Sect. IV-B3 (dashed curve).

A few studies have started to evaluate the effect of tem-
perature on network operations. Bannister et al. [5] showed
that temperature has a significant impact on link quality, and
in our earlier work, we validated these claims with a more
systematic study, showing that temperature affects in a similar
way different hardware platforms [10]. The most powerful case
highlighting the importance of temperature at the network level
is probably given by Wennerstrom et al. [17], who report
insights from a long-term study showcasing the impact of
meteorological conditions on the quality of 802.15.4 links.
Fig. 1, based on traces recorded during Wennerstrom’s outdoor
deployment, shows the on-board temperature of a transmitter
and receiver pair, and the packet reception rate of their link:
even the normal temperature fluctuations occurring during a
day can transform a perfect link (100% PRR) into an almost
useless one (=~ 0% PRR).

However, besides these initial studies, temperature has not
received (at the network level) the same level of attention
that it received at the device level, but it definitely should.
Temperature introduces a sort of dynamic heterogeneity across
the network: two nodes with the same parameters, but with
different on-board temperatures, will perform differently. It
is important to analyse this temperature-based heterogeneity,
because even nodes that are physically close can have vastly
different temperature profiles, as already reported by several
real-world deployments [3], [18], [19].

In Wennerstrom’s deployment [17], for example, all the
nodes are within each-other’s transmission range, and experi-
ence highly different temperatures. Fig. 2 depicts the on-board
temperature of sixteen of these nodes over the course of a
summer day [17], and Fig. 3 depicts the temperature density
function for two of them. One node is much “hotter” than
the other, and this hot node will have a shorter transmission
coverage [5], [10], a larger clock drift [2], whereas the lifetime
of the cold node will be much shorter [4].

How do all these temperature effects, and others that are
yet uncovered, affect the operation of network protocols?
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Fig. 3. The temperature profile of nodes can be highly different even if
nodes are in proximity of each other. This difference can affect the overall
performance of the network.

To evaluate these effects, we need to provide the sensor
network community with a simple, yet accurate, low-cost
testbed infrastructure enabling the study of the effects of
temperature variations on the network performance in a precise
and repeatable fashion.

III. REQUIREMENTS

Such a testbed solution should essentially have the ability
to control the on-board temperature of wireless sensor nodes.
However, in order to accurately reproduce the temperature
dynamics that can be found in typical deployments, it is not
simply enough to choose off-the-shelf heating and cooling
elements and connect them to the testbed. The choice of the
hardware, as well as the design of the infrastructure should
meet a number of requirements that we describe below.

Large temperature range. Ideally, the testbed would be
able to reproduce temperature patterns covering the complete
operating range of sensor nodes. For example, in the case of the
off-the-shelf TelosB platform, this would imply to heat sensor
nodes up to 85°C, but also to cool them down to —45°C,
according to the datasheet. While it is perhaps not necessary
to reach the limits of the operating range, it is important to
reproduce the conditions that can be found in a real deployment
during the hottest and coldest times of the year. In particular,
the testbed should be able to reach values up to 70-75°C,
as experiences from outdoor deployments have shown that
the on-board temperature of sensor nodes that are exposed
to direct sunlight or are embedded into transparent packaging
can reach extremely high values [7], [8], [9], [18]. Similarly,
it is important to reach temperatures below 0°C to reproduce
the conditions that can be found in a real deployment during
the coldest times of the year.

Fine-grained temperature control. As shown in Fig. 2,
the temperature of a node deployed outdoors can continuously
vary depending on the presence of sunshine and obstacles
(e.g., clouds or buildings). These effects cause continuum
gradients of temperature, i.e., the jumps of temperature are not
sudden and discrete, but smooth. Since our goal is to recreate
temperature traces in the most faithful manner, the testbed
infrastructure should be able to precisely tune the on-board
temperature of a sensor node with a high resolution.

Fast temperature variations. In a real deployment, tempe-
rature can change quickly due to meteorological effects such as
wind, rain, and snow, as well as due to the presence of clouds
or sunshine. In the deployment shown in Fig. 2, for example,
a node that receives the first sun-rays at the beginning of the
day increases its temperature as much as 1.98°C/minute. An

important requirement for the infrastructure that we want to
build is hence the ability of reproducing these variations as
fast at they occur in the real-world. This requirement has a
strong effect on how accurately temperature dynamics can be
reproduced.

Time scaling. It is often desirable to compress the time
scale of an experiment to save evaluation time (as long as
such time compression does not depend on the rate of the
temperature change, but only on the absolute temperature
values). One may want to time-lapse the recreation of real-
world traces and playback, for instance, in a few hours the
profile of a full day. This poses stronger requirements on the
ability of the testbed to quickly heat up and cool down nodes.

Per-node temperature control. As observed in Fig. 2, the
profile of each node can be highly different. Hence, placing
all the nodes into a single chamber would not be realistic
because all nodes would follow the same temperature profile.
Temperature must be controlled individually on each node.

Unaltered system behaviour. The extension of the existing
infrastructure should ideally not alter the behaviour of the
system in any way, as this may lead to unwanted (and
unexpected) system failures. For example, the use of metal
casings should be restrained, as RF propagation should be
minimally affected. Similarly, the use of I/O ports of a sensor
node to control heating or cooling devices has to be avoided
if this would affect the operations of the system.

Scalability. Although it may not be necessary to augment
all nodes of an existing infrastructure with temperature control,
it should be ideally possible to extend an entire testbed.
Commonly used testbeds such as MoteLab [12], TWIST [13],
and NetEye [15] have typically up to 200 nodes, and our
testbed solution should be able to scale at these levels.

Low cost. All the above requirements have to be satisfied
while minimizing the cost of the solution, in order to make it
applicable on a large-scale.

IV. TEMPLAB: ARCHITECTURE AND IMPLEMENTATION

In this section, we present the general architecture of
TempLab, our low-cost extension of testbed facilities capable
of reproducing real-world temperature profiles with fine gran-
ularity, and describe the hardware and software components
that we use in our implementation.

A. Architecture

In order to study the effects of temperature variations on
the operation of wireless sensor networks and their protocols,
the infrastructure needs to be able to reproduce specific tempe-
rature profiles on several nodes. This requires (i) temperature
profiles to be reproduced, (ii) actuators to control the on-board
temperature of each sensor node, and (iii) a controller that uses
the actuators to instantiate the desired profiles.

1) Temperature Profiles: In order to support a wide range
of experimentation techniques, TempLab can generate tempe-
rature profiles using three different approaches.

Firstly, one can re-play temperature traces collected in-situ
at a given deployment site, such as those in Fig. 2. Such trace-
based temperature profile instantiation can accurately reflect
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Sketch of TempLab’s architecture.

the temperature variations over time with fine granularity if
long-term measurements from one or more nodes are available.
However, traces are not always at one’s disposal, or they may
be incomplete: trace-based profiles can be used only if one
or more sensor nodes deployed previously actually collected
temperature data with a frequency sufficiently high to capture
the dynamics of temperature changes.

A second possibility is, therefore, to use a model-based
temperature profile to have an estimation about the temperature
dynamics at a certain location without the need of traces col-
lected in-situ. A model-based approach uses models to estimate
the temperature profile of objects using basic environmental
information such as the maximum solar radiation and the
minimum temperature during a day (that is readily available
from satellites and meteorological stations). We derive such a
model in Sect. IV-B3.

A third possibility is to use TempLab to vary the tempera-
ture of sensor nodes using specific fest patterns. For example,
a user may not be interested in recreating a specific profile
and needs instead only to verify whether a high temperature
variation has an impact on the operation of a given protocol.
In this case, TempLab can be fed with on-off patterns (e.g.,
a series of cold and warm periods) or jig-saw patterns that
vary temperature with a specified frequency, allowing a quick
debugging of protocols’ behaviour.

2) Actuators: To heat-up and cool-down the on-board tem-
perature of sensor nodes, one or more actuators are required for
each node. Actuation can be applied out-of-band or in-band.
Out-of-band means that the sensor node is not involved in the
control of its temperature, i.e., additional processing hardware
is needed. In-band methods, instead, make use of the sensor
node to vary its on-board temperature, e.g., by using its I/O
pins to control heating or cooling devices. Although in-band
methods have the advantage of avoiding extra-hardware (and
reduce testbed costs), they may alter the system behaviour and
violate the corresponding requirement.

Therefore, we design TempLab following an out-of-band
approach based on infra-red heating lamps and cooling enclo-
sures that allow to vary the on-board temperature of wireless
sensor nodes in the range [-5, +80]°C. TempLab can have
two types of nodes with different capabilities as shown in
Fig. 4: LO and PE nodes. LO nodes, which stands for lamps-
only nodes, are heating-only devices that have the capability
of warming the sensor nodes between room temperature and

their maximum operating range. They are based on IR heating
lamps supported by Polystyrene hard foam, and they do not
have any capability to cool-down the nodes below room
temperature. PE nodes, which stands for Peltier enclosure
nodes, are hard temperature-isolating Polystyrene enclosures
with an embedded IR heating lamp and an air-to-air Peltier
module to heat-up and cool-down the inner temperature of
the casing'. To control the intensity of the IR lamps and the
operations of the Peltier module, we borrow existing home
automation solutions and use wireless dimmers to vary the
intensity of the lamps and on-off wireless switches to control
the Peltier modules embedded in the enclosure. To make sure
that the temperature control system does not interfere with the
existing testbed communication, we select home automation
solutions working on a ISM frequency band that is different
from the one used by the sensor nodes.

This approach can easily scale to large testbeds as PE and
LO nodes only need to be plugged into wall outlets and require
no further cabling. Furthermore, home automation solutions
such as Z-Wave allow multiple devices (LO and PE lamps in
our case) to communicate in a multi-hop fashion, and create
different home networks each of which can have a maximum of
256 nodes. Each Z-Wave module can act as an RF repeater and
commands can be routed through a maximum of four devices.
This gives each home network a maximum range of 122 meters
and routing is managed automatically [21], and can hence
in principle scale to large buildings. If a very large number
of nodes need to be supported, it is possible to partition the
control network and use several controllers. All what is needed
is the availability of a power line, but as in most indoor testbeds
there exists a wired back-link to each node, the efforts to add
a power line are typically not too high.

3) Controller: To instantiate a temperature profile and con-
trol heat lamps and Peltier modules, TempLab uses different
controllers running on a centralized testbed gateway computer.

Open-loop controller. The simplest one is an open-loop
controller that varies the intensity of the light bulbs in LO and
PE nodes according to a pre-computed calibration function?.
This is possible if the impact of each dimming level on the
on-board temperature of a node is known based on a previous
calibration. In this case, the open-loop controller can instantiate
a given profile without further processing. The key advantage
of this approach is hence that no sensors are needed to measure
the actual temperature of the motes during the experiment.
For an accurate replay of temperature dynamics, however, the
surrounding environment as found during calibration would
need to remain constant, as the controller would not account
for external factors influencing temperature such as open
windows or sun shining in the room hosting the testbed.

Closed-loop controller. To precisely regenerate trace- or
model-based temperature profiles, TempLab uses a closed-loop
proportional-integral (PI) controller that tries to minimize the
difference between the desired temperature profile and the on-
board temperature of the sensor node of interest. The controller

"We have selected polystyrene-based materials to have a low impact on
signal strength, as the RF absorption is minimal [20].

2For PE nodes, one can vary the intensity of the heat lamps while the Peltier
module is constantly active. As we show in Sect. V, the IR lamp can change
the temperature much quicker than the Peltier module, and a constantly active
Peltier module does not slow down the heating from the IR lamp significantly.
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Fig. 5. Unreadable serial output in the presence of sudden thermal variations.

should hence receive a periodic feedback with frequency Fi,
about the on-board temperature of the sensor node in order
to minimize the error with respect to the desired temperature
profile. The reading of the on-board node temperatures can be
carried out either out-of-band through the use of an external
device or in-band using the sensor node itself to measure the
temperature and forward it to the controller. As most off-the-
shelf wireless sensor nodes carry on-board a temperature sen-
sor, it is very tempting to use an in-band approach to provide
up-to-date temperature measurements without adding extra-
costs. However, it has to be ensured that system behaviour
is not altered. TempLab uses an in-band approach using the
USB back-channel to periodically convey temperature readings
to the controller. This task is carried out using a low-priority
routine executing only when the processor is idle.

During our experiments, we have observed that common
USB serial connections used in testbeds for data logging and
node programming may be unable to cope with very fast
temperature fluctuations, as they result in de-synchronization
of the USB sender and receiver. In the presence of such
variations, the USB serial port looses synchronization with
the mote and the characters forwarded to the USB back-
channel become temporarily unreadable, as shown in Fig. 5.
Since standard nodes do not handle this issue autonomously,
TempLab either re-initializes the USB port or piggybacks the
temperature readings onto regular data packets. In this way,
other nodes that do not suffer from this issue can report the
temperature to the controller over the USB back-channel.

B. Implementation

We now describe the hardware and software components
that we used to extend our local university testbed based on
Maxfor MTM-CM5000MSP nodes (TelosB replicas).

1) Hardware: In our implementation, we use Philips E27
IR 100W light bulbs that can be remotely dimmed using the Z-
Wave wireless home automation standard. The latter operates
on the 868 MHz ISM band, and hence does not interfere with
the communications between the wireless sensor nodes (that
use the 2.4 GHz ISM band)>. To vary the intensity of the light
bulbs, we used Vesternet EVR_AD1422 Z-Wave Everspring
wireless dimmers, which provide 100 dimming levels.

LO nodes are only controllable using dimmers. PE nodes
have the capability of going below room temperature thanks to
4 cm-thick enclosures made of hard Polystyrene foam embed-
ding, in addition to the IR heating bulb, an ATA-050-24 Peltier

air-to-air assembly module by Custom Thermoelectric [22].
The latter allows on-board temperatures of -5°C when operated
at room temperature (about 20°C), and can be controlled
through Vesternet EVR_AN1572 Z-Wave Everspring on-off
wireless switches. The Polystyrene hard foam isolating box
has a minimal impact to the radio propagation of sensor nodes
and supports temperatures up to +85°C. The overall hardware
cost is €65 for each LO node, and €293 for a PE node®.

2) Software: 'We now provide further details on the soft-
ware used to develop TempLab.

Actuators. We control the Z-Wave network with a C++
program that uses the Open Z-Wave stack to vary the intensity
of dimmers and duty cycle the Peltier modules. Commands to
the control network are sent through the Aeon Labs Series 2
USB Controller deployed within the testbed facility.

Sensor nodes. Each node runs Contiki, and contains a low-
priority process that periodically measures temperature using
the on-board SHT11 sensor, and communicates the readings
over the USB back-channel. This can be also easily imple-
mented in TinyOS or other operating systems, since it needs
only basic building blocks such as reading and outputting
temperature. To select the sampling frequency Fy, i.e., how
often should the controller receive feedback about the on-board
node temperature and update the intensity of the IR lamps, we
use the fastest temperature variation observed in the outdoor
deployment shown in Fig. 2, and compare it to the accuracy of
the on-board temperature sensors. In our case, the nodes carry
SHT11 sensors that have an accuracy of 0.4°C. According to
the profiles shown in Fig. 2, such a variation can be reached
within 12 seconds.

Controller. The PI controller is implemented as a stan-
dalone multi-threaded C++ application executing on the
testbed gateway that receives as input a file with two columns:
the first one contains the time of the day, the second one
describes the on-board temperature that the node should have
at that time. The controller is agnostic to the type of trace
(whether derived empirically or from a model): as long as
the file adheres to the two column format, it will (try to)
recreate such temperatures based on this information and the
feedback signals from the motes. In case the user chooses to
time-lapse the experiment, the controller skips rows accord-
ingly, e.g., for a 2x speed, the controller omits every other
line. Users can manually assign the available traces to the
temperature-controlled nodes in the network, and if a non-
implementable mapping is created, the controller will signal
an error. The parameters P and I of the controller have been
found empirically by testing the response of the system with
extreme temperature variations and by choosing those values
that achieve high stability and minimal overshooting. We found
that P=2 and 1=0.01 is the empirically best configuration of the
controller that achieves fast and self-stabilizing control.

3) Deriving Model-based Temperature Profiles: Using
thermodynamic equations we now derive a temperature model
suitable to create temperature profiles for nodes. We focus on
outdoor deployments where IR radiation from the sun and air
temperature are the most significant factors.

3We have also implemented a TempLab version that uses the LightwaveRF
standard operating on the 433 MHz ISM band, in case the sensor nodes in
the testbed operate on the 868 MHz ISM band. In the rest of the paper we
refer to the Z-Wave implementation.

“The high price of the PE nodes is due to the fact that we have chosen
off-the-shelf Peltier assembly modules [22]. In principle, one could simply
buy the individual components (e.g., a fan or a Peltier element) to speed up
the cooling of LO nodes at a much lower price.
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Fig. 6. Model-based temperature profile generation.

Energy absorption and dissipation. In essence, objects heat
up by absorbing solar radiation and cool down by constantly
releasing energy to their surrounding: the balance between
these processes determines the object temperature. An object
that is exposed to the sun, absorbs energy according to:
E;, = SaAAt, where S is the solar radiation, « is the
attenuation of the solar radiation, A is the exposed area of
the object and At is the amount of time exposed to the solar
radiation. On the other hand, objects release energy according
to: Egye = sT*AAt, where s is the Boltzmann constant and
T is the temperature of the object in Kelvin.

Energy balance. Considering the energy absorption and
energy dissipation of an object, its change of temperature AT
is determined by the heat energy equation: H = C,mAT =
E;;, — Eout, where C, is the specific heat of the object and m
its mass. The temperature of an object cannot be less than air
temperature at any given time ¢ (7). Hence, at time ¢ + At,
the object temperature is given by:

(StOét — ST4)

AN, TYT
Cpm T

Tiyae = max{ T} + D

Considering a standard mote with parameters m = 50
grams, Cp, = 0.5 g%’ A =20 cm?; the model only requires the
sun radiation Sy, the air temperature T,f’" and the attenuation
a; (0 < ap <1).

Sun radiation and cloud obstruction. In the absence of any
obstructions, the sun radiation throughout the day can be
modelled by a gaussian-like shape [23]:

1 —(t—6)?/20?
27{(7 eXp

S, = Smax
t max{N(0,0)}
L @)
= Sz exp”F707/27 0 <t < 26

where S,,q; is the maximum sun radiation during the
day, and ¢t = 0 and ¢t = 2§ represent the 00 hrs and the
24 hrs. The number of hours with sun light (length of day)
can be fine-tuned with ¢ and ¢. To further simplify Eq. I,
instead of considering the air temperature throughout the day
(T, we use only the minimum temperature in the day (night
temperature 75,,;,). Hence, at this point, the only information
that we need to model the clear sky temperature of a node is
the maximum radiation and minimum air temperature.

Few locations, however, receive constant sun radiation
throughout the day. In most scenarios, clouds block the sun ra-
diation and cause sudden variations of temperature. The length
of clouds and the length of the clear sky between clouds are
known to have exponential distributions A exp"\’, x > 0, with
% representing the average cloud (or inter-cloud) length [24].
Denoting @ as an attenuation vector where all elements are

Time of the Day
Modeling attenuation
Eq. (3)

Time of the Day

Modeling node temperature
Eq. (1)

« and its length is given by the exponentially random length
of a cloud. And denoting 1" as a clear-sky vector where all
elements are 1 (i.e. « = 1) and its length is equal to the random
length of an inter-cloud period; the variable o in Eq. 1 is the
tt" element of the vector:

T={a10, . .. a’l..} @)

At each t in Eq. 1, the t'" element is used to capture
the amount of sun radiation attenuated during the respective
period At. The shade of events that are specific to the scenario
of interest (trees, buildings, etc), can be included in @ by
inserting attenuation elements («) in the vector.

The model can be easily coded using any programming or
scripting language. In TempLab, we use Matlab, making sure
that the output of the model adheres to the requirements of the
PI controller. To compute a temperature value at time ¢, Eq. 1
is evaluated for the respective value of At. Fig. 6 captures
the steps followed by the model, and the outcome is a curve
similar to the dotted one shown in Fig. 2, or one with random
fluctuations due to shades.

The model allows the user to test a wide range of scenarios.
The user can test the worst-case temperature with clear skies,
generate shades of any length at any time (to test temperature
gradients), and generate random instances for each node by
varying the model parameters.

V. EVALUATION

In this section, we carry out an experimental evaluation
of the capabilities of our TempLab implementation. First,
we investigate the performance of TempLab in terms of
implementable temperature profile dynamics and highlight the
limitations on how fast nodes can be heated or cooled. There-
after, we show that temperature dynamics found in typical
deployments can be accurately reproduced despite the low-
cost infrastructure, even when compressing the time scale of
an experiment to save evaluation time.

A. Heating and Cooling Limits

To verify how fast LO and PE nodes can be heated and
cooled, we carry out an experiment in which we let the closed-
loop PI controller heat the nodes to 80°C with an update
frequency Fy; of 2 seconds. The initial temperature is room
temperature for LO nodes and 0°C for PE nodes, respectively.
After reaching a stable temperature, the controller cools the
nodes down to their original value.
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Fig. 7. Limits in the speed of heating and cooling for LO and PE nodes.
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Fig. 8. Accuracy of LO and PE nodes in replaying a real-world trace captured during summer.

1) LO nodes: Fig. 7 (left) shows that LO nodes can heat
from room temperature (26°C) to 80°C in less than 5 minutes,
with an average heating slope of 11.3°C/minute. As LO nodes
do not have cooling capabilities, their cooling is rather slow:
they need only 7 minutes to decrease from 80°C to 35°C, but
they require the same time to decrease from 35°C to 30°C,
and 20 more minutes to get back to 26°C.

2) PE nodes: Fig. 7 (right) shows that PE nodes can heat
from 0°C to 80°C in less than 9 minutes, with an average
heating slope of 9.3°C/minute. PE nodes are obviously much
more efficient in cooling than LO nodes: they need only 6
minutes to decrease from 80°C to 35°C, and 10 minutes to
decrease to ambient temperature (26°C). Overall, they can vary
the temperature from 80°C to 0°C in less than 35 minutes.

B. Regeneration of Traces

We now evaluate TempLab’s ability of reproducing a given
temperature profile. We compute the accuracy of TempLab by
computing how close the instantiated temperature profile Py
follows the given profile to be reproduced Pg. The overall
accuracy @, of the reproduced temperature profile at node n
can be expressed as:

T
Q=7 [ P -Pwla @

where 7' is the duration of the experiment. Besides the
requirement to follow a temperature profile over time, it is
also important to ensure that the rate of temperature changes
is reflected accurately. At no point in time the instantiated
temperature curve at a node n should deviate too much from
the given temperature profile. The maximum deviation ¢,, can
be expressed as:

Gn = max |Pr(t) — P(¢)| )

The smaller the value of @, the better the instantiation of
the temperature profile, whereas the smaller ¢, the better the
dynamics of the temperature change are reflected.

We take as a reference for our evaluation two temperature
traces collected in an outdoor deployment in Sweden [17]: one
taken during summer (August), and a “colder” one taken in the
end of October, when temperature approaches 0°C.

1) Summer trace: Fig. 8 shows that both LO and PE nodes
can instantiate the desired temperature profile on the sensor
nodes with very high accuracy. The average error (Q,, equals
0.18°C and 0.12°C, whereas ¢, is 1.90°C and 1.43°C for LO
and PE nodes, respectively. This is a remarkable accuracy, and
shows that despite the use of low-cost components (LO nodes),
TempLab can still reproduce with high accuracy real-world
temperature profiles above room temperature.

2) Winter trace: During winter time, the sun can quickly
heat up the temperature in the package hosting the sensor
nodes. We replay a trace captured during October 2012 [17],
in which the on-board temperature of a node has a significant
variation from 45°C during daytime to 0°C in the evening, and
see how accurately PE nodes can instantiate this temperature
profile on sensor nodes. Fig. 9 shows the results: the average
error Q,, equals 0.14°C, whereas ¢, = 3.36°C°.

3) Accuracy of time-lapsed traces: The accuracy of the
replay shown in Fig. 9 is even more remarkable if we consider
that we have compressed the original 24-hour trace into 8 hours
playback time, i.e., we used a compression factor of 3. We now
show the accuracy of LO and PE nodes in the regeneration of
traces in which the time has been compressed even further.

SIt is important to highlight that LO nodes have a lower granularity than PE
nodes. Our experimental results show that this does not affect the accuracy of
the system in a distinguishable manner, as the controller does a commendable
job in compensating such differences.
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Fig. 10. Accuracy of LO and PE nodes when compressing the time-scale of the experiment.

Fig. 10 shows the results: when instantiating the same trace
used in Fig. 8, LO nodes show evident limits due to the lack
of cooling capabilities. Compared to the error of 0.18°C when
regenerating at normal speed, the average error (), raises to
1.12°C when the time is compressed by a factor of 5, whereas
@y is 0.52°C and 1.90°C when replaying a trace compressed
with factor 3 and 10, respectively.

PE nodes, instead, can replay a trace 5 times faster than
the original speed with @, = 0.55°C (the error is halved
compared to the LO nodes) and ¢,, = 3.84°C. When compress-
ing time by a factor of 10, however, we can start to observe
that the Peltier modules reach their limit, and cannot properly
cool down in only 4 minutes what in reality takes 45 minutes.
Nevertheless, @, is only 1.23°C, and ¢,, = 5.57°C.

VI. TEMPLAB IN ACTION

In this section we present a series of experiments carried
out using TempLab. We demonstrate that temperature has a
significant impact on processing and protocol performance,
and show that TempLab is an ideal tool to investigate these
effects. Our aim is not to give a complete solution to the
issues that we reveal, but rather to highlight to the community
several research challenges that require attention. We believe
that TempLab can play a significant role in this emerging
research area.

A. Testing Processing Performance

Many sensornet applications require a significant amount
of on-node processing, so that data is filtered, analysed, or
aggregated before being delivered over the network. Heavy
processing is often also required for compression, i.e., to
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Fig. 11. Inter-arrival times follow temperature variations.

reduce the volume of data that has to be transmitted. The
processing time required to compress, filter, or analyse data is
very significant, as it defines the achievable sampling rate and
determines if deadlines can be fulfilled. In [25], the execution
of an object detection algorithm requires 240 ms for an image
size of 128x128 pixel on an ATmegal28 running at 7.3728
MHez. In structural health monitoring application such as [26],
accelerometer samples are compressed before transmission,
which requires 17.32 ms on a platform employing an MSP430
running at 4 MHz. In medical applications such as ECG
monitoring, depending on the algorithm used, the compression
of two seconds of ECG data (512 samples) can require up
to 580ms [27]. Similarly, applications that require encryption
algorithms also require significant processing: software based
encryption and authentication of a packet with 56 byte payload
requires 17.3 ms on a TelosB platform employing an MSP430
running at 4 MHz [28].

We will now show that temperature can have a significant
impact on the processing capabilities of a node, and that these
execution times may significantly vary when the processing
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node is deployed outdoors. We use TempLab to mimic the
operations of the class of applications previously discussed.
We develop a Contiki application in which data is processed
using a fixed-effort of 1 million processor cycles and the result
is transmitted to a sink node. To this end, we use Maxfor
MTM-CMS5000MSP nodes employing nullrdc, a simple MAC
protocol without duty-cycling. This makes sure that we avoid
protocol-specific effects.

First, we run the application in a testbed without any tem-
perature variation, i.e., we leave the nodes at room temperature.
The inter-arrival time of messages at the sink is, on average,
404.35 ms with a tiny variation of 0.88 ms. Next we assume
that the application will be used outdoors, and we expose the
processing node to temperature variations. In particular, we use
the same summer trace profile used in Sect. V-B to mimic a
temperature profile to which a node would be exposed during
summer. Fig. 11 shows the obtained inter-arrival times when
the processing node is cycled through a time-lapsed version
of the 10-hour trace. At the (lowest) temperature of 26°C the
inter-arrival time is 402.9 ms, whilst at the highest temperature
of 58°C an inter-arrival time of 456.5 ms is observed. This
represents a change of 13.3% for an increase of 32°C, hence
the variation in temperature introduced a significant change.

Closer investigation reveals that processing requires signi-
ficantly more time on hot nodes than on cold ones. We use
TempLab to test a simple application toggling a GPIO pin
after a fixed amount of processor cycles, and recording the
time required to complete this amount of work. The anomalous
behaviour is indeed caused by the temperature-dependent drift
of the processor clock: when temperature is increased from 21
to 54°C, the processor speed drops by roughly 13%.

Although this outcome is not really surprising, it would not
have been possible to verify that the application performance
would be largely affected in the expected target area (and
assess by how much) when using a standard testbed without
temperature control. Using TempLab, the analysis of sensornet
performance under varying temperature becomes very simple
and helps to identify crucial performance aspects. Although
in this paper we do not discuss a solution, TempLab can also
be used also to find a solution to the problem and to evaluate
its effectiveness, e.g., a periodic recalibration of the processor
clock with the temperature stable external crystal.

B. Testing Protocol Performance

In this section, we use TempLab to highlight the strong
impact of temperature on wireless communication, routing
topologies, and MAC protocols. Especially relevant when
analysing protocol performance is TempLab’s ability to gener-
ate specific test patterns, as well as the possibility to heat sep-
arately and/or simultaneously transmitter and receiver nodes,
which is fundamental to systematically study the impact of
temperature on different protocol components [10]. Carry-
ing out similar experiments using multiple thermal chambers
would be infeasible, due to the high costs of single units, and
to the implications on the propagation of signals due to the
metal casing.

1) Impact of Temperature on Routing Protocols: Earlier
work has shown that temperature affects the efficiency of low-
power wireless radios and hence the quality of links [5]. How-

(a) Topology before heating (at time 00:10)

200
(67.9°C)

(b) Topology after heating (at time 01:00)

Fig. 12.  An increase in temperature can lead to drastic changes in the RPL
topology, including a network partition and an increase in network diameter.
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ever, an experimental evaluation of how temperature variations
affect network protocols is, to date, still missing. We now use
TempLab to show how temperature fluctuations can affect the
behaviour of the IPv6 Routing Protocol for Low-Power and
Lossy Networks (RPL) [29].

We program fifteen Maxfor MTM-CMS5000MSP nodes in
our local testbed with a basic Contiki application that uses
ContikiRPL [30]. Each node sends a message to the root
node (id 204) every minute and logs the transmitted and
received packets, as well as the on-board temperature and the
Expected Transmission Count (ETX) of the active links. We
use TempLab to evaluate the impact that daily fluctuations of
temperature can have on the RPL topology with a test pattern
that gradually increases the temperature of the designated root
node and of one third of the other testbed nodes.

Fig. 12(a) shows a snapshot of the RPL topology at the
beginning of the experiment, when nodes are kept at low
temperature: all nodes are connected to the sink within a
maximum of three hops. Fig. 12(b) illustrates a snapshot of the
RPL topology after temperature has increased: temperature-
controlled nodes are shaded in gray. The increase in tempera-
ture led to drastic changes in the topology of the network,
including a network partition and an increase in network
diameter. Nodes 200 and 210 had a direct link to the root
node when temperature was low (Fig. 12(a)), but these links
are isolated from the network once temperature has increased.
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temperatures, due to a reduced efficiency of CCA leading to a higher packet loss rate.

As we have highlighted in Sect. IV-B3, the presence of direct
sunshine on nodes or clouds can quickly vary the on-board
temperature of sensor nodes. ContikiRPL attempts to construct
a tree by minimizing the ETX sum along the paths to the
root. However, ETX changes abruptly with fast temperature
changes, especially when packets are exchanged sporadically.
In our experiments, we can indeed observe a sudden increase
of ETX in links 200 — 204 and 210 — 204 (Fig. 13), which
will lead to a sudden network partition.

These results emphasize the need for techniques that infer
the information about the on-board temperature of sensor
nodes to the routing layer, so that the most stable tree can
be computed before drastic temperature changes occur, as we
have shown in [31]. Because of the stochastic nature of the
topology formation on RPL (it depends on the trickle timers
used on nodes to announce DAG information object messages),
it is very important to test protocols against several temperature
profiles, and TempLab can be a very handy tool to conveniently
control and repeat temperature patterns.

2) Impact of Temperature on MAC Protocols: Tempera-
ture variations can also drastically affect the performance
of medium access control protocols. It is not difficult to
envision that protocols relying on tight time synchronization,
such as the ones based on time-division multiple access
(TDMA) schemes [32] [33], can be vulnerable to sudden
temperature variations across the network due to clock drifts
and slowdown of micro-controllers. In the context of TDMA
protocols, TempLab can be used to experimentally find the
optimal value for critical parameters such as slot size, guard
time, and re-synchronization frequency, so that protocols can
operate reliably despite challenging temperature variations that
can occur at the final deployment site.

Less obvious is the fact that also the performance of carrier-
sense multiple access (CSMA) protocols degrades because
of temperature variations. In this section, we use TempLab
to provide experimental evidence that CSMA protocols may
reduce their efficiency when operating at high temperatures.
We carry out experiments consisting of several transmitter-
receiver pairs of Maxfor MTM-CM5000MSP nodes running
a basic Contiki application, in which the transmitter node
periodically sends packets to its intended receiver and collects
statistics such as the overall energy expenditure at the link-
layer and the noise in the radio channel. We compute the noise

as the maximum of 20 consecutive cc2420_rssi() readings
after the transmission of a packet. Receivers acknowledge the
message reception and measure the RSSI of received packets
as well as the noise in the channel after packet reception.
We select ContikiMAC, Contiki’s default MAC protocol, and
use TempLab with a test pattern that progressively heats the
transmitter while keeping the receiver at constant temperature.

Fig. 14(a) (top) shows that the overall energy spent at
the link layer to successfully transmit a packet increases at
high temperatures, as a result of an increased amount of link-
layer transmissions, a behaviour that was found in several
(but not all) transmitter-receiver pairs. The signal strength was
sufficiently high for all links, therefore the impact that we
observe is not connected to the decrease in signal strength at
high temperatures observed in [5], [10]. The only difference
among different pairs of nodes was the radio channel used for
communication: each transmitter-receiver pair was assigned a
different (orthogonal) channel. As the experiment was carried
out in an indoor office testbed with several Wi-Fi access points,
we can connect the increase of link-layer transmissions to the
presence of interference in specific channels. However, we only
notice an impact at high temperatures.

Further investigation led us to the identification of the
problem: the increase in link-layer transmissions was caused
by a reduced efficiency of the clear channel assessment (CCA)
operation at high temperatures. Fig. 14(b) shows that the
strength of the measured noise at the transmitter decreases
when temperature increases (whereas it remains constant at the
receiver). As highlighted in [10], the radio’s received power
decreases at high temperatures, and so does the measured
signal strength. This implies that a source of noise in the
environment will be perceived as “weaker” by a heated node,
i.e., the transmitter erroneously measures a weaker noise in
the environment as a result of the increased temperature.
CCA algorithms are typically based on a fixed threshold
Tcca below which the channel is considered clear (e.g., in
the CC2420 radio, Tcca is set by default to -77 dBm).
At high temperatures, the strength of the measured noise
decreases, and there are hence higher chances that it falls below
Tcca, leading to a “clear channel” and a consequent packet
transmission. If this happens, there is a likelihood that the
transmitted packets are going to be destroyed or corrupted by
interference, and our experiments confirm this observation.
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We run the same experiment using Contiki’s nullrdc to
avoid protocol-specific behaviour and noticed that the amount
of CCA failures decreases at high temperatures, leading to a
substantial loss of packets. Fig. 14(b) shows that 15% of the
packets were lost as a result of wrong clear channel assess-
ments. It is important to highlight that the loss rate would be
even higher in interfered scenarios, and that protocols adapting
CCA thresholds [34], [35], may be even more vulnerable
to this issue, as they would lower Tcc4 when temperature
increases as a result of the radio’s decreased received power.

VII. RELATED WORK

Traditionally, the wireless sensor networks research com-
munity relies on testbed facilities to evaluate and tune newly
developed methods, protocols, and applications under realistic
conditions in a cost-effective way. A large number of publicly
available testbeds has been developed in the last decade, where
registered users can upload the specifications of an experiment
and collect traces directly via a web interface. Examples
are MoteLab [12], Kansei [14], Indriya [36], TWIST [13],
and NetEye [15]. The capabilities of testbeds have con-
stantly evolved in the last years. Focus has been on reducing
their management effort [37], allocating testbed resources to
users that need them the most [38], accurately analysing the
power consumption [39], improving data presentation and ana-
lysis [40], as well as on confederating multiple testbeds [41].
As the accuracy of a testbed experiment largely depends
on how accurately environmental effects can be reproduced,
recent efforts have looked at extending existing infrastructures
with the emulation of environmental effects such as radio
interference and mobility of nodes [42], [43], [44]. For ex-
ample, in JamLab, Boano et al. [42] have added the ability
to reproduce realistic interference patterns within a testbed
without the need to add additional hardware equipment. In
ViMobiO [43], Puccinelli and Giordano implemented a virtual
mobility overlay to reproduce movement patterns of nodes
during experimental evaluation.

One crucial environmental property, however, has not re-
ceived significant attention in the community even though it
can dramatically affect the communications between wireless
sensor nodes: temperature. A few works have reported the
degradation of packet loss rate [45], signal strength [6], and
link quality [17] as a consequence of an increase in ambient
temperature, based on observations in real-world deployments
or outdoor testbed facilities. Outdoor testbeds, however, do
not allow to systematically analyse the impact of tempera-
ture [46], [47]. First, meteorological conditions cannot be
controlled, making it impossible to ensure repeatability across
several experiments. Second, the temperature profiles that can
be tested are highly specific to the deployment location and to
the time of the year in which the experiment is performed.

Bannister et al. [S] have attempted to quantify the loss
in received signal strength between a pair of nodes using
a temperature chamber, but did not have the possibility to
carry out experiments on a larger scale. Experimenting inside
thermal chambers is indeed extremely costly and targets only
individual components and not a network of nodes with
different on-board temperatures (which is necessary to disclose
limitations at the network level). TempLab aims to solve these
shortcomings and provides the research community with a
testbed capable of reproducing real-world temperature profiles.

In our previous work [10], we have shown that temperature
affects transmitting and receiving nodes differently, and that
several sensornet platforms follow a similar trend that can be
captured in a simple first-order model. This work was carried
out exploiting an earlier version of TempLab, but did not
contain details of the testbed infrastructure, which is instead
the focus of this paper.

Other studies have analysed the variations in energy con-
sumption due to changes in temperature on sensor motes [48],
and achieved an adaptive duty-cycling of sensor nodes based
on underlying hardware variability [49]. Zhou and Xing [50]
have designed Nemo, a power metering system for wireless
sensor networks, and used it to track the sleep current con-
sumption of motes across different temperatures by leaving
motes on electric heaters and moving them outdoors to cool
them down. TempLab can be a useful tool to perform similar
experiments on a large-scale with higher accuracy.

VIII. SUMMARY AND OUTLOOK

In this paper we describe TempLab, an extension for
sensornet testbeds that allows to vary the on-board temperature
of wireless sensor motes and study the effects of temperature
variations on the network performance in a precise and repeat-
able fashion. We have shown that TempLab can accurately
reproduce traces recorded in outdoor environments with an
average error of only 0.1°C, and demonstrated that it can be
a useful tool to study the significant impact of temperature on
processing and protocol performance. Hence, we believe that
TempLab can play an important role in studying the effects of
temperature variations on the performance of wireless sensor
networks, as it can reveal system limitations that would not
have been visible when using existing testbed installations.

In the future we plan to automate and integrate the inter-
polation and association of traces into the testbed software,
as these steps currently have to be performed manually using
separate tools. We also plan to extend the number of nodes of
our testbed (currently eighteen), and increase the capabilities
of PE nodes by using an on/off wireless switch to activate or
deactivate the Peltier module. Finally, although the controllers
are calibrated in order not to exceed the operating range of the
individual components of the sensor nodes, we will investigate
if a continuous heating and cooling of the nodes accelerates
the ageing process.
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Summary. This paper illustrates the adverse effects of temperature on communication
protocols and propose techniques to increase their resilience. First, the paper experi-
mentally shows that fluctuations of the on-board temperature of sensor nodes reduce the
efficiency of data link layer protocols, leading to a substantial decrease in packet reception
rate and to a considerable increase in energy consumption. Second, the paper investigates
the reasons for such performance degradation, and shows that high on-board temperatures
reduce the effectiveness of clear channel assessment, compromising the ability of a node
to avoid collisions and to successfully wake-up from low-power mode. Third, the paper
describes two mechanisms to dynamically adapt the clear channel assessment threshold to
temperature changes. An extensive evaluation shows that these two mechanisms consid-
erably increase network performance in the presence of temperature variations commonly
found in real-world outdoor deployments.
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Abstract—Research and industrial installations have shown
that the on-board temperature of wireless sensor nodes deployed
outdoors can experience high fluctuations over time with a large
variability across the network. These variations can have a
strong impact on the efficiency of low-power radios and can
significantly affect the operation of communication protocols,
often compromising network connectivity. In this paper, we show
the adverse effects of temperature on ¢ ication protocols
and propose techniques to increase their resilience. First, we ex-
perimentally show that fluctuations of the on-board temperature
of sensor nodes reduce the efficiency of data link layer protocols,
leading to a substantial decrease in packet reception rate and
to a considerable increase in energy consumption. Second, we
investigate the reasons for such performance degradation, and
show that high on-board temperatures reduce the effectiveness
of clear channel assessment, compromising the ability of a
node to avoid collisions and to successfully wake-up from low-
power mode. After modelling the behaviour of radio transceivers
as a function of temperature, we propose two mechanisms to
dynamically adapt the clear channel assessment threshold to
temperature changes, thus making data link layer protocols
temperature-aware. An extensive experi tal evaluation shows
that our approaches considerably increase the performance of
a network in the presence of temperature variations commonly
found in real-world outdoor deployments, with up to 42% lower
radio duty-cycle and 87% higher packet reception rate.

Keywords—Clear Ch I A t, CSMA Pra Is, Out-
door Networks, Temperature Variations, Wireless Sensor Networks.

I. INTRODUCTION AND MOTIVATION

Temperature has a strong impact on the performance of
wireless sensor networks. Real-world deployments have shown
that the on-board temperature of wireless sensor nodes de-
ployed outdoors can be significantly higher than air temper-
ature [1]. Sensor nodes are indeed often exposed to direct
sunlight and embedded into airtight packaging absorbing IR-
radiation [2], causing the inner temperature in the casing to
reach values as high as 70°C [3]. In a long-term outdoor
deployment, Wennerstrom et al. [4] have indeed observed that
the on-board temperature of a sensor node enclosed into an
airtight packaging can experience variations up to 83°C across
different seasons, and 56°C within 24-hours [5], with large
heterogeneity across the network [6].

These temperature fluctuations can have a strong impact
on clock drift, slowing down processor operations [6] and
affecting time synchronization between nodes [7]; as well as
on the lifetime of sensor nodes, influencing the capacity and
discharge curve of batteries [8], [9] and altering the current
consumption of electronic components [10], [11].
Furthermore, temperature can also drastically affect the ef-
ficiency of low-power wireless transceivers and reduce the

Nicolas Tsiftes
SICS Swedish ICT
Stockholm, Sweden
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quality of wireless links. The performance of low-power radios
employed in off-the-shelf wireless sensor nodes is indeed
temperature-dependent [12], with a reduction in the strength of
the transmitted and received signal at high temperatures. For
example, a temperature variation of 40°C can decrease the
strength of the received signal by up to 6 dB, with a negative
effect on the correct reception of packets [5].

To better study the impact of temperature variations on low-
power wireless links and communications protocols, we have
designed TempLab, a testbed infrastructure with the ability
of varying the on-board temperature of sensor nodes and
reproducing the temperature fluctuations found in outdoor de-
ployments [6]. We have shown how this temperature-controlled
testbed can be used to systematically analyse the performance
of communication protocols, and highlighted that the latter
exhibit a substantially lower efficiency at high temperatures.

In this paper, we exploit this temperature-controlled testbed
to analyse in detail the performance of state-of-the-art commu-
nication protocols and to understand (i) why their performance
decreases in the presence of temperature variations, and (ii)
how we can mitigate the problem and improve their resilience
towards temperature fluctuations. We first show experimentally
that fluctuations of the on-board temperature of sensor nodes
reduce the efficiency of carrier sense multiple access data link
layer protocols, leading to a substantial decrease in the packet
reception rate and to an increase of the energy consumption.
We identify reduced effectiveness of clear channel assessment
as the reason for such performance degradation, and show
that this reduced effectiveness compromises the ability of a
node to avoid collisions and to successfully wake-up from
low-power mode. Based on these insights, we propose two
mechanisms to mitigate the problem by dynamically adapting
the clear channel assessment threshold to temperature changes:
one based on the temperature measured locally, and one on the
highest temperature measured across all neighbouring nodes.
We finally show through an extensive experimental evalua-
tion that the proposed approaches increase the robustness of
existing protocols to temperature variations and significantly
improve the performance also on a network level.

The contributions of this paper are hence three-fold:

o Inefficiency of clear channel assessment. We de-
scribe how temperature variations affect the efficiency
of clear channel assessment, and show experimentally
that this inefficiency compromises the operations of
data link layer protocols based on carrier sense.

e  Adaptive data link layer protocols. After modelling
the behaviour of radio transceivers as a function of
temperature, we implement two strategies that increase

(©2014 IEEE. Reprinted, with permission. From Proceedings of the 11?* IEEE
International Conference on Mobile Ad hoc and Sensor Systems (MASS),
October 2014.
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the efficiency of clear channel assessment by making
data link layer protocols temperature-aware.

e [Extensive experimental evaluation. We show that
our improved protocols sustain a significantly higher
performance than existing protocols, with up to 71%
lower energy consumption and 194% higher packet
reception rate in the presence of temperature variations
commonly found in real-world outdoor deployments.

The next section describes the impact of temperature on
low-power radios, and models the attenuation of signal strength
on the platform used in our experiments. Sect. III analyses
the impact of temperature on data link layer protocols, and
highlights the inefficiency of clear channel assessment at high
temperatures. In Sect. IV we describe two mechanisms to
correct this inefficiency and to make data link layer protocols
temperature-aware. We evaluate the performance of our ap-
proaches in Sect. V, showing large performance improvements
on a link basis and on a network level. After describing related
work in Sect. VI, we conclude our paper in Sect. VIL

II. IMPACT OF TEMPERATURE ON LOW-POWER RADIOS

Experiences and reports from long-term outdoor deploy-
ments have highlighted that temperature has a strong impact
on the performance of low-power radio transceivers.

Impact of temperature on link quality. Results by Bannis-
ter et al. [12] from an outdoor deployment in the Sonoran
desert have revealed that an increase in temperature causes a
reduction of the wireless link quality. These results were later
confirmed by indoor and outdoor experiments [2], [3], and by
a long-term outdoor deployment by Wennerstrom et al. [4] in
Uppsala, Sweden. In the latter, 16 TelosB nodes equipped with
the CC2420 radio were placed within each other’s transmission
range, and exchanged packets and recorded statistics for sev-
eral months. Fig. 1 shows the data collected by two nodes
in this deployment: the top figure shows the temperatures
measured on-board and the air temperature recorded by a
nearby weather station; the other figures show the evolution
of a number of link quality metrics over time. Firstly, we can
observe that the on-board temperature of the sensor nodes is
significantly higher than air temperature: this is very common
in outdoor deployments when nodes are enclosed into airtight
packaging absorbing IR-radiation. Secondly, we can observe a
clear correlation between the on-board temperature of the two
nodes and the quality of their link: the higher the temperature,
the lower the received signal strength indicator (RSSI) and the
link quality indicator representing the chip error rate (LQI).

Dependency between temperature and signal strength. Ban-
nister et al. [12] have shown that the attenuation in received
signal strength on the CC2420 radio chip is the result of
the decreased efficiency of the transmitter’s power amplifier
and the receiver’s low-noise amplifier at high temperatures. In
their experiments in a climate chamber, the authors observed a
decrease of 4-5 dB in the output power of the transmitter and
a drop of 3-4 dB in the received power over the temperature
range 25-65°C, for a combined effect on received signal
strength of 8§ dB when both transmitter and receiver are heated.
We have confirmed in later experiments over a larger temper-
ature range [5] that the relationship between temperature and
signal strength attenuation is approximately linear, and that
this also applies to other radio chips employed in off-the-shelf
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Fig. 1. High temperatures decrease the performance of low-power radios.

In traces from Wennerstrom et al.’s outdoor deployment [4], we can observe
that during daytime (when temperature is high), the received signal strength
indicator (RSSI) and link quality indicator (LQI) are lower than during the
night. During daytime, also the packet reception rate (PRR) is reduced.
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Fig. 2. Signal strength attenuation as a function of temperature. The top plot
shows the received signal strength of packets while transmitter (blue), receiver
(black), or both transmitter and receiver (red) are heated: the attenuation is
highest when both nodes are heated at the same time. The bottom plot shows
the received signal strength attenuation in absence of packet transmissions.

sensornet platforms. Fig. 2 shows the strength of the received
signal at different temperatures between two Maxfor MTM-
CMS000MSP sensor nodes (replica of TelosB motes) while
the transmitter, receiver, or both transmitter and receiver nodes
are heated using TempLab [6]. We can notice that the received
signal strength attenuation is similar when the two nodes are
heated individually (a loss of 0.08 dB/°C'), and about twice
as high when both nodes are heated at the same time (a loss of
0.17 dB/°C). Instead, the noise floor, i.e., the received signal
strength measured in absence of radio activity, exhibits a lower
variability in the presence of temperature variations.

Impact on packet reception. The attenuation of the signal
strength at high temperatures can affect the reception of
packets in two ways. First, a weaker signal is more susceptible
to bursts of external interference, and the probability that
devices operating at higher powers (e.g., Wi-Fi access points
and microwave ovens) corrupt or destroy a packet increases
at high temperatures. Second, if temperature increases and
the signal strength weakens to values close to the ambient
RF noise (often called noise floor), the radio’s ability to suc-
cessfully demodulate a packet significantly decreases. When

'We estimate the attenuation by computing the slopes of the RSSI curve.
Please note that an exact comparison between two curves is not possible, as
RSSI readings are integer values that depend on the operation of the automatic
gain controller and on the hysteresis between different gain modes [5].
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this happens, a physical limit is reached: the radio cannot
correctly receive (most of) the packets that were transmitted,
and the connectivity of the link is irreparably compromised.
This situation is captured in Fig. 1 (bottom). In Wennerstrom
et al’s deployment, the nodes communicate using Contiki’s
nullMAC, a data link layer protocol in which the radio remains
active all the time and packets are transmitted without first
verifying the absence of other traffic. As soon as the received
signal strength weakens to values close to the noise floor in
the deployment environment (= -94 dBm), the packet reception
rate (PRR) between the two nodes drops significantly, and the
link becomes almost useless during daytime.

In the next section, we focus on carrier sense multiple ac-
cess data link layer protocols and show that their performance
decreases significantly at high temperatures, but not as a result
of the above observations. The vast majority of duty-cycled
MAC protocols do not actually reach the physical limit of the
radio at high temperatures, and the lower reception rates are
caused by design choices that neglect the inefficiency of clear
channel assessment in the presence of temperature fluctuations.

III. IMPACT OF TEMPERATURE ON CSMA PROTOCOLS

The attenuation of received signal strength at high temper-
atures described in Sect. II can affect two key functionalities
of carrier sense multiple access (CSMA) protocols.

1) Collision avoidance. CSMA protocols rely on clear
channel assessment (CCA) to determine whether an-
other device is already transmitting on the same
frequency channel, and defer transmissions that may
otherwise collide with ongoing communications.

2)  Wake-up of nodes. Duty-cycled protocols typically
employ CCA to trigger wake-ups, i.e., to determine
if a node should stay awake to receive a packet or
whether it should remain in low-power mode.

CCA implementations are typically based on energy detec-
tion, i.e., on the measurement of the received signal strength
and on its comparison with a given threshold. When per-
forming energy detection using a fixed CCA threshold, it is
neglected that received signal strength readings are affected
by temperature, and this leads to a number of problems. First,
the transmitter can erroneously measure a weaker noise in
the environment as a result of the increased temperature, and
generate wasteful transmissions (see Sect. III-B). Second, a
receiver node may not receive a signal sufficiently strong
to cause a wake-up of the radio, and constantly remain in
low-power mode at high temperatures, causing the disruption
of the link (see Sect. III-C). We analyse these issues in
the remainder of this section, after describing how CCA is
typically implemented in sensornet MAC protocols.

A. Clear Channel Assessment in Sensornet MAC Protocols

In CSMA protocols, the correct operation of clear channel
assessment is fundamental to reduce the number of wasteful
transmissions and to preserve the limited energy budget of the
nodes in the network. The typical task of CCA is to avoid
collisions, i.e., to determine whether another device is already
transmitting on the same frequency channel. If there are
ongoing transmissions, CSMA protocols defer transmissions
using different back-off strategies [13]; otherwise the packet(s)

are immediately sent. CCA is also used in low-power duty-
cycled MAC protocols to trigger wake-ups, i.e., to determine
if a node should remain awake to receive a packet or whether
it should return in sleep mode [14]. Towards this goal, low-
power MAC protocols typically perform an inexpensive CCA
check and keep the transceiver on if some ongoing activity is
detected on the channel [14], [15], [16].

The CCA check can be carried out using energy detection
or carrier sense, as described in the IEEE 802.15.4 standard.
Energy detection consists in sampling the energy level in the
wireless channel and determining whether another device is al-
ready transmitting by comparing the measured signal strength
with a given CCA threshold Tcc 4. Carrier sense consists in
detecting the presence of a modulated signal, irrespective of
its strength. Both options can also be used at the same time:
in the CC2420 transceiver, this is the default configuration.

Most protocols employ fixed CCA thresholds. When using
energy detection, a critical design choice is the selection of
Tcoa. Whilst sender-initiated, duty-cycling MAC protocols
such as B-MAC [14], BoX-MACs [17], and ContikiMAC [16]
include energy detection as an important feature to reduce
idle listening, there is not yet a widespread practice of tuning
the CCA threshold at run-time in relation to the noise floor
of each network deployment. Rather, the current practice is
to rely on the default system settings, i.e., on a fixed CCA
threshold, which is either set at compile-time, or left untouched
so that the default value of the radio device is used instead. The
IEEE 802.15.4 standard suggests to use a Tcc 4 that is at most
10 dB greater than the radio’s specified receiver sensitivity.
Contiki uses the default value for most hardware platforms
(the CC2420’s default threshold is -77 dBm), but did recently
set Tcca for TelosB-based platforms to -90 dBm.

B. Inefficient Collision Avoidance

When a protocol employs a fixed CCA threshold to de-
termine whether another device is already transmitting, it
essentially neglects that the received signal strength depends
on the temperature. We now show experimentally that this can
lead to an increase in false negatives when a transmitter is
assessing the presence of a busy medium.

Fig. 3(a) shows an overview of our testbed, equipped
with eighteen Maxfor MTM-CMS5000MSP nodes. We use
TempLab [6] to vary the on-board temperature of the nodes
between 25 and 75°C using IR heating lamps (Fig. 3(b)).
We carry out experiments consisting of several transmitter-
receiver pairs running a basic Contiki application, in which
the transmitter node periodically sends packets to its intended
receiver and collects statistics such as the energy expenditure
at the link-layer and the RF ambient noise in the radio channel.
The latter is computed as the maximum of 20 consecutive RSSI
readings after a packet transmission. In a first experiment in
an environment rich of Wi-Fi interference, we use Contiki’s
nullMAC and nullRDC to avoid protocol-specific implemen-
tations and employ the CC2420’s default CCA threshold (-77
dBm). Except from temperature, there is no significant change
in the environment surrounding the nodes.

Fig. 3(c) shows the ambient noise captured using RSSI
readings by a node in our testbed. The noise has a visible
correlation with the on-board temperature of the node, and
follows the attenuation described in Sect. II. We can observe
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(a) Overview of our testbed infrastructure

Fig. 3.

(b) IR heating lamp on top of a sensor node
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(c) Signal strength measured at high temperatures

Overview of the testbed infrastructure used in our experiments (a) with infra-red heating lamps on top of each sensor node to control their on-board

temperature (b). The received signal strength weakens at high temperatures and can cause an intersection with 7o 4, causing several issues (c).
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(c) File transfer between two Wi-Fi devices

Fig. 4. Temperature affects the efficiency of collision avoidance in CSMA protocols. Our experiments in different interference scenarios show that when the
received signal strength weakens to values below T 4 at high temperatures, the PRR decreases, as well as the number of CCAs identifying a busy channel.

that at around 40°C, there is an intersection between the mea-
sured signal strength and the selected T 4. For temperatures
lower than 40°C the measured RSSI is above T 4 (and hence
transmissions would be deferred); for temperatures higher than
40°C, instead, the RSSI is below T4 (and packets would
be immediately sent). In other words, the MAC protocol
erroneously deduces from RSSI readings obtained above 40°C
that the channel is free from harmful interference. In reality,
the interference in the environment is not weakened by tem-
perature (the RSSI attenuation is only an artefact of the radio),
and can still destroy transmitted packets. These erroneous clear
channel assessments at high temperature may hence lead to an
increase in the number of wasteful transmissions destroyed or
corrupted by surrounding interference.

Fig. 4 shows the impact of erroneous clear channel as-
sessments in the presence of different interference patterns.
We use JamLab [18] to produce repeatable interference in our
testbed on different channels. We emulate on one channel the
interference caused by a computer streaming videos from a Wi-
Fi access point, and on another channel the one caused by an
active microwave oven. We also let a computer transfer large
files from a nearby Wi-Fi access point using a channel that
is not affected by JamLab. We then analyse how this affects
the PRR on the transmitter-receiver pairs in our testbed that
experienced an intersection between measured noise and T a
at different temperatures as in Fig. 3(c). We can notice that
in all scenarios the PRR decreases as soon as the on-board
temperature of sensor nodes increases. In the presence of Wi-Fi
video streaming, the PRR of the link decreases from 88 to 81%
(Fig. 4(a)), whereas in the presence of an active microwave
oven the PRR decreases from 70 to 45% (Fig. 4(b)). Similarly,
also the PRR in the presence of a Wi-Fi file transfer decreases
from 30 to 18% at high temperatures (Fig. 4(c)). We can also
notice that the decrease in PRR is correlated with a decrease

in the number of clear channel assessments identifying a busy
channel, i.e., with a decrease in the number of clear channel
assessments that do not identify potential collisions at high
temperatures. These results prove our hypothesis, and show
that the intersection between the RSSI curve and the CCA
threshold shown in Fig. 3(c) results in erroneous clear channel
assessments leading to a decreased PRR at high temperatures.

C. Unsuccessful Wake-Up of Nodes

State-of-the-art MAC protocols often duty cycle the radio
to reduce energy consumption, and employ clear channel
assessment to wake-up the transceiver from sleep mode. Typ-
ically, a periodic CCA check is performed: if the channel is
busy, the transceiver is kept on in order to receive the incoming
packet, otherwise the radio returns to sleep mode.

High temperatures can affect the correctness of this mecha-
nism. Imagine a sender A and a receiver B exchanging packets
using a duty-cycled MAC protocol in which A sends short
strobes before the actual packet (or repeatedly sends the same
packet). If B receives the strobes from node A with a signal
strength that is higher than T 4, it keeps its radio on and
receives the payload message from A. If temperature increases,
the received signal strength at node B may intersect Tcca as
shown in Fig. 3(c). When this happens, the transmissions from
A are received with a signal strength lower than T 4, and B
does not wake up to receive A’s packets anymore, essentially
disrupting the link. In the case shown in Fig. 3(c), the link
would be disrupted for temperatures higher than 40°C, because
node B would not wake up when the strength of the received
signal from A decreases below Tcca.

Please note that the probability that the received signal
strength intersects Tcca as a result of an increase in tem-
perature can be quite high. Temperature variations can cause a
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Fig. 5. Temperature can affect the wake-up mechanism in duty-cycled MAC

protocols. When the strength of the received signal from a transmitter weakens

at high temperatures and intersect the CCA threshold as shown in Fig. 3(c),

the receiver does not wake up anymore, disrupting the link’s connectivity.

signal attenuation by up to 10 dB (as shown in Fig. 2), which
implies that all links in a network with an RSSI between T a
and 10+ T a are prone to this problem. For example, when
using the CC2420 radio (Tcca=—77 dBm) and transmitting
at 0 dBm, the majority of nodes with a distance between 5
and 25 meters would form a link with an RSSI falling in this
range [19].

We now show experimental evidence of this problem. We
let several transmitter-receiver pairs of nodes communicate
using ContikiMAC, Contiki’s default MAC protocol in which
nodes sleep most of the time and periodically wake up to
check for radio activity. In ContikiMAC, the transmitter sends
repeatedly the same packet until a link layer acknowledgement
(ACK) is received, whereas the receiver keeps its radio on as
soon as a packet transmission is detected by means of a single
CCA check [16]. Packets are exchanged every 20 seconds, and
ACKs are sent using CC2420’s hardware support. As in the
previous experiment, we use TempLab to warm-up and cool-
down the on-board temperature of the nodes, emulating the
daily fluctuations that can be found in real-world deployments.

Fig. 5 shows an example of link disruption caused by a
receiver not waking up at high temperatures. We can notice that
what was a perfect link until approximately 47°C, suddenly
does not receive any packet at higher temperatures. Only once
temperature decreases below 47°C, the link is restored and the
node correctly receives the packets sent from the transmitter.
This behaviour can significantly harm network performance,
as links may disappear during the hottest times of the day,
leading to high latencies, drastic topology changes, or in case
no alternative paths for communication can be found, to a
complete disconnection of some nodes from the network.

A receiver node could in principle detect a packet transmis-
sion using carrier sense, i.e., by identifying a valid sequence of
bits without comparing if the received energy is above a given
threshold. However, in off-the-shelf radio transceivers such as
the CC2420, a valid sequence can be identified only prior
detection and validation of the start frame delimiter. Therefore,
carrier sense is ineffective when used in duty-cycled systems
that periodically wake up and perform a single CCA check
(in a non-duty-cycled protocol such as Contiki’s nullRDC or
nullMAC, instead, carrier sense would work well, as the radio
remains always active). Indeed, despite the CC2420 radio uses
by default a combination of carrier sense and energy detection,
ContikiMAC experiences a complete loss at high temperatures
that is dependent on the chosen energy detection threshold.

It is also important to highlight that selecting by default a
low CCA threshold is not optimal: the lower T 4 the higher
the number of activities in the channel (radio interference,
communications from surrounding nodes) that will trigger
a wake-up and, consequently, a higher energy consumption.
Indeed, selecting Tcca close to the noise floor in a noisy
environment, would essentially cause the radio to be almost
constantly active, with a highly suboptimal energy expenditure.

IV. DESIGNING TEMPERATURE-AWARE MAC PROTOCOLS

Whenever a link delivers poor performance, it is typically
the network layer’s task to maintain connectivity and look for
alternative routes that can sustain a high delivery rate. Using
link quality estimation, the network layer can indeed filter out
lossy links and pick a better topology, i.e., select a network
configuration that avoids links that are asymmetric or that have
a signal that is too weak to communicate reliably, as well as
links that are negatively affected by temperature variations.
The network layer, however, can only be effective if the
network is sufficiently dense to offer a high link redundancy:
very often there are no available neighbours forming a link that
can offer a better performance, especially in sparse networks.
In such cases, the network layer is obliged to make use of lossy
links, and cannot mitigate the impact of temperature variations
on the lower layers of the protocol stack.

To mitigate the inefficiency of CSMA protocols at high
temperatures shown in Sect. III, we hence need to tackle the
problem directly at the MAC layer. A link can indeed still
offer good performance if the CCA threshold is dynamically
adapted to the on-board temperature variations of the nodes. In
this section, we propose two alternatives to achieve this goal.

A. Predicting the Attenuation of Signal Strength

In order to dynamically adapt Tcca to temperature vari-

ations, we first need to model the relationship between signal
strength attenuation and temperature. In Sect. II we have shown
that the latter is approximately linear, and that there are two
components that need to be considered: the attenuation on the
receiver side, and the one on the transmitter side.
Imagine a sender A and a receiver B exchanging packets.
If the on-board temperature of B varies by ATp degrees
w.r.t. to an initial temperature 7, the signal will suffer an
attenuation on the receiver side by R = SATp, with ATp
being the difference between B’s current temperature 75, ,,, and
7. Similarly, if the on-board temperature of A varies, its signals
will be transmitted with an attenuation on the transmitter side
of T' = aAT4, and B will receive a signal that is 7' dBm
weaker. In case the temperatures of both A and B vary, the
overall attenuation of the received signal strength on B is given
by R + T. Please notice that if temperature has decreased,
AT = (Thow — T) is negative, and R and T are not an
attenuation, but instead a strengthening of the signal.

« and S are specific to the employed radio and differ only
in a negligible way among different instances of the same chip.
Hence, they can be characterized following the same approach
shown in Sect. II: using a pair of nodes that can be heated
individually, we compute the variation of signal strength on
a large temperature range and derive the slope of the RSSI
curves of transmitter and receiver for a given platform [5].
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In the case of the Maxfor nodes employed in our experiments
we derive from Fig. 2 o = 8 = -0.08 dB/°C. We further model
the attenuation of the noise floor as N = yAp (which is
typically smaller than R and 7T") and derive v = -0.05 dB/°C.

B. Adapting the CCA Threshold at Runtime

Exploiting the above model, we can now adapt the CCA
threshold at runtime. Each node needs to compute if tempera-
ture varied significantly enough to cause an attenuation of the
signal strength w.r.t. an initial threshold T oA
As we mentioned in Sect. III, the default CCA threshold is
typically fixed. However, as nodes are typically uncalibrated
and have radio irregularities a good practice would be to select
TCCA = n + K, with n being the noise floor of the node,
and K a comtant defined at compile time. If this is the case,
TCC 4 and n ¢ are computed during the start-up phase while

the node experiences an on-board temperature 7. If ch yR il
fixed, we assume 7 = 25°C. Please note that high values of K
reduce the number of activities in the channel that can trigger a
wake-up of a node (minimizing energy consumption), but also
reduce the number of links in the network (fewer neighbours
can wake-up a node with a signal strength higher than T,cc A)-
Whenever temperature varies significantly, we compute the
updated threshold as Tcca = T, é‘C A+ T + R, with T and
R being computed using the difference between the current
temperature and 7. We apply to the computation of Toc 4 a
lower bound ny + C (with ny = n} + N) that avoids the
selection of CCA thresholds that are too close to the noise
floor (this would cause the radio to continuously wake-up).

Obtaining up-to-date temperature measurements. All that
is needed to adapt the threshold is hence an up-to-date infor-
mation about the current on-board temperature of the nodes
and the initial temperature 7 stored in a 2-byte variable.
Almost every off-the-shelf sensornet platform comes with an
embedded temperature sensor. TelosB-based platforms carry
the SHT11, a digital temperature and humidity sensor. Other
platforms do not have a dedicated sensor, but several micro-
controllers such as the MSP430 offer the possibility to obtain
a rough estimate of the on-board temperature from a built-
in temperature sensor using a specific input of the analog-
to-digital converter. By periodically sampling the on-board
temperature, a node can hence compare its current temperature
with 7 and compute Ap. It is important to stress that the
temperature sensor should be physically on the board, to get
an estimate as close as possible to the temperature of the radio
chip: external sensors measuring air temperature outside the
packaging may not give a sufficiently accurate estimation.

Deriving the on-board temperature of the transmitter. By
knowing its current on-board temperature, a node can im-
mediately derive N and R. If a node would adapt its CCA
threshold based on this information (i.e., using 7' = 0), the
inefficient collision avoidance problem at high temperatures
would be solved, as well as the wake-up problem in case the
temperature of the transmitter node does not vary significantly.
If this node, however, receives packets sent from a node
experiencing temperature fluctuations, it would need to know
the temperature of the transmitter to derive 7" and completely
mitigate the unsuccessful wake-up problem. This is a non-
trivial problem, as a receiver does not necessarily know the
identity of the sender by the point in time in which it performs
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Fig. 6. Dynamic adaptation of the CCA threshold based on the temperature
measured locally on the node: T 4 follows the attenuation of the signal,
avoiding an intersection with the RSSI curve (in contrast with Fig. 3(c)).

a CCA, and as it may actually be recipient of packets sent
by different nodes. Assuming that transmitter and receiver
experience the same temperature variations may lead to inac-
curate results: real-world deployments have shown that there
can be high gradients (more than 30°C) even across spatially
close nodes [6], [7] because of cloud obstructions or shade
from trees or buildings in the surroundings. Similarly, setting
a fixed worst-case temperature at compile-time would lead to
suboptimal performance, as T 4 would remain unnecessarily
low most of the time.

The information about the transmitter’s temperature can actu-
ally be conveyed by the network layer, which stores a table
of neighbour addresses and attributes, and can be augmented
with an attribute for the latest on-board temperature of each
neighbour. Modifying the network layer in this manner may
not be suitable in all systems, however. Hence, we propose
two different adaptation mechanisms: one that adapts Tcca
based only on local temperature measurements, and one that
exploits a cross-layer approach to derive 7.

Local adaptation. A first approach adapts Tcc 4 based on
local temperature measurements only (i.e., it fixes 7=0). In
this case, Toca = Too i + R, with a lower bound ny + C.
We found in our experiments that values of C' below 2 dBm
trigger an almost continuous wake-up of the radio, and we
therefore use C'=2 dBm. Fig. 6 shows the adaptation of the
CCA threshold based on the algorithm detailed previously. We
replicate the setup of Sect. III-B and heat a receiver node while
measuring the strength of the signal in an environment rich of
Wi-Fi interference. If we compare the results with the ones
shown in Fig. 3(c), we can notice that the CCA threshold
follows the same attenuation as the received signal, avoiding
an intersection between the RSSI curve and T 4. This shows
that the proposed model is sufficiently accurate to dynamically
adapt Tcca to local temperature changes. However, if the
on-board temperature of the transmitter significantly varies, a
receiver node may still experience unsuccessful wake-ups.

Cross-layer adaptation. To prevent this, we propose an
approach that allows the CCA adaptation mechanism to make
more informed decisions by using temperature information
from the neighbours. Our cross-layer adaptation uses existing
routing beacons to piggyback temperature information effi-
ciently, and computes the maximum temperature change across
all neighbours. We implement this by using RPL, the standard
IPv6 routing protocol for low-power and lossy networks [20].
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Fig. 7. When adapting the CCA threshold based on local temperature measurements, temperature does not affect the efficiency of collision avoidance in CSMA
protocols. In contrast with the results shown in Fig. 4, the PRR remains fairly constant for all interference scenarios despite temperature variations.

Whilst we have chosen RPL because it is a standard protocol
and several open-source implementations exist, we also note
that it would be simple to disseminate the information at the
application layer, albeit with a slightly higher energy cost.
We disseminate the temperature information by piggybacking
it on RPL’s routing beacons. RPL sends these beacons to the
neighbour nodes with quickly increasing time intervals, as
regulated by the Trickle algorithm [21]. Within the DODAG
Information Object (DIO), there is room to embed a routing
metric container object, which holds different parameters and
constraints that are used to take routing decisions. Beside the
metric container specified in the standard, it is possible to use
implementation-defined metric containers. Hence, we make
each node report its current and maximum temperature through
such a metric container. Once a node receives this information
in an incoming routing beacon, it stores it as an attribute in
Contiki’s neighbour table, from whence it can be retrieved
by the CCA adaptation module to calculate the maximum
temperature change in the neighbourhood.

V. EVALUATION

We now evaluate the performance of our approaches ex-
perimentally. We first show that they alleviate the collision
avoidance and wake-up problem in CSMA protocols. We then
run a network of nodes, and show that when employing a
MAC protocol with an adaptive threshold, the performance of
the network significantly increases, with up to 42% lower radio
duty cycle and 87% higher PRR in the presence of temperature
variations commonly found in outdoor deployments.

A. Improved Collision Avoidance

In Sect. III-B we have shown that with varying on-board
temperatures, a transmitter can erroneously measure a weaker
noise and generate wasteful transmissions. Using the same
experimental setup, we now analyse the performance of the
transmitter-receiver pairs in our testbed when dynamically
adapting Toca using local temperature information. We use
the CC2420’s default CCA threshold, i.e., T/CCA = —77 dBm
and use Contiki’s nullMAC and nullRDC. Fig. 7 shows the
PRR experienced by the links in the same interference scenar-
ios described in Sect. III-B (the experiments were executed
back-to-back). If we compare the results with Fig. 4, we
can notice that the PRR does not depend on the on-board
temperature of the nodes, but remains instead fairly constant
throughout the experiment. This hints that the adapted protocol
is able to avoid the intersection between the RSSI curve and
Tcc A, mitigating the collision avoidance problem.
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Fig. 8. Adaptive CCA thresholds alleviate significantly the wake-up problem
at high temperatures. By adapting Tcc 4, we can extend the usability of a
link at much higher temperatures.

B. Improved Wake-Up Efficiency

In Sect. III-C we have shown that a receiver node exposed
to temperature variations may not receive a signal sufficiently
strong to cause a wake-up of the radio, and constantly remains
in low-power mode, causing the disruption of the link. We
employ ContikiMAC with a TéCA = n}—i—K with K = 6 dBm
and use TempLab to warm-up and cool-down the on-board
temperature of both transmitter and receiver, emulating the
daily fluctuations that can be found in real-world deployments.
We repeat the experiments several times and run (i) an unmodi-
fied ContikiMAC using a fixed CCA threshold, (ii) an adaptive
threshold based on local temperature information, and (iii)
an adaptive threshold based on the information inferred from
the routing layer. Fig. 8 shows the PRR on a representative
link in our testbed (a similar trend was observed across all
links): the adaptation of the CCA threshold can significantly
alleviate the wake-up problem. When using a fixed threshold,
the link starts to experience packet loss at 31°C. Instead,
the link sustains 100% delivery rate up to 40°C when using
local temperature information and up to 64°C when using the
information inferred from the routing layer. This essentially
implies that the use of a dynamic Tcca extends the usability
of a link to a higher temperature. It is important to highlight
that the adaptation of Tcca4 does not mitigate completely
the impact of temperature. The reason lies in the selection
of Ty a: by selecting K = 6 dBm, the high temperature
variation attenuates the signal strength by several dB, reaching
the physical limit of the radio (i.e., at temperatures higher
than 64°C we receive a signal strength that is too weak to be
successfully demodulated). Hence, the higher is K, the higher
can be the performance gain compared to a protocol using a
fixed CCA threshold.
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C. Performance on a Network Level

We now present results obtained running a data-collection
protocol on several networks, and show the benefits of using
dynamically adapted CCA thresholds in the presence of tem-
perature variations. We use RPL in our testbed deployed in
a 55 m? room: we select one node as a sink, and we create
five different network densities by using only a portion of the
nodes: 5, 7, 9, 11, and 13 nodes, respectively. By varying the
density from roughly one node every 11 m? to a node every
4 m?, we can see largely different impacts on a network level,
as the ability of the network layer to select alternative links is
constrained. Using the same temperature profiles and setup as
in the previous example (all nodes use a transmission power of
-25 dBm), we carry out experiments with ContikiMAC using:
(i) a fixed CCA threshold, (ii) an adaptive threshold based on
local temperature information, and (iii) an adaptive threshold
using the information inferred from the network layer.

Our results indicate that temperature strongly affects network
performance, especially in sparse networks. Fig. 9(a) shows
that if the network is dense, the routing layer can mitigate the
impact of temperature and sustain a high PRR even with a
MAC protocol employing a fixed CCA threshold. The less
dense the network is, the higher becomes the impact of
temperature on a protocol using a fixed threshold, with the
average PRR in the network dropping below 50%. Instead,
when using adaptive thresholds, the network sustains higher
reception rates in sparse networks (from 44 to 63%, and from
57 to 81% in the two sparsest configurations), with the highest
PRR recorded when using the information inferred from the
routing layer in line with the experiments in Sect. V-B.

We further analyse the energy-efficiency of the different ap-
proaches by comparing the average radio duty cycle in the
network. Fig. 9(b) shows that adaptive CCA thresholds sustain
significantly lower duty cycles, as a result of a reduced number
of retransmission attempts and wasteful transmissions. In the
sparsest network configuration, the duty cycle drops from 4.2%
to 3.2% in the case of local temperature information and to
2.3% when using the temperature inferred from the routing
layer. The latter corresponds to a 55% higher energy-efficiency
than when using a fixed threshold. With denser networks the
duty cycle decreases, as the network layer can select alternative
links and seamlessly mitigate the impact of temperature.

Flg 9(c) shows the role of the initial CCA threshold TCC A
m a network with a density of one node every 8 m?. We set
TCC A= n ¢ + K using different K values, and show that
the hlgher K is, the higher are the performance improvements
introduced by the adaptive approaches. This is the result of the
observation made in Sect. V-B: the higher K is, the more the
usability of a link can be extended at high temperatures.
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on PRR and duty cycle on a network level and on a single node.

We finally use TempLab to time-lapse a 24-hours trace
recorded in an outdoor deployment [4], and see what is the
impact in a network w1th a density of one node every 8 m?
when using chA = n + 6 dBm. The results show that the
adaptive approaches that we proposed significantly improve
performance, both on a link basis and on a network level.
Fig. 10 shows that the network sustains up to 42% lower radio
duty cycle and 87% higher PRR in the presence of temperature
variations commonly found in outdoor deployments, and that
a single link may experience even up to 71% lower duty cycle
and 194% higher packet reception rate.

VI. RELATED WORK

Several outdoor deployments and experimental studies have
highlighted the impact of temperature on the quality of com-
munications in wireless sensor networks. Bannister et al. [12]
have reported that high temperatures can decrease the strength
of the wireless signal. Wennerstrom et al. [4] have found
experimental evidence of this problem on a long-term outdoor
deployment. Boano et al. [3] have shown that the transmis-
sion power of communications at low temperatures can be
safely decreased without deteriorating the performance of the
network, and have precisely characterized the attenuation in
received signal strength on different platforms [5]. All these
works, however, simply report the degradation of the wireless
signal as a consequence of an increase in temperature and do
not provide a deeper analysis of what the implications are on
communication protocols when operating a network outdoors.

Keppitiyagama et al. [22] have presented a poster showing
that network protocols are affected by temperature and pro-
posed to enhance them with temperature hints. In our earlier
work, we have presented TempLab, a testbed infrastructure
to study the impact of temperature on communication proto-
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cols [6], and used it to confirm the low performance at high
temperatures. In this work, we exploit this testbed infrastruc-
ture to analyse why communication protocols are affected and
propose how to mitigate the problems by dynamically adapting
the CCA threshold to temperature variations.

Several works have suggested the use of adaptive CCA
thresholds in the context of interference mitigation. Bertocco et
al. [23] have provided hints for an optimal threshold selection
in the presence of in-channel additive white Gaussian noise
interference. Yuan et al. [24] have proposed to adjust the CCA
threshold in the presence of heavy interference to reduce the
amount of discarded packets due to channel access failures. Xu
et al. [25] have designed a mechanism that dynamically adjusts
the CCA threshold to enable concurrent transmissions on
adjacent non-orthogonal channels and achieve high throughput.

Sha et al. [26] have studied the effects of the CCA threshold
setting in noisy environments, and shown that interference can
increase the number of false wake-ups in low-power-listening
MAC protocols. To remedy this problem, they have proposed
AEDP, an adaptive protocol that adjusts the CCA threshold
in response to changes of ETX. While we share the idea
that the CCA threshold cannot be set to an arbitrary value at
compile-time, there are considerable differences with our work.
First, AEDP is designed to achieve a desired performance
in noisy environments and does not take into account the
role of temperature. This may lead to problems, as AEDP
requires an estimate of the noise floor and of the average RSSI
value of all incoming links, which may change as temperature
changes. Second, AEDP does not require a temperature model
to adapt the CCA threshold, but instead requires information of
observed interference in recent packet transmission attempts.
In event-based networks, the reliance on ETX values may be
a problem since packet transmissions are sparse.

An alternative approach to mitigate the impact of tem-
perature may consist in increasing the transmission power at
high temperatures, as suggested by the data-sheets of some
radio chips. Although this would lead to an increased energy-
consumption, it may simply not be possible: a node could al-
ready be using its highest power level. Furthermore, increasing
the power based on the local temperature would only make the
transmitted signal stronger, but would not solve the attenuation
on the receiver side. Hence, our approach based on the signal
strength attenuation modelling is more generic and effective.

VII. CONCLUSIONS

The central tenet of our study is that temperature variations
affect the efficiency of clear channel assessment and may
compromise the operations of data link layer protocols based
on carrier sense. We have shown that a reduced effective-
ness of CCA at high temperatures compromises the ability
of a node to avoid collisions and to successfully wake up
from low-power mode. We have designed and evaluated two
mechanisms to mitigate the problem by dynamically adapting
the CCA threshold to temperature changes: one based on
the temperature measured locally, and one on the highest
temperature measured across all neighbouring nodes. Through
an extensive experimental evaluation, we have shown that
the proposed approaches increase the robustness of existing
protocols to temperature variations and significantly improve
the performance both on a link basis and on a network level.
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