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Abstract

In the present thesis we consider discrete minimal surfaces as a subject of discrete differential geometry. The main interest in discrete differential geometry is not just sampling objects like curves and surfaces of smooth differential geometry and studying them with numerical methods, but discretizing the whole theory. The aim is to retrieve as many properties from the smooth setting as possible.

We consider two of the many different characterizations of minimal surfaces and study them in the discrete setting. First there is a discrete curvature theory for polyhedral surfaces due to A.I. Bobenko, H. Pottmann and J. Wallner. Minimal surfaces are defined as meshes, where the discrete mean curvature vanishes throughout the mesh. This condition immediately yields the notion of oriented mixed area of a pair of parallel polygons. We develop a recursion formula for the mixed area and interpret it in terms of incidence geometry. Our main interest is hexagonal meshes as discrete minimal surfaces.

In the second part of the thesis we develop a discrete version of the smooth Christoffel dual construction which applies to hexagonal meshes. A limit consideration motivates the definition of conformal hexagons for which we discuss a discrete dual construction. We show that this construction is a sensible discrete analogue of smooth Christoffel duality. From an isothermic parametrization of the sphere, which in our case is a hexagonal mesh where each face is a conformal hexagon, we obtain a minimal surface by applying this dual construction.
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Introduction

The present thesis considers hexagonal meshes from the viewpoint of discrete differential geometry. Discrete differential geometry is a wide field which considers objects like polygons, meshes, and polytopes with the aim of finding discrete analogues of classical (i.e., smooth) differential geometry. In this sense not only objects but also properties and notions of the smooth setting are carried over to the discrete theory. Also the other way round is of great interest, which means that one explores attributes assigned to discrete objects which survive a refinement process to a continuous limit. A first treatise of discrete differential geometry can be found in the monograph Differentialgeometrie by R. Sauer [23] whereas a modern approach is contained in Discrete Differential Geometry: Integrable Structure by A.I. Bobenko and Yu.B. Suris [6]. Discrete differential geometry is not only interesting within pure mathematics (see e.g. [2, 3, 4, 5, 6]) but also in Computer Graphics and geometry processing (see e.g. [26]) and architectural design (see e.g. [20]). The general idea here is to get notions like curvature, offset surface, and conformal equivalence for discrete objects which are of great importance in applications.

Minimal surfaces represent a prominent topic which has attracted great interest for a long time and which several times has been the object of significant new developments. They combine differential geometry with other fields, notably complex analysis. Also the recent field of discrete differential geometry has not neglected them. Before entering into details we want to say a few general words on the analogies and differences between the smooth and discrete categories.

The appeal of smooth minimal surface theory is to a large extent due to the fact that the same class of surfaces is characterized by different properties which are unrelated a priori, such as vanishing mean curvature, local surface minimization, or analyticity of conformal parametrizations. Accord-
ingly there is a variety of constructions of minimal surfaces: as solutions of Plateau’s problem, as real part of Lie’s sum of curves surfaces, or by Christoffel duality.

Transferring all these properties to the discrete category at the same time is not easy. Obviously we can pick a class of discrete surfaces (for instance, triangle meshes) and consider those discrete surfaces which enjoy a certain property analogous to one of the known properties of smooth minimal surfaces. However it is not guaranteed that these discrete minimal surfaces have any of the other properties which make their smooth counterparts such an interesting object of study. Nevertheless, for some appropriate discretizations this is exactly what happens, and it is a major aim in discrete differential geometry to find them.

The following constructions stand out: U. Pinkall and K. Polthier [19] considered the class of triangle meshes and defined minimality by surface minimization. The resulting discrete minimal surfaces are, among others, minimizers of Dirichlet energy, capable of discrete conjugate surfaces, and allow for the solution of a discrete Plateau’s problem. A.I. Bobenko and U. Pinkall [4] studied discrete isothermic surface parametrizations (this means quadrilateral meshes with planar faces and a cross ratio condition for the vertices). This approach led to a discrete Christoffel duality for isothermic parametrizations, where minimal surfaces and spheres correspond to each other, just as in the smooth case. This viewpoint is assumed by several papers based on [4], e.g. [27]. A.I. Bobenko, T. Hoffmann, and B. Springborn [2] took the idea of Christoffel duality further and applied it to Koebe polyhedra. They constructed a circle-based class of discrete minimal surfaces which exhibits convergence to the smooth case and makes it possible to find minimal surfaces from the combinatorics of the network of principal curvature lines.

It turned out that the discrete curvature theory for polyhedral surfaces introduced by H. Pottmann et al. [5, 20], which is based on the variation of surface area in offset surfaces, contains both [4] and [2] as special cases. Minimality of a polyhedral surface with respect to an edgewise parallel Gauss image is in that context defined by vanishing mixed area of corresponding faces.

This brings us to the first topic of the present thesis, which systematically studies the vanishing mixed area property for polygons, having in mind as a main application the discrete minimal surfaces in the class of hexagonal meshes (see [17]). After setting up the necessary definitions, we continue with
a geometric recursion for the computation of oriented mixed areas in Section 2.2. In Section 2.3 this leads to ways of characterizing pairs of parallel polygons whose mixed area is zero. Section 2.4 considers hexagonal meshes which are minimal and uses the incidence-geometric characterizations of vanishing mixed area which were obtained earlier for the construction of equilibrium forces in the edges of a minimal mesh. Finally we discuss an incidence geometric property for the faces of a constant mean curvature surface.

The second topic of the present thesis establishes a discrete Christoffel dual construction for special hexagonal meshes, namely conformal ones (see [16]). We start with equivalent characterizations of vertex offset meshes in Section 3.1. In Section 3.2, we give a definition and a motivation for the notion of a conformal hexagon. Properties of this type of hexagons as well as a dual construction are discussed in Section 3.3. The smooth and discrete Christoffel dual constructions and some of their properties are discussed in Sections 3.4 and 3.5. An elementary geometry construction of planar conformal hexagons which turn out to be discrete holomorphic is shown in Section 3.6. In the final Section 3.8 we discuss the connection between the Weierstrass representation and the Christoffel duality and use this to classify some examples of discrete minimal surfaces.
Chapter 1

Preliminaries

1.1 Notions of classical differential geometry

1.1.1 Parametrization

In this section we collect some notions of classical differential geometry which means the study of smooth curves and surfaces. We are mainly interested in the three-dimensional space $\mathbb{R}^3$.

A differentiable map $f : U \to \mathbb{R}^3$, where $U$ is an open subset of $\mathbb{R}^2$, is regular in $U$ if the two partial derivatives $f_x(a)$ and $f_y(a)$ are linearly independent for all $a \in U$. Such a map $f$ is called parametrization of the surface $f(U) \subseteq \mathbb{R}^3$. When it is clear from context we will call the map $f$ a surface.

A parametrization $f$ is conformal if the partial derivatives are orthogonal and have the same length i.e.

$$\langle f_x(a), f_y(a) \rangle = 0 \quad \|f_x(a)\| = \|f_y(a)\|$$

for all $a \in U$. Each surface can be conformally parametrized locally (see e.g. [25, p. 314 - 346]).

For the purpose of measuring lengths, angles, areas, and curvatures one introduces the first and second fundamental forms (here in matrix notation with their respective coordinate functions)

$$I = \begin{pmatrix} E & F \\ F & G \end{pmatrix} \quad II = \begin{pmatrix} L & M \\ M & N \end{pmatrix},$$
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where $E = \langle f_x, f_x \rangle$, $F = \langle f_x, f_y \rangle$, $G = \langle f_y, f_y \rangle$, $L = \langle n, f_{xx} \rangle$, $M = \langle n, f_{xy} \rangle$, $N = \langle n, f_{yy} \rangle$ with $n = (f_x \times f_y)/\|f_x \times f_y\|$ as the unit normal vector (the Gauss map). The area of a surface $f(U)$ is defined as

$$\int_U \sqrt{\det(I)} \, dx \, dy.$$ 

The principal curvatures $\kappa_1$ and $\kappa_2$ are defined as roots of the quadratic polynomial equation $\det(II - \kappa I) = 0$. It turns out that the principal curvatures always are real. The mean curvature $H$ and the Gaussian curvature $K$ are defined as

$$H = \frac{1}{2}(\kappa_1 + \kappa_2) \quad \text{and} \quad K = \kappa_1 \kappa_2.$$ 

For a vector $v$ in the tangent plane, $v = af_x + bf_y$, the normal curvature in the direction of $v$ is defined as

$$\kappa_n = \frac{Ma^2 + 2Nab + Lb^2}{Ea^2 + 2Fab +Gb^2}.$$ 

The maximum and the minimum of the normal curvatures are equal to the principal curvatures, and the associated vectors are called principal directions. They are orthogonal.

$f$ is a curvature line parametrization if the parameter lines $f(x_0, \cdot)$ and $f(\cdot, y_0)$ are curvature lines, i.e., the tangent vectors $f_x$ and $f_y$ are principal directions. Each surface can be locally parametrized with curvature lines. A parametrization which is conformal and curvature line at the same time is called isothermic. It is not possible to obtain isothermic parametrizations for all surfaces. However, for minimal surfaces it is possible.

A Koenigs net is a map $f : U \to \mathbb{R}^3$ which satisfies the differential equation

$$f_{xy} = \frac{\nu_x}{\nu} f_x + \frac{\nu_y}{\nu} f_y,$$

with some scalar function $\nu : U \to \mathbb{R} \setminus 0$ (see e.g. [7]).
1.2 The complex plane

1.2.1 Möbius transformations

A Möbius transformation is a map $M : \mathbb{C} \cup \{\infty\} \to \mathbb{C} \cup \{\infty\}$. Let $a, b, c, d \in \mathbb{C}$ such that $ad - cb \neq 0$. The Möbius transformation can be written in the form

$$M(z) = \begin{cases} \infty & \text{if } cz + d = 0, \\ a/c & \text{if } z = \infty, \\ \frac{az + b}{cz + d} & \text{otherwise}. \end{cases}$$

A Möbius transformation can be decomposed in translations, rotations, dilations, and maps of the form $z \mapsto 1/z$. The cross-ratio of four distinct points

$$\text{cr}(z_0, z_1, z_2, z_3) := \frac{(z_0 - z_1)(z_2 - z_3)}{(z_1 - z_2)(z_3 - z_0)} \in \mathbb{C}, \quad (1.1)$$

is invariant under Möbius transformations. Considering lines as circles with infinite radius we can say that Möbius transformations map circles to circles. Möbius transformations and anti-Möbius transformations (i.e., $z \mapsto M(\overline{z})$) are conformal transformations which means that they preserve the angle of two intersecting curves.

Another way to define Möbius transformations comes from incidence geometry where a Möbius transformation maps circles (including straight lines) on circles (see e.g. [1]). This implies to add the conjugation map $z \mapsto \overline{z}$ to the list of elementary transformations in which a Möbius transformation can be decomposed. We therefore see that from the incidence geometry the Möbius transformations include what previously was called an anti-Möbius transformation. If we do that, we have to accept the loss of the invariance of the cross-ratio under Möbius transformations. To fix this problem we have to consider the unordered pair $\{q, \overline{q}\}$ as cross-ratio of four points.

Möbius transformations in space (say in $\mathbb{R}^3$) can be defined as composition of translations, rotations, dilations, and inversions in the sphere. Unlike in the planar case, the spatial Möbius transformations are the only angle preserving transformations in space.

A Möbius transformation $M$ maps a conformal parametrization $f$ on a conformal parametrization $M \circ f$ again. In other words, conformal parametrizations are objects of Möbius geometry.
1. PRELIMINARIES

A stereographic projection from the plane to the sphere
\[ \Phi(z) := \frac{1}{(|z|^2 + 1)}(2z, |z|^2 - 1) \in \mathbb{C} \times \mathbb{R} \cong \mathbb{R}^3 \]
can be seen as the restriction of a Möbius transformation of \( \mathbb{R}^3 \) to a plane in \( \mathbb{R}^3 \).

1.2.2 Holomorphic functions

For complex analysis we refer to [22]. A complex function \( f(z) = u(x, y) + iv(x, y) \), with \( z = x + iy \) and real valued functions \( u, v \), is holomorphic if the Cauchy-Riemann differential equations \( u_x = v_y \) and \( v_x = -u_y \) hold. Then \( f'(z) = u_x(x, y) + iv_x(x, y) \). A holomorphic function is called conformal if \( f'(z) \neq 0 \) for all \( z \in \mathbb{U} \). A conformal parametrization of the plane in the sense of differential geometry is the same as a conformal map \( f : \mathbb{C} \to \mathbb{C} \), where the parameter lines are \( f(x + iy_0) \) and \( f(x_0 + iy) \), for fixed \( x_0 \) and \( y_0 \), respectively. A complex function is called meromorphic, if it is holomorphic everywhere except in isolated points, which are poles.

A real valued function \( u : \mathbb{U} \to \mathbb{R} \), where \( \mathbb{U} \) is simply connected, is called harmonic if the Laplacian
\[ \Delta u = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \]
vanishes everywhere. The real and imaginary parts of a holomorphic function are harmonic. In this case \( u \) is said to be the harmonic conjugate to \( v \). For each harmonic function \( u \) there exists a harmonic conjugate \( v \) such that \( f = u + iv \) is holomorphic.

1.3 Minimal surfaces

We collect some characterizations of minimal surfaces:

Mean curvature. A surface is a minimal surface if the mean curvature \( H \) vanishes for all points.
1.3. MINIMAL SURFACES

**Weierstrass representation.** $f$ is a conformal parametrization of a minimal surface if and only if it is of the form

$$f(x, y) = \text{Re} \left[ \int h \cdot \left( \frac{1}{2} \left( \frac{1}{g} - g \right), -\frac{1}{2i} \left( \frac{1}{g} + g \right), 1 \right) \, dz \right] \bigg|_{z=x+iy},$$

where $h : U \to \mathbb{C}$ is holomorphic and $g : U \to \mathbb{C} \cup \{\infty\}$ is meromorphic; $g, h$ have no common root; and the components of the integrand have no pole (see e.g. [11]).

**Christoffel duality.** $f$ is an isothermic parametrization of a minimal surface if and only if $f^*$, defined by the formulas

$$f_x^* = \frac{f_x}{\|f_x\|^2} \quad \text{and} \quad f_y^* = -\frac{f_y}{\|f_y\|^2},$$

exists and parametrizes a sphere (see [9] and Section 3.4).

**Plateau problem.** A surface which has the minimum of area of all surfaces with a given closed curve as boundary is a minimal surface (see e.g. [11]).

**Björling problem.** A surface of the form

$$f(x, y) = \text{Re} \left[ c(z) - i \int_0^z n(\zeta) \times \dot{c}(\zeta) \, d\zeta \right] \bigg|_{z=x+iy},$$

is a minimal surface if $c, n : I \times iJ \to \mathbb{C}^3$ are holomorphic functions ($I, J$ intervals with $0 \in I$) and if $c(I), n(I) \subset \mathbb{R}^3$. This minimal surface contains the curve $c(I)$ and has $n(I)$ as Gaussian image in the corresponding points (see e.g. [18]).

**Lie sum.** A surface is a minimal surface if and only if it can be represented as a translation surface $f(u, v) = \text{Re}(g(u) + h(v))$, whose generators $g, h$ are isotropic curves (which means curves $c : \mathbb{C} \to \mathbb{C}^3$ such that the (non-Hermitian) scalar product $\langle c', c' \rangle$ vanishes. See e.g. [13]).

The Weierstrass representation provides each minimal surface $f(x, y)$ with an associated family $f_\theta$ ($\theta \in [0, 2\pi]$) of minimal surfaces. It is given by

$$f_\theta(x, y) = \text{Re} \left[ e^{i\theta} \int h \cdot \left( \frac{1}{2} \left( \frac{1}{g} - g \right), -\frac{1}{2i} \left( \frac{1}{g} + g \right), 1 \right) \, dz \right] \bigg|_{z=x+iy}. $$
Chapter 2

Oriented mixed area and discrete minimal surfaces

In the present chapter we systematically study the vanishing mixed area property for polygons, having in mind as a main application the discrete minimal surfaces in the class of hexagonal meshes. Most of this chapter can be found in [17].

2.1 Definitions

2.1.1 Convex polygons and parallelity

For two convex subsets $K, L \subseteq \mathbb{R}^2$, the area of nonnegative Minkowski combinations $\lambda K + \mu L$ obeys the law

$$\text{area}(\lambda K + \mu L) = \lambda^2 \text{area}(K) + 2\lambda\mu \text{area}(K, L) + \mu^2 \text{area}(L), \quad (2.1)$$

where the symbol $\text{area}(K, L)$ means the mixed area of $K$ and $L$ (see for example [24]). If the boundary $\partial K$ is a polygon $P$ with vertices $p_0, \ldots, p_{N-1}$, then the oriented area of $K$ is given by Leibniz’ sector formula

$$\text{area}(P) := \text{area}(K) = \frac{1}{2} \sum_{0 \leq i < N} \det(p_i, p_{i+1}). \quad (2.2)$$

Here indices are taken modulo $N$. Obviously, there is a vector space of polygons with $N$ vertices, and the area functional (2.2) is a quadratic form in this space. For us, the most interesting case is that $K$ and $L$ are bounded
by parallel polygons $P$ and $Q$, with vertices $p_0, \ldots, p_{N-1}$ and $q_0, \ldots, q_{N-1}$, respectively. This concept, which is not restricted to convex polygons, was introduced by [20] and means that

$$p_{i+1} - p_i, q_{i+1} - q_i$$

are linearly dependent, for $i = 0, \ldots, N - 1$.

We assume for a moment that both $P, Q$ have only nonzero edges (i.e., no coinciding vertices). Then the boundary $\partial(\lambda K + \mu L)$ has the vertices $(\lambda p_i + \mu q_i)_{0 \leq i < N}$, whence area$(\lambda K + \mu L) = \frac{1}{2} \sum_{0 \leq i < N} \det((\lambda p_i + \mu q_i, \lambda p_{i+1} + \mu q_{i+1})$ and consequently

$$\text{area}(P, Q) = \frac{1}{4} \sum_{0 \leq i < N} (\det(p_i, q_{i+1}) + \det(q_i, p_{i+1})).$$  \hspace{1cm} (2.3)

This formula describes the symmetric bilinear form induced by the area functional in any vector space of polygons with $N$ vertices.

If either $P$ or $Q$ has zero edges (i.e., multiple vertices), the vertices of $\partial(\lambda K + \mu L)$ need not equal $\lambda p_i + \mu q_i$, but if they do, (2.3) is valid.

Note that arbitrary polygons $\partial K, \partial L$ can be seen as parallel polygons, as illustrated by Figure 2.1: We are labeling the vertices $r_0, \ldots, r_{N-1}$ of $\partial(K+L)$ consecutively, and subsequently give (possibly multiple) indices $p_0, \ldots, p_{N-1}$ and $q_0, \ldots, q_{N-1}$ to the vertices of $\partial K$ and $\partial L$ such that $p_i + q_i = r_i$. Then all three boundaries of $K$, $L$, $K + L$ and in fact $\lambda K + \mu L$ for $\lambda, \mu \geq 0$ are described by parallel polygons, and (2.3) can be used for computing the mixed area in the sense of (2.1).

2.1.2 The oriented mixed area

The polygons parallel to a given polygon $P = (p_0, \ldots, p_{N-1})$, not necessarily convex, constitute a vector space under vertex-wise addition and scalar mul-
2.1. DEFINITIONS

Figure 2.2: For nondegenerate parallel quads $p_0, \ldots, p_3$ and $q_0, \ldots, q_3$, parallel of one nonzero diagonal characterizes vanishing mixed area ($q_0q_2 \parallel q_1q_3$, or ($q_1q_3 \parallel q_0q_2$).

triplication. Its dimension equals $N + \# \{i \mid p_i = p_{i+1}\}$. If there are no zero edges, we use the symbol

$$\mathcal{P}(P) = \{(q_0, \ldots, q_{N-1}) \mid q_{i+1} - q_i = \lambda_i(p_{i+1} - p_i), 0 \leq i < N\}/\mathbb{R}^2 \quad (2.4)$$

for the vector space of polygons parallel to $P$, modulo parallel translations. Then $\dim \mathcal{P}(P) = N - 2$. If both $P$ and $Q$ have zero edges, still $P + Q$ might not have any, and consequently $P, Q, P + Q \in \mathcal{P}(P + Q)$. The expression defined by formula (2.3) is translation invariant. Following [20] we define:

**Definition 2.1.** For parallel polygons $P = (p_0, \ldots, p_{N-1})$ and $Q = (q_0, \ldots, q_{N-1})$, the oriented mixed area is given by the bilinear form (2.3).

Apparently the oriented mixed area, which extends the concept of mixed area for convex domains, is the bilinear form associated with the quadratic form measuring oriented area by Leibniz’ sector formula.

### 2.1.3 Discrete minimal surfaces

The curvature theory presented in [20] deals with parallel meshes, which means a pair $(\Sigma, \Phi)$ of polyhedral surfaces having the same combinatorics, such that corresponding edges are parallel. $\Sigma$ is viewed as Gauss image of $\Phi$. The definition of parallelity of polygons extends to polygons which lie in parallel planes; in order to employ (2.3) for the computation of mixed area they have to be moved to a common plane by parallel translation. If $P$ is a face and $Q$ the corresponding face in the Gauss image, then $P$ is assigned
the mean curvature
\[ H_P = -\frac{\text{area}(P, Q)}{\text{area}(P)}, \]
and Gaussian curvature
\[ K_P = \frac{\text{area}(Q)}{\text{area}(P)}. \]

For this reason, vanishing mixed area of parallel polygons is characteristic for discrete minimal surfaces. The following result of [20], illustrated in Figure 2.2, is basic for the construction of minimal surfaces with regular quad mesh combinatorics:

**Proposition 2.2.** Parallel quadrilaterals \( P = (p_0, p_1, p_2, p_3) \) and \( Q = (q_0, q_1, q_2, q_3) \) have vanishing mixed area if and only if diagonals \( p_0p_2 \) and \( q_1q_3 \) are parallel, which is equivalent to diagonals \( p_1p_3 \) and \( q_0q_2 \) being parallel.

This condition actually discretizes the Christoffel duality between a minimal surface and its spherical Gauss image [20]. We therefore call a polyhedral surface and its parallel Gauss image where all mixed areas vanish, a Christoffel dual pair. It is an interesting fact that Proposition 2.2 applies to several constructions of discrete minimal surfaces based on quadrilaterals, namely the ones of [4, 2]. This chapter, which deals with vanishing mixed area in general, is focuses on hexagonal meshes.

### 2.2 Properties of the oriented mixed area

The main result of the present chapter is the recursion formula of Theorem 2.6 below, which for parallel polygons \( P, Q \) with an even number of vertices shows that \( \text{area}(P, Q) = \text{area}(P^*, Q^*) \), where \( P^*, Q^* \) are derived polygons which have only the half number of vertices. It is used in Section 2.3 to derive geometric characterizations of parallel polygons with vanishing mixed area.

#### 2.2.1 Formulas for the mixed area

There are equivalent formulae for the oriented mixed area of parallel polygons which take advantage of parallelity:
Lemma 2.3. The bilinear form of Equation (2.3) is alternatively expressed as

\[
\sum_{i \in \{0, 1, \ldots, N-1\}} \left( \det(p_i, q_{i+1}) + \det(q_i, p_{i+1}) \right)
\]

\[
= \sum_{i \in \{0, 1, \ldots, N-1\}} \det(p_i, q_{i+1} - q_{i-1})
\]

(indices modulo \(N\)). For \(P, Q\) parallel and an even number of vertices,

\[
2 \text{area}(P, Q) = \sum_{i \in \{0, 2, \ldots, N-2\}} \det(p_i, q_{i+1} - q_{i-1})
\]

\[
= \sum_{i \in \{1, 3, \ldots, N-1\}} \det(p_i, q_{i+1} - q_{i-1}).
\]

Proof. The first equality is found by rearranging indices:

\[
\sum_i \det(p_i, q_{i+1}) + \sum_i \det(q_i, p_{i+1}) = \sum_i \det(p_i, q_{i+1}) + \sum_i \det(q_{i-1}, p_i).
\]

In order to show the second equality, we observe that parallelity of \(P\) and \(Q\) implies \(\det(p_{i+1} - p_i, q_{i+1} - q_i) = 0\). Therefore,

\[
\sum_{i \text{ even}} \det(p_i, q_{i+1} - q_{i-1})
\]

\[
= \sum_{i \text{ even}} (\det(p_i, q_{i+1} - q_i) + \det(p_i, q_i - q_{i-1}))
\]

\[
= \sum_{i \text{ even}} (\det(p_i + (p_{i+1} - p_i), q_{i+1} - q_i) + \det(p_i + (p_{i-1} - p_i), q_i - q_{i-1}))
\]

\[
= \sum_{i \text{ even}} (\det(p_{i+1}, q_{i+1} - q_i) + \det(p_{i-1}, q_i - q_{i-1}))
\]

\[
= \sum_{i \text{ even}} (\det(p_{i+1}, q_{i+1} - q_i) + \det(p_{i+1}, q_{i+2} - q_{i+1}))
\]

\[
= \sum_{i \text{ even}} \det(p_{i+1}, q_{i+2} - q_i) = \sum_{i \text{ odd}} \det(p_i, q_{i+1} - q_{i-1}).
\]

It follows that the expression for \(4 \text{area}(P, Q)\) according to (2.3) reads

\[
\left( \sum_{i \text{ even}} + \sum_{i \text{ odd}} \right) \det(p_i, q_{i+1} - q_{i-1}) = \sum_{i \text{ even}} 2 \det(p_i, q_{i+1} - q_{i-1}),
\]

which is what we wanted to prove. \(\Box\)

We have now obtained an expression for the mixed area which makes use only of the vertices \(p_0, p_2, \ldots\) and \(q_1, q_3, \ldots\), which however does not have a direct relation to the areas associated with polygons \((p_0, p_2, \ldots)\) and \((q_1, q_3, \ldots)\).
2.2.2 Construction of a derived polygon

For the following construction of derived polygons, the polygons $P, Q$ must have an even number $N$ of vertices, and certain diagonals of $P$ are forbidden to be parallel. We used the notation $[v]$ for the 1-dimensional subspace spanned by the vector $v$.

**Definition 2.4.** Assume a pair of polygons $P = (p_0, \ldots, p_{N-1})$ and $Q = (q_0, \ldots, q_{N-1})$, where $N$ is even, such that

\[ p_i - p_{i-2} \text{ and } p_{i+2} - p_i \text{ are linearly independent for } i = 0, 2, 4, \ldots \quad (2.7) \]

(indices are taken modulo $N$). Then a pair of derived polygons $P^*, Q^*$ is constructed such that $P^*$ consists of every other vertex of $P$, while the vertices of $Q^*$ are found by parallel translating diagonals of $P$ through points of $Q$:

\[
\begin{align*}
  p_i^* &= p_{2i}, \\
  q_i^* &= (q_{2i+1} + [p_{2i+2} - p_{2i}]) \cap (q_{2i-1} + [p_{2i} - p_{2i-2}]).
\end{align*}
\]

An index shift of 1 yields an analogous derived pair $(P^{**}, Q^{**})$ based on the odd vertices of $P$:

\[
p_i^{**} = p_{2i+1}
\]

and

\[
q_i^{**} = (q_{2i+2} + [p_{2i+3} - p_{2i+1}]) \cap (q_{2i} + [p_{2i+1} - p_{2i-1}]),
\]

provided the lines employed in this intersection are not parallel.

![Figure 2.3](image-url) A pair of polygons $P, Q$ and the derived polygons $P^*, Q^*$. 
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2.2.3 Non-parallel polygons

The bilinear function of Equation (2.3) which measures the oriented mixed area for parallel polygons can be evaluated for arbitrary pairs of polygons, without having a geometric meaning as mixed area in the classical sense. It still extends the quadratic functional which measures the oriented area by Leibniz’ sector formula. The definition of derived polygons according to Definition 2.4 is not restricted to parallel polygons.

We here record a nice geometric property of this functional:

**Lemma 2.5.** Polygons $P, Q$ are orthogonal with respect to the bilinear function (2.3), if both derived polygons $Q^*$ and $Q^{**}$ with respect to even and odd indices degenerate into points $q^*$ and $q^{**}$, respectively.

**Proof.** By Lemma 2.3, we have to show that $\sum_{0 \leq i < N} \det(p_i, q_{i+1} - q_{i-1}) = 0$. Our assumption on the degeneracy of derived polygons means that there are real numbers $\lambda_i$ with

$$q^* = q_i + \lambda_i(p_{i-1} - p_{i+1})$$

for $i$ even,
\[ q^* = q_i + \lambda_i(p_{i-1} - p_{i+1}) \text{ for } i \text{ odd.} \]

\[ \Rightarrow q_{i+1} - q_{i-1} = \lambda_{i-1}(p_{i-2} - p_i) - \lambda_{i+1}(p_i - p_{i+2}) \text{ for all } i. \]

We use this equality to evaluate (2.3):

\[
\sum_{0 \leq i < N} \det(p_i, q_{i+1} - q_{i-1}) = \sum_{0 \leq i < N} \det(p_i, \lambda_{i-1}(p_{i-2} - p_i) - \lambda_{i+1}(p_i - p_{i+2})) = \sum_{0 \leq i < N} \lambda_i \det(p_{i+1}, p_{i-1} - p_{i+1}) - \sum_{0 \leq i < N} \lambda_i \det(p_{i-1}, p_{i-1} - p_{i+1}) = 0
\]

(indices are taken modulo \( N \)). This concludes the proof.

\[ \square \]

2.2.4 Mixed area of derived polygons

The following theorem is the main technical contribution of the present chapter. It is the basis of geometric characterizations of polygons pairs with vanishing mixed area, and therefore the basis of constructions of discrete minimal surfaces.

**Theorem 2.6.** For any pair of parallel polygons \( P, Q \) with an even number of vertices, the oriented mixed area is unaffected by the passage to derived polygons:

\[ \text{area}(P, Q) = \text{area}(P^*, Q^*) = \text{area}(P^{**}, Q^{**}) \]

whenever the conditions of Definition 2.4, which allow construction of \( Q^* \) or \( Q^{**} \), are fulfilled.

**Proof.** It is obviously sufficient to show the result for \( P^* \) and \( Q^* \). An elementary computation yields the coordinates of \( Q^* \)'s vertices \( q_i^* \):

\[ q_i^* = \frac{1}{\gamma_i} \left( \alpha_i(p_{i+1}^* - p_i^*) + \beta_i(p_i^* - p_{i-1}^*) \right), \quad \text{where} \]

\[ \alpha_i = \det(q_{2i-1}, p_i^* - p_{i-1}^*), \quad \beta_i = \det(p_{i+1}^* - p_i^*, q_{2i+1}), \quad \gamma_i = \det(p_{i+1}^* - p_i^*, p_i^* - p_{i-1}^*). \]

For the mixed area of \( P^* \) and \( Q^* \), we consider the following sum, where indices \( i \) range from 0 to \( N/2 - 1 \), and indices \( j \) range from 0 to \( N - 1 \):
\[ \sum_i \det(q_i^*, p_{i+1}^* - p_{i-1}^*) = \]
\[ = \sum_i \frac{1}{\gamma_i} \left( \alpha_i (p_{i+1}^* - p_i^*) + \beta_i (p_i^* - p_{i-1}^*) \cdot (p_{i+1}^* - p_{i-1}^*) \right) \]
\[ = \sum_i \frac{1}{\gamma_i} \left( \alpha_i (- \det(p_{i+1}^*, p_{i-1}^*) - \det(p_i^*, p_{i+1}^*) + \det(p_i^*, p_{i-1}^*) \right) \]  
\[ + \beta_i (\det(p_i^*, p_{i+1}^*) - \det(p_i^*, p_{i-1}^*) - \det(q_{i-1}^*, p_i^*)) \right) \]
\[ = \sum_i \frac{1}{\gamma_i} \left( \alpha_i \gamma_i - \beta_i \gamma_i \right) \]
\[ = \sum_i \left( \det(q_{2i-1}^*, p_i^*) - \det(p_{i+1}^*, q_{2i+1}^*) \right) \]
\[ = \sum_{j \text{ even}} \left( \det(q_{j-1}^*, p_j - p_{j-2}) + \det(q_{j+1}^*, p_{j+2} - p_j) \right). \]

An index shift shows that
\[ \sum_{j \text{ even}} \det(q_{j-1}^*, p_j - p_{j-2}) = \sum_{j \text{ even}} \det(q_{j+1}^*, p_{j+2} - p_j) \]
\[ = \sum_{j \text{ odd}} \det(q_j^*, p_{j+1}^* - p_j - 1), \]
so we conclude that
\[ \text{area}(P^*, Q^*) = \frac{1}{4} \sum_i \det(q_i^*, p_{i+1}^* - p_{i-1}^*) \]
\[ = \frac{1}{2} \sum_{j \text{ odd}} \det(q_j^*, p_{j+1}^* - p_{j-1}). \]

By Lemma 2.3, this expression equals \( \text{area}(P, Q) \), which concludes the proof. \( \square \)

This result concerning the mixed area of parallel polygons is strong in reducing the number of vertices to deal with by a factor 2. However, if we apply it to two arbitrary polygons, which are made artificially parallel like those of Figure 2.1, we only obtain a fact which is obvious from the definition of mixed area anyway. As illustrated by Figure 2.5, \( Q^* \) then describes the boundary of the domain \( L^* \) constructed from \( K \) and \( L \) as the intersection of all supporting half-spaces of \( L \) whose boundary is parallel to an edge of \( K \). Obviously, \( \text{area}(K, L) = \text{area}(K, L^*) \).
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\[ p_{0,1} = p_0^* = p_{6,7} = p_3^* \]

\[ p_{2,3} = p_1^* = p_{4,5} = p_2^* \]

\[ q_{1}^* = q_{0}^* = q_{3,4,5,6} \]

\[ \lambda L \]

\[ q_{2}^* = q_{7,0} = q_3^* \]

\[ K \]

\[ K + \lambda L \]

\[ K + \lambda L^* \]

(a) (b) (c) (d)

**Figure 2.5:** An explanation of the fact \( \text{area}(P, Q) = \text{area}(P^*, Q^*) \) for artificially parallel polygons which occur as boundaries \( P = \partial K \) and \( Q = \partial L \). (a) Both polygons \( P \) and \( P^* \) describe the boundary \( \partial K \). (b) Convex domains \( K + \lambda L \), where \( \lambda \) equals 0.1 and 0.2. (c) The same for \( L^* \) instead of \( L \), where the boundary \( \partial L^* \) is given by the polygon \( Q^* \). (d) Polygons \( Q \) and \( Q^* \). Obviously the linearly growing part of \( \text{area}(K + \lambda L) \) along the edges of \( \partial K \) is not affected if we replace \( L \) by \( L^* \).

**Figure 2.6:** A Pappos hexagon does not fulfill the requirements of Definition 2.4, and so Theorem 2.7 is not applicable to this pair of parallel Pappos hexagons with \( \text{area}(P, Q) = 0 \) (we must apply Proposition 2.8 instead).

### 2.3 Vanishing mixed areas

This sections applies Theorem 2.6 to parallel polygons \( P, Q \) whose mixed area *vanishes*. As mentioned in §2.1.3, such pairs of polygons are especially
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Figure 2.7: Parallel hexagons $P, Q$ with vanishing mixed area (the derived triangle $Q^*$ degenerates).

interesting for the construction of discrete minimal surfaces.

2.3.1 Vanishing mixed area for parallel hexagons

Here we treat both quadrilaterals and 5-gons as special hexagons. Before we derive a geometric criterion for the vanishing of mixed area for parallel hexagons, we discuss pairs $P, Q$ of hexagons where Theorem 2.6 cannot be applied, because neither derived polygon $Q^*, Q^{**}$ can be constructed. Obviously, this is the case if and only both $p_0, p_2, p_4$ and $p_1, p_3, p_5$ are collinear, i.e., $P$ is a Pappos hexagon (see Figure 2.6). Exchanging the role of $P$ and $Q$ helps, except for the case that both $q_0, q_2, q_4$ and $q_1, q_3, q_5$ are collinear.

Theorem 2.7. For parallel hexagons $P, Q$ where one, say $P$, is not a Pappos hexagon, there is a labeling of vertices such that the derived polygons $P^*, Q^*$ can be constructed. Then area$(P, Q) = 0$ if and only if all vertices of the triangle $Q^*$ coincide, i.e., if the lines

$$q_1 + [p_2 - p_0], \quad q_3 + [p_4 - p_2], \quad q_5 + [p_0 - p_4]$$

intersect in a common point.

Proof. The derived polygons $P^*, Q^*$ are parallel triangles, with $Q^* = \lambda P^* + a$. It follows that area$(P^*, Q^*) = \lambda \text{area}(P^*)$. By non-collinearity of $P^*$, this area vanishes if and only if $\lambda = 0$. \qed
The case of two Pappos hexagons has to be treated separately:

**Proposition 2.8.** Suppose that \( P, Q \) are two parallel hexagons such that \( p_1, p_3, p_5 \) as well as \( q_0, q_2, q_4 \) are collinear (this includes the case of parallel Pappos hexagons). Then \( \text{area}(P, Q) = 0 \) in exactly the following cases:

(i) \( p_1 = p_3 = p_5 \) or \( q_0 = q_2 = q_4 \).

(ii) The triples \( (p_1, p_3, p_5) \) and \( (q_4, q_0, q_2) \) are affinely equivalent.

(iii) The lines which carry \( p_1, p_3, p_5 \) and \( q_0, q_2, q_4 \) are parallel.

**Proof.** By parallel translation we can achieve that the straight lines pass through the origin of the coordinate system, so there are \( v, w \in \mathbb{R}^2 \setminus 0 \) with \( p_i = \lambda_i v \) for \( i = 1, 3, 5 \) and \( q_j = \mu_j w \) for \( j = 0, 2, 4 \). By Equation (2.5),

\[
2 \text{area}(P, Q) = \sum_{i=1,3,5} \det(\lambda_i v, (\mu_{i+1} - \mu_{i-1})w) \\
= \det(v, w)(\lambda_1(\mu_2 - \mu_0) + \lambda_3(\mu_4 - \mu_2) + \lambda_5(\mu_0 - \mu_4)) \\
= \det(v, w)((\lambda_1 - \lambda_3)(\mu_2 - \mu_4) - (\lambda_1 - \lambda_5)(\mu_0 - \mu_4)).
\]

In case (iii) we have \( \det(v, w) = 0 \), so \( \text{area}(P, Q) = 0 \). In case (i) we have

\[
\lambda_1 = \lambda_3 = \lambda_5, \quad \text{or} \quad \mu_0 = \mu_2 = \mu_4.
\]
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which likewise implies vanishing mixed area. We now assume that we have neither case (i) nor case (iii). Then

\[ \text{area}(P, Q) = 0 \iff (\lambda_1 - \lambda_3) : (\lambda_1 - \lambda_5) = (\mu_4 - \mu_0) : (\mu_4 - \mu_2), \]

i.e., if and only if the ratio of collinear points \( p_1, p_3, p_5 \) equals the ratio of collinear points \( q_4, q_0, q_2 \). This is equivalent to (ii).

We refrain from an exhaustive discussion of cases. An example of two parallel Pappos hexagons with vanishing mixed area is shown by Figure 2.6.

2.3.2 Vanishing mixed area for 4- and 5-gons as degenerate 6-gons

Two parallel quadrilaterals are converted to parallel hexagons if we count two pairs of corresponding vertices twice. This operation does not change the mixed area, and Theorem 2.7 immediately gives the known result of Proposition 2.2 that vanishing mixed area is characterized by anti-parallelity of diagonals (see Figures 2.2 and 2.8). Anyway Proposition 2.2 follows directly from Lemma 2.3, because for parallel quads, (2.6) expands to

\[ \text{area}(P, Q) = \det(p_0 - p_2, q_1 - q_3). \]

For 5-gons, we have the following result:
Corollary 2.9. The oriented mixed area of two parallel 5-gons

\[ P = (p_0, \ldots, p_4) \quad \text{and} \quad Q = (q_0, \ldots, q_4) \]

vanishes if both of them are contained in a straight line. If this is not the case, area\((P, Q) = 0\) is characterized by the following geometric condition for one index \(i\) (and equivalently for all indices \(i\)): The lines

\[ q_{i+1} + [p_{i+2} - p_i] \quad \text{and} \quad q_{i+3} + [p_{i+4} - p_{i+2}] \]

meet on the edge \(q_{i+4}q_i\), where indices are taken modulo 5.

Proof. It is sufficient to assume that \(p_0, p_1, p_4\) are not collinear and show the result for the case \(i = 0\) illustrated by Figure 2.9. By introducing vertices \(p_5, q_5\) in the edges \(p_4p_0\) and \(q_4q_0\), resp., we convert both \(P\) and \(Q\) into parallel hexagons, and Theorem 2.7 is applicable. The statement that \(Q^*\) degenerates to a point translates to the statement we want to show.

2.3.3 Vanishing mixed area for 8-, 7- and 6-gons (again)

Theorem 2.6 is recursively applicable, but the number of cases to be distinguished because diagonals are parallel and derived polygons cannot be constructed becomes greater. The following result for generic 8-gons follows directly from Theorem 2.6 and Proposition 2.2 (see Figure 2.10).
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\begin{align*}
  p_0 &= p^*_0 \\
  p_1 &= \quad \\
  p_2 &= p^*_1 \\
  p_3 &= \quad \\
  p_4 &= p^*_2 \\
  p_5 &= \quad \\
  p_6,7 &= p^*_3 \\
  q_0 &= \quad \\
  q_1 &= \quad \\
  q_2 &= q^*_1 \\
  q_3 &= \quad \\
  q_4 &= \quad \\
  q_5 &= \quad \\
  q_6,7 &= q^*_3 \\
\end{align*}

**Figure 2.11:** Parallel 7-gons $P, Q$ with vanishing mixed area, which are interpreted as 8-gons with $p_6 = p_7$ and $q_6 = q_7$, respectively. The derived polygons $P^*, Q^*$ are parallel quads with $\text{area}(P^*, Q^*) = 0$ and consequently antiparallel diagonals.

**Figure 2.12:** Parallel hexagons $P, Q$ with vanishing mixed area, which are interpreted as 8-gons with $p_6 = p_7, p_2 = p_3$ and $q_6 = q_7, q_2 = q_3$ respectively. The derived polygons $P^*, Q^*$ are parallel quads with $\text{area}(P^*, Q^*) = 0$ and consequently antiparallel diagonals. For a geometric characterization, only one half of $Q^*$ is needed.

**Corollary 2.10.** Parallel 8-gons $P, Q$ where the derived polygons $P^*, Q^*$ can be constructed have vanishing mixed area exactly in the following three cases:
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(i) both sets \(\{p_0, p_2, p_4, p_6\}\) and \(\{q_0^*, q_1^*, q_2^*, q_3^*\}\) are contained in a straight line;

(ii) \(p_0 \neq p_4\) and \(p_0 p_4\) is parallel to \(q_1^* p_3^*\),

(iii) \(p_2 \neq p_6\) and \(p_2 p_6\) is parallel to \(q_0^* p_2^*\).

The obvious way to treat parallel 7-gons is as 8-gons with two coincident vertices: We simply add an 8th vertex \(p_7 = p_6\) and \(q_7 = q_6\) to each and apply Corollary 2.10. This is illustrated by Figure 2.11. It is interesting to observe that also for hexagons we get again an easy geometric condition if we treat them as 8-gons with 2 coincident vertices (see Figure 2.12). Disregarding special cases, we have:

**Corollary 2.11.** The parallel hexagons \((p_0, p_1, p_2, p_4, p_5, p_6)\) and \((q_0, q_1, q_2, q_4, q_5, q_6)\) generically have zero oriented mixed area if and only if \(p_0 \lor p_4 \parallel q_1^* \lor q_3^*\), where

\[
q_1^* = (q_1 + [p_2 - p_0]) \cap (q_2 \lor q_4), \quad q_3^* = (q_5 + [p_4 - p_6]) \cap (q_6 \lor q_0).
\]

**Proof.** The polygons are extended to 8-gons \(P, Q\) with the same mixed area by letting \(p_3 := p_2, p_7 := p_6, q_3 := q_2,\) and \(q_7 := q_6\). The derived quadrilateral \(Q^*\) according to Corollary 2.10 has the two vertices \(q_1^*, q_3^*\), so the result follows. \(\square\)

### 2.3.4 Polygons with vanishing mixed area as a result of a closing theorem

The following proposition, which is some kind of a closing theorem, generates parallel pairs of polygons with vanishing mixed area.

**Proposition 2.12.** Let \(k\) be an even number and \(P = (p_0, \ldots, p_{k-1})\) a planar polygon. Moreover, let \(d_0\) and \(d_1\) be arbitrary points in \(\mathbb{R}^2\) and \(q_0 \in d_0 + [p_1 - p_{k-1}]\). Then there exists a unique polygon \(Q = (q_0, \ldots, q_{k-1})\) such that \(q_i - q_{i+1} \parallel p_i - p_{i+1},\) the lines

\[
\{q_i + [p_{i-1} - p_{i+1}] \mid i \text{ even}\}
\]

intersect in \(d_0\) and

\[
\{q_i + [p_{i-1} - p_{i+1}] \mid i \text{ odd}\}
\]

intersect in \(d_1\) (see Figure 2.13).
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Figure 2.13: Illustration of the closing theorem stated in Proposition 2.12. Since $Q^*$ degenerates to a single point $d_0$, the mixed area of $P$ and $Q$ vanishes.

Proof. Uniqueness follows from the construction. To prove the existence of the polygon $Q$, we construct the 2-periodic sequence $(d_i)_{i \in \mathbb{Z}}$ with $d_{i+2} = d_i$ from the given points $d_0, d_1$.

The polygon $Q$ with the desired properties exists if and only if $Q$ is parallel to $P$ and if the concurrence of

$$q_i + [p_i - p_{i+1}], \quad d_{i+1} + [p_i - p_{i+2}] \quad \text{and} \quad q_{i+1} + [p_{i+1} - p_{i+2}]$$

for all $i \in \{0 \ldots k - 2\}$ implies that

$$q_{k-1} + [p_{k-1} - p_0], \quad d_0 + [p_{k-1} - p_1] \quad \text{and} \quad q_0 + [p_0 - p_1]$$

are concurrent.

The lines

$$q_i + [p_i - p_{i+1}], \quad d_{i+1} + [p_i - p_{i+2}] \quad \text{and} \quad q_{i+1} + [p_{i+1} - p_{i+2}]$$

are concurrent for all $i \in \{0 \ldots k - 1\}$ if and only if

$$\det \left[ \begin{pmatrix} q_i \\ 1 \end{pmatrix} \times \begin{pmatrix} p_i - p_{i+1} \\ 0 \end{pmatrix}, \begin{pmatrix} d_{i+1} \\ 1 \end{pmatrix} \times \begin{pmatrix} p_i - p_{i+2} \\ 0 \end{pmatrix}, \begin{pmatrix} q_{i+1} \\ 1 \end{pmatrix} \times \begin{pmatrix} p_{i+1} - p_{i+2} \\ 0 \end{pmatrix} \right] = 0.$$
This determinant has the form
\[
\det \begin{pmatrix}
-p_i^2 + p_{i+1}^2 & -p_i^2 + p_{i+2}^2 & -p_{i+1}^2 + p_{i+2}^2 \\
p_i^2 - p_{i+1}^2 & p_i^2 - p_{i+2}^2 & p_{i+1}^2 - p_{i+2}^2 \\
\det(q_i, p_i) - p_{i+1}) & \det(d_{i+1}, p_i - p_{i+2}) & \det(q_{i+1}, p_{i+1} - p_{i+2})
\end{pmatrix} =
\]
\[
= \det(q_i, p_i) \cdot \det(p_i - p_{i+2}, p_{i+1} - p_{i+2}) - \\
\det(d_{i+1}, p_i - p_{i+2}) \cdot \det(p_i - p_{i+1}, p_{i+1} - p_{i+2}) + \\
+ \det(q_{i+1}, p_{i+1} - p_{i+2}) \cdot \det(p_i - p_{i+1}, p_i - p_{i+2}).
\]

Because of the equations
\[
\det(p_i - p_{i+1}, p_i - p_{i+2}) = \det(p_i - p_{i+1}, p_{i+1} - p_{i+2}) = \det(p_i - p_{i+2}, p_{i+1} - p_{i+2}),
\]
this determinant equals zero if and only if
\[
s_i := \det(q_i, p_i) - \det(d_{i+1}, p_i) + \det(q_{i+1}, p_{i+1} - p_{i+2}) = 0. \quad (2.8)
\]
Assuming that Equation (2.8) holds for all \(i \in \{0 \ldots k - 2\}\) we have to show (2.8) for \(i = k - 1\).

\[
0 = \sum_{i=0}^{k-2} (-1)^i s_i = \det(q_0, p_0 - p_1) - \sum_{i=0}^{k-2} (-1)^i \det(d_{i+1}, p_i - p_{i+2}) + \\
\underbrace{(-1)^{k-2} \det(q_{k-1}, p_{k-1} - p_k)}_{1}
\]

because \(k\) is even. The sum \(\sum_{i=0}^{k-2} (-1)^i \det(d_{i+1}, p_i - p_{i+2})\) can be written as
\[
\sum_{i=0}^{k-2} \det(d_{i+1}, p_i - p_{i+2}) - \sum_{i=1}^{k-3} \det(d_0, p_i - p_{i+2}) =
\]
\[
= \det(d_1, p_0 - p_2 + p_2 - p_4 + \ldots + p_{k-2} - p_k) - \\
\det(d_0, p_1 - p_3 + p_3 - p_5 + \ldots + p_{k-3} - p_{k-1}) = 0 + \det(d_0, p_1 - p_{k-1})
\]

because \(k \equiv 0 \mod(k)\). So we get
\[
\det(q_0, p_0 - p_1) - \det(d_0, p_1 - p_{k-1}) + \det(q_{k-1}, p_{k-1} - p_k) = 0
\]
which is Equation (2.8) for \(i = k - 1\) (with indices modulo \(k\)).

The property that this closing theorem generates pairs of parallel polygons with vanishing mixed area is based on Lemma 2.5.
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2.4 Discrete minimal surfaces

Section 2.1.3 already introduced in general terms the definitions of curvature according to [5, 20]. Recall that a polyhedral surface $\Phi$ is a discrete minimal surface with respect to a Gauss image $\Sigma$, if $\Phi, \Sigma$ are parallel meshes such that corresponding faces have vanishing mixed area. We view $\Phi$ as a discrete Christoffel dual of $\Sigma$, and vice versa.

Not every quadrilateral mesh $\Sigma$ with planar faces (i.e., not every a polyhedral surface with regular grid combinatorics) has a Christoffel dual $\Phi$: It turns out that exactly the discrete Koenigs nets (see [6, 7]) have this property. A quadrilateral mesh $\mathcal{M}$ with regular grid combinatorics is called discrete Koenigs net (see [7]) if there exists a dual mesh $\mathcal{M}^*$, which is parallel to $\mathcal{M}$, such that the non-corresponding diagonals are parallel (see Figure 2.8). A remarkable characterization of discrete Koenigs nets in terms of the Desargues configuration can be found in [7]. The property of being a smooth or discrete Koenigs net is invariant under projective transformations.

2.4.1 Construction of hexagonal minimal surfaces

Figure 2.14 illustrates a parallel pair $(\Sigma, \Phi)$ of meshes (for more details, see the example below). The faces of $\Sigma$ are tangent to the unit sphere, so it makes sense to consider $\Sigma$ as a discrete Gauss image of $\Phi$. As $\Phi$ has been constructed such that the mixed area of corresponding faces vanishes, $\Phi$
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Figure 2.15: A discrete Enneper's surface created in the same way as Figure 2.14, but with a different size of the spherical mesh $\Sigma$. Here $\Phi$ has self-intersections. The viewpoint is different from that of Figure 2.14.

is discrete minimal. It should be mentioned in this place that the exact relation between the discrete Gauss image $\Sigma$ and the unit sphere $S^2$ can be of a different nature: We could also require that vertices of $\Sigma$ lie in $S^2$, or its edges are tangent to $S^2$. The three cases of vertices, edges, and faces having an exact tangency relation with $S^2$ correspond to the mesh $\Phi$ having offset meshes $\Phi + d\Sigma$ at constant vertex-vertex distance $d$, or edge-edge distance $d$, or face-face distance $d$ [21, 20]. Note that the property of vanishing mixed area does not only occur between minimal surface and Gauss image, but also between a surface $\Phi$ of constant mean curvature $H$ with respect to a Gauss image $\Sigma$, and its offset $\Phi + \frac{1}{H} \Sigma$.

The construction of a discrete Christoffel dual (i.e., $\Phi$ from $\Sigma$) for hexagonal meshes is easy, as there are enough degrees of freedom. The fact that $\dim \mathcal{P}(P) = 4$ leads to a three-dimensional space of parallel polygons $Q$ with $\text{area}(P, Q) = 0$. Consequently adding a new hexagon of $\Phi$ to already constructed ones is an operation which has $3 - k$ degrees of freedom, where $k$ is the number of known vertices (which are shared with already existing neighbours of the hexagon to be constructed).

This yields a discrete Cauchy problem with a unique solution which initial data consisting of two strips of hexagons in different directions as indicated in the figure aside.

Example 2.13. Figure 2.14 shows a hexagonal mesh $\Sigma$ which is circumscribed to the unit sphere and its Christoffel dual mesh $\Phi$ which assumes the shape of an Enneper’s surface. This example is constructed as follows: We start with an isothermic curvature-line parametrization $x(u, v)$ of the
known smooth Enneper’s surface $M$. Next we tile the parameter domain with non-convex hexagons — we used dilates of the hexagon with vertices $(0,0)$, $(\frac{1}{2}, \frac{1}{2})$, $(1,0)$, $(1,1)$, $(\frac{1}{2}, \frac{3}{4})$, $(0,1)$. Mapping the vertices of this tiling with the parametrization $x$ yields a hexagonal mesh $\Phi_0$ with non-planar faces inscribed to $M$ (it looks very much like Figure 2.14, right). Each planar hexagon has a center, say $(u^*, v^*)$, and we consider $x(u^*, v^*)$ as the center of the corresponding spatial hexagon. Next we construct the mesh $\Sigma$ by parallel translating the tangent planes of $M$ in the centers of hexagons such that they touch the unit sphere. Vertices $q_i$ of $\Sigma$ are found by intersection of planes (see Figure 2.14, left). Having constructed $\Sigma$, we find its Christoffel dual $\Phi$ by optimizing $\Phi_0$ such that mixed areas of corresponding faces $Q$ in $\Sigma$ and $P$ in $\Phi$ are zero, and such that corresponding edges $q_i q_j$ and $p_i p_j$ are parallel. This amounts to minimizing the quadratic functional

$$\lambda_{\text{par}} \sum_{\text{edges}} \| (q_i - q_j) \times (p_i - p_j) \|^2 + \lambda_{\text{mix}} \sum_{\text{faces}} \| \text{area}(P,Q) \|^2.$$  

This is done by a standard conjugate gradient method, and turns out not to change the shape of $\Phi_0$ much, despite the fact that the theoretical number of degrees of freedom is larger.

### 2.4.2 Reciprocal parallelity in discrete minimal surfaces

In the quad mesh case, there is an interesting connection of minimal surfaces with reciprocal-parallel meshes. A reciprocal-parallel mesh pair is defined as meshes which are combinatorial duals of each other (there is a correspondence face–vertex, vertex–face, and edge–edge), such that corresponding edges are parallel [23]. Proposition 2.2 immediately shows that $\Phi$ is a minimal surface with respect to $\Sigma$ if meshes composed from diagonals of quads in both $\Sigma$, $\Phi$ are reciprocally parallel [20]. This is illustrated in Figure 2.17. It should be mentioned that reciprocal parallelity of meshes in connection with discrete minimal surfaces also occurs in other places, for instance in [27].

For hexagonal meshes, we similarly can derive pairs of reciprocal-parallel meshes from a Christoffel dual pair $(\Sigma, \Phi)$. The geometric characterization of vanishing mixed area according to Theorem 2.7 and Figure 2.7 leads to the configuration of lines in meshes $\Sigma$ and $\Phi$, which is illustrated in Figures 2.16a and 2.16b. Obviously, the configuration of diagonals in $\Sigma$ (Figure 2.16c) is
Figure 2.16: Reciprocal-parallel meshes $\Sigma^*, \Phi^*$ derived from Christoffel dual meshes $\Sigma, \Phi$. The edges around a face in $\Phi^*$ serve as equilibrium forces acting in the edges adjacent to the corresponding vertex of $\Sigma^*$. (a) Hexagonal mesh $\Sigma$ with face $Q$. (b) Hexagonal mesh $\Phi$ of the same combinatorics such that corresponding faces $Q$ of $\Sigma$ and $P$ of $\Phi$ have vanishing mixed area. (c) Triangle mesh whose edges are derived polygons $Q^*$ in mesh $\Sigma$. (d) Hexagonal mesh whose edges are the lines $p_1p^*, \ p_3p^*, \ p_5p^*$ in each hexagon of $\Phi$, where $p^*$ is the degenerate polygon $P^*$. Note that $\Phi^*$ does not have planar faces. In (e) and (f), the geometric characterization of vanishing mixed area which yields diagonals and their parallels is read in reverse order compared to (a)–(d): Diagonals are taken from the non-convex hexagons in the mesh $\Phi$.
2.5 Discrete constant mean curvature surfaces

In contrast to Section 2.3 where we studied vanishing mixed area of parallel polygons to obtain vanishing mean curvature, we are now interested in a geometric characterization of nonzero constant mean curvature. We give a
constant $c \in \mathbb{R} \setminus 0$ and discuss an incidence geometric characterization of a mesh with $H_P = c$ for all faces $P$ of the mesh. After simple manipulations of the definition of the discrete mean curvature we get the following equivalence:

$$H_P = c \iff \text{area}(P, P + c^{-1}Q) = 0 \quad \text{(see [5]).}$$

Since a dilation with factor $\lambda$ changes the mean curvature with factor $1/\lambda$, which is valid in the smooth setting as well as in the discrete setting, we can always prescribe $c = -1$. We choose $c = -1$ just for the sake of simplicity of further computations.

The above formula already indicates the connection between vanishing mixed area and constant mean curvature and therefore suggests the use of the derived polygons defined in §2.2.2. We extend these polygons with one further derived polygon $\tilde{P}^* = (\tilde{p}_i^*)$ (see Figures 2.19 and 2.20) defined as

$$\tilde{p}_i^* = (p_{2i-1} + [p_{2i-2} - p_{2i}]) \cap (p_{2i+1} + [p_{2i} - p_{2i+2}]).$$

**Theorem 2.14.** Let $P = (p_0, \ldots, p_{N-1})$ and $Q = (q_0, \ldots, q_{N-1})$ be two parallel polygons, where $N$ is even, and let $P^*$ and $Q^*$ be a pair of derived polygons (see §2.2.2). Then the discrete mean curvature $H_P$ is equal to $-1$ if $Q^*$ and $\tilde{P}^*$ are equal up to translation.
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\[
\tilde{P}^* = Q^*
\]

Figure 2.19: A pair of parallel quadrilaterals \(P\) and \(Q\) such that the mean curvature \(H_P\) equals \(-1\) (see Theorem 2.16). The derived polygon \(P^*\) of a quadrilateral consists just of the diagonal of \(P\). \(\tilde{P}^*\) degenerates to a pair of parallel lines.

**Proof.** We show that \(\operatorname{area}(P, Q) = \operatorname{area}(P)\) which is equivalent to \(H_P = -1\). Since the mixed area of two polygons is invariant under translations, we can assume that \(Q^*\) coincides with \(\tilde{P}^*\). From the definition of \(\tilde{p}_i^*\) follows that

\[
\tilde{p}_i^* = p_{2i-1} + \mu_{2i-1}(p_{2i-2} - p_{2i}) \quad \text{and} \quad \tilde{p}_i^* = p_{2i+1} + \lambda_{2i+1}(p_{2i} - p_{2i+2})
\]

for some \(\lambda_i\) and \(\mu_i\).

\[
4 \operatorname{area}(P, Q) = 4 \operatorname{area}(P^*, Q^*) = 4 \operatorname{area}(P^*, \tilde{P}^*)
\]

\[
= \sum_{i=0}^{(N-1)/2} \det(p_i^*, \tilde{p}_{i+1}^* - \tilde{p}_{i-1}^*)
\]

\[
= \sum_{i=0}^{(N-1)/2} \det(p_{2i}, p_{2i+1} + \mu_{2i+1}(p_{2i} - p_{2i+2}) - (p_{2i-1} + \lambda_{2i-1}(p_{2i-2} - p_{2i})))
\]

\[
= \sum_{i=0}^{(N-1)/2} \det(p_{2i}, p_{2i+1}) + \det(p_{2i}, p_{2i+1}) + \mu_{2i+1} \det(p_{2i}, -p_{2i+2}) + \lambda_{2i-1} \det(p_{2i}, -p_{2i-2})
\]

\[
= 2 \operatorname{area}(P) + \sum_{i=0}^{(N-1)/2} \mu_{2i-1} \det(p_{2i}, p_{2i-2}) + \lambda_{2i+1} \det(p_{2i}, p_{2i+2})
\]

\[
^{(*)} = 2 \operatorname{area}(P) + \sum_{i=0}^{(N-1)/2} \det(p_{2i}, \mu_{2i-1}(p_{2i-2} - p_{2i})) + \det(p_{2i}, p_{2i+1} - p_{2i-1} - \mu_{2i-1}(p_{2i-2} - p_{2i}))
\]
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Figure 2.20: A pair of parallel hexagons $P$ and $Q$ such that the mean curvature $H_P$ equals $-1$. The derived polygons $\tilde{P}^*$ and $Q^*$ are equal up to translation.

\[ = 4 \text{area}(P). \]

For the equality (*) we used $\det(a, b) = \det(a, b - a)$ and the equality

\[ \tilde{p}^*_i = p_{2i-1} + \mu_{2i-1}(p_{2i-2} - p_{2i}) = p_{2i+1} + \lambda_{2i+1}(p_{2i} - p_{2i+2}). \]

We can show by a simple numerical example that the condition in Theorem 2.14 that the two derived polygons $Q^*$ and $\tilde{P}^*$ are equal is not sufficient for constant mean curvature. However, for quadrilaterals and hexagons the 'if' can be replaced by 'if and only if'.

**Theorem 2.15.** Let $P = (p_0, \ldots, p_5)$ and $Q = (q_0, \ldots, q_5)$ be two parallel hexagons which fulfill the requirements of Definition 2.4, and let $\tilde{P}^*$ and $Q^*$ be a pair of derived polygons (see §2.2.2 and Figure 2.20). Then the discrete mean curvature $H_P$ is equal to $-1$ if and only if $Q^*$ and $\tilde{P}^*$ are equal up to translation.

**Proof.** The 'if' part is Theorem 2.14. Let us assume that $H_P = -1$. We have to show that the triangles $\tilde{p}_0^*, \tilde{p}_2^*, \tilde{p}_4^*$ and $q_0^*, q_2^*, q_4^*$ (w.l.o.g. we consider the even labeled polygons) are equal up to translation. By the definition of the derived polygons which implies that corresponding edges are parallel we have only to show e.g. $\tilde{p}_1^* - \tilde{p}_0^* = q_1^* - q_0^*$.

The construction of the derived polygons also guarantees the existence of
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<table>
<thead>
<tr>
<th>surface name</th>
<th>generating curve</th>
<th>mean curvature</th>
</tr>
</thead>
<tbody>
<tr>
<td>plane</td>
<td>straight line orthogonal to the axis of revolution</td>
<td>= 0</td>
</tr>
<tr>
<td>cylinder</td>
<td>straight line parallel to the axis of revolution</td>
<td>≠ 0</td>
</tr>
<tr>
<td>sphere</td>
<td>circle with midpoint on the axis of revolution</td>
<td>≠ 0</td>
</tr>
<tr>
<td>catenoid</td>
<td>cosh</td>
<td>= 0</td>
</tr>
<tr>
<td>unduloid</td>
<td>undulary</td>
<td>≠ 0</td>
</tr>
<tr>
<td>nodoid</td>
<td>nodary</td>
<td>≠ 0</td>
</tr>
</tbody>
</table>

Table 2.1: All types of surfaces of revolution with constant mean curvature. An undulary is the locus of one focus of an ellipse rolling on a straight line without slipping and a nodary is the locus of one focus of a hyperbola (see Figure 2.21) rolling on a straight line without slipping.

values $\alpha_1, \alpha_3, \beta_1, \beta_5, \lambda_1, \lambda_3, \mu_1, \mu_5$ such that

$$q_0^* = q_1 + \alpha_1(p_2 - p_0) = q_5 + \beta_5(p_0 - p_4)$$
$$q_1^* = q_3 + \alpha_3(p_4 - p_2) = q_1 + \beta_1(p_2 - p_0)$$  \hspace{1cm} (2.9)

and

$$p_0^* = q_5 + \mu_5(p_4 - p_0) = q_1 + \lambda_1(p_0 - p_2)$$
$$p_1^* = q_1 + \mu_1(p_0 - p_2) = q_3 + \lambda_3(p_2 - p_4)$$  \hspace{1cm} (2.10)

$H_P = -1$ implies $\text{area}(P, P - Q) = 0$ and therefore by Lemma 2.3

$$\sum_{i \in \{0,2,4\}} \det(p_i, (q_{i+1} - p_{i+1}) - (q_{i-1} - p_{i-1})) = 0.$$ 

Rewriting this equation yields

$$\det(p_0 - p_2, q_1) + \det(p_2 - p_4, q_3) + \det(p_4 - p_0, q_5)$$
$$+ \det(p_2 - p_0, p_1) + \det(p_4 - p_2, p_3) + \det(p_0 - p_4, p_5) = 0,$$

and using the elementary rule $\det(a, b) = \det(a, b + \lambda a)$

$$\det(p_0 - p_2, q_1 + \beta_1(p_2 - p_0)) + \det(p_2 - p_4, q_3 + \alpha_3(p_4 - p_2))$$
$$+ \det(p_4 - p_0, q_5 + \beta_5(p_0 - p_4)) + \det(p_2 - p_0, p_1 + \lambda_1(p_0 - p_2))$$
$$+ \det(p_4 - p_2, p_3 + \lambda_3(p_2 - p_4)) + \det(p_0 - p_4, p_5 + \mu_5(p_4 - p_0)) = 0.$$
Replacing with the notions of (2.9) and (2.10) yields
\[ \det(p_0 - p_2, q_1^*) + \det(p_2 - p_4, q_1^*) + \det(p_4 - p_0, q_0^*) 
+ \det(p_2 - p_0, \tilde{p}_1^*) + \det(p_4 - p_2, \tilde{p}_1^*) + \det(p_0 - p_4, \tilde{p}_0^*) = 0, \]
which implies
\[ \det(p_0 - p_4, (q_1^* - q_0^*) - (\tilde{p}_1^* - \tilde{p}_0^*)) = 0. \]
$q_1^* - q_0^*$ as well as $\tilde{p}_1^* - \tilde{p}_0^*$ are both parallel to $p_0 - p_2$. We also assumed that $p_0, p_2, p_4$ is a non-degenerate triangle. Thus we conclude that
\[ (q_1^* - q_0^*) - (\tilde{p}_1^* - \tilde{p}_0^*) \]
must be zero, which is what we wanted to show.

Analogous to the case $N = 6$ of Theorem 2.15 there is also the if and only if condition for the quadrilateral case $N = 4$ even though the derived polygons $\tilde{P}^*$ and $Q^*$ degenerate to pairs of parallel lines (see Figure 2.19).

**Theorem 2.16.** Let $P = (p_0, \ldots, p_3)$ and $Q = (q_0, \ldots, q_3)$ be two parallel quadrilaterals and let $\tilde{P}^*$ and $Q^*$ be a pair of derived polygons which degenerate to pairs of parallel polygons (see §2.2.2 and Figure 2.19). Then the discrete mean curvature $H_P$ is equal to $-1$ if and only if $Q^*$ and $\tilde{P}^*$ are equal up to translation.

**Proof.** The 'if' part is Theorem 2.14. We have to show that
\[ \langle p_3 - p_1, (p_0 - p_2)^\perp \rangle = \langle q_3 - q_1, (p_0 - p_2)^\perp \rangle. \]
Analogous to the proof of Thoerem 2.15, we get
\[ H_P = -1 \iff \sum_{i \in \{0,2\}} \det(p_i, (q_{i+1} - p_{i+1}) - (q_{i-1} - p_{i-1})) = 0 \]
and therefore
\[ \det(p_0 - p_2, p_3 - p_1 - (q_3 - q_1)) = 0, \]
which is what we wanted to show.

**Remark 2.17.** According to the Theorem of Delaunay (see e.g. [12, Theorem 3.4, p. 46]) a surface of revolution with constant mean curvature is locally one of the surfaces listed in Table 2.1.
Example 2.18. Figures 2.18 and 2.21 show a hexagonal mesh which assumes the shape of a nodoid (see Remark 2.17). We construct this example as follows: We start with a rotational symmetric hexagonal mesh $\Sigma$ covering the sphere and construct a mesh $\Phi$ parallel to $\Sigma$ (i.e., same combinatorics and edgewise parallel) minimizing energies according to the following goals:

(i) Constant mean curvature $H_p = -1$ for all facets of the mesh.

(ii) Arbitrary radius of one circle of hexagons of $\Sigma$.

(iii) Fairness of the mesh.

(iv) Same rotational symmetry as $\Sigma$.

With some specific choice of the radius for the circle of hexagons (ii) the optimization prozess could result in $\Phi$ covering a sphere again. However, the choice which leads to Figure 2.18 leads to a discrete surface which after a visual inspection reminds us of a nodoid (see Remark 2.17). A smooth nodoid is a surface of revolution whose generating curve in a plan through the axis is a nodary. Nodaries are plane curves which are can be generated as locus of focus of a hyperbola rolling on a straight line without slipping. Figure 2.21 shows a nodary and indicates how close the discrete nodoid approximates the smooth one.
Figure 2.21: A discrete surface of revolution with constant mean curvature (see Remark 2.17 and Example 2.18). The surface is cut open along a plane passing through the axis. Visual inspection reveals that the considered surface is a nodoid. The generating curve $n$, which is a nodary, is indicated. Also the hyperbola $h$ with its two focal points $F_1$ and $F_2$ which generates the nodary is illustrated.
Chapter 3

Conformal hexagonal meshes and minimal surfaces

In the present chapter we establish a discrete Christoffel dual construction for special hexagonal meshes, namely conformal ones. Most of this chapter can be found in [16].

Figure 3.1: A discrete Enneper’s surface (right) and its discrete Gauss image (see Example 3.24). This instance of the discrete Enneper’s surface is a result of the discrete Christoffel dual construction stated in Definition 3.8 whereas Figures 2.14 and 2.15 are the result of an optimization process minimizing the mixed area (see Example 2.13).
3.1 Multi-ratio and vertex offset meshes

For the notion of pairs of parallel meshes see the introduction of § 2.1.3 and for offset meshes and offset distances of parallel meshes we refer back to § 2.4.1.

For quad meshes H. Pottmann et al. [20, 21] showed a connection between the existence of vertex and face offsets on the one hand, and circular and conical meshes on the other hand. In the present chapter the circular meshes are the more important ones. A circular polygon is a polygon with a circumcircle and a quasi-circular polygon is edge-wise parallel to a polygon with a circumcircle (see e.g. [14]). A circular mesh is a mesh where each face is a circular polygon and a quasi-circular mesh is a mesh where each face is a quasi-circular polygon.

A quadrilateral is circular if and only if its cross-ratio is real. A generalization of the cross-ratio to polygons with an even number of vertices \(z_0, \ldots, z_{n-1}\) is the so-called multi-ratio (see e.g. [3])

\[
q(z_0, \ldots, z_{n-1}) := \frac{(z_0 - z_1)(z_2 - z_3) \cdots (z_{n-2} - z_{n-1})}{(z_1 - z_2)(z_3 - z_4) \cdots (z_{n-1} - z_0)}.
\]

Obviously, the multi-ratio \(q(z_0, \ldots, z_{n-1})\) is invariant under orientation preserving Möbius transformations since it is invariant under translations, dilations, rotations and transformations of the form \(z \mapsto 1/z\). However, a real value for the multi-ratio is invariant under anti-Möbius transformations as well (see § 1.2.1).

**Lemma 3.1.** Let \((z_i) = (z_0, \ldots, z_{n-1})\) with \(n\) even be a polygon in the complex plane. Further let \(\alpha_i\) denote the angles between \(z_{i-2} - z_{i-3}\) and \(z_{i+1} - z_i\) and let \(\theta_i\) be the internal angles between \(z_{i-1} - z_i\) and \(z_{i+1} - z_i\), where indices are taken modulo \(n\). Then the following statements are equivalent.

(i) There exists a polygon parallel to \((z_i)\) with all vertices on a circle.

(ii) The angles \(\alpha_i\) fulfill

\[
\sum_{i \text{ even}} \alpha_i \in \pi \mathbb{Z}, \quad \text{or, which is equivalent,} \quad \sum_{i \text{ odd}} \alpha_i \in \pi \mathbb{Z}.
\]

(iii) The multi-ratio \(q(z_0, \ldots, z_{n-1})\) is real.
(iv) The interior angles $\theta_i$ have the property

$$\sum_{i \text{ even}} \theta_i = \sum_{i \text{ odd}} \theta_i = \frac{n-2}{2}\pi.$$ 

**Proof.** (i) $\implies$ (ii): Without loss of generality assume that $(z_i)$ lie on a circle. For regular $n$-gons $(w_i)$ (see Figure 3.2) we have $\alpha_i = \frac{3\pi}{n}$ for all $i$, which yields $\sum_{i \text{ even}} \alpha_i = 3\pi$. When changing one single vertex of $(w_i)$ on the circle, e.g. $w_j \mapsto \tilde{w}_j$, the directions $w_{j+1} - w_j$ and $w_j - w_{j-1}$ will change about the same angle $\alpha$, which follows from the inscribed angle theorem. We get a new $n$-gon $(\tilde{w}_i)$ with $\tilde{w}_i = w_i$ for all $i$ except for $i = j$. For the corresponding angles we have

$$\tilde{\alpha}_{j-1} = \alpha_{j-1} - \alpha, \quad \tilde{\alpha}_j = \alpha_j - \alpha, \quad \tilde{\alpha}_{j+2} = \alpha_{j+2} + \alpha \quad \text{and} \quad \tilde{\alpha}_{j+3} = \alpha_{j+3} + \alpha,$$

where all others remain unchanged. Therefore

$$\sum_{i \text{ even}} \tilde{\alpha}_i = \sum_{i \text{ even}} \alpha_i = 3\pi \in \pi\mathbb{Z}.$$ 

*Figure 3.2:* For a regular 8-gon we have an angle of $3\pi/4$ for all $\alpha_i = \angle(w_{i-2} - w_{i-3}, w_{i+1} - w_i)$. When changing a vertex $w_j$ to $\tilde{w}_j$ on the circumcircle the corresponding angles $\alpha_{j-1}, \alpha_j, \alpha_{j+2}$ and $\alpha_{j+3}$ are replaced by $\tilde{\alpha}_{j-1} = \alpha_{j-1} - \alpha$, $\tilde{\alpha}_j = \alpha_j - \alpha$, $\tilde{\alpha}_{j+2} = \alpha_{j+2} + \alpha$ and $\tilde{\alpha}_{j+3} = \alpha_{j+3} + \alpha$, respectively.
If we change each vertex of the regular polygon \((w_i)\) until they come to the positions of \((z_i)\) the sum of the considered angles remains in \(\pi \mathbb{Z}\).

(ii) \(\implies\) (i): Now we start with a polygon \((z_i)\) with corresponding angles \(\alpha_i\) such that

\[
\sum_{i \text{ even}} \alpha_i \in \pi \mathbb{Z}.
\]

Starting with an arbitrary vertex \(w_0\) on a circle we construct vertices \(w_1, \ldots, w_n\) on this circle with edges \(w_i-w_{i-1}\) parallel to \(z_i-z_{i-1}\) for all \(i \in \{0, \ldots, n\}\), where indices are taken modulo \(n\) only for \(z_i\) but not yet for the points \(w_i\) (see Figure 3.3 with \(w_i = z_i\)). Until now we do not know whether \(w_n = w_0\) or not. From “(i) \(\implies\) (ii)” we know that the polygon \((w_i)_{i=0}^{n-1}\) fulfills condition (ii). Using the assumptions we can conclude that also \(w_n - w_{n-1}\) is parallel to \(w_0 - w_{n-1}\) which yields \(w_n = w_0\).

(i) \(\iff\) (iii): With \(z_k - z_{k-1} = a_k \exp(i \varphi_k)\) and \(\alpha_k = \varphi_{k-2} - \varphi_{k+1}\) we get

\[
q(z_0, \ldots, z_{n-1}) = \prod_{k \text{ even}} \frac{(z_{k-2} - z_{k-3})}{(z_{k+1} - z_k)} = \prod_{k \text{ even}} \frac{a_k e^{i \varphi_{k-2}}}{a_{k+1} e^{i \varphi_{k+1}}} = \prod_{k \text{ even}} a_k^{-2} e^{i \alpha_k} = (\prod_{k \text{ even}} \frac{a_k^{-2}}{a_{k+1}}) \exp(i \sum_{j \text{ even}} \alpha_j).
\]

This yields

\[
q(z_0, \ldots, z_{n-1}) \in \mathbb{R} \iff \sum_{j \text{ even}} \alpha_j \in \pi \mathbb{Z}.
\]

(i) \(\iff\) (iv): This statement without proof can be found in [14]. Our prove is analogue to ‘(i) \(\iff\) (ii)’’. We start with a regular \(n\)-gon, where the angle condition of (iv) is obviously fulfilled, and move the vertices along the circumcircle. According to the inscribed angle theorem this does not change the sum of odd and even labeled angles, respectively.

Now we start with a polygon fulfilling the equation of (iv). Again, we move the vertices of a regular \(n\)-gon on its circumcircle until its edges are parallel to the given one. This is possible since the circular polygon fulfills the angle condition even when moving the vertices.

\[\square\]

**Corollary 3.2.** Let \(M\) be a Möbius transformation and let \((z_i)\) be an \(n\)-gon with \(n\) even. Then \((z_i)\) is quasi-circular if and only if \((M(z_i))\) is.
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Proof. \( q(z_0, \ldots, z_{n-1}) = q(M(z_0), \ldots, M(z_{n-1})) \in \mathbb{R} \) follows from the Möbius invariance of the multi-ratio.

Remark 3.3. The construction of a parallel polygon with vertices on a circle either closes up for all starting points \( z_0 \), or for none of them (see Figure 3.3). Let \((w_i)_{i=0}^{n-1}\) be an arbitrary polygon and let \((z_i)_{i=0}^{n}\) be contained in the circle \( S^1 \) where \( z_i - z_{i+1} \) is parallel to \( w_i - w_{i+1} \) (indices taken modulo \( n \) only for \( w_i \)). We define

\[
\mu : S^1 \rightarrow \mathbb{R}^2 \\
z \mapsto \mu(z) = [z_1 - z] \cap [z_{n-1} - z_n].
\]

Then the set \( \mu(S^1) \) is a conic section, which is a consequence of properties of projective mappings between pencils of lines (see Figure 3.3, right).

Theorem 3.4 applies the above properties of polygons to meshes. The multi-ratios which are mentioned are computed w.r.t. an arbitrary choice of Cartesian coordinate system in each face.

Theorem 3.4. Each of the following statements concerning a mesh \( \mathcal{M} \) with planar faces implies the other five.

(i) \( \mathcal{M} \) has a vertex offset.

(ii) Every face of \( \mathcal{M} \) is a quasi-circular polygon.

Figure 3.3: Left: The construction of a parallel polygon with vertices on a circle closes up for all starting points \( z_0 \) or for none. Right: The set of all points \( \mu(z_0) \) which arise from the construction of Remark 3.3 are located on a conic section.
(iii) For each face, the angles $\alpha_i$ fulfill both,
\[ \sum_{i \text{ even}} \alpha_i \in \pi \mathbb{Z} \quad \text{and} \quad \sum_{i \text{ odd}} \alpha_i \in \pi \mathbb{Z}, \]
respectively.

(iv) For each face, the angles $\alpha_i$ fulfill $\sum_{i \text{ odd}} \alpha_i \in \pi \mathbb{Z}$.

(v) The multi-ratio of each face is real.

(vi) For each face, the interior angles $\theta_i$ have the property
\[ \sum_{i \text{ even}} \theta_i = \sum_{i \text{ odd}} \theta_i. \]

The equivalence of statements (i) $\Leftrightarrow$ (ii) $\Leftrightarrow$ (iv) can be found in [14], and (i) $\Leftrightarrow$ (ii) for quad meshes can be found in [20]. The rest follows immediately from Lemma 3.1.

## 3.2 Conformal hexagons

Both conformal and curvature line parametrisations play a fundamental role in the theory of minimal surfaces. On the one hand, the Weierstrass representation converts a pair of a holomorphic and a meromorphic function (i.e., conformal parametrizations of $S^2$) to a certain parametrization of a minimal surface. On the other hand, Christoffel duality converts a conformal parametrization of the sphere to an isothermic parametrization of a minimal surface and vice versa. We now aim at a discrete analogue of a continuous conformal surface, using hexagonal meshes.

**Definition 3.5.** A hexagon $(z_0, \ldots, z_5)$ is called conformal if both $\text{cr}(z_0, z_1, z_2, z_3) = -1/2$ and $\text{cr}(z_0, z_5, z_4, z_3) = -1/2$.

The prototype of a conformal hexagon is a regular hexagon. Since Möbius transformations leave a real cross-ratio of four points invariant, we immediately see that conformality of hexagons is Möbius invariant and each hexagon which is Möbius equivalent to a regular hexagon is conformal.
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For a conformal hexagon both quadrilaterals $z_0, z_1, z_2, z_3$ and $z_0, z_5, z_4, z_3$ are circular since their cross-ratios are real (see Figure 3.4). The multi-ratio of conformal hexagons is

$$q(z_0, \ldots, z_5) = \frac{(z_0 - z_1)(z_2 - z_3)(z_4 - z_5)}{(z_1 - z_2)(z_3 - z_4)(z_5 - z_0)} = -\frac{1}{2} \frac{(z_3 - z_0)(z_4 - z_5)}{(z_3 - z_4)(z_5 - z_0)} = -1,$$

which implies, with Lemma 3.1, that this hexagon is quasi-circular.

**Definition 3.6.** Let $f : U \subseteq \mathbb{R}^2 \rightarrow \mathbb{R}^3$ be a smooth regular mapping. Then the hexagon

$$f_0 = f + \varepsilon f_x \quad f_3 = f - \varepsilon f_x$$

$$f_1 = f + \frac{\varepsilon}{2} f_x + \frac{\sqrt{3}}{2} \varepsilon f_y \quad f_4 = f - \frac{\varepsilon}{2} f_x - \frac{\sqrt{3}}{2} \varepsilon f_y$$

$$f_2 = f - \frac{\varepsilon}{2} f_x + \frac{\sqrt{3}}{2} \varepsilon f_y \quad f_5 = f + \frac{\varepsilon}{2} f_x - \frac{\sqrt{3}}{2} \varepsilon f_y$$

is called infinitesimal hexagon at $(x, y)$ where $f = f(x, y) \in \mathbb{R}^3$, $f_x = \partial f / \partial x$ and $f_y = \partial f / \partial y$.

Note that in general infinitesimal hexagons are not planar. According to the Taylor expansion the vertices $f_i$ of the infinitesimal hexagon differ from $f(z_i)$ in terms of order $o(\varepsilon)$, where $z_i$ are the vertices of a regular hexagon with radius $\varepsilon$ and centered at $(x, y)$.

For the following we extend the cross-ratio to points of $\mathbb{R}^3$ (see e.g. [4]). Four points in $\mathbb{R}^3$ define a plane or sphere, which is identified with $\mathbb{C} \cup \infty$ via stereographic projection.

**Theorem 3.7.** Consider a regular mapping $f : U \subseteq \mathbb{R}^2 \rightarrow \mathbb{R}^3$ and the associated infinitesimal hexagon $f_0, \ldots, f_5$ for a point $(x, y) \in U$. Then

![Figure 3.4: An arbitrary conformal hexagon $(z_i)$ with its two circles.](image)
\[ \text{cr}(f_0, f_1, f_2, f_3) = -1/2 + o(\varepsilon) \quad \text{and} \quad \text{cr}(f_0, f_5, f_4, f_3) = -1/2 + o(\varepsilon) \quad \text{for all} \quad (x, y) \in U \quad \text{if and only if} \quad f \quad \text{is a conformal mapping}. \]

**Proof.** Translation \( x \mapsto x - f - \varepsilon f_x \) and scaling \( x \mapsto 2x/\varepsilon \) transform the vertices to

\[
\hat{X}_0 = 0 \quad \quad \quad \hat{X}_3 = -4f_x \\
\hat{X}_1 = -f_x + \sqrt{3}f_y \quad \quad \hat{X}_4 = -3f_x - \sqrt{3}f_y \\
\hat{X}_2 = -3f_x + \sqrt{3}f_y \quad \quad \hat{X}_5 = -f_x - \sqrt{3}f_y.
\]

The inversion \( \hat{X}_i = \hat{X}_i/\|\hat{X}_i\|^2 \) sends \( \hat{X}_0 \) to \( \infty \). As all three transformations do not change the cross-ratio up to complex conjugation we get

\[ \text{cr}(f_0, f_1, f_2, f_3) = \text{cr}(\hat{X}_0, \hat{X}_1, \hat{X}_2, \hat{X}_3) = \text{cr}(\infty, \hat{X}_1, \hat{X}_2, \hat{X}_3) = \frac{\hat{X}_3 - \hat{X}_2}{\hat{X}_1 - \hat{X}_2}. \]

We start with the first cross-ratio condition

\[ \text{cr}(f_0, f_1, f_2, f_3) = -\frac{1}{2} + o(\varepsilon) \iff \hat{X}_3 - \hat{X}_2 = -\frac{1}{2}(\hat{X}_1 - \hat{X}_2) + o(\varepsilon), \quad (3.1) \]

which is equivalent to

\[ -\frac{f_x}{2C} - 3 - \frac{3f_x + \sqrt{3}f_y}{A} + \frac{-f_x + \sqrt{3}f_y}{B} = o(\varepsilon), \]

where \( A = \| -3f_x + \sqrt{3}f_y \|^2 \), \( B = \| -f_x + \sqrt{3}f_y \|^2 \) and \( C = \| f_x \|^2 \). Collecting the coefficients of \( f_x \) and \( f_y \) we get

\[ f_x \cdot \left( -\frac{1/2}{C} + \frac{9}{A} - \frac{1}{B} \right) + f_y \cdot \left( -\frac{3\sqrt{3}}{A} + \frac{\sqrt{3}}{B} \right) = o(\varepsilon), \]

which is equivalent to

\[ -\frac{1}{2}AB + 9BC - AC = 0 \quad \text{and} \quad -3B + A = 0 \]

because of the linear independence of \( \{f_x, f_y\} \). It is easy to see that \( -3B + A = 0 \iff \|f_x\| = \|f_y\| \) and \( -\frac{1}{2}AB + 9CB - CA = 0 \iff 3\langle f_x, f_x \rangle^2 - 6\langle f_y, f_y \rangle \langle f_x, f_x \rangle + 12\langle f_y, f_x \rangle^2 + 3\langle f_y, f_y \rangle^2 - 8\sqrt{3}\langle f_x, f_y \rangle^2 = 0 \). Further, it is easy to see that Equation (3.1) is equivalent to

\[ \|f_x\| = \|f_y\| \quad \text{and} \quad \left[ \langle f_x, f_y \rangle = 0 \text{ or } \langle f_x, f_y \rangle = \frac{2\sqrt{3}\langle f_y, f_y \rangle}{3} \right]. \quad (3.2) \]
Since \( \|f_y\|^2 \geq \langle f_x, f_y \rangle = 2\sqrt{3/3}\|f_y\|^2 \) would imply \( 1 \geq 2\sqrt{3}/3 \), which is a contradiction, \( f_x \) and \( f_y \) must be orthogonal. We get
\[
\text{cr}(f_0, f_1, f_2, f_3) = -1/2 + o(\varepsilon) \quad \text{and} \quad \text{cr}(f_0, f_5, f_4, f_3) = -1/2 + o(\varepsilon)
\]
is equivalent to \( \|f_x\| = \|f_y\| \) and \( \langle f_x, f_y \rangle = 0 \), which is further equivalent to the conformality of \( f \).

### 3.3 A dual construction for conformal hexagons

With a view towards the smooth Christoffel dual construction of Section 3.4, we introduce a dual construction for conformal hexagons.

**Definition 3.8.** For a conformal hexagon \((z_i)\), let \( a_i := z_{i+1} - z_i \) be the edge vectors, where indices are taken modulo \( n \). A hexagon \((z_i^*)\) is called dual to \((z_i)\) if
\[
\begin{align*}
z_1^* - z_0^* &= -1/(z_1 - z_0) = -1/a_0 \\
z_2^* - z_1^* &= 2/(z_2 - z_1) = 2/a_1 \\
z_3^* - z_2^* &= -1/(z_3 - z_2) = -1/a_2 \\
z_4^* - z_3^* &= -1/(z_4 - z_3) = -1/a_3 \\
z_5^* - z_4^* &= 2/(z_5 - z_4) = 2/a_4 \\
z_6^* - z_5^* &= -1/(z_6 - z_5) = -1/a_5
\end{align*}
\]
(see Figure 3.5).

**Proposition 3.9.** Let \((z_i)\) be a conformal hexagon, \( a_i := z_{i+1} - z_i \) and \( b := z_0 - z_3 \). Then

![Figure 3.5: Left: Edge coefficients in the discrete dual construction (Definition 3.8). Right: A conformal hexagon and its dual. For each conformal hexagon \( z_0, \ldots, z_5 \) both quadrilaterals \( z_0, z_1, z_2, z_3 \) and \( z_0, z_3, z_4, z_5 \) are circular.](image-url)
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(i) \( \sum_{i=0}^{5} a_i = 0 \), \( a_0 + a_1 + a_2 + b = 0 \), \( \frac{a_0a_2}{a_1b} = -\frac{1}{2} \), \( \frac{a_3a_5}{a_4b} = \frac{1}{2} \).

(ii) \( z_0^* - z_3^* = 2/\bar{b} \) and in particular \( z_0 - z_3 \) is parallel to \( z_0^* - z_3^* \).

(iii) The hexagon \( (z_i) \) possesses a dual hexagon.

(iv) The dual \( (z_i^*) \) is a conformal hexagon, and is unique up to translation.

(v) Non-corresponding diagonals of both quadrilaterals \( z_0, z_1, z_2, z_3 \) and \( z_0, z_5, z_4, z_3 \) are transformed according to

\[
\begin{align*}
    z_1^* - z_3^* &= 3 \frac{z_0 - z_2}{|z_0 - z_2|^2}, \\
    z_2^* - z_0^* &= 3 \frac{z_3 - z_1}{|z_3 - z_1|^2}, \\
    z_5^* - z_3^* &= 3 \frac{z_0 - z_4}{|z_0 - z_4|^2}, \\
    z_4^* - z_0^* &= 3 \frac{z_3 - z_5}{|z_3 - z_5|^2}.
\end{align*}
\]

In particular they are parallel:

\[
\begin{align*}
    z_2 - z_0 &\parallel z_1^* - z_3^*, \\
    z_4 - z_0 &\parallel z_5^* - z_3^*.
\end{align*}
\]

(vi) Applying the duality twice yields the original hexagon, up to translation: \( (z_i^{**}) = (z_i) \).

**Proof.** The properties of (i) follow immediately from the definition.

Using the properties of (i) we get

\[
\begin{align*}
    z_0^* - z_3^* &= \frac{1}{a_0} \frac{2}{a_1} \frac{1}{a_2} = \frac{1}{a_0a_1a_2} \frac{a_1a_2 - 2a_0a_2 + a_0a_1}{a_0a_1a_2} = \frac{a_1a_2 + a_1\bar{b} + a_0a_1}{a_0a_1a_2} = \\
    &= \frac{2(\bar{a}_2 + \bar{b} + \bar{a}_0)}{2a_0a_2} = \frac{-2a_1}{a_1\bar{b}} = \frac{2}{\bar{b}}
\end{align*}
\]

which implies (ii). We consider \( 1/\bar{a}_3 - 2/\bar{a}_4 + 1/\bar{a}_5 \) which is \(-2/\bar{b}\) analog to the proof of (ii). This yields

\[
-1/\bar{a}_0 + 2/\bar{a}_1 - 1/\bar{a}_2 - 1/\bar{a}_3 + 2/\bar{a}_4 - 1/\bar{a}_5 = -2/\bar{b} + 2/\bar{b} = 0,
\]

and therefore (iii). The cross-ratios of the involved quadrilaterals are

\[
\text{cr}(z_0^*, z_1^*, z_2^*, z_3^*) = \frac{(z_0^* - z_1^*)(z_2^* - z_3^*)}{(z_1^* - z_2^*)(z_3^* - z_0^*)} = \frac{1}{\bar{a}_1 \bar{a}_2} \frac{1}{\bar{a}_3 \bar{a}_4} = \frac{1}{2},
\]

\[
\text{cr}(z_0^*, z_1^*, z_2^*, z_3^*) = \frac{1}{\bar{a}_1 \bar{a}_2} \frac{1}{\bar{a}_3 \bar{a}_4} = \frac{1}{2}.
\]
and
\[ \operatorname{cr}(z_0^*, z_5^*, z_4^*, z_3^*) = -\frac{1}{2}, \]
which implies (iv).

The proof of (v) can be found in A.I. Bobenko and Yu.B. Suris [7, Corollary 31].

\[ \operatorname{cr}(z_0, \ldots, z_3) = -\frac{1}{2} \iff \frac{z_0 - z_1}{z_1 - z_2} = 2 \frac{z_2 - z_3}{z_2 - z_1} = \frac{1}{2} \frac{z_3 - z_2 + z_2 - z_0}{z_2 - z_3} \]
\[ \iff 2 \frac{z_0 - z_2}{z_1 - z_2} - 2 = -\frac{z_2 - z_0}{z_2 - z_3} + 1 \]
\[ \iff \frac{2}{z_1 - z_2} - \frac{1}{z_2 - z_3} = \frac{3}{z_0 - z_2}. \]

Taking the complex conjugate of the last equation yields
\[ z_1^* - z_3^* = z_1^* - z_2^* + z_2^* - z_3^* = \frac{2}{z_1 - z_2} - \frac{1}{z_2 - z_3} = \frac{3(z_0 - z_2)}{|z_0 - z_2|^2}. \]

All other cases in (v) can be shown analogously.

Applying the dual operator \( \ast \) twice yields
\[ z_{i+1}^{**} - z_i^{**} = -\frac{1}{z_{i+1}^* - z_i^*} = -\frac{1}{(z_{i+1}^* - z_i^*)} = z_{i+1} - z_i \]

or
\[ z_{i+1}^{**} - z_i^{**} = \frac{2}{z_{i+1}^* - z_i^*} = \frac{2}{(z_{i+1}^* - z_i^*)} = z_{i+1} - z_i, \]

which implies (vi).

\[ \square \]

### 3.4 Christoffel dual construction

The following theorem by E.B. Christoffel [9] characterizes isothermic surfaces via a dual construction. An *isothermic* parametrization is a conformal
cuvature line parametrization. It is known that all minimal surfaces can be expressed in isothermic parameters. For the unit sphere $S^2$, every conformal parametrization is isothermic.

**Theorem 3.10** (Christoffel). Let $f$ be an isothermic parametrization. Then the Christoffel dual $f^*$, defined by the formulas

$$f^*_x = \frac{f_x}{\|f_x\|^2} \quad \text{and} \quad f^*_y = -\frac{f_y}{\|f_y\|^2}$$

exists and is isothermic again. The dual $f^*$ is a minimal surface if and only if $f$ is a sphere.

The next two propositions state properties of the smooth Christoffel dual construction.

**Proposition 3.11.** Let $f: U \subseteq \mathbb{R}^2 \rightarrow \mathbb{R}^3$ be an isothermic parametrization, let $f^*$ be its dual, and consider the ball $B_r(x,y)$ with radius $r$ centered at $(x,y)$. Then

$$\lim_{r \rightarrow 0} \frac{A(f(B_r(x,y)))}{A(f^*(B_r(x,y)))} = \|f_x(x,y)\|^2\|f_y(x,y)\|^2,$$

where $A$ is the surface area.

**Proposition 3.12.** Let $f: U \subseteq \mathbb{R}^2 \rightarrow \mathbb{R}^3$ be an isothermic parametrization, $\varepsilon > 0$ and $r = \varepsilon/\sqrt{\pi}$. Further let $\varphi: U' \rightarrow U$ with $\varphi(x,y) = (\varepsilon x, \varepsilon y)$

![Figure 3.6: A discrete catenoid and its discrete Gauss image (see Example 3.25).](image-url)
be a parameter transformation, \( f_\varepsilon := f \circ \varphi \) the transformed function and \( f_\varepsilon^* \) its dual. Then
\[
\lim_{\varepsilon \to 0} \mathcal{A}(f_\varepsilon(B_r(x, y))) \mathcal{A}(f_\varepsilon^*(B_r(x, y))) = 1. \tag{3.3}
\]

We consider the dual construction of discrete isothermic surfaces as quad meshes \([4, 2]\). The dual \( z_i^* \) of a conformal square with vertices \( z_0, \ldots, z_3 \) is defined via
\[
z_{i+1}^* - z_i^* = (-1)^i/(z_{i+1} - z_i).
\]
For a square \( P \) with edge length \( l \) and its dual \( P^* \), which then has edge length \( 1/l \), we obtain \( \mathcal{A}(P) = l^2 \), \( \mathcal{A}(P^*) = 1/l^2 \) and therefore
\[
\frac{\mathcal{A}(P)}{\mathcal{A}(P^*)} = l^4 \quad \text{and} \quad \mathcal{A}(P) \mathcal{A}(P^*) = 1,
\]
which are discrete analogues of Propositions 3.11 and 3.12.

Computing the area of hexagons is more involved than the rectangle case. For a conformal hexagon \( (z_i) \) and its dual \( (z_i^*) \) we have
\[
z_{i+1}^* - z_i^* = 2/(z_{i+1} - z_i)
\]
for \( i \in \{0, 2, 3, 5\} \) and
\[
z_{i+1}^* - z_i^* = -1/(z_{i+1} - z_i)
\]
for \( i \in \{1, 4\} \). Multiplying each vertex \( z_i \) with \( r \in \mathbb{R} \setminus 0 \) we get the hexagon \( (w_i) := (rz_i) \) and its dual \( (w_i^*) \) with
\[
w_{i+1} - w_i = r(z_{i+1} - z_i) \quad \text{and} \quad w_{i+1}^* - w_i^* = -r^{-1}/(z_{i+1}^* - z_i^*)
\]
for \( i \in \{0, 2, 3, 5\} \) and
\[
w_{i+1}^* - w_i^* = 2r^{-1}/(z_{i+1}^* - z_i^*)
\]
for \( i \in \{1, 4\} \). Consequently
\[
w_{i+1} - w_i = r^{-1}(z_{i+1}^* - z_i^*).
\]

The areas of \( (z_i) \) and \( (z_i^*) \), are denoted by \( \mathcal{A}(z_i) = p \) and \( \mathcal{A}(z_i^*) = q \) respectively. Then
\[
\mathcal{A}(w_i) = r^2 \mathcal{A}(z_i) = r^2 p \quad \text{and} \quad \mathcal{A}(w_i^*) = \mathcal{A}(\frac{1}{r} z_i^*) = \frac{1}{r^2} q.
\]
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This yields discretizations of Propositions 3.11 and 3.12, namely

$$\frac{A(v_i)}{A(v^*_i)} = \frac{r^2p}{q} = r^2\frac{2p}{q}$$

and

$$A(v_i)A(v^*_i) = pq. \quad (3.4)$$

The fact that $r$ does not occur in (3.4) means that $A(v_i)A(v^*_i)$ does not depend on the discrete parametrisation.

![Figure 3.7: Linear combinations of parallel meshes, where one is a discrete catenoid and the second is a discrete helical surface are members of the corresponding associated family of minimal surfaces. Special combinations can lead to quad meshes (see Figure 3.21 on page 74). The case illustrated here is in fact a discrete helicoid, which means that it discretizes a surface generated by the helical motion of a straight line which orthogonally intersects the helical axis (see Example 3.30).](image)
3.5 Discrete conformal and discrete minimal surfaces

**Definition 3.13.** A discrete (hexagonal) conformal surface is a mesh with regular hexagonal combinatorics where each hexagon is conformal in the sense of Definition 3.5.

This definition is motivated by the following statements:

(i) The definition of planar discrete conformal surfaces (Definition 3.13) is Möbius invariant (see Section 3.2).

(ii) According to Theorem 3.7, the limit of cross-ratios of the two quadrilaterals of the infinitesimal hexagon both equal $-1/2$ if and only if the considered mapping is conformal.

(iii) The discrete dual construction fulfils the property $(z_i^{**}) = (z_i)$, which is analogous to the smooth dual construction (see Proposition 3.9 (vi)).

(iv) The discrete dual construction always closes for conformal hexagons and transforms a discrete conformal surface into another one (see Proposition 3.9).

(v) The discrete dual construction of Definition 3.8 fulfils discrete analogues of properties of the smooth dual construction (see Propositions 3.11 and 3.12 and Equations (3.4)).

Consequently, a discrete conformal surface can be seen as a discrete analogue of a smooth conformal parametrized surface.

**Remark 3.14.** (i) Since each face of a conformal mesh has multi-ratio $-1$, it possesses the vertex offset property (see Theorem 3.4).

(ii) All vertices of a circular hexagonal mesh are always contained in a sphere or in a plane. We can say that a circular hexagonal surface is a discrete analogue of a surface with umbilic points only.

The next definition is motivated by Theorem 3.10.

**Definition 3.15.** A discrete (hexagonal) minimal surface is the dual of a conformal mesh covering the unit sphere.
Here the word “covering” can be understood as “inscribed”, “edge-wise tangent”, i.e., circumscribed or “face-wise tangent”, i.e., circumscribed. Later we show that a certain notion of discrete mean curvature vanishes for all such minimal surfaces.

Remark 3.16. A more general definition of conformal hexagonal meshes can be derived from the dual construction for quad meshes in [7]. Instead of taking cross-ratios $-1/2$ in Definition 3.5, we take fractions $-\alpha_n/\beta_m$ where $m$ and $n$ identify the row and the column of the position of the quadrilateral. This can be interpreted as a discrete reparametrization of the standard conformal mesh. The dual construction then must be modified in the following way:

\[
\begin{align*}
    z_1^* - z_0^* &= -\beta_m/(z_1 - z_0) \\
    z_2^* - z_1^* &= \alpha_n/(z_2 - z_1) \\
    z_3^* - z_2^* &= -\beta_m/(z_3 - z_2) \\
    z_0^* - z_3^* &= -\beta_m/(z_0 - z_3) \\
    z_4^* - z_3^* &= -\beta_m/(z_4 - z_3) \\
    z_5^* - z_4^* &= \alpha_n/(z_5 - z_4) \\
    z_0^* - z_5^* &= -\beta_m/(z_0 - z_5).
\end{align*}
\]

After this change Proposition 3.9 is still valid.

3.6 A construction of planar conformal meshes

This section describes an explicit construction of a conformal hexagonal mesh, which we are going to use later.

Figure 3.8: Left: An arbitrary conformal hexagon $(z_i)$. Right: A planar conformal mesh $\beta^k \circ \alpha^l(z_i) = \alpha^l \circ \beta^k(z_i)$ (see Proposition 3.17).
Proposition 3.17. Let \((z_i)\) be a conformal hexagon and let \(\alpha\) and \(\beta\) be two similarities, which map \((z_4, z_5)\) to \((z_2, z_1)\) and \((z_3, z_4)\) to \((z_1, z_0)\), respectively. Then \(\alpha\) and \(\beta\) commute, i.e.,

\[
\alpha \circ \beta = \beta \circ \alpha \quad \text{and} \quad \beta^k \circ \alpha^l(z_i) = \alpha^l \circ \beta^k(z_i)
\]

is a conformal mesh, with no gaps, where \((k, l) \in \mathbb{Z}^2\) (Figure 3.8).

Proof. There exist \(\varphi, \psi \in \mathbb{R}\) and \(v, w \in \mathbb{C}\) such that

\[
\alpha(z) = re^{i\varphi}z + v \quad \text{and} \quad \beta(z) = se^{i\psi}z + w.
\]

We obtain

\[
\alpha(z_5) = re^{i\varphi}z_5 + v = z_1 \quad \beta(z_4) = se^{i\psi}z_4 + w = z_0
\]
\[
\alpha(z_4) = re^{i\varphi}z_4 + v = z_2 \quad \beta(z_3) = se^{i\psi}z_3 + w = z_1,
\]

which implies

\[
re^{i\varphi}(z_5 - z_4) = z_1 - z_2 \quad \text{and} \quad se^{i\psi}(z_4 - z_3) = z_0 - z_1.
\]

It follows that

\[
\frac{r}{s}e^{i(\varphi - \psi)}\frac{z_4 - z_5}{z_3 - z_4} = \frac{z_1 - z_2}{z_0 - z_1} \iff \frac{r}{s}e^{i(\varphi - \psi)}\frac{z_5 - z_0}{z_0 - z_3} = -\frac{z_2 - z_3}{z_3 - z_0},
\]

because of the cross-ratio condition of conformal hexagons. Further,

\[
se^{i\psi}z_2 + w - (se^{i\psi}z_3 + w) = re^{i\varphi}z_0 + v - (re^{i\varphi}z_5 + v),
\]

which implies \(\beta(z_2) = \alpha(z_0)\). Since

\[
\beta^{-1}(z) = s^{-1}e^{-i\psi}z - s^{-1}e^{-i\psi}w, \quad \alpha^{-1}(z) = r^{-1}e^{-i\varphi}z - r^{-1}e^{-i\varphi}v
\]

and

\[
\alpha^{-1}(z_2) = \beta^{-1}(z_0)
\]

we have

\[
r^{-1}e^{-i\varphi}z_2 - r^{-1}e^{-i\varphi}v = s^{-1}e^{-i\psi}z_0 - s^{-1}e^{-i\psi}w
\]

and

\[
re^{i\varphi}z_0 + v = se^{i\psi}z_2 + w.
\]
We multiply the last two equations and get

\[ z_0 z_2 - z_0 v + v \alpha^{-1}(z_2) = z_0 z_2 - w z_2 + w \beta^{-1}(z_0) \iff v = w \frac{(z_4 - z_2)}{(z_4 - z_0)}. \]

We want to show that \( \beta \circ \alpha = \alpha \circ \beta \). Therefore we compute

\[ \alpha \circ \beta(z) = r s e^{i(\varphi + \psi)} z + r e^{i\psi} w + v \]

and

\[ \beta \circ \alpha(z) = r s e^{i(\varphi + \psi)} z + s e^{i\varphi} v + w. \]

Consequently,

\[ \alpha \circ \beta = \beta \circ \alpha \iff (r e^{i\varphi} - 1) w = (s e^{i\psi} - 1) v. \]

Replacing \( v \) by \( w(z_4 - z_2)/(z_4 - z_0) \), the last equation is further equivalent to

\[ (re^{i\varphi} - 1) = (se^{i\psi} - 1) \frac{(z_4 - z_2)}{(z_4 - z_0)} \iff \beta(z_2) = \alpha(z_0), \]

which we have already shown to be true.

To obtain circular conformal meshes we have to start with a circular conformal hexagon and then apply Proposition 3.17.

A similarity which is no translation is decomposable into a dilation and a rotation. The center of rotation of \( \alpha \) and \( \beta \) is \( \frac{v}{1 - re^{i\varphi}} \) and \( \frac{w}{1 - se^{i\psi}} \), respectively. From equation (3.5) we obtain that both centers must be the same if and only if \( \alpha \circ \beta = \beta \circ \alpha \). In \( \mathbb{R}^2 \) we take the 3 \( \times \) 3 matrices

\[ A = \begin{pmatrix} 1 & 0 \\ \text{Re} v & \text{Im} v \\ \text{Re} w & \text{Im} w \end{pmatrix} \quad \text{and} \quad B = \begin{pmatrix} 1 & 0 \\ \text{Re} w & \text{Im} w \end{pmatrix} \begin{pmatrix} r D_\varphi \\ s D_\psi \end{pmatrix} \]

for \( \alpha \) and \( \beta \), where \( D_\omega \) is the 2 \( \times \) 2 rotation matrix by an angle of \( \omega \). Since \( A \) and \( B \) commute, i.e., \( AB = BA \), \( \alpha^l \circ \beta^k \) can be written in the form \( \exp(l \log A + k \log B) \).
3.6.1 Discrete holomorphic functions

Now, we consider a mesh $\mathcal{M}$ with arbitrary combinatorics stored in the graph $\mathcal{G}$. The double $D$ of $\mathcal{G}$ is a quad graph defined such that the new vertices $V(D)$ are the old ones $V(\mathcal{G})$ combined with the vertices of the dual graph $V(\mathcal{G}^*)$ (see e.g. [6] and Figure 3.9). A quadrilateral of $D$ consists of the two vertices incident with an edge of $\mathcal{G}$ and the two vertices incident with the corresponding edge of $\mathcal{G}^*$. A function $f$ is discrete holomorphic with (possibly complex) weights $\nu$ if for each quadrilateral $(z_0, w_0, z_1, w_1)$ of the double graph $D$ the equation

$$\frac{f(w_1) - f(w_0)}{f(z_1) - f(z_0)} = \frac{i\nu(z_0, z_1)}{i\nu(w_0, w_1)} = \frac{1}{i\nu(w_0, w_1)}$$

(3.6)

holds. A discrete Laplacian operator with weights $\nu$ then acts on a complex-valued function via

$$(\Delta f)(z) = \sum_{w \in \text{star}(z)} \nu(w, z)(f(w) - f(z)),$$

where $\text{star}(z)$ consists of all vertices which are connected with $z$ by an edge of $\mathcal{G}$. Further, $f$ is called discrete harmonic if

$$(\Delta f)(z) = 0$$

Figure 3.9: Left: A graph $\mathcal{G}$ with arbitrary combinatorics. Right: The double $D$ (dashed lines) of $\mathcal{G}$ (see §3.6.1). The vertices of $V(D)$ are the vertices $V(\mathcal{G})$ (white points) and the vertices of the dual graph $V(\mathcal{G}^*)$ (black points). The double $D$ is a quad-graph where each quadrilateral $(z_0, w_0, z_1, w_1)$ consists of two vertices $(z_0, z_1)$ of $V(\mathcal{G})$ and the two vertices $(w_0, w_1)$ of $V(\mathcal{G}^*)$ corresponding to the two adjacent faces incident with $(z_0, z_1)$.
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for all vertices $z$ of the graph.

We consider complex functions defined on a graph $G$ with values coming from the embedding in $\mathbb{C}$.

**Proposition 3.18.** The vertex coordinates of the mesh $M$ with double graph combinatorics derived from a conformal hexagonal mesh generated with Proposition 3.17 are function values of a discrete holomorphic function defined on a regular hexagonal graph.

**Proof.** We consider points $w_i$ generated with the same similarities as the mesh $M$, starting with one arbitrary point. These new points are the function values of the vertices of the dual mesh $M^*$. Here, the word 'dual' does not mean the Christoffel dual of the mesh $M$ but the combinatorial dual of $M$ being seen as a graph. Since the new mesh with vertices $V(M) \cup V(M^*)$ and double graph combinatorics is generated via similarities, the ratio $(z_1 - z_0)/(w_1 - w_0)$ is constant for each quadrilateral. Therefore there exists a “nice” weight function $\nu$ that fulfills (3.6) and which is constant at the edges $(z_0, z_1)$ and $(w_0, w_1)$ of the mesh.

**Corollary 3.19.** The vertex coordinates of the conformal hexagonal mesh $M$ generated with Proposition 3.17 and its dual mesh $M^*$ are function values of a discrete harmonic function defined on a regular hexagonal graph.

**Proof.** This follows immediately from Proposition 3.18 and [6, Theorem 7.3], which says that a discrete holomorphic function $f$, defined on the double graph $D$ of an arbitrary graph $G$, restricted to $G$ or $G^*$ is discrete harmonic.

**Corollary 3.20.** Let $(z_i)$ be a hexagon which is Möbius equivalent to a regular one. Then, the conformal hexagonal mesh $M$ generated with Proposition 3.17 is discrete harmonic with constant weights.

**Proof.** Let $(z_i)$ be a hexagon of the mesh $M$ (see Figure 3.10). Then, without loss of generality we have to show that the sum of the vectors of the edges emanating from $z_2$ is the zero vector. If $(z_i)$ is a regular hexagon, then
the proposition is obvious. For the non-regular case let us assume further without loss of generality that

\[ \alpha(z) = re^{i\phi}z \]

which means that the center of rotation is 0. Therefore we have to show that

\[(z_1 - z_2) + (z_4 - z_2) + (re^{i\phi}z_3 - z_2) = 0.\]

\[re^{i\phi}z_3 - z_2 = re^{i\phi}(z_3 - z_4) = \frac{1}{2}re^{i\phi}\frac{(z_2 - z_3)(z_4 - z_1)}{(z_1 - z_2)} = \]

\[= \frac{1}{2}\frac{(z_2 - z_3)(z_4 - z_1)}{(z_5 - z_4)} = \frac{(z_1 - z_2)(z_3 - z_4)}{(z_5 - z_4)}.\]

To finish the proof we must show that

\[p := (z_1 - z_2)(z_5 - z_4) + (z_3 - z_2)(z_5 - z_4) + (z_1 - z_2)(z_3 - z_4)\]

is zero. The cross-ratio conditions of four successive vertices of \((z_i)\) are equivalent to \(\text{crp}(k) = 0\) for all \(k \in \{0, \ldots, 5\}\), where

\[\text{crp}(k) := (z_k - z_{k+1})(z_{k+2} - z_{k+3}) + \frac{1}{2}(z_{k+1} - z_{k+2})(z_{k+3} - z_k).\]

A computer analysis with Mathematica of the system of algebraic equations

\[
\begin{cases}
\text{crp}(0) = 0 \\
\vdots \\
\text{crp}(5) = 0 \\
p = 0
\end{cases}
\]

in the unknowns \(z_1, \ldots, z_5\) leads to the following equation which can be veryfied by hand by a careful computation:

\[p^2 = \frac{4}{3}\text{crp}(0)\text{crp}(2) - \frac{8}{3}\text{crp}(1)\text{crp}(2) + \frac{4}{3}\text{crp}(1)\text{crp}(3) - \frac{2}{3}\text{crp}(0)p + \frac{4}{3}\text{crp}(1)p + 2\text{crp}(2)p - \frac{4}{3}\text{crp}(3)p + \frac{2}{3}\text{crp}(4)p = 0.\]

Therefore, \(p = 0\). That is what we wanted to show. \(\square\)
3.7 Polygons with vanishing mixed area and discrete minimal surfaces

In this section we discuss the connection between discrete minimal surfaces defined in [5] and those of Definition 3.15.

In smooth differential geometry a minimal surface can be defined as a surface with vanishing mean curvature in each point. A discrete minimal surface in this setting is a mesh where the discrete mean curvature $H_P$ (see Subsection 2.1.3) is zero for all faces $P$ of the mesh. Incidence geometric properties of the polygons with vanishing mixed area were studied in Section 2.3 and [17]. A result of [5] is that two parallel quadrilaterals have vanishing mean curvature if and only if their non-corresponding diagonals are parallel (see Figure 2.2).

According to Proposition 3.9, (v) the non-corresponding diagonals of the quadrilaterals of a conformal hexagon and its dual are parallel. This yields

**Proposition 3.21.** A discrete minimal surface in the sense of Definition 3.15 has vanishing discrete mean curvature and therefore is a discrete minimal surface in the sense of [5].
3.7. VANISHING MIXED AREA AND MINIMAL SURFACES

Remark 3.22. A pair of meshes $\mathcal{M}$ and $\mathcal{M}'$ is called reciprocal parallel, if their combinatorics are dual (correspondences are vertex-face, face-vertex and edge-edge) and corresponding edges are parallel. The connection between the existence of a reciprocal parallel mesh and infinitesimal flexibility was studied in [27].

Proposition 3.9, (v) says that non-corresponding diagonals of conformal hexagons of the quadrilaterals with cross-ratio equal to $-1/2$ are parallel.

From a discrete conformal surface and its dual we can derive two pairs of reciprocal parallel quad meshes by choosing the edges

$$z_2 - z_0 \parallel z_3^* - z_1^* \quad \text{and} \quad z_4 - z_0 \parallel z_3^* - z_5^*$$

Figure 3.11: A pair of dual hexagonal meshes $\mathcal{M}$ and $\mathcal{M}^*$. The mesh $\mathcal{M}$ on the upper side consists of hexagons $(z_i)$ where the union of the vertices $z_0, z_2, z_4$ form a quad mesh $\mathcal{M}$ (dashed). The dual hexagonal mesh $\mathcal{M}^*$ consists of hexagons $(z_i^*)$, where the union of the vertices $z_1^*, z_2^*, z_4^*$ form a quad mesh $\mathcal{M}^*$. According to Remark 3.22 and Proposition 3.9, (v), $\mathcal{M}$ and $\mathcal{M}^*$ are reciprocal parallel.
for the first pair and

\[ z_1 - z_3 \parallel z_0^* - z_2^* \quad \text{and} \quad z_5 - z_3 \parallel z_0^* - z_4^* \]

for the second pair (see Figure 3.11).

### 3.8 Examples of discrete minimal surfaces

As a preparation to the construction of examples, we have to discuss the relation between Christoffel duality and Weierstrass representation. We start with an arbitrary conformal map which is a holomorphic function \( g : U \subset \mathbb{C} \to \mathbb{C} \) where \( g'(z_0) \neq 0 \) for all \( z_0 \in U \). This is a conformal parametrisation of a part of the plane. With the stereographic projection

\[ \Phi(z) := \frac{1}{(|z|^2 + 1)}(2z, |z|^2 - 1) \]

we get

\[ n := \Phi \circ g \]

as a conformal parametrisation of the sphere. By applying the Christoffel duality (Theorem 3.10) to \( n \) we get an isothermic parametrisation \( f^* \) of a minimal surface with

\[ f^*_x = \frac{n_x}{\|n_x\|^2} \quad \text{and} \quad f^*_y = -\frac{n_y}{\|n_y\|^2}. \]

(3.7)

On the other hand we get minimal surfaces \( f \) with the same Gauss image as \( f^* \) via the Weierstrass representation (see e.g. [11]):

**Theorem 3.23 (Weierstrass representation).** For a holomorphic function \( h \) and a meromorphic function \( g \) (with some restrictions) the map

\[ f = \text{Re} \int h \cdot \left( \frac{1}{2}(\frac{1}{g} - g), -\frac{1}{2i}(\frac{1}{g} + g), 1 \right) \]

(3.8)

is a parametrisation of a minimal surface. \( \Phi \circ g \) is the Gauss image of \( f \).

As any holomorphic function \( f(x + iy) \) satisfies

\[ \text{Re}(f') = \frac{\partial}{\partial x} \text{Re} f, \]

Equations (3.7) and (3.8) produce the same result if and only if \( n = \Phi \circ g \) satisfies the condition that \( n_x/\|n_x\|^2 \) equals the integrand in (3.8).
3.8. EXAMPLES OF DISCRETE MINIMAL SURFACES

3.8.1 Examples

For our examples, we start with a circular hexagonal conformal mesh in $\mathbb{C}$ and apply the discrete Christoffel duality to the stereographic projection of the mesh.

Let $\alpha$ and $\beta$ be two similarities which generate a conformal hexagonal mesh as explained in Section 3.6 and choose $z \in \mathbb{C}$ such that $\alpha(z) \neq z \neq \beta(z)$. We call a mesh $\alpha^{m-n} \circ \beta^{2n}(z)$ with $(m, n) \in \mathbb{Z}^2$ a derived quad mesh (Figure 3.12). The derived quad mesh represents a discrete parametrization assigned to the conformal hexagonal surface. We basically distinguish three cases:

(i) Both $\alpha$ and $\beta$ are translations.

(ii) $\alpha$ is a rotation and $\beta$ is a dilation with the same fixed point.

(iii) Both, $\alpha$ and $\beta$ are similarities with the same fixed point but different from a pure translation, rotation, or dilation.

For $(m, n) \in \mathbb{Z}^2$ and after an appropriate change of parameters, the derived quad mesh is of the form $m + in$ in (i), $e^{a(m+in)}$ in (ii), and $e^{(a+ib)(m+in)}$ in (iii), where $a, b \in \mathbb{R}$, $a, b \neq 0$. Therefore the meshes discretize the mappings $z \mapsto z$, $z \mapsto e^{az}$, and $z \mapsto e^{(a+ib)z}$, respectively.
3. CONFORMAL HEXAGONAL MESHES

Figure 3.13: Left: Circular conformal mesh which discretizes $z \mapsto z$. Center: Discrete Gauss image, which is the stereographic projection of the circular conformal mesh. Right: Discrete minimal surface generated as the discrete Christoffel dual of the Gauss image. According to Example 3.24 the hexagonal mesh is a discrete Enneper’s surface.

Figure 3.14: Left: Circular conformal mesh which discretizes $z \mapsto e^{\lambda z}$ ($\lambda > 0$) (a symmetric hexagon, which is Möbius equivalent to a regular one is marked). Center: Discrete Gauss image, which is the stereographic projection of the circular conformal mesh. Right: Discrete minimal surface generated as the discrete Christoffel dual of the Gauss image. Referring to Example 3.25 the hexagonal mesh is a discrete catenoid.
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Example 3.24 (Discrete Enneper’s surface). Letting \( g(z) = z \) and \( h(z) = z \) yields
\[
n(x + iy) = \frac{1}{x^2 + y^2 + 1} (2x, 2y, x^2 + y^2 - 1),
\]
and it is easy to verify that \( n_x/\|n_x\|^2 \) is equal to the real part of the integrand of (3.8). This is exactly the case of Enneper’s surface (see Figures 3.1 and 3.13). We see that Christoffel duality of the regular hexagonal mesh generates a discrete Enneper’s surface.

Example 3.25 (Discrete catenoid). We start with a symmetric hexagon which is Möbius equivalent to a regular hexagon but not itself regular (see Figure 3.14, left and Remark 3.26) and apply Proposition 3.17 to get a circular conformal mesh with rotational symmetry. This mesh discretizes the holomorphic function
\[
g(z) = e^{\lambda z}
\]
with an appropriate choice of \( \lambda > 0 \). We compute \( n(z) = (\Phi \circ g)(z) = \Phi(e^{\lambda z}) \) and see that \( n_x/\|n_x\|^2 \) equals the real part of the integrand of (3.8) for \( h(z) = 1/\lambda = \text{const.} \) The resulting minimal surface is the catenoid (see also §3.8.2). We see that Christoffel duality of a hexagonal mesh with rotational symmetries as described generates a discrete catenoid (see Figures 3.6 and 3.14).

Remark 3.26 (Symmetric conformal hexagons). *There are several ways to construct a symmetric hexagon \((z_i)\), which is Möbius equivalent to a regular
hexagon. We consider a very simple construction where $z_1$ and $\alpha$, which is the angle between $z_1 - z_2$ and $z_5 - z_4$, are given.

The following construction is demonstrated in Figure 3.15. Without loss of generality we choose the hexagon to be symmetric with respect to the real axis of the complex plane. Then $z_5 = \overline{z_1}$.

We consider the Möbius transformation $\gamma_1$ which maps $z_5, 0, z_1$ onto $w_5, w_0, w_1$, where $(w_i)$ is a regular hexagon. Likewise, $\gamma_2$ maps $w_5, w_0, w_1$ onto $w_5, w_2, w_1$. The Möbius transformation $\gamma = \gamma_1^{-1} \circ \gamma_2 \circ \gamma_1$ maps an arbitrary choice of $z_0$ onto a point $z_2$ so that $z_5, z_0, z_1, z_2$ and $w_5, w_0, w_1, w_2$ are Möbius equivalent. Because of the symmetry we have to choose $z_0$ on the real axis. $\gamma(\mathbb{R})$ is a circle. Therefore $z_2$ is one point of the intersection of this circle with the line $\mathbb{R}z_1$.

To construct this circle we consider the image under $\gamma$ of the two special points $\text{Re}(z_1)$ and the point at infinity $z_\infty$ of the complex plane. Because of the cross-ratio condition we get

$$\gamma(\text{Re}(z_1)) = \text{Re}(z_1) + i3 \text{Im}(z_1) \quad \text{and} \quad \gamma(z_\infty) = \text{Re}(z_1) + i\frac{1}{3} \text{Im}(z_1).$$

Because of the symmetry of the Möbius transformation $\gamma$ with respect to the line joining $z_1$ and $z_5$, the above constructed points $\gamma(\text{Re}(z_1))$ and $\gamma(z_\infty)$ form a diameter of the circle. The hexagon $(z_i)$ lies on a circle which completes the construction.

We got now a symmetric hexagon which is also shown in Figure 3.14 left.

3.8.2 Discrete hyperbolic cosine

In this subsection we discuss discretizations of the smooth hyperbolic cosine which provides us with a motivation for the naming of the discrete catenoid of Example 3.25. First, we consider four properties of this smooth trigonometric curve, the first and second also appears in physics:

(i) The catenary is the solution to the problem of describing the curve of an ideal chain hanging in the gravitational field. This leads to the second order ODE (see e.g. [28, III. §11])

$$x'' = c\sqrt{1 + (x')^2}, \quad (3.9)$$
with a constant $c$, which includes the gravitational acceleration and material specifications. The solution to the ODE (3.9) is the catenary

$$x(y) = \frac{1}{c} \cosh(cy + d_1) + d_2$$

with $d_1, d_2 \in \mathbb{R}$.

(ii) The catenoid is the only nontrivial surface of revolution which is a minimal surface (see e.g. [10]). The meridian of this surface, possibly after a change of the parameter, is of the form

$$c \cosh(y/c)$$

for some nonzero real number $c$, when rotating round the $y$-axis. Therefore, the graph of the cosh function appears as the Christoffel dual of the meridian curve $\Phi \circ \exp(x)$ of the unit sphere, where $\Phi$ is the stereographic projection.

(iii) We have the following connection between the length of the catenary and its area under the graph:

**Theorem 3.27.** A curve $(x(y), y)$ in $\mathbb{R}^2$ describes a possibly stretched hyperbolic cosine if and only if for all $y_1, y_2 \in \mathbb{R}$ the equation

$$A = cl$$

holds, where $c$ is a real number, $A$ is the area under the graph and $l$ is the length of the graph, both between the points $y_1$ and $y_2$.

For the proof see [8].

(iv) Let $x(y) = \cosh(y)$ be the radius function of the parallel circuits of a surface of revolution. Then $n(y) = (-\tanh(y), 1/\cosh(y))$ is its Gauss image and $x(y)$ and $n(y)$ fulfills

$$(\log x(y))' = (\log n(y))'.$$

This property is used in [5, Example 1] to define discrete catenoids.

We now turn to the discrete setting and consider polygons $(p_i)_{i \in \{0, \ldots, N\}}$ with $p_i = (p^1_i, p^2_i) \in \mathbb{R}^2$ and segment lengths $l_i = \|p_{i+1} - p_i\|$. There are straightforward discretizations of the above smooth properties of cosh, which can serve as a definition:
(i) The discretization of the catenary is a polygon which fulfills the second order difference equation

\[ \Delta \Delta p_i^1 = c(l_i + l_{i+1}) . \]  

(3.10)

This equation implies a position of equilibrium.

(ii) We consider a planar conformal quadmesh, which is rotational symmetric (see Figure 3.16), project it stereographic to the unit sphere and compute the Christoffel dual according to [4]. The dualized meridian polygons can be seen as a discrete cosh (see also [5, Example 1]).

(iii) A discrete cosh is a polygon which fulfills

\[ A_i = cl_i \]

for all \( i \in \{0, \ldots, N\} \), where \( A_i \) is the area between the line segment \( p_{i+1}p_i \) and the \( y \)-axis.

(iv) The discrete curvature theory of [5] leads to a construction of a discrete catenoid which is described there ([5, Example 1]) and which fulfills the difference equation

\[ \Delta \log p_i^1 = \Delta \log n_i^1 , \]

where \((n_i)\) represents the corresponding meridian polygon on the unit sphere.

Unfortunately, as can be seen from numerical examples, the definitions of the discrete versions of the hyperbolic cosine of (i), (ii), and (iii) are not equivalent. However, we can combine the three cases. We substitute the length \( l_i \) in (i) by \( l_i \) from (iii). Note that the constants are possibly different and therefore they do not cancel. We get

\[ \Delta \Delta p_i^1 = c(A_i + A_{i+1}) \]  

(3.11)

with some constant \( c \). Now we have the following

**Theorem 3.28.** The discrete hyperbolic cosine of (ii) constructed via the discrete Christoffel duality for the quad mesh setting fulfills Equation (3.11).
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Figure 3.16: A planar conformal quad mesh discretizing $e^{\phi}$. The zoom illustrates the sequence (3.12) generated with the similarity $x \mapsto x f_1 / f_0$.

**Proof.** We consider the planar conformal mesh discretizing $e^{\phi}$ and constructed via similarities (see Figure 3.16 and [4]). W.l.o.g. one discrete parameter line $(f_i)_{i \in \{0, \ldots, N\}}$ lies in the $x$-axis and therefore we denote by $f_i$ the $x$ value of this point. Then we have $0 < f_0 < f_1$ and

$$f_i = f_{i-1} \frac{f_1}{f_0}, \quad \text{which implies} \quad f_i = \frac{f_i^i}{f_{i-1}}. \quad (3.12)$$

The stereographic projection to the unit circle in the $xy$-plane, which has the form

$$\Phi(x) = \frac{1}{x^2 + 1} \left(\frac{2x}{x^2 - 1}\right),$$

leads to points $\phi_i = \Phi(f_i)$. Now we compute the discrete Christoffel dual $(p_i)$ of $(\phi_i)$ with the initial value $p_0 = (r, 0)$ (see also Figure 3.17). Then,

$$p_i = p_{i-1} + \frac{\Delta \phi_{i-1}}{||\Delta \phi_{i-1}||^2} \quad (3.13)$$
for all \( i \in \{1, \ldots, N\} \). We set \( a := f_{i-1} \) and \( b := f_i \) and compute

\[
\Delta \phi_{i-1} = \phi_i - \phi_{i-1} = \Phi(b) - \Phi(a)
\]

\[
= \frac{1}{b^2 + 1} \left( \frac{2b}{b^2 - 1} \right) - \frac{1}{a^2 + 1} \left( \frac{2a}{a^2 - 1} \right)
\]

\[
= -\frac{2(a - b)}{(a^2 + 1)(b^2 + 1)} \left( \frac{1 - ab}{a + b} \right)
\]

and its norm

\[
\|\Delta \phi_{i-1}\|^2 = \frac{4(a - b)^2}{(a^2 + 1)(b^2 + 1)},
\]

and get

\[
\Delta p_{i-1} = -\frac{1}{2(a - b)} \left( \frac{1 - ab}{a + b} \right).
\]

An interesting fact is that the \( y \) component \( d \) of \( \Delta p_{i-1} \) is independent of \( i \) because inserting \( f_{i-1+j} \) for \( a \) and \( f_{i+j} \) for \( b \) yields
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\[ d = \frac{f_{i+j} + f_{i-1+j}}{2(f_{i+j} - f_{i-1+j})} = \frac{f_{1}^{i+j} / f_{0}^{i-1+j} + f_{1}^{i-1+j} / f_{0}^{i-2+j}}{2(f_{1}^{i+j} / f_{0}^{i-1+j} - f_{1}^{i-1+j} / f_{0}^{i-2+j})} = \]

\[ = \frac{f_{i} + f_{i-1}}{2(f_{i} - f_{i-1})} = \frac{a + b}{2(b - a)}. \]

Further we compute the second differences

\[ \Delta \Delta p_{i} = -\Delta p_{i-1} + \Delta p_{i} = \frac{1}{2(a - b)} \left( \frac{1 - ab}{a + b} \right) - \frac{1}{2(b - \frac{b^2}{a})} \left( \frac{1 - \frac{b^2}{a}}{b + \frac{b^2}{a}} \right) \]

\[ = \left( \frac{(b^2 + 1)/2b}{0} \right). \]

We recall that \( A_{i} \) denotes the area between the line segment \( p_{i+1}p_{i} \) and the \( y \)-axis and \( d \) is the \( y \) component of this segment. Therefore

\[ A_{i-1} = \frac{p_{i-1}^{1} + p_{i}^{1}}{2} d \quad \text{and} \quad A_{i} = \frac{p_{i}^{1} + p_{i+1}^{1}}{2} d. \]

We choose the initial value \( p_{0} = (r, 0) \) in such a way that

\[ p_{i-1}^{1} = -\frac{b + ab^{2}}{2(a - b)^{2}}. \]

Then, \( p_{i}^{1} = p_{i-1}^{1} + \Delta p_{i-1}^{1} \) and \( p_{i+1}^{1} = p_{i}^{1} + \Delta p_{i}^{1} \). It turns out that \( p_{i}^{1} \) is equal to \( p_{i-1}^{1} \) with \( a \) replaced by \( b \) and \( b \) replaced by \( b^2/a \). And analogous for \( p_{i+1}^{1} \) with \( a \) replaced by \( b^2/a \) and \( b \) replaced by \( b^3/a^2 \). This mean that the choice of that special \( r \) is independent of \( i \). Therefore

\[ p_{i}^{1} = -\frac{a + ab^{2}}{2(a - b)^{2}} \quad \text{and} \quad p_{i+1}^{1} = -\frac{a^{2} + b^{4}}{2b(a - b)^{2}} \]

and further

\[ A_{i-1} + A_{i} = \frac{(a + b)^{3}(1 + b^{2})}{8b(a - b)^{3}}. \]

Now we can compute the factor \( c \) of Equation (3.11)

\[ c = \frac{\Delta \Delta p_{1}^{1}}{(A_{i} + A_{i+1})} = \frac{4(a - b)^{3}}{(a + b)^{3}}, \]

which is independent of transformations of the form \( a \) replacing by \( b^{i}/a^{i-1} \) and \( b \) replacing by \( b^{i+1}/a^{i} \). Therefore \( c \) is independent of \( i \). \( \square \)
The last theorem is a result for the discrete cosh function appearing as the Christoffel dual of a meridian polygon in the setting of quad meshes. However, since we want to give a motivation for the hexagonal case (see Example 3.25) with the appropriate duality construction (see Definition 3.8), additional considerations are necessary. Our goal is to interpret the polygonal line indicated in Figure 3.18 as discrete hyperbolic cosine. Because of the coefficients appearing in Definition 3.8 and Proposition 3.9 the dual construction of (3.13) must be modified as follows:

\[ p_i = \begin{cases} 
  p_{i-1} + 2 \frac{\Delta \phi_{i-1}}{\| \Delta \phi_{i-1} \|^2} & \text{for } i \text{ even}, \\
  p_{i-1} + 3 \frac{\Delta \phi_{i-1}}{\| \Delta \phi_{i-1} \|^2} & \text{for } i \text{ odd}.
\end{cases} \]

Also the sequence (3.12) changes into \( 0 < f_0 < f_2 \) and

\[ f_i = \begin{cases} 
  f_{i-2} \frac{f_2}{f_0} & \text{for } i \text{ even}, \\
  \lambda f_{i+1} + (1 - \lambda)f_{i-1} & \text{for } i \text{ odd}.
\end{cases} \]

with some \( \lambda \in (0, 1) \). With this changed notions Theorem 3.28 modifies to the conjecture...
The discrete hyperbolic cosine constructed via the discrete Christoffel duality in the hexagonal setting fulfills

\[ \Delta \Delta p_i^1 = \begin{cases} c_1 A_i + c_2 A_{i+1} & \text{for } i \text{ even}, \\ c_2 A_i + c_1 A_{i+1} & \text{for } i \text{ odd}, \end{cases} \]

where \( c_1 \) and \( c_2 \) are independent from \( i \).

The proof of this conjecture appears to be much more complex than the proof of Theorem 3.28, such that we can only provide verifications for a list of examples with the help of a computer. The following program was written in Mathematica. Note that in the list of examples all entries of the form \( r[i] - r[0] \) are all zero, which is expected and which supports the conjecture.

```plaintext
f[i_/;EvenQ[i]] := f[i - 2]*f[2]/f[0]
f[i_/;OddQ[i]] := la*f[i + 1] + (1 - la)*f[i - 1]
st[x_] := 1/(x^2 + 1)*{2*x, x^2 - 1}
s[i_] := st[f[i]]
p[0] := {r, 0}
p[i_/;EvenQ[i]] :=
    p[i - 1] + 2*(s[i] - s[i - 1])/Norm[s[i] - s[i - 1]]^2
p[i_/;OddQ[i]] :=
    p[i - 1] + 3*(s[i] - s[i - 1])/Norm[s[i] - s[i - 1]]^2
p1[i_] := p[i + 1][[1]] - 2*p[i + 1][[1]] + p[i][[1]]
d[i_] := p[i + 1][[2]] - p[i][[2]]
A[i_] := (p[i + 1][[1]] + p[i][[1]])/2*d[i]
AA[i_/;EvenQ[i]] := c*A[i + 1] + A[i]
AA[i_/;OddQ[i]] := A[i + 1] + c*A[i]
gl[i_] := (p1[i]/AA[i])/(p1[i + 1]/AA[i + 1])

For[i = 0, i < 5, i++,

{ f[0] = Random[Integer, {1, 1000}],
  f[2] = f[0] + Random[Integer, {1, 100}],
  la = 1/Random[Integer, {2, 100}],
  Lc = Flatten[Solve[{gl[0] == 1, gl[1] == 1}, c, r]],
  ggl[i_] = gl[i] /. Lc,
  Lr = Flatten[Solve[ggl[j] == 1, r]],
  rrr = r /. Lr,
  For[j = 0, j < 4, j++,
```
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\{ 
  \text{ii} = \text{Random}[\text{Integer}, \{0, 100\}], 
  \text{Lr} = \text{Flatten}[\text{Solve}[\text{ggl}[\text{ii}] == 1, \text{r}]], 
  \text{rr} = \text{r} /. \text{Lr}, 
  \text{Print}["f[0]=", f[0], " f[2]=", f[2], " la="\text{la}, " r[", \text{ii}, 
  ", r[0]="\text{rr}-\text{rrr}]] 
\}

\text{f[0]=111 f[2]=116 la=1/99 r[46]-r[0]=0} 
\text{f[0]=111 f[2]=116 la=1/99 r[63]-r[0]=0} 
\text{f[0]=111 f[2]=116 la=1/99 r[45]-r[0]=0} 
\text{f[0]=467 f[2]=567 la=1/78 r[70]-r[0]=0} 
\text{f[0]=467 f[2]=567 la=1/78 r[8]-r[0]=0} 
\text{f[0]=467 f[2]=567 la=1/78 r[48]-r[0]=0} 
\text{f[0]=467 f[2]=567 la=1/78 r[13]-r[0]=0} 
\text{f[0]=666 f[2]=711 la=1/32 r[30]-r[0]=0} 
\text{f[0]=666 f[2]=711 la=1/32 r[84]-r[0]=0} 
\text{f[0]=666 f[2]=711 la=1/32 r[58]-r[0]=0} 
\text{f[0]=666 f[2]=711 la=1/32 r[69]-r[0]=0} 
\text{f[0]=26 f[2]=80 la=1/94 r[36]-r[0]=0} 
\text{f[0]=26 f[2]=80 la=1/94 r[76]-r[0]=0} 
\text{f[0]=26 f[2]=80 la=1/94 r[56]-r[0]=0} 
\text{f[0]=109 f[2]=137 la=1/17 r[21]-r[0]=0} 
\text{f[0]=109 f[2]=137 la=1/17 r[51]-r[0]=0} 
\text{f[0]=109 f[2]=137 la=1/17 r[16]-r[0]=0} 
\text{f[0]=109 f[2]=137 la=1/17 r[89]-r[0]=0} 

\textbf{Example 3.29 (Helical surface).} We start with an arbitrary hexagon, which is not regular, but Möbius equivalent to a regular hexagon. We apply Proposition 3.17 to get a mesh which discretizes the function

\[ g(z) = e^{a z}, \]

where \( a \in \mathbb{C} \setminus \{0\} \) (see Figure 3.19, left). With \( h(z) = 1/a \) it is easy to verify that \( n_x/\|n_x\|^2 \) equals the real part of the integrand of (3.8). For \( a \in \mathbb{R} \) we obtain the catenoid (see Example 3.25) and for \( a \in i\mathbb{R} \) we obtain the helicoid and especially for \( a = i \) the helicoid with the parametrization

\[ f(x, y) = (\sin(x) \sinh(y), \cos(x) \sinh(y), x). \]
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Figure 3.19: Left: Circular conformal mesh $\mathcal{M}$ which discretizes $z \mapsto e^{az}$ ($a \in \mathbb{C} \setminus (\mathbb{R} \cup i\mathbb{R})$). According to Proposition 3.17 we start with an arbitrary hexagon which is Möbius equivalent to a regular hexagon and apply similarities. Here the mesh $\mathcal{M}$ overlaps itself (multi-valued function). Right: Stereographic projection of the mesh $\mathcal{M}$.

Figure 3.20: A discrete minimal surface which discretizes the smooth helical surface given by (3.14). The corresponding Gauss image is shown by Figure 3.19, right.
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Figure 3.21: Each hexagon \((z_i)\), which is Möbius equivalent to a regular one (left) can be dualized in three different ways, by interchanging the coefficients 2 and \(-1\) in the discrete dual construction (Definition 3.8). Two of them, \((z_i^*)\) and \((\tilde{z}_i^*)\) are illustrated here. The linear combination \(1/3z_i^* + 2/3\tilde{z}_i^*\) yields a quadrilateral.

For \(a = a_1 + ia_2\) \((a_1, a_2 \neq 0)\) we get the surface

\[
f(u, v) = D_{\omega u} \cdot D_{\alpha v} \begin{pmatrix} \frac{(-a_1^2 + a_2^2)/(a\bar{a})^2 \cosh v}{2a_1a_2/(a\bar{a})^2 \sinh v} \\ 0 \end{pmatrix} + \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \tag{3.14}
\]

where \(D_t\) is the rotation matrix for rotation around the \(z\)-axis by an angle of \(t\), \(\omega = a\bar{a}/(2a_1a_2)\) and \(\alpha = (a_2^2 - a_1^2)/(2a_1a_2)\). We see that this is a helical surface too.

The Christoffel dual of the considered hexagonal mesh generates a discrete minimal surface illustrated in Figure 3.20.

**Example 3.30** (Associated family, helicoid). The spherical hexagonal mesh of Example 3.25 can be dualized in yet another way. We interchange the coefficients 2 and \(-1\) in the discrete dual construction and get a helical surface. The edges of all faces of this mesh are parallel to the corresponding edges of the catenoid given in Example 3.25. Linear combinations of these two discrete surfaces give all members of the associated family of this minimal surface. A special combination yields a quad mesh which discretizes the helicoid (see Figures 3.8.2 and 3.21).
Figure 3.22: Linear combinations of parallel meshes, where one is a discrete catenoid and the second is a discrete helical surface are members of the corresponding associated family of minimal surfaces. Special combinations can lead to quad meshes (see Figure 3.21 on page 74). The case illustrated here is in fact a discrete helicoid, which means that it discretizes a surface generated by the helical motion of a straight line which orthogonally intersects the helical axis (see Example 3.30).
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