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Abstract

In digital environments such as electronic journals, �nding context speci�c and

task related information is a big challenge, simply due to the availability of the

huge amounts of data. There are some of techniques to provide the intended in-

formation to users of digital communities (e-communities). However, all available

techniques have some inherent problems. Thus, users are often frustrated.

This dissertation de�nes and implements a framework where most related in-

formation resources are linked and provided to users in a timely fashion. The

framework of linking is composed of three sub-processes as follows: (i) discov-

ering most relevant resources for linking, (ii) linking related resources, and (iii)

supplying discovered and linked information to the users.

The relevant information resources are discovered using new techniques, mainly

of heuristic nature. The proposed techniques often outperform existing ones and

are able to discover highly relevant resources more e�ectively. Existing resources

are annotated with links to the newly discovered resources. The resources discov-

ered are supplied to users based on the users' local context and task at hand.

For a digital journal, this framework contributes in the following four areas:

(i) Finding most related papers from multiple sources, (ii) Discovering and visual-

izing the relationships between experts, (iii) Linking digital journals with digital

libraries maintained by some community leading to serendipitous discoveries of

other relevant resources, and (iv) harvesting pertinent resources from Linked Data

and hence helping the users e�ciently.

The dissertation starts by summarizing the state-of-the-art in the �eld. It

proposes and implements new techniques and heuristics which prove to be better

than existing approaches. For example, the newly developed citation mining

technique is able to overcome limitation of Google Scholar, CiteSeer and the ISI

web of knowledge.

The heuristics for acquiring information from the Web can reduce the num-

ber of choices from millions to a few related resources for users; based on a

multi-faceted approach, the expertise mining technique is able to rank experts

for scholarly e-community more accurately.
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The interlinking of digital journals with other digital libraries provides a plat-

form for discovering newly evolving �elds and concepts. Linking digital journals

with semantic resources (Linked Data), using a concept aggregation framework

provides a coherent view of informational aspects of authors in one place.

The �ndings of this research have been implemented for a digital journal which

is known as Journal of Universal Computer Science step by step since 2007, and

are now either in productive or prototype use.



Zusammenfassung

In digitalen Bibliotheken von z.B. Zeitschriften ist das Au�nden von kontextspezi-

�schen Zusammenhängen und aufgabenorientierten Informationen durch die riesi-

gen Datenmengen eine groÿe Herausforderung. Es gibt eine Reihe von Techniken,

um Informationen für die Nutzer von "Digital Communities" (E-Communities)

zur Verfügung zu stellen. Aber alle verfügbaren Techniken und Methoden haben

spezi�sche Probleme. Durch diese ist es oft schwierig, ohne sehr viel manuellen

Aufwand die gewünschten Informationen zu �nden.

Diese Dissertation stellt ein System vor, welches die relevantesten Informa-

tionsquellen miteinander verbindet und den Benutzern rechtzeitig zur Verfügung

stellt. Dieses System besteht aus drei Modulen: (1) Ermittlung der wichtigsten

Ressourcen für die Verknüpfung, (2) Verknüpfung von relevanten Ressourcen, und

(3) Bereitstellen der ermittelten und verknüpften Informationen für den Benutzer.

Die relevanten Informationsquellen werden mit neuen Techniken und Heuris-

tiken ermittelt. Diese Verfahren haben sich in bestimmten Szenarien als e�zienter

als bekannte Ansätze herausgestellt und konnten hochrelevante Ressourcen e�ek-

tiver ermitteln. Die vorhandenen Ressourcen werden mit den Links zu den neu

entdeckten Ressourcen versehen. Die entdeckten Ressourcen werden dem Be-

nutzer präsentiert, und zwar angepasst an den lokalen Kontext und die aktuelle

Aufgabe angepasst.

Für digitale Zeitschriften ergibt dies Vorteile in vier Bereichen dar: (1) Die rel-

evantesten Verö�entlichungen werden aus verschiedenen Quellen ermittelt; (2) Ex-

perten werden ermittelt und Gruppen von Experten entsprechend visualisiert; (3)

Digitale Zeitschriften werden mit digitalen Bibliotheken zur weiteren Recherche

verknüpft; (4) wichtigen Ressourcen werden aus dem verknüpften Material zusam-

mengetragen.

Diese Dissertation beschreibt zunächst den gegenwärtigen Stand der Forschung

in diesem Aufgabenbereich. Dann werden innovative Techniken und Heuristiken

vorgeschlagen und implementiert. So wurde zum Beispiel die neu entwickelte

Citation-Mining-Technologie entwickelt, welche in der Lage ist, manche Grenzen

k



von Google Scholar, CiteSeer und dem ISI Web of Knowledge zu überwinden.

Die Heuristiken für den Erwerb von Informationen aus dem Internet verringern

die dem Benutzer zur Verfügung stehenden Quellen von mehreren Millionen auf

einige wenige, hochrelevante. Basierend auf diesem vielschichtigen Ansatz wurde

die Expert-Mining-Technologie zur Einschätzung der Qualität von Experten in

wissenschaftlichen digitalen Communities entwickelt.

Die Vernetzung von digitalen Zeitschriften mit gemeinschaftlich verwalteten

digitalen Bibliotheken stellt eine Plattform zur Verfügung, um aktuelle und in

Entwicklung be�ndliche Forschungsgebiete besser verfolgen zu können. Durch die

Verknüpfung von digitalen Zeitschriften mit semantischen Ressourcen (Linked

Data) kann das Concept Aggregation Framework einen kohärenten Blickwinkel

auf die Informationsbedürfnisse eines Autors bieten. Die Forschungsergebnisse

dieser Dissertation wurden für die digitale Zeitschrift Journal of Universal Com-

puter Science umgesetzt. Dieses System wurde ab 2007 nach und nach in Betrieb

genommen.
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Chapter 1

Introduction

This chapter gives a short overview of the history of digital libraries, their impor-

tance and current challenges. Furthermore, it describes the objective, motivations

and contributions of the thesis to the �eld of digital libraries.

This chapter is divided into four sections. The �rst section describes the

history of digital libraries. In the second section, terminologies used in this thesis

are discussed. Current research trends and challenges related to digital libraries

are listed in the third section. The objectives, motivations and contributions of

the thesis are discussed in the forth section. The overview of the structure of the

thesis is presented thereafter.

1.1 History

Before starting to discuss aspects of modern digital libraries, it is useful to mention

ideas in the past. Many ideas that are now starting to be accepted go back a

surprisingly long time. Thus, the �eld of digital libraries is much older than one

might think at a �rst glance. It has undergone an incremental progress with

the contributions of numerous people. Some of them remain prominent because

their ideas have inspired future generations. Among the number of outstanding

scholars, Vannevar Bush, J. C. R. Licklider and Ted Nelson are worth mentioning

here. Now we will cite some key notions related to the scope of this thesis from the

aforementioned scholars. Subsequently, we will mention how di�erent prototypes

and real systems came into existence. This also highlights the vision of digital

libraries and sheds deeper insights about "what we should have" and "what we

actually have".

When World War II was near its end, Vannevar Bush, the former director of

the wartime o�ce of Scienti�c Research and Development, wished that scientists

1



2 CHAPTER 1. INTRODUCTION

shift their energies from war e�ort to the process of constructing a huge repository

of human knowledge. According to Bush, this repository should be made acces-

sible to scienti�c community and provide extended functionalities that were not

common at that time. In his historical paper published in The Atlantic Monthly

in 1945 entitled "As we May Think" [Bush 1945], he described one of the uncon-

ventional library systems called "memex". The Infostructure he described paved

the way for Hypertext and helped in the realization of what we now know as the

Internet. Bush described the term "record" as follows:

"A record if it is to be useful to science must be continuously extended, it must

be stored, and above all it must be consulted".

The dynamic nature of a record is obvious from the aforementioned statement.

The record must remain up-to-date and needs to be extended. A record must not

be interpreted as the term used in the �eld of databases where "record" refers to

a single entry. However, here "record" means object or resource stored in digital

libraries. We will refer to this term as "information object" hereafter.

In the 1960s, several people at the Massachusetts Institute of Technology

(MIT) investigated the power of modern digital computing and studied how it

could transform libraries of that time. One of the prominent scholars was J. C.

R. Licklider. Although the main concern of both Bush and Licklider was the

literature of science, Licklider focused on the advent of modern computing. Thus,

he predicted upcoming trends that have subsequently occurred [Arms 2000].

In 1965, Licklider wrote a book entitled "The Library of the Future". Unfor-

tunately, this book is not available on the internet and is less famous than the

article published by Bush. Licklider explained the required research and devel-

opment needed to construct a really functional digital library. Although digital

computing was not so powerful at that time, he yet predicted the developments

which could be made in the next thirty years. In 1994, the predictions proved ex-

tremely perfect as an overall vision. Generally, Licklider expected less about what

would be achieved by using large amounts of cheap computer power, and expected

more about how much developments could be made from Arti�cial Intelligence

(AI) and Natural Language Processing (NLP) [Arms 2000].

Another famous scholar in the �eld of digital libraries is Theodor Holm Nelson,

shortly known as Ted Nelson. He explained a special logic structure for a world of

universal digital media, where digital media can be annotated freely, viewed and

linked side-by-side. Today's World Wide Web is only a partial implementation of

his overall vision. He coined the term Hypertext [Nelson 1965]:

"Let me introduce the word "hypertext" to mean a body of written or pictorial

material interconnected in such a complex way that it could not conveniently be
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presented or represented on paper. It may contain summaries, or maps of its con-

tents and their interrelations; it may contain annotations, additions and footnotes

from scholars who have examined it. Let me suggest that such an object and sys-

tem, properly designed and administered, could have great potential for education,

increasing the student's range of choices, his sense of freedom, his motivation,

and his intellectual grasp".

To fully realize the overall vision, Nelson dreamed of a visionary project called

Xanadu® [Xanadu 2009]. This project was started in the 60's and is still under

the process of development. In 1998, the source code of Xanadu was released as

project Udanax and in 2007, an initial working system called XanaduSpace 1.0

was released [Nelson et al. 2007].

Although ideas for managing world's digital media were �oating since 1945

yet there was no real implementation of a working system. Douglas Engelbart,

the inventor of the mouse, was another independent researcher who invented the

computer-based hypertext system. In the 50s, Engelbart started thinking in dif-

ferent directions how to enhance human intellect with computers. Early in the

60s, he began building what became NLS (oNLine System), one of the �rst two

computer-based hypertext systems. The online demo of the system is available in

[Engelbart, 1968].

Andy van Dam and his colleagues at Brown University developed three no-

table hypertext systems: HES [Carmody et al. 1969], FRESS [DeRose and Dam

1999], and Intermedia [Yankelovich et al. 1987]. Andy van Dam working with his

friend Ted Nelson developed the mid 60's system called HES (Hypertext Editing

System). HES was originally going to be built on Ted's hypertext vision, but the

project turned to an emphasis on printout and formatting, and can be seen as a

prototype of the word digital systems of today. After meeting with Douglas En-

gelbart, Andy van Dam developed in the late 60's, a system called FRESS (File

Retrieval and Editing System). FRESS was sponsored by a National Endowment

for the Humanities and was used for over two decades at Brown University for

personal hypertext libraries and courses. In the 1980s, Norm Meyrowitz, after

collaborating with Andy Van Dam developed Intermedia. Intermedia was proba-

bly the best-realized and most sophisticated hypertext system of the mid-eighties.

This system was used extensively in Brown University classes in a variety of topics.

In his presentation, at Ars Electronica 2009 entitled "Before the Internet",

Hermann Maurer explained the precursor activities of the Web [Maurer 2009]. In

Europe, it all started with interactive Videotex. Videotex was based on the simple

observation that most families have a TV set and a telephone. The idea was to use

network of computers (servers) for information/services, to get access via phone

and modem. A decoder connects to TV as display device and remote control serves

as input device. The idea was proposed by Sam Fedida, British Telecom, in 1976
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under name PRESTEL which was then known as interactive videotex. In Austria

(1979-1982), Maurer and Posch decided to develop a Z80 based color graphics

computer called MUPID [Maurer and Posch 1982] [Maurer 1982]. MUPID stands

for Multipurpose Universally Programmable Intelligent Decoder. MUPID was

useable as full-�edged personal computer since it allowed to download what was

then called "telesoftware", today known as "JAVA Applets". More than 50, 000

MUPIDs were produced in Austria during 1982-1989. The networked learning

was already available in 1986 as 500 hours of "COSTOC" lessons using MUPID.

The MUPID system was pushed out by PCs and the WWW.

In the mid-end 80's, a number of attempts to use the emerging Internet as a

basis for networked systems started. Three of the systems are worth mentioning

here: Gopher, Hyper-G and WWW. The development of all of three mentioned

systems took place simultaneously. In 1990, Tim Berners-Lee and Robert Cail-

liau made a proposal titled "Information Management: A Proposal" at CERN.

This proposal aimed at managing the distribution of physics documents rather

than creating an interactive medium for managing human knowledge. The pro-

posal was accepted by the director Mike Sendall and work started. Meanwhile,

Hermann Maurer and Ivan Tomek laid the basis for Hyper-G [Maurer and Tomek

1990]. The Hyper-G system was inspired from the ideas of Ted Nelson and the aim

was to make a real hypertext system. At that time Mark McCahill was making

his e�orts in the development of a TCP/IP protocol for distributing, searching,

and retrieving documents over the Internet which became the basis for Gopher

system. The Gopher combined document hierarchies with collections of services,

including WAIS, the Archie and Veronica search engines, and gateways to other

information systems such as ftp and Usenet. In 1991, The Gopher server was

released by Mark McCahill and his colleagues at the University of Minnesota.

In the same year (1991), the �rst WWW server was released at CERN [Cailliau

2006] and the �rst Hyper-G application was released in Graz [Maurer 1996]. In

1993, a group at Illinois University wrote the �rst Web-client called "Mosaic"

which popularized the Web and started a boom in 1994. The complete version

of Hyper-G system was released in 1994. However, the developers of Mosaic im-

plemented only a subset of the hypertext-model de�ned by Nelson [Nelson 1965].

The ideas of bi-directional links, annotations and document version management

were not incorporated in the design of the Web because the development was

originally for a one way distribution of physics documents with limited function-

ality. Therefore, it is now almost impossible for users to make annotations to the

documents stored on web-servers. This, however, may be achieved by extending

the standard implementations. The ideas described in the hypertext-model such

as: bi-directional links, integrated metadata management, links management and

information clusters were implemented in the Hyper-G system [Maurer 1996]. In

view of the fact that the de�ned features are essential for a rather practical digital



1.2. A NOTE ON TERMINOLOGY 5

library, Hyper-G technology was opted instead of simple web-server technology to

host a digital journal "Journal of Universal Computer Science" (J. UCS) [Calude

et al 1994]. J. UCS is explained in details in section 1.2.4.

Some of the largest electronic libraries are libraries of learning modules such as

in the ARIADNE project by Eric Duval, one of the most successful early projects

started in 1996 and still growing [ARIADNE 2009]. The core of the ARIADNE

infrastructure is a distributed network of learning repositories called Knowledge

Pool System (KPS) which has actively been used in academic and corporate

already for a considerable time.

1.2 A Note on Terminology

This section explains basic terminologies used in this dissertation.

1.2.1 Digital Library

The terms Electronic or Virtual library are often used synonymously for the term

digital library. There is no standard de�nition of "digital library" because people

from di�erent disciplines are working in this �eld. As a result, di�erent jargons

are used for the same meaning. To understand digital library as an overall vision,

various de�nitions of the term belonging to di�erent contexts, disciplines and un-

derstandings are summarized here. As illustrated in the following de�nition, it is

not easy to de�ne the term digital library. In the 1990's, there were many initia-

tives started in the development of digital libraries. Edward A. Fox [Fox 1993]

prepared a Source Book on digital libraries for the National Science Foundation

and concluded the following:

"One group was supposed to de�ne the library. It came back with a statement

that a digital library is a distributed technology environment which dramatically

reduces barriers to the creation, dissemination, manipulation, storage, integration

and reuse of information by individuals and groups. They suggested the national

initiative should contain some speci�c testbed projects, but gave no guidance on

what these should be. In other words, they not only failed to de�ne the collection,

they didn't really even describe the system that would hold it".

In 1995, the Association of Research Library recapitulated the de�nitions of

a digital library as given below [Association of Research Library 1995]:

� A digital library is not a single entity

� A digital library requires technology to link the resources of many digital

libraries
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� Linkages between the many digital libraries and information services are

transparent to the end users

� Universal access to digital libraries and information services is a goal

� Digital library collections are not limited to document surrogates: they ex-

tend to digital artifacts that cannot be represented or distributed in printed

formats

There are two main streams of communities working in the area of digital

library 1) research community and 2) practice community. In the research com-

munity, most of the members who have a computer science background are focused

on the experimentation and developmental research to deal with technology ap-

plications in various areas. Although there is a perception that this research will

result in working and functional digital libraries yet the objective is not connected

to the concrete operations but to research. On the other hand, the practice com-

munity is focused on building operational digital libraries, maintenance of digital

libraries, and providing services to users. The approach is extremely practical

with less research work involved [Saracevic 2000].

There exists no standard de�nition of digital libraries for research community.

The following represents the closest summary of the approaches adopted by the

research community as proposed by [Lesk 1997].

"Digital Libraries are organized collection of digital information. They com-

bine the structure and gathering of information which libraries and archives have

always done, with the digital representation that computer have made possible".

The Digital Library Foundation (DLF) is an organization in the United States

which was formed in 1995 and which represents the practical community. The

declared objective of DLF is "to establish the conditions necessary for the cre-

ation, maintenance, expansion, and preservation of a distributed collection of dig-

ital materials accessible to the scholars and the wider public" [DLF 1998]. After

substantial e�orts, the DLF agreed on a working de�nition of a digital library,

denoting a de�nition of the practice community.

"Digital Libraries are organization that provide the resources, including the

specialized sta�, to select, structure, o�er intellectual access to, interpret, dis-

tribute, preserve the integrity of, and ensure the persistence over time of collec-

tions of digital works so that they are readily and economically available for use

by a de�ned community or set of communities." [DLF 1998].



1.2. A NOTE ON TERMINOLOGY 7

In 1999, Borgman [Borgman 1999] presented a complex de�nition of digital

libraries which included extensive discussions. This de�nition can be treated as a

bridge between research community and practical community as stated below:

� Digital Libraries are set of electronic resources and associated technical ca-

pabilities for creating, searching, and using information ... they are an ex-

tension and enhancement of information storage and retrieval systems that

manipulate digital data in any medium ...The content of digital libraries

includes data, [and] metadata ...

� Digital libraries are constructed, collected, and organized, by (and for) a

community of users and their functional capabilities support the information

needs and uses for that community.

In 2000, William Y. Arms provides an informal de�nition of digital libraries

as follows:

"A digital library is managed collection of information, with associated ser-

vices, where the information is stored in digital formats and accessible over the

network. The crucial part of this de�nition is that the information is managed"

[Arms 2000].

European Commission, in the frame of the Information Society Technologies

Programme (IST), founded a Network of Excellence on Digital Libraries known as

DELOS. The DELOS network is focused on the incorporation and organization

of ongoing research activities of the major European teams working in Digital

Library or in associated areas with the objective of developing the next generation

Digital Library technologies [DELOS 2009].

In 2007, DELOS prepared a Digital Library Reference Model and de�ned the

term Digital Library as follows:

"An organization, which might be virtual, that comprehensively collects, man-

ages and preserves for the long term rich digital content, and o�ers to its user

communities specialized functionality on that content, of measurable quality and

according to codi�ed policies". [Candela et al. 2007].

The Association for Computer Machinery categorized Digital Libraries (H.3.7)

as a specialization of Information Storage and Retrieval (H.3) in Information

Systems (H) [ACM-CCS 1998].
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1.2.2 Information Object

Digital libraries archive, process, maintain, and deliver di�erent kinds of resources

including text, audio, video, metadata, annotations, 3D scenes, interactive con-

tents, and geographical data etc. The metadata was part of Hyper-G system

when it was de�ned in 1991 [Maurer 1996] but it was only taken up much later

by Dublin Core [Dublin Core Metadata Initiative 2001], and has only started to

be considered important recently. The ARIADNE project described above also

uses metadata for learning objects to share and reuse information [Duval 2000a]

[Duval 2000b]. There exists no standard term for the resources stored in a digital

library. [Arms 2000] suggests material or item, but di�erent terms like electronic

document, entity or object can be found in the literature. DELOS recently de-

scribed it as content where content is de�ned as an umbrella concept used to

aggregate all forms of information objects that a Digital Library collects, man-

ages and delivers. [Candela et al 2007]. In this thesis, we will refer to this term

as information object.

1.2.3 Electronic Publishing

According to Alliance for Telecommunications Industry Solutions [ATIS 2000],

electronic publishing is "the process of creating messages, distributing them, and

reproducing them entirely online, often with a capability for feedback. Note: Unlike

desktop publishing, electronic publishing does not usually generate hard copy."

Schmaranz also describes the term 'Electronic Publishing' [Schmaranz 1998].

Electronic Publishing is seen as a kind of "Electronic Paperware", that is the

content of the documents is mostly text-based and non-interactive. There are

numerous advantages of electronic publishing over traditional publishing including

searching and hyperlinks. Any type of document can be published and further

navigational capabilities can be incorporated by hypermedia systems. Schmaranz

entitles this approach as dynamic interactive hypermedia publishing [Schmaranz

1998].

Hitchcock [Hitchcock 2002] discussed di�erent perspectives in electronic pub-

lishing. According to his analysis, there exist two views on electronic publishing:

one view can be described as publishing with the help of new technology [Gra-

ham 2001]; the other one is to treat the media incorporation of modern technology

or 'Multimedia'. According to Hitchcock, both views misinterpret the impact of

modern technology on the published product. In reality, the product is experi-

enced by the end users rather than the publishers. According to users' concerns,

electronic publishing primarily in the form of networked publishing on the in-

ternet, and World Wide Web-based publishing, will be publishing reinvented.

Online publishing eliminates the restriction of physically packaged products such

as books, journals and CD-ROMs.
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1.2.4 Electronic Journals

Electronic journals publish manuscripts online and o�er indexing, searching, inter-

active visualizations to users, and a number of functionalities. Online publishing

has reduced the price of journals signi�cantly as well as it has made searching

easy for its users. The published output of the worldwide scholarly community

has risen exponentially. Odlyzko [Odlyzko 1994] has shown the e�ect in the �eld of

mathematics where over a period of more than a century the number of published

papers annually doubled every 20 years, but after World War II that doubling

happened every 10 years. One of the reasons for having electronic journals is this

information overload. This huge information need to be processed at lower cost

[Odlyzko 1998]. This is why electronic journals progressed so fast. If we look at

the history of scienti�c journals, the �rst one appeared in 1665 in London (Philo-

sophical Transactions of the Royal Society of London) and Paris (LeJournal des

Scavans) simultaneously [Guedon 2001]. Therefore, the publication of the �rst

journal took about 200 years since the invention of print, while it took only 20

years to get �rst electronic journal since such a possibility was discussed [Senders

1977]. According to a survey [Hitchcock 2002], at the end of 1995, there were only

100 peer-reviewed electronic journals and in the year 2001, there were more than

10,000 available electronic journals.

The possibility of making this huge repository accessible to all scienti�c com-

munity was discussed in [Marchionini and Maurer 1995]. This was followed by

an open access movement [Roberts et al 2001]. Before this movement, readers

had to pay subscription fee to access human knowledge. But it was argued by

[Marchionini and Maurer 1995] [Roberts et al 2001] to make scienti�c knowledge

accessible to all users of the Web free of charge. With this movement, open access

journals have subsequently emerged. The Journal of Universal Computer Science

[J. UCS 1994] is one of them and is explained in details in the next paragraph.

However, the open access is not an ideal situation as there is a danger that low

quality manuscripts are accepted to make money from authors. The belief that

all can be done without money at high quality is just not correct. Someone hast

to pay, the reader, the author, or some institution. The high quality material

needs an e�ort that has to be �nanced. In the case of J.UCS, di�erent institu-

tions contribute to its survival, but there is a danger that open access journals

may su�er when no such funding is available.

The Journal of Universal Computer Science (J.UCS) is a high-quality elec-

tronic publication that deals with all aspects of Computer Science [Calude et al.

1994]. J. UCS has been appearing monthly since 1995 with uninterrupted pub-

lications. According to the survey paper on electronic journals [Liew and Foo

2001], J.UCS has incorporated innovative features such as the enabling of seman-

tic and extended search and its annotative and collaborative features. It was one

of the �rst electronic published journals to have implemented features such as
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personal and public annotations, multi-format publications, multi-categorization,

etc. These features have made J.UCS a rather unique electronic journal. Readers

of such high-quality electronic journals expect and anticipate highly sophisticated

features, such as automatic reference analysis, similarity search between docu-

ments and other features using knowledge management technology [Krottmaier

2003]. Some of the features mentioned are included in the scope of this thesis as

explained in section 1.4.2.

1.3 Research Trends and Challenges in Digital Libraries

The growth of digital information has increased exponentially. It has become a

challenge to manage the huge quantity of information e�ciently without having a

real implementation of original hypertext-model. As the information objects are

not annotated and do not contain bi-directional links, it is very di�cult to �nd

context speci�c information related to user local context. Although the intended

information exists, the users battle the problem of �nding context speci�c infor-

mation. To judge how much new information is produced every year, we need to

look at the statistics from the following research study.

The study [Lyman and Varian 2003] was performed by the faculty and stu-

dents at the School of Information Management and Systems at the University

of California at Berkeley in the year 2000 and was revised in the year 2003. The

study sets to �nd how much digital information is produced every year. Accord-

ing to statistics presented in the study, nearly 5 exabytes of unique information

are produced every year worldwide, which is around 800 megabytes per person

living in the world. An exabyte is equivalent to billion gigabytes. More than 90%

of this abundant annual output is stored digitally. No more than 0.01% of this

information is stored in printed form. Little of this information is made available

through Digital Library collections [DELOS 2001].

Some visionary ideas and challenges in Digital Libraries related to teaching and

learning have been pointed out in [Marchionini and Maurer 1995]. The argument

of authors is that digital libraries still lack a number of sophisticated function-

alities. They should provide better links between related materials, support for

informal learning, o�er automatic answering services (e.g., Ackerman's Answer

Garden system for handling XWindows questions [Ackerman 1993]). Digital li-

braries should serve teachers on demand, and provide sophisticated information

access to novices and professionals. The novice user may seek guidance from pro-

fessional users provided that both have access to the same information. All type

of learners should mutually share and explore information and expertise. The in-

formation access rights and intellectual property laws hindered the availability of

large information repositories to scienti�c community. However, in recent years,

this issue has been resolved to some extent by the open access movement [Roberts
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et al 2001].

In a meeting at Beijing, the presentation "Beyond Digital Libraries" by Her-

mann Maurer shed deeper insights on key problems in the �eld of digital libraries

[Maurer 2001]. The digital libraries should play an important role in information

society by extending the standard functionalities and by incorporating sophisti-

cated services. Some important points discussed were: making search mechanisms

more powerful and interactive, incorporating metadata, annotations, active doc-

uments and creating cross-references. The search functionalities should consider

grammatical/linguistic (stemming, �ll-words, synonyms, natural language pro-

cessing) and semantic features to provide all relevant but unnecessarily many re-

sults. The incorporation of metadata is helpful for getting all relevant results, yet

the metadata is usually generated manually which needs to be automated. The

chapter 3 of the thesis will discuss metadata extraction and processing in more de-

tails. The documents in digital libraries should be active documents [Heinrich and

Maurer 2000]. The idea of active documents is to provide a help/guidance service

to users. For example, users may ask any question related to a document and

the system can generate an answer that suits the users. The basic functionality

of this idea has been implemented in Hyperwave [Maurer 1996]. Digital libraries

should also support annotations. Readers, authors and editors should be able to

comment on a published work at any point in time. To create cross-references, one

of the visionary ideas discussed by Maurer is Links into the Future. This feature

will provide users with all relevant information that has been made available after

the publication date of the source content. The idea of Links into the Future is

described in more details in chapter 3.

Some more thoughts on "What we expect from Digital Libraries" are discussed

by Dreher et al [Dreher et al 2004]. For a single library, it is not possible to

store each and every scienti�c document. This requires creating cross-references

between di�erent libraries regardless of the storage-location. Personalization fea-

tures can make user interaction more productive with the system. Dreher et

al discussed intelligent search, e-learning support, conceptual search, white lists,

interactive visualization, adaptive user interfaces as key areas of research and

demanding functionalities in digital libraries.

The World Wide Web, is most probably the largest digital archive enabling

wide range of di�erent communities to make available large sets of diverse re-

sources and information. This information is further used and linked by di�erent

digital libraries in their local settings. The digital information made available

by the Web is indexed by di�erent search engines like Google, Yahoo and MSN.

These Web search engines further provide search interfaces over the indexed Web

contents. One of the most successful search engines, Google, indexed over 26

million Web pages in 1998. The index number reached one billion Web pages in

the year 2000. Then by the year 2008, Google achieved a milestone by indexing
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1 trillionths (1,000,000,000,000) unique Web pages [GoogleBlog 2008].

This exponential growth in the size of the Web has posed several challenges.

One of the biggest challenges is that the indexed information is either semi-

structured or not structured at all. This becomes an inherited problem when

systems like digital libraries want to utilize this huge information e�ciently. Sub-

sequently, this prevents the development of quality services for users and makes

it di�cult to provide them with the intended information. Some initiatives have

been taken to cope with this situation. One of the biggest initiatives is Semantic

Web. The goal of semantic Web is to structure the indexed web pages. The

semantic Web focuses on creating an environment where software agents would

be able to collect required and accurate information from multiple resources and

to process them autonomously. However, The Semantic Web is not a separate

Web but an extension of the current Web with intentions to provide well-de�ned

meaning to the existing one. This will enable computers and people to work in

cooperation [Berners-Lee 2001]. One of the major success story of Semantic Web

is Linked Open Data (will be referred to as Linked Data hereafter). Linked Data

(LOD) was launched by W3C in 2006. This movement has motivated people to

publish their information in a structured way (RDF). LOD semanti�es openly

available datasets of various domains and provides a framework for interlinking

of similar concepts in these datasets. Currently, LOD cloud consists of over 4.7

billion RDF triples, which are interlinked by around 142 million RDF/OWL links

[Auer et al 2009]. This initiative paved a way for di�erent kinds of applications

to discover more structure (meaningful) and interconnected data to overcome the

problem of information supply. Some key challenges related to Linked Data have

been pointed out in [Latif et al 2009]. It is no trivial task to search the intended

information from the mentioned big repository of Linked Data. There is a lack of

friendly user interfaces and end users usually need to deal with complex semantic

mechanisms to explore information.

Some key challenges in the �eld of Digital Library are summarized by DE-

LOS. As explained in section 1.2.1, DELOS is a network of Excellence on Digital

Libraries. In 2001, DELOS conducted a workshop with leaders in the �eld of

digital library research. In a brainstorming session future directions were debated

[DELOS 2001]. The participants of this meeting agreed on the following visionary

statement:

"Digital Libraries should enable any citizen to access all human knowledge

anytime and anywhere, in a friendly, multi-modal, e�cient, and e�ective way,

by overcoming barriers of distance, language, and culture and by using multiple

Internet-connected devices".

To make a strong foundation for the future-oriented digital library systems,
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DELOS identi�ed the need for a Reference Model for Digital Library Management

Systems. This reference model provides a formal and conceptual framework de-

scribing the characteristics of this class of information systems. One of the main

objectives of this reference model was to study user requirements and the current

functionality provided by digital library systems.

In 2006, DELOS prepared a reference manual entitled "Current Digital Library

Systems: User Requirements vs. Provided Functionality" [Candela et al 2006].

This document is based on surveys from digital library users. The study analyzed

�ve classes of functionalities:

1. Functions for locating information,

2. Functions for presenting resources,

3. Functions for personalization of content and services,

4. Facilities for communicating and collaborating with other DL users,

5. Other common DL functions (such as Social navigation support, Multilin-

gual support, Personal annotation, noti�cation/alerting services, Glossaries,

Thesaurus, and Dictionaries, Printing / Print preview facilities, and Down-

loading / uploading facilities)

The DL functions at the provider site identi�ed by users as of highest priority

include:

1. Organizing resources;

2. Archiving resources;

3. Storing metadata about resources (creator, content, technical requirements,

etc.);

4. Locating resources;

5. Creating cross reference links between similar resources, and

6. Storing metadata about resources was classi�ed homophonous by stakehold-

ers as of highest importance.

The key results of the study are as follows:

� In terms of locating information objects, higher scores were given to those

associated with Search (e.g. keywords search, parametric search) and cross-

referencing of information objects.
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� In terms of personalization of information objects and services: higher rat-

ings were given to functions supporting the Presentation of objects according

to pro�les, and to Bookmarks facility (i.e. Favorites);

� In terms of communicating and collaborating with other DL users: high

scores were recorded for shared annotation facilities (e.g. peer reviews),

and to e-mail services.

It is obvious from the above mentioned results that users want good search

facilities, better cross-references between related "information objects", informa-

tion object presentation according to user pro�le, bookmark facilities and shared

annotation facilities. This thesis proposes and implements novel ideas in the afore-

mentioned highly ranked functionalities in a domain of a digital journal, Journal

of Universal Computer Science (J.UCS). Chapters 3, 4, 5, and 6 of this thesis talk

about the context aware discovery of resources, creating cross-references between

resources, and visualizing the resources to users by looking at the users' local

context and task at hand for the following information objects:

� Papers

� Experts

� Shared annotations

� Authors/Experts' pro�les.

The detail of each can be found in section 1.4.2.

The process of creating cross-references can be considered as a three tier pro-

cess.

1. Locating related information objects to link.

2. Creating links.

3. Presentation to users.

To establish useful cross-references between relevant information objects, one

needs to �nd both the potentially related information objects and a process of

creating links between them. The process of accurate linking requires good al-

gorithms to discover and link related information objects. The created links are

then presented to the users. This thesis automates the process of creating links

between related information objects for a digital journal and contributes to: 1)

discovering potentially related information objects 2) Linking them and 3) pre-

senting them to the users in context-aware fashion. The �rst two steps for di�erent

information objects (papers, experts, social tags and author's pro�les from seman-

tic resources) are explained in details in the chapter 3 onward. The third step,
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presenting the discovered related information objects, employs information sup-

ply paradigm. The conventional search technology employs a pull model which

requires explicitly speci�ed search terms by users. The relevant information is

subsequently retrieved based on users' search terms. The results, however, de-

pend upon the correctly formulated search queries. The thesis uses information

supply model as proposed by [Maurer and Tochtermann 2002] and Broder [Broder

2006] to make available the related information objects whenever users need them.

1.4 Motivations, Thesis Objective and Contributions

1.4.1 Motivation

The scienti�c community agreed on the clearest statement and requirements for

accessing published research papers - a complete collection that can be indexed,

searched and linked e�ciently. According to a recent paper published in Science,

Roberts et al urged journal publishers, their editors and scientist to make available

complete versions of scienti�c papers to public. However, the open access is not

an ideal situation as discussed in section 1.2.4. Nevertheless, these open access

journals have subsequently occurred. This huge repository of human knowledge

further opens new ways for knowledge discovery. Related information objects

can further be linked to make a 'dynamic digital archive' [Roberts et al. 2001].

This thesis focuses on searching and linking innovations that can be applied to

openly available scienti�c literature. The thesis re�ects the visionary thoughts of

Roberts et al that "will enable researchers to take on the challenge of integrating

and interconnecting the fantastically rich, but extremely fragmented and chaotic,

scienti�c literature".

Ted Nelson's vision of creating a hypertext system has already been explained

in section 1.1. One of the main features of the hypertext model is that information

objects should contain bi-directional links. In today's online environment, when

an information object is created, it may point to previously available information

objects yet, the old information objects do not necessarily contains a link to newly

occurred content. Inspired by the hypertext model, Hermann Maurer suggests an

idea of Links into the Future [Maurer 2001]. This thesis contributes to the creation

of 'Links into the Future' for scienti�c literature. Links into the Future treat

published papers as dynamic documents which are continuously extended with

relevant links as soon as new papers are made available online. One important

aspect of creating Links into the Future is linking documents based on citations.

However, autonomous citation mining in itself poses some challenges [Giles et al

1998]. This thesis further develops a sophisticated autonomous citation mining

technique. Furthermore, this technique is used to create Links into the Future.

With the availability of voluminous information online, searching has become a

challenge. To reduce users' cognitive load of searching, Maurer and Tochtermann
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presented the push idea [Maurer and Tochtermann 2002]. The authors explained

a new model for knowledge management. According to this model, the system can

generate and o�er knowledge without being explicitly asked by the users. Users do

not need to make explicit queries instead related knowledge is pushed to users by

observing user context and activities. This idea was further realized by Yahoo's

vice president for search and technology, Andrei Broder, who described the 4th

generation of Web search [Broder 2006]. This search generation uses a push

model which requires no search queries from user, but the best suited information

objects are pushed/supplied to users by observing users' local context and task at

hand instead. Motivated from this, the thesis makes use of the push model where

the most relevant information objects (paper, experts, social tags and authors'

pro�les) are pushed to users' local contexts.

1.4.2 Scope of the Thesis

As discussed in section 1.3, the thesis discovers, creates and supply links for

four information objects: papers, experts, shared annotations, authors/experts'

pro�les. This section provides details for each of them. For the experimentation,

the Journal of Universal Computer Science was used as a source dataset. The

links were created within J.UCS, to the Web documents, CiteULike repository,

and Linked Data resource.

Links into the Future

The thesis extends and implements the idea of Links into the Future [Maurer

2001]. The idea was implemented for all papers published in J.UCS. The system

exploits multiple sources to retrieve relevant papers that have become available

after the publication date of the focused paper. Links are further created and

visualized to users. The system employs two techniques for creating these links:

metadata extraction technique and citation mining technique. The metadata

extraction technique presents ontological representation for Links into the Fu-

ture. The ontological framework is further used to extract Links to future related

resources from J.UCS and the Web. Moreover, a new autonomous citation min-

ing technique named TIERL (Template based Information Extraction using Rule

based Learning) is presented and implemented. The details of this system can be

found in chapter 3.

Discovering Relevant Information from Socially Maintained Digital Libraries

Based on multiple studies, the thesis explores social bookmarking and studies

relationships between tags and citations. Furthermore, relevant concepts from

socially maintained digital libraries are discovered for J.UCS papers and related
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resources are visualized to users by observing users' local context. It has been

discussed in chapter 4 in details.

Discovery and Visualization of Expertise

The thesis employs an automatic technique for discovering experts and expertise.

This technique uses multiple experience-atoms to judge the overall expertise of an

individual. The discovered experts are visualized using extended hyperbolic tree

visualization and experts are also pushed to users in their local contexts. The

chapter 5 elaborates this in details.

Harvesting Pertinent Resources from Linked Data

The thesis explains how the Semantic Web can add value to digital journals. By

discovering relevant Linked Data resources in an intelligent and e�cient way, the

thesis establishes links between authors of the journal and authors pro�les avail-

able in Linked Data. The thesis employs an innovative URI discovery technique

for Linked Data resources. Subsequently, the extracted information is integrated

with the help of presented Concept Aggregation Framework. This helps in hiding

underlying complex semantic mechanics and helps users of journals to discover

information instantly. Further details can be found in chapter 6.

1.4.3 Research Questions

This section describes research questions addressed in this thesis. Wherever ap-

plicable, we will break down these questions into more speci�c ones. First two

research questions are addressed in chapter 3, research question 3 and 4 are ful-

�lled in chapter 4, and research question 5 and 6 are investigated in chapter 5,

while research question 7 and 8 are explored in chapter 6. The research question 9

is about context aware delivery of resources as discovered from previous objective

so it remains active throughout the thesis.

RQ1. How can a system for creating Links into the Future from multiple sources

be developed?

RQ2. Can we improve existing citation mining techniques?

RQ3. How are tags and citations related? Do tags hold potential for measuring

research popularity, if yes then how?

RQ4. How can important tag terms from social bookmarking be exploited by

digital journals?

RQ5. How can experts be discovered and ranked in scienti�c community. Which

metrics are the important ones?

RQ6. How can experts be visualized?
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RQ7. How can we retrieve relevant information from Linked Data resources?

Can we hide underlying semantic mechanics from end users?

RQ8. How can digital journals consume information from Linked Data resources?

RQ9. How can user be given only required and relevant information whenever

they need it?

1.4.4 Foundation of the Dissertation

The foundation of the dissertation is a set of publications selected form the ones

that have been authored or co-authored by the author of thesis over a period of

some three years. Their relation and their arrangement in the dissertation are

depicted in Figure 1.1 The thesis primarily discovers related information objects,

creates cross-references for scienti�c literature and visualizes them to users by

observing users' local context. The thesis makes contribution broadly in four areas

1) creating Links into the Future 2) discovering relevant social tags and attached

resources from socially maintained digital libraries 3) discovering and visualizing

expertise and 4) harvesting relevant informational aspects from Linked Data and

their visualization. These research areas are discussed in chapter 3, 4, 5, and

6 respectively. Every chapter is based on set of 3-7 publications as depicted in

Figure 1.1

1.4.5 Thesis Contributions

The thesis deals with the context aware information discovery of academic re-

sources for scienti�c community. The thesis makes �ve contributions. First, the

thesis implements and extends the idea of 'Links into the Future' where future re-

lated documents from multiple sources are pushed to users by looking at the user's

local context. The system is able to reduce millions of generic search results to a

few relevant ones. The user feedbacks show that the knowledge discovery by this

system is very useful and has reduced the user cognitive e�ort required to �nd rel-

evant resources. Second, it proposes and implements a citation mining technique

named as 'Template Based Information Extraction using Rule based Learning'

(TIERL). The comparisons with leading citation indexes show that the system

can proactively �nd citations with high accuracy. The citation mining technique

retrieves citations that would not otherwise be viewed. Third, it discovers po-

tentially high pro�led authors (experts) based on multi-faceted approach. The

experts are visualized through extended hyperbolic visualization. The discovered

experts are further pushed to users in their local context whenever users need

them. The system is able to discover potential reviewers by aggregating multi-

ple experience-atoms of experts. Fourth, based on multiple studies, it explores

the shared metadata infrastructures of web 2.0 like tagging and bookmarking for

making serendipitous discoveries of relevant popular concepts. The discovered re-
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Figure 1.1: Thesis Foundation

sources are further linked with the resources available in a digital journal. Fifth,

the system characterizes a framework for utilizing semantic resources from Linked

Data (LOD). It provides a user friendly interface for LOD named as CAF-SIAL

(Concept Aggregation Framework for Structuring Information Aspects of Linked

Open Data). Furthermore, using the framework, the system establishes links be-

tween J.UCS authors and their relevant resources available in LOD. The system

is able to aggregate, structure and present authors' informational aspects from

LOD in a comprehensive way.

All of the above de�ned research tasks were practically implemented and now

either in productive or prototype use. The idea of Links into the Future (based on

metadata extraction technique and citation mining technique) was implemented in

the Journal of Universal Computer Science (J.UCS). The system is up and running

since 2007. The ideas of expertise �nding and discovery of relevant resources from

socially maintained digital libraries have been made available in J.UCS since 2009.

The system for linking J.UCS authors with Linked Data resources is in prototype

use.
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1.4.6 Thesis Organization

The current chapter serves as an introduction to the thesis explaining the history

of digital libraries, research challenges and contribution in this �eld. The remain-

ing parts of the thesis are categorized as follows. Chapter 2 describes state-of-

the-art work in the respective research areas by highlighting existing methods,

techniques and developed systems/prototypes. Chapter 3 elaborates the system

of Links into the Future where metadata extraction technique is employed using

ontological framework and new citation mining technique is introduced. How dig-

ital journals can be linked with socially maintained digital libraries is described

in chapter 4. Using consolidated expert pro�le, the discovery and visualization

of expertise in scienti�c community is elaborated in chapter 5. Chapter 6 sheds

deeper insights on the required processes and techniques for discovering relevant

information from Linked Data. The thesis implements all described ideas for a

digital journal. Therefore the system evaluation in terms of usefulness of the sys-

tem is illustrated in chapter 7. The thesis ends with conclusion and future work

as highlighted in chapter 7.



Chapter 2

Related Work

The research presented in this thesis is novel in 1) discovering relevant information

for contents stored at digital journal from various sources (journal itself, the Web,

CiteULike, Linked Data) using multiple algorithms and heuristics, and 2) the

incorporation, realization and supplying of the discovered information in users'

local context. This chapter brie�y describes existing state-of-the-art systems and

highlights existing problems.

Section 2.1 introduces the idea of Links into the Future. The idea was ar-

chitected and developed using ontologies and citation mining technique: �rst, a

brief overview of ontologies followed by existing systems related to our work will

be given. Then, an overview of citation mining techniques is elaborated along

with problems faced by existing systems to �nd all relevant citations. Section

2.2 explains tagging and bookmarking system. It also points out existing metrics

for measuring knowledge di�usion and prevailing systems for measuring citation

rank. Section 3.3 brie�y elaborates popular systems in discovering experts and

expertise pro�les. Section 3.4 discusses Linked Data, one of the most success-

ful projects of the Semantic Web. It provides state-of-the-art for locating and

consuming information from Linked Data.

2.1 Creating Links into the Future

Most related work explores the servicing of users within a present-context, making

use of limited information, captured in-vivo. Our work, on the other hand, de-

scribes the augmentation and annotation of documents created in the past with

information that became available later. In this way, a research paper is not

seen as a static document, but rather one that is constantly updated and kept

up-to-date with relevant links.

21
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A number of past studies make use of users' context and activity to provide

them with the most relevant information. For example, typical search engines re-

turn relevant results based on the small amount of information from user queries

and a measure of website popularity, rather than considering individual user in-

terest and context [Speretta and Gauch 2005]. Spretta and Gauch employed user

pro�les based on user queries, search activities and the snippets of each examined

result to re�ne search result rankings. With this context speci�c ranking of search

results, an improvement of 34% in the rank order has been obtained

Rhodes and Maes [Rhodes and Maes 2000] described a new class of software

agents called Just-in-Time Information Retrieval Agents (JITIRs), which has an

ability to proactively present potentially valuable information based on a person's

local context in a non-intrusive manner.

Another related work pushes the most relevant Web URLs based on the user

activity and context. User context is determined by examining active personal

desktop documents [Chirita et al 2006]. Similarly by observing user activity and

context while reading a particular article, our notion of 'Links into the Future'

presents the most related papers of the same team of authors within a local

context. This paper discus how this concept can be extended to the WWW as a

mechanism for contextual information supply for academic publications along a

temporal dimension.

Existing approaches for �nding related papers uses citation analysis, text sim-

ilarity, bibliographic analysis and context based relatedness. For example, Cite-

Seer has employed three methods for �nding related papers a) word vectors b)

string distance c) and citations [Giles et al 1998]. PubMed [PubMed 2009] on the

other hand computes the relatedness between two papers using text-based simi-

larities between paper titles, abstracts, and assigned "Medical Subject Headings"

(MeSH) terms [MeSH 2009]. For the focused paper, PubMed provides a list of

related papers according to their relatedness scores.

Ratprasartporn [Ratprasartporn and Ozsoyoglu 2007] have made use of con-

text (topics) of research publications to determine the related papers. An ontol-

ogy consisting of terms were utilized as a context of publications. A publication

is assigned to one or more contexts with the context represents the publication

topics.

Digital libraries are traditionally built largely by a massive human e�ort. Ex-

ample of these include INSPEC for engineering, PubMed for medicine and DBLP

for Computer Science. Alternatively automated approaches are being employed

to construct large citation indices. Examples of these e�orts include CiteSeer

and Google Scholar. The limitations of these automatic approaches are that hu-

man e�ort is often required in verifying entries in the index. Fully automated

techniques have problems in disambiguating entries while traditional constructed

digital libraries are limited in their number of scienti�c publication.
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2.1.1 Ontologies

The word ontology has been borrowed from Philosophy, where it means "a sys-

tematic explanation of being" and has been used in the �eld of Natural Language

Processing (NLP) for quite sometime now to represent and manipulate meanings

of texts. Ontology plays a key role in building the Semantic Web, by providing

a source of shared and precisely de�ned terms that are being used to describe

web resources and their contents and improve their accessibility to automated

processes. The knowledge engineering community has adopted ontology as a key

enabling technology in order to realize the notion of Semantic Web [Berners-Lee

1998]. Gruber [Gruber 1993] de�ned an ontology as �an explicit speci�cation of

a conceptualization�, which has become one of the most acceptable de�nitions to

the ontology community.

Ontologies are used to de�ne explicit formal conceptualized speci�cation in a

particular domain [Natalya and Deborah 2001]. Ontology provides an abstract

view of a set of world objects. Ontology speci�es the key concepts in a domain

and their inter-relationships to provide an abstract view of an application domain

[Fensel et al 2001]. Usually a concept in ontology is de�ned in terms of its manda-

tory and optional properties along with the value restrictions on those properties.

Along with concept descriptions, it provides a taxonomic classi�cation of concepts

in the world to be used as semantic primitives.

With the support of ontology, both user and system can communicate with

each other by the shared and common understanding of a domain. Ontologies are

built by knowledge engineers with inputs from domain experts. Since ontologies

provide a framework for unambiguous representation of a set of domain concepts

and their inter-relations, therefore they can help in intelligent web-based informa-

tion retrieval wherein it is possible to overcome the heterogeneity of web resources

through the use of a shared conceptualization.

A typical ontology for the Web has a taxonomy de�ning the classes and their

relations and a set of inference rules implementing reasoning functions. Classes

and relations in ontology are usually domain speci�c. Use of a domain-speci�c

ontology improves the accuracy of Web searches. Ontology enables knowledge en-

gineers to provide structural and semantic annotations of web-document contents.

These annotations help in conducting:

� Intelligent context-based search instead of keyword search

� Query answering instead of simple information retrieval

� Information exchange among distributed applications through ontology map-

ping

� De�ning views on documents
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2.1.2 Application Areas of ontologies

The use of ontological models to access and integrate large knowledge repositories

in a principled way has an enormous potential to enrich and make accessible

unprecedented amounts of knowledge for reasoning [Crow and Shadbolt 2001].

Ontologies are being used by Arti�cial Intelligence labs to semantic technologies

now a day. People make ontologies to conceptualize things in a particular domain

of knowledge [Natalya and Deborah 2001]. Andreasen et al. [Andreasen et al

2004] have proposed a system for content-based querying of texts based on the

availability of an ontology that describes domain concepts. In their system the

retrieval of text passages is based on matching descriptors from the text against

descriptors from the noun phrases in the query using taxonomic reasoning with

sub- and super-concepts. Snoussi et al. [Snoussi et al 2002] have proposed an

ontology-based approach that facilitates the formalization and the extraction of

data from di�erent sources. The extracted data is converted into a coherent

structure so that users and agents can query them regardless of their origin. Liddle

et al. [Liddle et al 2003]] have proposed an ontology-based data extraction system,

which uses an application ontology that describes a data-rich, ontologically narrow

domain in a conceptual fashion. With inputs from a domain knowledge facilitator

who can provide the knowledge for creating application ontology in an appropriate

format, the system automatically generates a single wrapper that can be applied

to any page relevant to the application domain.

The Artequakt project [Alani et al 2003] aims to implement a system that

searches the Web and extracts knowledge about artists, based on an ontology

describing that domain, and stores this knowledge in a KB to be used for auto-

matically producing tailored biographies of artists. The Artequakt project aims

to dynamically link a knowledge extraction tool with an ontology to achieve con-

tinuous knowledge support and guidance to the extraction mechanism. The on-

tology can provide a domain knowledge classi�cation in the form of concepts

and relations. The extraction tool searches online documents and extracts the

knowledge that matches the given classi�cation structure, and provides it in a

machine-readable format to be automatically maintained in a Knowledge Base.

Handschuh et al. [Handschuh and Ciravegna 2002] have proposed S-CREAM

(Semi-automatic CREAtion of Metadata) framework that uses ontology to sup-

port knowledge extraction. Vargas-Vera et al. [Vargas-Vera et al 2001] have pro-

posed a Semantic Annotation Tool for extraction of knowledge structures from

web pages through the use of simple user-de�ned knowledge extraction patterns.

The semantic annotation tool contains: an ontology-based mark-up component

which allows the user to browse and to mark-up relevant pieces of information; a

learning component (Crystal from the University of Massachusetts at Amherst)

which learns rules from examples and an information extraction component which

extracts the objects and relation between these objects.
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We, being the pioneer in implementing the idea of links into the future for

WWW, have assembled some general information composition for this domain.

One of the bene�ts of Ontologies is to reuse the ontologies as discussed in [Bontas

et al 2005] where Bontas et al. have demonstrated the challenges related to the

reuse process on the basis of two scenarios in the domains of eRecruitment and

medicine, which aim at building domain ontologies by reusing existing knowledge

sources. In the same way our Ontologies could be reused by digital journal or any

digital resource manger to implement the concept of links into the future for their

own digital resources.

2.1.3 Citation Mining and discovery

Another possibility to link forward in time is mining the papers' references. Sub-

sequently, the cited papers can be linked further to the cited-by papers. Citation

management is an important task in managing digital libraries. Citations provide

valuable information e.g., used in evaluating an author's in�uences or scholarly

quality (the impact factor of research journals). But although a reliable and

e�ective autonomous citation management is essential, manual citation manage-

ment can be extremely costly. Automatic citation mining on the other hand is a

non-trivial task mainly due to non-conforming citation styles, spelling errors and

the di�culty of reliably extracting text from PDF documents. Existing citation

indexing and mining systems are explained below.

ISI citation index is the premier service provided by the ISI Web of Knowl-

edge1. It indexes about 9,000 international and regional selected journals and

book series. The selection of a journal by ISI dependents on the impact factor

of the journal and on a number of factors2. This citation index is further used

for the ranking of journals [Gar�eld 1972]. It is a manually created index making

it extremely expensive. Some thoughts and issues on this manual approach are

discussed in [Gar�eld 1964]. In searching for a particular paper's citations, ISI

o�ers di�erent databases such as "Web of Science", "Current Contents Connect",

and "ISI Proceedings". One can also select all the databases to be searched for

all citations for a given paper.

CiteSeer3 on the other hand provides an autonomous citation indexing service

automating the entire process from crawling to extraction of citations from the

Web [Giles et al 1998]. Although the primary focus area of CiteSeer is limited

to computer and information science, it has nevertheless indexed about 1,077,967

documents and 20,328,278 citations. CiteSeer extracts titles and authors infor-

mation from a citation entry programmatically. References are used to �nd the

identical match within the collection to ascertain a citation. This service claims

1http://www.isiknowledge.com/
2http://scienti�c.thomsonreuters.com/free/essays/selectionofmaterial/journalselection/
3http://citeseer.ist.psu.edu/
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that 80% of the titles can be extracted correctly from a number of citations. Cite-

Seer removes standard words and delimiters such as "-&( )[ ], pp, pages, in press,

accepted for publication, vol., volume, no, number et al, isbn, conf, conference,

proc., proceeding, international society, transactions, technical reports". Word

and phrase matching is subsequently performed on the extracted references (with

an error margin of 7.7%) [Giles et al 1998].

Google Scholar4, an open source multi disciplinary citation indexing service,

was established in fall 2004 as a beta release. Its citations are indexed and ex-

tracted autonomously and cover a wide range of scienti�c literature. Google

Scholar claims that it covers "peer-reviewed papers, theses, books, abstracts and

articles, from academic publishers, professional societies, preprint repositories,

universities and other scholarly organizations"5. As its search is not restricted

to pre-de�ned journals and conferences, Google Scholar can be applied for the

tracking of citations across most open access scholarly documents. One major

limitation of Google Scholar is that it considers false positives including citations

to press releases, resumes, and even links to bibliographic records for cookbooks

[Price 2008]. It has gradually improved its algorithm and has been able to over-

come previously encountered problems of �nding citations backward in time [Jacsó

2008]. Its algorithm, however, has not been made known publicly.

Apart from the aforementioned citation indexes, there have been some other

systems developed for a local dataset to extract references. For example Day

[Day et al 2007] brie�y described various systems and introduced a new hierar-

chical representation framework based on the template mining technique. This

survey categorized existing systems into two broad categories "Machine learning"

approach and "Rule based" approach. The template mining approach involves a

Natural Language Processing (NLP) technique to extract data from text when

data exists in recognizable patterns [Ding et al 1999]. If a text form matches a

template pattern then the data is extracted by using instructions associated with

that template. In the current work, we extract references from research papers by

employing a template mining approach. As research papers �t into a well de�ned

template, we have used a template-based reference extraction of research papers.

Machine learning approaches discover patterns from a dataset as discussed

in [Agichtein and Ganti 2004] [Borkar et al 2001]. Such approaches as used for

CiteSeer [Giles et al 1998] take advantage of probabilistic estimation, based on

training sets of tagged bibliographic data. Although this technique has a good

adaptability, it needs a huge set of labelled sample data for training. This requires

a great e�ort in manually tagging substantial amounts of data.

The rule based approach on the other hand is based on rules de�ned by an

expert in the �eld. Ding [Ding et al 1999] has discussed a template-based mining

4www.scholar.google.com
5http://scholar.google.at/intl/en/scholar/about.html
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technique applying pattern matching and pattern recognition in natural language

to extract information components. We have augmented our template-based tech-

nique by employing heuristic rules to extract the information components from

extracted references. Rule-based approaches are straight forward to implement

but they are not adaptable and it is often di�cult to work with a system with

many features. A generalised set of common heuristics has been proposed to

overcome this limitation.

2.2 Tagging and Social bookmarking

Bookmarking is provided as a popular personalization feature which allows re-

searchers to organise their resources on web but now these applications also pro-

vide bibliography export in multiple formats (bibtext, EndNote, RDF etc.) which

is as an added advantage.

Tagging is already a driving component in the �elds of emergent semantic

techniques [Mika 2005], Information Retrieval [Wu et al 2006] [Hotho et al 2006]

and user pro�ling [Huang et al 2008].

Wu et al has shown that "In a collaborative tagging system, tags codify the

knowledge of relationships among documents and concepts represented by the tags.

Harvesting individuals through folksonomies, therefore, can bene�t the whole so-

ciety" [Wu et al 2006].

Mika [Mika 2005] has studied the tagging behaviours and their usage in de-

licious, an emerging bookmaking service. He used actor, concept, and instance

nodes as a tripartite graph to explain the emergence of ontologies from social

context where he considers tags as a socially represented concept.

Citation prediction has also been of interest to the link analysis research.

A citation is a directed link from citing paper to cited paper. [Popescul and

Ungar] presented an 'upgrade' model of Standard Logistic Regression with the

name of Structural Logistic Regression. They combined the standard logistic

regression with feature generation from relational data. They demonstrated the

e�ectiveness of their techniques by applying the method to link prediction in the

citation network of CiteSeer. They extracted features from the CiteSeer relational

database and applied learning models to decouple the feature space and predict

the link. They also rediscovered evidences for some common old features and

concepts like bibliographic coupling, co-citations and hub documents.

Citation Prediction system was selected as winner of KDD Cup 2003 Task-1

[Manjunatha et al 2003]. The goal of KDD cup2003 was to understand and realize

applications to solve contemporary learning problems using past experience data.

The arXive dataset was provided for developing the citation prediction models.

The winning candidates modeled on the basis of quarterly ( in 3 months) changes
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in citations and calculated the parameters of regression function from the training

set of changes in citations on quarterly basis.

Co-authorship and co-author collaborative networks are considered as proxy

for high citation counts and are also studied in citation prediction models. Ci-

tation prediction models are also interesting for the Link analysis and statistical

modeling techniques. The correlation of citing behavior with bookmarking has

not yet been explored. The bookmarking of a publication can safely be assumed

as locking the interest of a researcher in a particular (related to his context)

publication

Many researchers have explored that the increase in number of authors per

publication may increase the number of citations per paper. But very few have

experimented with the co-author network in this regard, although the co-author

network volume is a direct representation of that authors collaborating behavior.

Figg et al analyzed the relationship between the citation rate of an article

and the extent of collaboration [Figg et al 2006]. They analyzed the data from 6

leading journals for the years 1975, 1985, and 1995. they found that a correlation

exists between the number of authors and the number of times an article is cited

in other articles. They suggested that the researchers who are open produce high

impact research acquiring higher number of citations.

In [Gold�nch et al 2003] Gold�nch used negative binomial regression model

by taking citations as dependent variable and predicting the citation behaviors

and its dependence on co-authorship, number of authors, number of institutions

involved, number of international authors. It uses the publication data of Crown

Royal Institutes using ISI web of data to retrieve citations. The results vet that

co-authorship and involvement of institutions especially international ones in�ates

citations heavily.

Having the potential to improve the search on the web, tagging and book-

marking systems introduce new forms of social communication and generate new

opportunities for data mining and resource sharing. However, we found that

tagging systems were not very popular until 2006.

We intend to use the bookmarking behaviours to model the citation rank

prediction and we will compare this with the similar model developed from co-

author network rank of publications with respect to the di�usion mechanisms of

knowledge and their contexts.

2.3 Expertise Mining systems

Expertise �nder systems in the past, have been innovatively applied in helping

PhD applicants in �nding relevant supervisors [Liu and Dew 2004] and also in

identifying peer-reviewers for a conference [Rodriguez and Bollen 2008]. The

former made use of a manually constructed expertise pro�le database while the
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latter employed reference mining for all papers submitted to a conference. In the

latter, a co-authorship network was constructed for each submitted paper making

use of a measure of con�ict-of-interest to ensure that papers were not reviewed

by associates.

Cameron [Cameron et al 2007a] employed a manually crafted taxonomy of 100

topics in DBLP [DBLP 2009] covering the research areas of a small sample of User

researchers appearing in DBLP. They proposed the need for automatic taxonomy

creation as a key issue in �nding experts. Mockus et al [Mockus and Herbsleb

2002] employed data from a software project's change management records to

locate people with desired expertise in a large organization. Their work indicated

a need to explicitly represent experiential characterization of individuals as a

means of providing insights into the knowledge and skills of individuals. Yimam

[Yimam 1999] have further shown that a decentralized approach can be applied

for information gathering in the construction of expertise pro�les. Tho et al [Tho

et al 2007] employed a citation mining retrieval technique where a cross mapping

between author clusters and topic clusters was applied to assign areas of expertise

to serve as an additional layer of search results organization.

There are also expertise detection systems that were based entirely on an

analysis of user activity and behavior while being engaged in an electronic envi-

ronment. Krulwich et al [Krulwich and Burkey 1995] have analyzed the number

of interactions of an individual within a discussion forum as a means of construct-

ing an expert's pro�le. Although such an approach is useful in monitoring user

participation, measures such as number of interactions on a particular topic is in

itself not re�ective of knowledge levels of individuals.

Information visualization techniques have been used to visualize large datasets

to support exploration and in �nding hidden patterns [Card et al 1999]. To

visualize large hierarchal structures, the hyperbolic tree was developed by Xerox

[Lamping and Rao 1996]. The principle of Focus plus Context is supported by

a detailed view for the focused part of the data in the center of the display,

while the overall hierarchal structure of data remains visible around the edges.

In computer science, ACM categories are widely used to organize scienti�c work.

ACM categories can be seen as a hierarchal taxonomy and can be visualized

using a hyperbolic tree. To visualize experts in a proper ranking for a speci�c

ACM category, spiral visualization is appropriate. The RankSpiral was used by

[Spoerri 2004] to maximize information density and minimize occlusions for large

documents. We have applied a similar approach for the visualization of experts

around a particular node in the ACM category tree.
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2.4 Semantic Web - The Linked Data

2.4.1 URI Retrieval State of the Art

(A) DBpedia

DBpedia is currently one of the most promising knowledge bases, having a com-

plete ontology along with Yago [Suchanek et al 2007] classi�cation. It currently

describes more than 2.6 million things, including at least 213,000 persons, 328,000

places, 57,000 music albums, 36,000 �lms, and 20,000 companies [Auer et al 2009].

The knowledge base consists of 274 million pieces of information (RDF triples).

The openly available RDF dumps make DBpedia an interesting subject of study.

There has been valuable work done on studying the reliability of Wikipedia URI's

[Hepp et al 2006] that are being used by DBpedia. This study suggests that the

meaning of a URI stays stable approximately 93% of the time. Its heavy inter-

linking within the LOD cloud makes it a perfect resource to search URIs. For

our current prototype, we concentrated on the part of DBpedia that encompasses

data about people.

(B) Sindice

Sindice [Tummarello et al 2007] provides indexing and search services for RDF

documents. Its public API allows forming a query with triple patterns that the

requested RDF documents should contain. Sindice results very often need to

be analyzed and re�ned before they can be directly used for a particular use

case. Similar kinds of services are provided by semantic search engines like Falcon

[Cheng et al 2008] or Swoogle [Ding et al 2004]. We used Sindice in our work due

to its larger indexing pool and the ease provided in use of public API.

(C) SameAs

SameAs 6 from RKB explorer provides a service to �nd equivalent URIs. It

thereby makes it easier to �nd related data about a given resource from di�erent

sources.

2.4.2 Linked Data Consumption

(A) Linked Data Browsers

The current state of the art with respect to the consumption of Linked Open Data

for end users is RDF browsers [Berners-Lee et al 2006] [Kobilarov and Dickinson

2008]. Some tools such as Tabulator [Berners-Lee et al 2006], Disco7 , Zitgist data

6http://www.sameas.org
7http://www4.wiwiss.fu-berlin.de/bizer/ng4j/disco/
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viewer8, Marbles9, Object Viewer10 and Open link RDF Browser11 can explore

the Semantic Web directly. All these tools have implemented a similar exploration

strategy, allowing the user to visualize an RDF sub-graph in a tabular fashion.

The sub-graph is obtained by dereferencing [Berrueta and Phipps 2009] [Chimezie

2009] an URI, and each tool uses a distinct approach for this purpose. These tools

provide useful navigational interfaces for the end users, but due to the abundance

of data about a concept and the lack of �ltering mechanisms, navigation becomes

laborious and bothersome. In these applications, it is a tough task for a user

to sort out important pieces of information without having the knowledge of

underlying ontologies and basic RDF facts. Keeping in mind these issues, we

suggest a keyword search mechanism to reduce the cognitive load of the users.

(B) SPARQL Query Tool

Regarding the problem of searching and �ltering in the Web of Data, a number of

approaches and tools exist. One approach is to query a SPARQL endpoint that

returns a set of RDF resources. There are a few tools that allow to explore a

SPARQL Endpoint. NITELIGHT [Russell et al 2008], iSparql [Kiefer et al 2007],

Explorator [Samur and Daniel 2009] are Visual Query Systems (VQS) [Catarci

et al 2007] allow visual construction of SPARQL queries and di�er mainly in

the visual notation employed. However, in order to use these tools, the user

must have comprehensive knowledge of the underlying RDF schemata and the

semantic query languages (e.g. SPARQL). In summary, current tools allow users

to manipulate the raw RDF data and do not provide user-friendly interfaces.

(C) Faceted Search Tools

Contrary to VQS applications, Freebase Parallax [Hildebrand et al 2006], the

winner of Semantic Web challenge 2006, is based on the idea of faceted search.

Freebase Parallax is a browser for exploring and presenting the structured data

in a centralized infrastructure. Similar faceted search application YARS2 (Harth

et al 2006) explores distributed datasets using SPO constructs.

Chapter 6 deals with the highlighted problems in this section. An innovative

URI mapping technique has been built which �nds the exact URI of the intended

resource. A concept aggregation framework has been proposed and implemented

which extract informational aspects of a resource from Linked Data. Furthermore,

the Journal of Universal Computer Science has been linked with Linked Data. The

system is able to show di�erent informational aspects of authors in a consolidated

view.

8http://dataviewer.zitgist.com/
9http://beckr.org/marbles

10http://objectviewer.semwebcentral.org/
11http://demo.openlinksw.com/rdfbrowser/index.html





Chapter 3

Links into the Future

In chapter 1, the idea of "Links into the Future" was introduced as proposed by

Maurer [Maurer 2001]. The idea is explained with the following fact: if a paper

A was written e.g. in 1990 and a new contribution B in 2009 refers or is related

to A, then a digital library may have a link from B to A e.g. If A refers to B,

i.e. a "Link into the Past". However, a link from A to B can also be obtained,

thus providing a "Link into the Future", speci�cally from 1990 to 2009 [Maurer

and Tochtermann 2002]. This chapter explains the idea in more details, presents

techniques/heuristics to develop a working system for creating Links into the Fu-

ture. This chapter addresses the following research questions.

RQ1. How can a system for creating Links into the Future from multiple sources

be developed?

RQ2. Can we improve existing citation mining techniques?

The �rst research question is further sub-divided into the following questions

RQ1.1 How can the concept of Links into the Future be represented using

ontological framework.

RQ1.2 How can the idea of Links into the Future be applied for papers pub-

lished within Journal of Universal Computer Science (J.UCS).

RQ1.3 How can the relevant Links be created from papers published in J.

UCS to the papers available on the World Wide Web.

The �gure 3.1, based on published contributions, explains the progress �ow

for the system. This thesis implements the idea with two techniques. The �rst is

33



34 CHAPTER 3. LINKS INTO THE FUTURE

Figure 3.1: Progress �ow for Links into the Future system based on published
contributions

by exploiting metadata of publications (we refer to this as metadata extraction

technique) while the second technique is by going through the references of all

papers (we refer to it as citation mining technique). Based on the references, mu-

tual links to the papers are created that are referred to. The �gure 3.1 explains

thesis progress for both mentioned techniques. The �gure highlights progress �ow

of this chapter based on published contributions. For metadata extraction tech-

nique, the work was initiated by proposing an ontological representation of the

idea [Afzal and Abulaish 2007] followed by techniques/heuristics for the imple-

mentation of the idea for papers published within J. UCS [Afzal et al 2007], then

those published on the Web [Afzal 2009a] [Afzal 2009b][Afzal 2009c]. For cita-

tion mining technique, the job started by employing an autonomous technique for

papers published within J. UCS [Afzal et al 2009a]. The technique was further

tested on generic dataset, proving its e�ciency [Afzal et al 2009b]

3.1 The Concept of Links into the Future

Initially, the idea of Links into the Future was proposed by Maurer [Maurer 2001].

In this section we explain this idea in details by de�ning di�erent scenarios and

contexts. When a user is looking on a particular content on the Web, the Links

into the Future feature provides users with the most relevant information that has

been made available on the Web after the publication date of the focused content.

This can be realized in number of situations. For example a user is reading partic-

ular news; Links into the Future provides the user with the relevant news articles
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that were made available afterwards. The discovered news may contain other

news articles expressing positive or negative sentiment about the focused news.

If a user is reading a book, Links into the Future provides user with the books

that are the extended version of the focused book. It may also provide positive

and negative reviews about the focused book from di�erent sources. However, in

the scope of this thesis, we are talking about Links into the Future in the domain

of digital journals. If a user is reading a research paper, he/she is provided with

the most relevant research papers that were published in the future dates in the

same area.

The number of digital publications is growing exponentially. Users expect to

instantly get access to the information that is relevant to them. The management

of such digital publications has to take into consideration the anticipated needs

of users in providing highly customized services. It is currently possible to locate

a paper in a previously published journal for a relevant research area, if a citation

has been made explicitly. However, the user will not be able to view future

relevant works from within the same paper based on a citation list alone. In order

to achieve this, a user has to go through a citation index [CiteUlike 2006] [CiteSeer

2006] [DBLP 2006] and then �nd a future paper that has cited the former. We

explore the possibility of producing a shortcut for the user, to enable links into

the future to be accessed from within the paper itself. This has been achieved,

to some extent, by employing typed-linking technology in the context of digital

journals [Maurer 1996].

In the past, an initial attempt has demonstrated the idea of Links into the

Future to some extent [Krottmaier 2003]. This concept has been, however, only

partially realized so far. In this chapter, we shall extend the idea further by

providing details on its full realization and its implementation. We explore the

discovery of Links into the Future to be incorporated within a previously published

paper in the Journal of Universal Computer Science [J.UCS 2009]. J.UCS is a

unique in being the �rst electronic journal to implement this idea for enhancing a

user's ability to gather future information on published papers in the same area.

A published contribution is typically a static document; an author is not allowed

to add or edit the published work. By implementing this idea, published papers

will not have to remain as static documents, since it becomes possible to record

new related developments as they get published. The previously published paper

in the same area will get a link to the new paper as well. This is however, only

a part of described visions of dynamic publications in a modern digital library

[Dreher et al 2004]. Note, however, that the body of a published paper is never

changed; only notes in the sense of links to other publications are made available,

additionally.

While writing a research publication, researchers can cite any previously pub-

lished paper. But of course they can not cite future contributions in the same
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area. While reading a paper, a reader may overlook papers published later by

the same authors dealing with the similar topic. The readers would then need to

make a deliberate e�ort to access the citation index [Citeseer 2006] in order to

access later publications. However, there are inherited problems in existing cita-

tion mining approaches which have been described in section 3.3. In this chapter

we propose a novel rule-based autonomous citation mining technique, to address

this important task. We de�ne a set of common heuristics that together allow

to improve the state of the art in automatic citation mining. Moreover, by �rst

disambiguating citations based on venues, our technique signi�cantly enhances

the correct discovery of citations. Our experiments show that the proposed ap-

proach is indeed able to overcome limitations of current leading citation indexes

such as ISI Web of Knowledge, Citeseer and Google Scholar. As illustrated by

[Dreher et al 2004], another limitation of typical citation systems is that they are

constrained by the implementation of unidirectional links. In such systems when

a document "A" cites document "B", there is a link between A to B. There is

however no link speci�ed between "B" to "A". Thereby the reader of article "B"

may not know of "A". One can claim that it is possible to create automatically

two links: from article "A" to article "B" and vice-versa. However, this is very

often not possible as a 'write access' would be needed to the system where article

"B" was published. This problem, however, can be tackled in hypertext system

such as Hyperwave Information Server [Hyperwave 2009]. Hyperwave provide

a link-database, i.e. links are stored separately from contents. No write-access

restriction is imposed to create links to a document [Dreher et al 2004].

Considering citations as the only measure for creating Links into the Future

has another limitations. We illustrate the potential problem with one example:

An author has published a paper "A" in the past, and subsequently published two

other papers "B" and "C" in the same area. In paper "B", the author cited the

paper "A" but in "C" the author did not cite the paper "A". While reading the

paper "A", if one wants to see future relevant publications, one goes to the citation

index and may be able to �nd paper "B", but would not �nd the paper "C" which

may be more relevant to paper "A". Thus, by using the citation index, a reader

is able to �nd relevant papers only to a certain extent depending on how many

references have been provided by authors. This has led us to explore the idea

of incorporating Links into the Future using metadata extraction technique. By

utilizing publications metadata, the technique creates links for papers published

in J. UCS to other future related papers published in J.UCS and on the Web.

Current search engines require the explicit speci�cation of queries in retrieving

related materials. Based on personalized information acquired over time, such

retrieval systems aggregate or approximate the intent of users. In this case, an

aggregated user pro�le is often constructed, with minimal application of context-

speci�c information. However, in our case, the information captured based on an
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individual's current activity is applied for discovering relevant information along

a temporal domain. This information is further pushed directly to the users' local

contexts. This chapter, as such, presents a framework for the characterization

and discovery of highly relevant documents.

The idea of Links into the Future gives two bene�ts: It enables the user to

have a shortcut to access future work from within the paper and it makes sure

that the user gains access to all most relevant research papers published in the

future in the same area. This will make the papers dynamic in the sense that

readers may be able to see all potentially similar publications in the same area

for a particular publication.

The formal de�nition of Links into the Future is as follows: A future link from

paper "a" to paper "b" (FutureLink (a, b)) exists, if a semantic relationship can

be established between them. For example: if paper "b" is written by the same

team of authors of paper "a" and the topics of both papers are similar, then paper

"b" is considered to be related to paper "a". Alternatively if there exists a citation

from paper "b" to "a", there is a highly likely relationship. Current systems tend

to perform similarity matches without considering semantic similarity, based on

the task characteristics. Equation 3.1 describes the de�nition of "Links into the

Future" as used in our research.

[Authors(b) ∈ Authors(a)∧Topics(b) ∈ Topics(a)]∨Citation(b, a)→ Future_Link(a, b)

(3.1)

3.2 The Process of Creating Links into the Future

Each J.UCS paper is published with a set of topics which describe the area of the

paper. The topics are basically the categories of the ACM classi�cation system

[ACM-CCS, 1998] (J.UCS has explicit permissions to use them) with minor ex-

tensions re�ecting the growth of the �eld. A paper may belong to more than one

topic like: D.2.1, H.5, and K.2. etc.

The process of creating Links into the Future can be summarised as follows:

1. For a particular paper which one is interested in, identify target items to

be considered as potential Links into the Future. This will require the

retrieval of all other papers of authors and co-authors. In order to validate

the relevance of a future link, we check the mutual relatedness of topics and

date of the publications.

2. Each of the above target items (potentially the related papers) will then be

veri�ed and validated to establish Links into the future.
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3. Incorporate the links into the focused paper and make them accessible to

readers. This step involves the determination of an e�ective way to incor-

porate the Links into the Future system.

We will describe two di�erent techniques to establish Links into the Future.

One possibility (we will refer it as citation mining technique) would be to look at

the references of a paper, as proposed by [Krottmaier 2003] and check whether

the list of papers contains publications in J.UCS. For a paper found in J.UCS,

there is a great likelihood that the cited work (by the author) is of the same

topic. As such, links are created from the former to these future papers. Citation

indexes [CiteUlike 2006], [CiteSeer 2006] may also perform a similar operation.

The citation mining technique [Krottmaier 2003] will also place future relevant

links within the paper for future usage. This, however, cannot be achieved via

a citation index alone. The details of citation mining technique are provided in

section 3.3.

Another possible approach (we will refer it as metadata extraction technique)

is to examine a particular paper and its authors and check for other papers in

J.UCS and on the Web with the same author or one of the authors. In this case,

we need to explicitly ensure that both papers are in the same �eld or same topic

published in J.UCS or acquired from the Web. After validation, links to these

future papers are created. This is not done by citation indexes [Citeseer 2006] in

a direct way. The details of metadata extraction technique have been provided in

section 3.4.

3.3 Citation Mining Technique

In recent years, the number of citations a paper is receiving is seen more and

more (maybe too much so) as an important indicator for the quality of a paper,

the quality of researchers, the quality of journals, etc. Based on the number of

citations a scholar has received over his lifetime or over the last few years various

measures have been introduced. The number of citations (often without count-

ing self-citations or citations from "minor" sources, in whatever way this may be

de�ned), or some measurement based on the number of citations (like the h- or

the g-factor) are being used to evaluate scholars; the citation index of a journal

(again with a variety of parameters) is seen as measuring the impact of the jour-

nal, and hence the importance one assigns to publications there, etc. The number

of measurements based on citation numbers is steadily increasing, and their de�-

nition has become a science in itself. However, they all rest on �nding all relevant

citations. Thus, "citation mining tools" used for the ISI Web of Knowledge, the

Citeseer citation index, Google scholar or softwares such as the "publishorper-

ish.com" software based on Google scholar, etc., are the critical starting points

for all measurement e�orts. In this section, we show that the current citation
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mining techniques do not discover all relevant citations. We propose a technique

that increases accuracy substantially and show numeric evaluations for one typical

journal and for a set of generic dataset of citations. It is clear that in the absence

of very reliable citation mining tools, all current measurements based on citation

counting should be considered with a grain of salt. Furthermore, the developed

citation mining technique is applied for creating Links into the Future.

3.3.1 Citations and their Importance in Digital Libraries

Digital libraries (DL) collect, organize, and provide access to large collections of

diverse knowledge resources. A well-managed digital collection of electronic pub-

lished works and artefacts is of great importance in providing a strong impact for

forthcoming new research that may otherwise not be possible without "standing

on the shoulders of giants". Citations allow authors to refer to past research in

a formal and highly structured way [Gar�eld 1955], to systematically construct a

citation network that then serves as a means of valuation for published works.

The citation count, which refers to the number of citations a particular paper

receives, is used in evaluating bibliometrics such as the quality of a paper, the

quality of researchers, the quality of journals, etc. It has been used for knowledge

di�usion studies [Hu and Ja�e 2003], network studies [Dorogovtsev and Mendes

2002] and in �nding relationships between documents [Small 1973]. Impact fac-

tor measurements, as derived from citation counts have been applied in making

important decisions such as hiring, tenure decisions, promotions and the award

of grants [PLoS Editorial 2006]. As such the determination of precise citation

counts is of utmost importance.

Citation mining refers to the process of discovering citation counts. This task

in itself is not trivial as it involves extensive text analysis to determine the exact

intended citation of authors to published works. Owing to the large number of

publications, this task involves a great amount of human e�ort if done manually.

Alternatively, an approach for autonomous citation discovery can be applied. This

approach, however, tends to be prone to omissions and mistakes [Giles et al 1998].

Fully autonomous citation mining as such has to rely on community e�ort for the

veri�cation and regular updating of citation records (e.g. Citeseer [Giles et al

1998]).

In order to address this important task, this chapter proposes a novel rule-

based autonomous citation mining technique, called Template based Information

Extraction using Rule based Learning (TIERL). A two-phase approach is used

whereby the system �rst disambiguates citations based on venues. Subsequently

detailed rule-based mining is performed on a much smaller collection of data

within the particular venue. The heuristic approach employed is described in the

following sections. We illustrate the bene�ts of this approach by studying the
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Figure 3.2: Problems in PDF to text conversion

enhancements to current state of the art by applying our methods to the dataset

of the Journal of Universal Computer Science (J.UCS)1.

3.3.2 Problem Statement

The state-of-the-art citation mining systems have been explained in chapter 2.

Here we summarize the problem statement:

Citation mining can be viewed as a three tier process:

1. Reference (citation entries) extraction from documents.

2. Metadata extraction from citation entry.

3. Linking citation entry to the cited paper.

Most scholarly works reside in digital libraries as PDF documents. For ex-

tracting references, these PDF documents are further converted into plain text.

This conversion process may result in errors as shown in �gure 3.2:

While the original citation entry looks like:

23. P. W. Kutter and A. Pierantonio. Montages: Speci�cations of realistic

program-ming languages. Journal of Universal Computer Science, 3(5):416-442,

1997.

The automated extraction of metadata sub �eld, such as title and authors,

from a citation entry is not at all a trivial issue as:

1. All publishers have their own style guide which needs to be considered while

extracting sub �elds from a particular reference entry.

2. There are times when authors inadvertently do not follow the style guides

properly.

While citing a paper, authors tend to also make mistakes as illustrated in

�gure. 3.3. These mistakes may then lead to improper citation linking.

Apart from spelling mistakes made by authors, re-wording of titles also oc-

curs e.g in the 3th entry, the word "utility of" was replaced by "role of prior".

These types of errors are made mainly because authors simply copy citations from

existing references. Mistakes may also arise due to carelessness or negligence.

1http://www.jucs.org/



3.3. CITATION MINING TECHNIQUE 41

Figure 3.3: Badly formatted references by authors

Figure 3.4: Template based Information Extraction

3.3.3 Template based Information Extraction using Rule based Learn-

ing (TIERL)

We propose the Template Based Information Extraction using Rule Based Learn-

ing (TIERL) technique to increase accuracy of citations obtained. We could make

a full text search to link the citations but due to the problems de�ned in section

3.3.2, we have introduced a systematic way of citation linking. The system ar-

chitecture for TIERL is shown in �gure 3.5. TIERL is a layered approach where

Template based Information Extraction (TIE) refers to the treatment of a paper

as a template from which reference entries are extracted. Rule Based Learning

refers to the usage of heuristic rules applied to extract the data and in dealing

with uncertainty and the approximate matching of citations. Research papers are

represented as a template structure as shown in �gure 3.4. From a given citation

string, authors, title and venue information will be used to link citations.
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TIERL Algorithm

The generic rules to identify a citation entry are depicted below:

Step 1. Extract references from each document using template based informa-

tion extraction technique.

Step 2. Tokenize each citation string and extract citation components (title,

authors, and venue) using FLUX-CIM [Cortez et al 2007].

For each citation string repeat step 3 to step 8.

Step 3. Disambiguate extracted venue in step 2 from DBLP for the focused

citation string using rule based approach as given in the next section.

Step 4. Select all papers (their titles and authors) from DBLP which are pub-

lished in the disambiguated venue in step 3.

Step 5. Apply direct match between the extracted title in step 2 and the titles

of the papers selected in step 4.

If (exact match is found) then link the citation, focus the next citation entry

and go to step 3.

Else if (direct match fails) then continue to step 6.

Step 6. Remove stopwords from extracted title in step 2 and focused titles in

step 4.

Step 7 Apply approximate matching (App. Match) on the paper's titles returned

by step 6.

App. Match= number of words found in the compared title in a sequence
max number of words of a papers title in extracted or compared title ×100.

If (match) > threshold then link the citation, focus the next citation entry and

go to step 3.

Else if (match of more than one records) > threshold then select all matched

papers as candidates and go to step 8.

Else if (match) < threshold then select max. matched paper as candidate and

go to step 8.

Step 8. Match author's list of both extracted and candidate papers.
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Figure 3.5: System architecture for TIERL

If (all authors matched) then link the citation, focus the next citation entry and

go to step 3.

Else show to user/community for veri�cation, focus the next citation entry and

go to step 3.

Di�erent techniques for the extraction of citation components have been pro-

posed and used in the past. For our experiments, we used a technique proposed

quite recently [Cortez et al 2007]. This technique gives precision and recall of

more than 94% on a generic dataset. This technique uses a knowledge base (KB)

which contains pairs of (mi, oi) where mi is metadata �eld like author, title, and

venue, and oi is di�erent occurrences of this �eld. This KB is used to calculate

the �eld frequency. A citation string is split into blocks on the occurrence of any

character other than the characters A,..., Z, a,...,z, 0,...,9. For each block �eld,

frequency is calculated as shown in equation 3.2.
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FF(b,mi) =

∑
t∈T (mi)∩T (b))

fitness(t,mi)

|T (b)| (3.2)

Where �tness (t, mi) is de�ned as follows:

�tness (t, mi) =
f(t,mi)
N(t) ×

f(t,mi)
fmax(mi)

(3.3)

The block b is associated with the �eld which gives the maximum value of

FF. More details about the technique can be found in [Cortez et al 2007].

Searching Articles by Venue

Venue disambiguation is an important task for citation indexes like Thomson ISI,

Google Scholar, and CiteSeer. Accurately disambiguated venues are further used

for user interfaces and for performing data mining of research literature. We try

to cleverly use this venue information to accurately link the "cited" and "cited

by" paper. Hall et al [Hall et al 2008] have recently suggested an unsupervised

method for venue disambiguation. They assume that venues tend to focus on

particular research areas and these areas are re�ected in the titles of the pub-

lished papers in a venue. Consequently, they made a venue over title model and

disambiguate venues based on Dirichlet process mixture. This model works �ne

when the venue is focused. They also applied this model to two venues which

share the same "acronym" like ISWC (International Semantic Web Conference

and International Symposium on Wearable Computing). The venues were accu-

rately disambiguated because the focus of both venues was quite di�erent. But if

the venues share the same acronym and the focus of the venue is also the same,

then it becomes di�cult to disambiguate. These types of venues are listed in Ta-

ble 3.1. Moreover, venues which are not focused are also di�cult to disambiguate

like the venues "Communications of the ACM", "IEEE Computer", "Journal of

Universal Computer Science" etc.

In DBLP2 , the venues are indexed by acronym along with the full venue title.

There are more than 5000 unique venues listed in DBLP.

A knowledge base was built which comprises of a set of pairs of the form KB=

(ai, fi), ... (an, fn) in which each ai is an acronym and fi is a full name of the

2http://www.informatik.uni-trier.de/~ley/db/
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Table 3.1: Venues sharing same acronym with almost same research focus

ID Venue
Acronym

Venue Full Name

1 ICIS International Conference on Information Systems
IEEE/ACIS International Conference on Computer and Information Science

2 ICDM Industrial Conference on Data Mining
IEEE International Conference on data Mining

3 AIPR Applied Imagery Pattern Recognition Workshop
Arti�cial Intelligence and Pattern Recognition

4 PDCS Parallel and Distributed Computing Systems (IASTED)
Parallel and Distributed Computing Systems (ISCA)

venue where ai and fi both are pointing to the same venue. A typical example of

this pair is a venue pair where ai is "AAAI" and fi is "National Conference on

Arti�cial Intelligence".

The rules to disambiguate venue is illustrated here:

Step 1. Make venue pairs from DBLP as (ai, fi) where ai (acronym) and fi (full

name) are pointing to the same venue.

Step 2. Remove stopwords from the extracted venue (in step 2 of above men-

tioned algorithm).

Step 3. Apply direct match between the cleaned venue string from step 2 with

the pairs (ai,fi).

If (one match is found) then note the corresponding DBLP venue and exit.

Else if (more than one venues in (ai, fi) share the same ai) then go to step 4.

Else if LD (substring (venue in step 2),any value in pairs (ai, fi)) =1 OR

LD(substring (any value in pairs (ai,fi)),venue in step 2) = 1 (where LD is Lev-

enshtein distance) then note the corresponding DBLP venue and exit.

In step 3, treat the words (Journal, International, National, European, Asian,

publishers like (IEEE, ACM, WSEAS, Springer, and Elsevier etc) as general

words, if they match in a sequence then okay, otherwise they will be ignored

while matching.

Else if all patterns of a venue in step 2 match in a sequence as a substring with

any pair of (ai,fi) then note the corresponding DBLP venue and exit.

Step 4. select all papers from the venues which share the same acronym. Dis-

ambiguate venue and citation based on matched titles of the paper as described
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in above mentioned algorithm.

The matching of patterns in the extracted venue string means that it should

match as a substring in a sequence with any of the venue pair (ai, fi). For example

in the case of venue "Journal of Universal Computer Science", all of the following

extracted venues will �nd their match: "Jour. Univers. Comp. sci.", "J. Uni.

Comp. Science" and "J. Uni. Computer Sci." etc.

Dataset

For our initial experiments, we collected texts of citations already hand-clustered

into groups referring to the same paper from Cora3. For this dataset, we col-

lected the extracted citation components. Our main task was to disambiguate

venue and link the citation accurately. Within this dataset, we further focused

on the venues listed in DBLP. In this dataset, there were 7 unique venues with

di�erent strings mentioning the same venue. These venues belonged to a fo-

cused area where venue over title model may work �ne [Hall et al 2008]. This

dataset was enhanced with three further venues. One of the venues is "Journal

of Universal Computer Science" which belongs to a list of venues that publish

papers in broad categories. Two remaining venues belong to the similar focus area

and share the same acronym, i.e. ICIS (International Conference on Information

Systems), IEEE/ACIS (International Conference on Computer and Information

Science). In this way, we have approximately 400 citation strings which were used

to disambiguate venues and then accurately linked with cited papers.

From the citation strings, we �rst need to extract the part of the venue string

which is actually referring to some venue. Stop-words like ('proc', 'proceedings',

years, months, 'in', '.', ':', 'published', numeric values, corresponding alphabets

for numeric values like eleventh, twelfth etc., 'of', 'the', '(', ')', '', '', '[', ']', '-', 'to

appear', 'accepted', 'vol', 'issue', 'no', leading and trailing spaces) are removed.

By means of this process, we clean the venue string. However, it may still contain

some discrepancies along with typographical errors.

In the �rst run of matching a cleaned venue string with the venue pair (ai,fi),

89% of the venues were matched. The remaining 9% venues were found during

step 3 and 4 of venue disambiguation algorithm. 8.5% of the venues found their

match in step 3 resulting in LD (s, t) = 1 while comparing individual strings.

For a citation entry, we focused only on the paper's titles published in the

extracted and veri�ed venue. The results are shown in Table 3.2. This algorithm

achieved an overall accuracy of 99.23%. A small fraction (0.77%) of the cita-

tions were unidenti�able as authors wrongly recorded venue information in their

citations e.g. The paper "Learning subgoal sequences for planning" was actually

published in venue 'IJCAI' but was wrongly cited as being published in 'AAAI'.

3http://www.cs.umass.edu/~mccallum/code-data.html
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Table 3.2: TIERL algorithm results on Cora Dataset

Matching Steps Accuracy
Direct Matching 89.05%
Approximate matching > threshold 7.38%
Author's veri�cation where approximate matching <
threshold

2.80%

Overall accuracy 99.23%

Added Value

The extraction of venues and focusing on the papers published in particular venues

was signi�cant in linking the citations properly. For example, the same team of

authors has written the following two papers in two di�erent venues with a slight

change in title. "Instance-Based Learning Algorithms", published in Machine

Learning.

"Noise-tolerant instance-based learning algorithms", Published in "IJCAI".

Although the authors are the same and title of the paper is also similar, it was

successfully disambiguated because of the focused dataset (searching for articles

within the articles published in the veri�ed venue). For another citation string, the

cited title was "Instance-Based Learning." instead of "Instance-Based Learning

Algorithms", published in Machine Learning. Without focusing by venue resulted

in 62 unique records from DBLP dataset where this title was matched 100% as a

substring. Focusing by venue then signi�cantly helped by reducing the choices to

only three candidate papers to select. As a result CiteSeer which selects citation

strings of similar lengths from its huge index [Giles et al 1998] gets too many

similar records. This makes it very di�cult to disambiguate.

Sometimes, while making a citation, authors write some additional words or

omit or change some words from the title e.g. paper "Instance-Based Learning

Algorithms" was cited as "Instance-Based Learning Methods". During an approx-

imate matching process, 67% was matched and then citation was derived based on

the matched authors� list. It was noted that there was not a single false positive

citation. This is predictable as the same team of authors normally do not submit

a paper with almost same title to the same venue.

3.3.4 Experimental Case Study

The Journal of Universal Computer Science (J.UCS) was considered to be a suit-

able journal to be used for this case study, based on its broad coverage of Computer

Science and Information Technology areas. Because of its broad coverage, there is

no particular community which is only publishing in J.UCS. Thus, authors from

di�erent backgrounds publish their articles which makes it an interesting dataset
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for this case study. J.UCS has published more than 1200 peer reviewed papers.

J.UCS also provides a large enough document collection to illustrate the workings

of the proposed approach.

We applied Template based Information Extraction (TIE) to extract references

from PDF versions of J.UCS papers. To perform TIE, we need the full text of

all papers in a digital form. The papers are currently available in PDF format

and were downloaded automatically from the J.UCS server. Many PDF to text

converter tools were tested in terms of accuracy and speed. These include PDFBox
4 , Ghostview5 and PDFTextStream6. Based on its performance, PDFBox (open

source java PDF library) was selected for conversion. We then explored the use

of layout information of a paper to discover detailed information regarding its

structure. For example, a reference starts with the term "references", followed

by a delimited list of citation entries. We used three styles of writing a reference

entry, which would start from any of the following styles: '[author's years]', '[1]',

'1' ". Each citation entry is also expected to have a �xed format.

We used intrinsic pattern mining of documents.13.5% of the papers were edi-

torial columns. Almost 78% out of 86.5% of the papers' references were extracted

resulting in over 15 thousands citation entries. 3.5% of the papers have bad ref-

erences (not complying with any of the templates). 5% of the papers were not

compliant with the conversion tool, and were thus not converted correctly into

plain text. These 5% papers were not recognized as PDF documents even by the

professional converters like INTRAPDF7. We propose the use of the postscript

and HTML versions of these documents for future experiments.

For the current case study, we focused the citations from J.UCS to J.UCS pa-

pers. There were two reasons for the focused dataset (1) J.UCS is indexed by ISI.

ISI indexes only a selected number of journals and if we compare the citation out

degree for J.UCS then the comparison would not be interesting enough because

not all journals and conferences may be indexed by ISI. But if we focus on cita-

tions from J.UCS to J.UCS then it is sure that ISI should have all the citations.

CiteSeer also claims that it indexes open access journals and tracks when new

issues are published. Then the comparison is meaningful to know either CiteSeer

index all papers of J.UCS if yes then either it is able to �nd all citations with an

error margin of 7.7% as of their claims [Giles et al 1998]. (2) Second reason for

selecting the dataset was the manual e�ort required for comparison with the ci-

tation indexes because these citation indexes provide free services for community

to explore the citations for a focused article most of the time manually. But they

(ISI and Google Scholar) do not give their whole data free of charge which could

lead to developing an automatic program to compare the results. Consequently,

4http://www.pdfbox.org/
5http://pages.cs.wisc.edu/ ghost/index.html
6http://snowtide.com/
7http://www.intrapdf.com/
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Table 3.3: TIERL algorithm results on J.UCS dataset

Matching Steps Accuracy
Direct Matching 69.17%
Approximate matching > threshold 24.06%
Author's veri�cation where approximate matching <
threshold

3.76%

Overall accuracy 97%

it is a herculean e�ort to compare each and every paper with ISI, Google Scholar

and CiteSeer for checking the citations.

We used the "FLUX-CIM" technique described in [Cortez et al 2007]. The

knowledge base (KB for short) for this was built from all published papers in

J.UCS. We extracted the citation components from citation strings where the

venue block was represented as J.UCS. The details of venue disambiguation are

already explained. In this way we extracted citation components from 133 J.UCS

to J.UCS citations. This technique when applied on a generic dataset [Cortez et

al 2007] gives a precision of 95.85% and recall of 96.22% for CS domain. This,

however, depends on the complete knowledge base where each and every token

represented in the citation string could �nd its match. In our case, we have

focused on the KB built from J.UCS. This is why all tokens found their match in

the KB and we were able to extract all the titles and authors of J.UCS citations.

But of course the accuracy of results for a venue for which one does not have

complete bibliographies to compare with the extracted token would not be 100%.

The results of our TIERL algorithm (as described in section 3.3.3) on J.UCS

dataset gives the results as shown in Table 3. 3% citations were unidenti�ed. On

manual inspection, it was found that 2.25% were referring to papers which were

not indexed by DBLP but in fact were published by J.UCS. This is however not

the fault of our algorithm. While the match for 0.75% (only one record) was less

than threshold. Subsequently, list of extracted authors for the maximum matched

paper was compared to DBLP. However, all authors did not �nd their match and

the system was not able to automatically link the citation. This citation was

further shown to the user for feedback and on user's response, the citation was

linked. Nevertheless, we revised the same pattern that we did not �nd any 'False

Positive'.

After the citation mining for J.UCS articles was completed, we performed

comparisons with existing citation indexes. For a comparison with ISI, we selected

all of the available databases ("Web of Science", "Current Contents Connect", and

"ISI Proceedings"). To compare with CiteSeer and Google Scholar, we used their

standard websites. We have a total of 133 citations from J.UCS to J.UCS but

while comparing we found 13 more citations which were missed by TIERL. The
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reasons for these missed citations by TIERL are explained in next sections. So

now we have total 93 unique J.UCS papers with 146 citations within J.UCS.

3.3.5 Experimental Results

The measurements selected to compare the citations with other citation indexes

were subject to answer three questions. (1) Out of the 146 citations, how many

are indexed by each citation index? (2) What was the total missed percentage

by each citation index regardless of indexing (the paper or cited by paper). (3)

Out of these 146 citations, how many papers and their `cited by` papers were

both indexed by each citation index but the citation index has failed to �nd the

citation. The e�ect of this would be studied by calculating the total number of

citations for those papers received within J.UCS. The initial experiment was done

during April, 2008 and revised in March 2009.

Indexed Papers

The numbers of papers indexed on di�erent citation indexes are listed here. ISI

indexes 38% of the papers, CiteSeer indexes about 53% of the papers while Google

Scholar indexes 100%. TIERL indexes 98% because overall 2% J.UCS papers were

not indexed by DBLP. If these citation indexes do not recognize these J.UCS

papers then how they can include them for �nding citations. The comparison is

shown in �gure 3.6.

Overall Missed Citations

Di�erent citation indexes were compared with the focused citations dataset. The

�gures represent the percentage of the data missed by citation indexes. These

are the overall missed percentages regardless whether the paper is indexed or not.

The percentage of missed citations was surprisingly high for the major citation

indexes like ISI, Google Scholar and CiteSeer as can be seen in �gure 3.7.

Missed Citations within the Index

Here we focused on missed citations if both the 'cited' and 'cited by' paper are

indexed by the citation index. For example, in the case of ISI, J.UCS was not

indexed until 2001. But if we evaluate the missed citations by ISI from 2001,

there were a total of 42 articles in J.UCS since 2001 which have been cited by

other J.UCS articles. According to our experiments, these 42 articles received 58

citations within J.UCS. All of these 'cited' and 'cited-by' papers are indexed by

ISI. Out of 58 citations, 17 were missed by ISI. This gives an error rate of 29.3%.

This is surprisingly high for an established citation index. The comparison with

all citation indexes is shown in Table 3.5 and the missed percentages are shown

in �gure 3.8.
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Figure 3.6: Indexed papers

Table 3.4: Impact factor of J.UCS in 2005

Cites in 2005 to articles published in: 2004 = 26 Number of articles published in: 2004 = 89
Cites in 2005 to articles published in: 2004 = 33 Number of articles published in: 2004 = 86
Sum = 59 Sum = 175

Impact factor=59/175 = 0.337

Misleading Impact Factor

Being an authority in measuring impact factors of journals, Thomson ISI publishes

a Journal Citation Report every year. Thomson ISI calculates an impact factor for

a particular venue in a given year based on the citations for the papers published

in the last two years. For example the impact factor of J.UCS in 2005 would be

the number of citations made by the papers in 2005 (which are published in ISI

indexed venues) to papers published in J.UCS during the years 2003 and 2004

divided by the total number of papers published in J.UCS during 2003 and 2004.

The impact factor of J.UCS in 2005 by ISI is shown in table 3.4.

But within our small focused dataset of citations from J.UCS to J.UCS ar-

ticles, it has been observed that there were extra 4 citations in J.UCS papers
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Figure 3.7: Missed citations

Table 3.5: Found citations within the index by Citation Indexes

Citation In-
dex

Indexed pa-
pers

All Cita-
tions within
J.UCS

Found by
Citation
Index

ISI 42 58 41%
GS 93 146 113
CiteSeer 53 78 44
TIERL 91 143 133
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Figure 3.8: Missed citations within citation index and their overall impact

published in 2005 to J.UCS articles published in 2004. With this small informa-

tion the actual impact factor of J.UCS for the year 2005 becomes 0.36 instead of

0.337. But it has been shown that the overall impact of missed J.UCS citations by

ISI within their index was 29.3%. And if ISI is missing citations to J.UCS papers

by the same ratio for other sources then the impact factor of J.UCS should be

0.48 instead of 0.336 i.e. is almost equivalent to the J.UCS impact factor in 2003.

Missed Citation Snippets

This section �rst describes the reasons for missed citations from TIERL and then

by other systems.

As discussed earlier that TIERL had missed 13 citations which is 9% of the

total. These are the following reasons for: 1.5% was due to unspeci�ed venue

information or citing a venue wrongly. 7.5% were due to bad conversion from

PDF to text. The reason for this failed conversion was due to PDF �les encoding

that prevented editing. But Google Scholar was able to �nd these citations as

it had indexed HTML versions of these documents. For future experiments we

will consider PS and HTML versions to overcome this limitation. Typical missed

citations by TIERL are shown below:
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Figure 3.9: Wrong venue information

Figure 3.10: Missing venue information

Figure 3.11: Discussions within references

In the �gure 3.9, the authors have speci�ed each component correctly but the

venue is cited wrongly. The article was published in Journal of Universal Com-

puter Science but while citing authors have written J. Universal Computations

and Systems.

In �gure 3.10, authors have not provided the venue information and that is

why the citation was not found by TIERL.

If we carefully look at the missed citations by major citation indexes then

we will �nd some interesting patterns. For example, in �gure 3.11, authors have

included explanations within the reference section. Here the authors have written

an explanation after the reference entry 227. Usually, it is not expected that

authors would write some explanation within the references. But in this case the

reference entry 227 would be considered until the next entry 228 starts although

the actual reference entry is only the �rst three lines. But in this case the 227

reference entry is assumed to comprise 10 lines. When this reference entry would

be compared in the citation index, it will not �nd a match with any reference

entry. For example in the case of CiteSeer which arranges citations according to

the length.

In �gure 3.12, The authors have made a mistake while writing the title. The
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Figure 3.12: Extra word in the title

Figure 3.13: Wrong title information

Figure 3.14: Volume and issue number is missing

word "complete" was added additionally which means that the citation may not

be found.

In �gure 3.13, the authors have made two errors while writing a title. ":" is

replaced with "-". However, this is not a big problem. But the other mistake

is crucial: "Computer-supported" is replaced by "Computer-based". Thus it

becomes di�cult to identify the corrected cited article when the comparison is

made within the huge index. Our word and phrase matching algorithm working

on a focused subset of the huge index has discovered the correctly cited article.

In �gure 3.14, the title of the paper seems correct but still it did not �nd a

match within the existing citation index. The reasons for this are that after the

venue name, there is no volume and issue number. It is written as "This Volume"

which did not �nd its match. But our technique �rst identi�ed the venue and

then checked for the title as a substring in this entry and found it correctly.

The results of citation mining are also questionable as the citation indexes

have di�culties in distinguishing individuals precisely. For example, Ann Arbor,

Walton Hall and Milton Keynes (the name of cities) were wrongly classi�ed as

actively cited authors [Postellon 2008].

All discovered citations are further used in the Links into the Future system.

The next section explains the other technique "Metadata Extraction Tech-

nique" for creating Links into the Future.

3.4 Metadata Extraction Technique

When authors submit papers to J.UCS for publication, metadata (in XML) �les

are created as they upload a paper. This �le is maintained in a hierarchical
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Figure 3.15: Metadata XML File

representation of Volumes and Issues. This �le stores the information on names

of authors, submission-date, acceptance-date, title of the paper etc. For exploring

Links into the Future, the attributes title, authors, date and topic need to be

examined. These metadata or attributes are shown in �gure 3.15. We have

written an XML parser that parses these XML �les to populate our database in

proper order. We then search all the papers of the authors in the same topic

(including later published papers) and create links from a paper to the selected

papers.

The metadata extracting technique can be described as follows:
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(I) Select Candidates as Potential Links (into the Future)

1. Select a paper to be considered for creating Links into the Future.

2. b) Find references to authors and co-author's names from the entire list

of publication in the metadata �le. Extract the entries that contain their

names.

(II) Links Veri�cation and Validation

Validate an author's publication (as relevant and from the future) by examining

metadata such as date and topic of each entry extracted in (b) A publication is

considered a link into the future if:

� The age of publication is less than original document of source and

� The document has the same topic.

We suggest that the use of document similarity checking as a means of �nding

relevant documents should also be investigated. A user pro�le will be maintained

for all users, to be able to allow the visualisation of types of links (to the future)

the user wants to see.

(III) Realisation and Incorporation of Links

1. Construct an internal representation to highlight all discovered information

about the author. We have developed publication ontology (see �gure 3.16)

which will represent currently known information about authors and their

publications, together with information about discovered links. The onto-

logical representation of all ontologies is explained in section 3.4.1. As new

issues are published, these ontologies are examined and updated accordingly,

instead of repeating the metadata extraction all over.

2. Perform visualization of the discovered links to be incorporated into the

system.

3.4.1 Ontological Framework to Represent Future Links

In this section we present an ontological framework as a basis for creating Links

into the Future. Here we have introduced some basic conceptualization speci�-

cation for the domain. In the upcoming sections, we have shown an ontological

framework by linking these basic ontologies. First of all we want to make it clear

that authors, papers and their relationship may contain many speci�c conceptu-

alizations for di�erent tasks. But here we are interested in formal speci�cation of

author and paper through which Links into the Future concept can be realized
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Figure 3.16: Publication ontology

and we are dropping all other concepts that may exist but are out of the scope of

this novel idea.

Author's Publication

Authors may have written multiple di�erent papers that can reside on WWW,

DBLP, and CiteSeer etc. (see �gure 3.17 (a)). This ontology conceptualizes that

authors' papers are stored at di�erent mentioned sources.

Paper's Metadata

Papers stored at J.UCS contain detailed metadata �le but we are interested in this

speci�c metadata (see �gure 3.17 (b)). In J.UCS system, we are maintaining this

metadata in an XML �le and we have written a service to extract this metadata

for the focused document from the J.UCS server. We need the same metadata

for other papers residing in WWW to �nd either they are related or not. For

that we are using some SOAP methods to extract information from Web, we are

using Google search APIS [Google API 2009], Yahoo search [Yahoo API 2009],

and Microsoft Live search [MSN API 2009]. We have built full service oriented

architecture and model for using these services to implement the concept of Links

into the Future. This has been discussed in details in section 3.4.2.



3.4. METADATA EXTRACTION TECHNIQUE 59

Author's Onamasticon (Lexicon of Author's Names)

An author is cited as di�erent names in di�erent papers (see �gure 3.17 (c)).

For example Hermann Maurer may be refereed as H. Maurer, M, Hermann or

Hermann Maurer etc. This ontology presents di�erent names sets for a particular

author. In the above example for Hermann Manure, there are three name sets.

One can claim that M, Hermann could mean Mark Hermann or Maurer Hermann.

To resolve this issue we have develop another author's specialization ontology

which will match the area of specialization of a particular person before generating

link.

Author's Specialization

An author has some specialized �eld of interest (see �gure 3.17 (d)). In the �eld of

Computer Science, ACM categories [ACM-CCS, 1998] are good reference for some

specialization of an author. While an author submits a paper to J.UCS, authors

has to select ACM categories to which it belongs to. Those ACM categories are

stored as a metadata of the paper in J.UCS server. As paper belongs to some

author, so by combining author's papers and paper's ACM categories, it becomes

author's specialization. We have extracted that metadata as depicted in �gure

3.15. However, we are getting this information from WWW by using di�erent

SOAP APIs as discussed in section 3.4.2.

Future Links

This ontology is elaborating the concept that how a paper stored at J.UCS may

have some candidate future links (see �gure 3.17 (e)). Candidate papers may be

stored at di�erent sources like within J.UCS itself, at CiteSeer, DBLP and WWW.

During searching related papers from di�erent sources, a paper is considered more

relevant and accurate future paper if the same paper is founded by more than one

sources. For example Paper "D" founded by three sources in �gure 3.17 (e) is

considered more relevant than paper "B" that is founded only by one source.

Community (Co-authors)

This ontology is describing the concept that one paper may be written by several

authors (see �gure 3.17 (f)). Because in �nding future links for a paper, we will

�nd all the related papers by the same team of authors. For example �nding future

papers for a paper "C" in �gure 3.17 (f). we have to �nd all the papers that are

written by Author 2, 3 and 4 in the same ACM category (author's specialization

ontology) in future dates as compared to the published date of paper C.
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Figure 3.17: Ontologies for the concept of Links into the Future

Author's Future Papers

After �nding future related papers for a particular author. This ontology (see

�gure 3.17 (f)) helps in implementing whether this discovered link is already

linked to the author's papers or not. If it is already linked to the author's paper

then the discovered link is dropped otherwise new link is created.

Ontology Merging to Realize the Concept of Links into the Future

Ontologies describe formally concepts in the domain of discourse [Natalya and

Deborah 2001]. As our system is composed of di�erent ontologies as discussed in

previous sections. We need to merge those ontologies to realize the full strength
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Figure 3.18: Connected ontologies to form the system of Links into the Future

of the system. By connecting ontologies we mean that we are going to show how

the system of Links into the Future can be implemented by using these ontologies

and at which point, which ontology will be doing what? The complete system

can be visualized in �gure 3.18. The process can be summarized as follows:

1. Authors ontology will be used to select some particular article stored at

J.UCS.

2. Then after extracting article's metadata by using some XML parser, paper's

Metadata ontology is built for the selected paper.

3. Then by using Paper's Metadata ontology, related information is fetched

from WWW by using community (co-author ontology) which conceptualizes

that how many authors have written this paper and subsequently authors

supporting ontologies (authors onamasticon and specialization) are checked

to verify the validity and similarity of the author.

4. Discovered future links are conceptualized by using Future links ontology.

5. Discovered links are veri�ed from Author's future links ontology, Only new

discovered links are incorporated to the author's paper.

6. Future links are visualized then to user.

Experimental Setup

J.UCS has been running over Hyperwave information system since 1994. Hyper-

wave is one of the leading tools for knowledge management. As we did not want

to interfere with the running server, �rst we build a test server and migrated

all data and templates along with document classes from the running server to

this test server. When a paper is published in J.UCS, an XML �le to represent
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metadata of the paper is created. That was the starting point for us to write a

parser that converted more than 1500 XML �les to our knowledge Base (KB) in

proper format and order. By traversing paper by paper in the knowledge base,

we have created future links for those papers that were also published in J.UCS.

Then we visualize the links to user by instantiating a servlet running on tomcat

server which takes the selected paper reference as parameter and display a page

for the future links for that particular paper after querying the KB (see �gure

3.19). We have pre-computed future links in our KB. It would not be a good idea

for getting all future links dynamically for a paper by querying external sources

because it would slow down the whole process and there is a case that external

sources may prevent the access to their server in future. So it is a better idea to

have future links from those sources once and place them in the knowledge base

and update it on some periodic basis.

We have discussed in the previous section the identi�cation and validation of

the candidate documents to be linked. In this section, we are going to talk about

realisation and incorporation of the concept of Links into the Future. Here we will

discuss some of the results produced by our system. On the �rst page of a paper

in J.UCS, we have introduced a button titled "Links into the Future". When a

user is viewing some particular paper and wants to see related future papers, the

user simply clicks the button and all related future papers for the same team of

authors in the same topic are shown to the user.

Some of the results produced by our system have been shown in �gure 3.19.

For example, user was viewing a paper titled "Building Flexible and Extensible

Web Applications with Lua". It was written by three authors and was published

in J.UCS on 28, Sep, 1998. It belongs to "D.2" and "H.5" ACM category. Any

paper written by any of the three authors in the same ACM category (we are

dealing with only �rst level of the ACM category like "D" and "H" in this case

to get maximum related papers) after or on the same date are shown to user (see

�gure 3.19). On clicking a discovered future paper title in �gure 3.19, user is

redirected to the selected paper residing at J.UCS server.

3.4.2 System architecture for Web Documents

In this section we present the system architecture for creating Links into the Fu-

ture. Ontology based knowledge extraction fromWeb documents has been focused

in project Artequakt [Alani et al 2003]. Alani et al. proposed an ontology-based

knowledge extraction from text documents in artist domain. Much information

on web exists in natural language documents. To extract some domain speci�c

information from web documents has been challenge for a decade. We have pro-

posed system architecture that how information from web can be acquired in the

domain of �nding Links into the Future. The proposed system can be seen in

�gure 3.20. As an overall vision, we are interested in �nding related future papers
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Figure 3.19: Discovered Future Links

of the same team of authors from di�erent sources like Web, CiteSeer, DBLP.

However, the focus of this thesis is limited to �nd Links into the Future from Web

documents. There are mainly three modules of the system: knowledge extraction,

ontology framework and visualization to the user.

The identi�cation of future links from the web includes the following steps:

query formulation, removing duplicates, �ltering papers only, similarity algorithm

and determining future links. The description of each is shown in �gure 3.21.

Knowledge Extraction

Finding some speci�c information and relationship between them from text/XML

document stored on the Web is already a great challenge [Alani et al 2003]. But

�nding documents that are Links into the Future for a paper is a di�erent task

because we are interested mainly in PDF, PS, DOC documents on the Web that

also belong to authors who have already published papers in J.UCS. Knowledge

extraction uses the ontology framework to extract related information from the
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Figure 3.20: System Architecture for Links into the Future

web. For this purpose, we have subdivided knowledge extraction module into

three sub modules.

(A) Document Retrieval and Pre-processing

Document retrieval and pre-processing module is responsible for cleaning the raw

documents coming from the Web. We are querying Web to �nd related papers.

We use Google search APIS [Google API 2009], Yahoo search [Yahoo API 2009],

Microsoft Live search [MSN API 2009] to extract information from the Web. To

�lter out the raw documents from these sources, we have de�ned some particular

formats of documents to be searched. As we are interested in �nding related

future research papers of some author, these research papers may be in PDF,

PS, and DOC format but may not be in video �les, image �les, XML documents

and all other formats. So this module de�nes all formats for research papers.

We are using a formulated query for searching papers from Web. The J.UCS

authors from "author's publication ontology" are used to query. Furthermore,

author's Onamasticon ontology is used to describe di�erent name variations. The

"community (co-authors) ontology" is also used to query for all co-authors. The

retrieved documents may contain duplicate records which are further removed.
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Figure 3.21: Heuristics to identify Links into the Future from the Web

This module can be divided further into two sub modules:

(i) Link Extraction

When querying a search engine, the formulation of query terms strongly a�ects

the results. SOAP APIs have been used by our Web search service to seek Web

documents. In performing a search we found that the use of all available seman-

tic information was able to narrow down search space signi�cantly. The e�ects of

query formulation and choice of query terms is shown in Table 3.6. For example

for author Hermann Maurer the typical query looks like this abstract references

"Hermann Maurer" "H Maurer" "Maurer H" �letype:PDF. This query formula-

tion helped us to retrieve documents which include abstract, references and author

name and hence reduced undesired hits from general search engine.

(ii) Duplicates Removal

As a further pre-processing step, duplicates are �ltered reducing the results by

more than 50%. Documents are then downloaded in parallel into java threads.

The importance of removing duplicates is shown in Table 3.7.

For example, for author Hermann Maurer, the formulated query returned 112

results from Google and 495 from Yahoo. However, after removing duplicates, we

left with 75 and 86 records from Google and Yahoo respectively.

(B) Noise Filtering

Extracted dataset contains author's future papers and some documents that are

not research papers for example CV, business card, publication list of authors etc.

The retrieved documents normally contain:
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Table 3.6: Query Formulation for accessing the Web Docs.

Query Google Hits Yahoo Hits MSN Live
Hits

Hermann
Maurer

1,680,00 1,260,000 4,480,00

"Hermann
Maurer"

25,600 92,800 27,000

abstract
references
"Hermann
Maurer"

918 1,720 446

abstract
references
"Hermann
Mau-
rer" �le-
type:PDF

193 775 114

1. Theses supervised by the author.

2. Curriculum Vitae, Home page and Business cards of the author.

3. Conference programmes where the author's name was mentioned.

4. Documents edited by the author.

5. Presentation �les

6. The author's publication list.

7. The author may be listed in the reference entries or in the acknowledgement

section of a research paper.

As we are only interested in actual research papers at this point, a further

�ltering step was performed. This process is important in potentially automating

the discovery of Web-pages and publication lists.

Docments in PS and DOC �le formats are �rst converted to PDF using MiK-

TeX 8 and Openo�ce tool9 respectively. Then pdfbox10, a java library, is used to

convert PDF to plain text for further analysis.

A heuristic approach is applied in the actual identi�cation of research papers.

The heuristics used are as follows:

8http://www.miktex.org/
9http://www.openo�ce.org/

10http://www.pdfbox.org/
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Table 3.7: Links into the Future results for selected authors

Author Focus Paper in
JUCS

Search En-
gine

Formulated After Du-
plicate

Classi�ed Unique
Paper

Actual
Fea-
tures

Maurer H
Digital Libraries
as Learning and
Teaching Support
vol. 1 Issue 11

Google 112 75 12 23 17

Yahoole 495 86 19

Abraham A.
A Novel Scheme
for Secured Data
Transfer Over Com-
puter Networks,
Vol. 11 Issue 1

Google 148 62 13 33 22

Yahoole 263 87 41

Bulitko V
On Completeness of
Pseudosimple Sets,
Vol.1 issue 2

Google 21 21 7 17 3

Yahoole 45 28 13

Shum S. B
Negotiating the
Construction and
Reconstruction
of Organisational
Memories, Vol. 3
issue 8

Google 103 81 11 28 21

Yahoole 546 104 26

Abecker A.
Corporate Memo-
ries for Knowledge
Management in
Industrial Prac-
tice: Prospects and
Challenges, Vol. 3
Issue 8

Google 69 59 9 17 15

Yahoole 335 65 14

1. Title of the paper followed by author/s name and abstract should exist in

the same page. (need not be in the �rst page). Authors' full name is then

searched to disambiguate author/s names.

2. The word "reference" (or "references") is found followed by a proper se-

quence starting with one of the them "[author]", "[1]", "1" and ().

Documents that were classi�ed as research papers are shown in Table 3.7 for

selected authors. These authors were selected randomly from J. UCS author index

for this experiment. The used heuristics were found enough to classify retrieved

contents as a research paper. Paper classi�cation module gives no false positive.

Furthermore, a union set of all retrieved papers is formed by discarding duplicate

papers.

(C) Information Component Extraction

This module uses the ontological framework to extract the relevant information

component. Extracting information component from J. UCS papers is straightfor-
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ward as the required metadata is stored in xml �le as explained earlier. But when

we locate papers from the Web, documents are not categorized according to the

ACM topics, and metadata cannot be expected to be found. We then performed

similarity detection to automatically discover topics of documents. We measured

similarity by taking dot product of vectors from the source and the candidate

paper.

The results were, however, not satisfactory due to the following reasons: 1)

Author's writing style was usually the same in his/her set of documents. A similar

use of common terms produced an impression of being a larger similarity between

documents 2) Paper's headers share similar text such as author name, a�liation

etc 3) The Reference List at the end of both documents make use of similar text.

To overcome these problems, we pre-processed the text removing the paper's

header (section before abstract) and the reference section of the paper to focus

only on the original text. We performed Yahoo Term Extraction11 to extract key

terms. This extraction scheme has been used in the number of past studies for

extracting facet terms [Dakka et al 2006] [Dakka and Ipeirotis 2008] and building

expertise pro�le [Aleman-Meza et al 2008]. In our case, the results from Yahoo

Term Extraction was seen to be not convincing until we removed the header and

the references sections. The similarity measured on these terms was able to �lter

the most relevant papers as can be seen in Table 3.7 and Figure 3.22. For example,

in Table 3.7, for the author "Vadim Bulitko", the relevant papers are only 3 out of

17 unique candidate papers found by the paper classi�cation module. The manual

inspection revealed that these three were the only papers in the same area.

Working of Ontological Framework

In this section we present how ontological framework is applied to discover Links

into the Future from J.UCS and Web documents [Afzal et al 2007a]. We already

introduced basic conceptualization speci�cation of di�erent ontologies in previous

sections. However, we here concentrate on how these ontologies play their role in

the overall system.

(a) Author's Publication Ontology

This was initially populated from authors and their papers published in J.UCS.

There were more than 1400 papers that were published in J.UCS. The total num-

ber of authors who contributed in J.UCS was 2100. This ontology is further used

to cross-check whether the paper found from the Web is di�erent from the papers

already stored at J.UCS. If the same paper is found again from Web then that

paper is ignored. Otherwise the paper is linked in this ontology according to the

source of �nding.

11http://developer.yahoo.com/search/content/V1/termExtraction.html
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(b) Paper's Metadata

As explained earlier, when a paper is published in J.UCS, a detailed metadata

�le is generated. In the context of Links into the Future, we are interested in

the metadata like paper's title, list of authors, keywords, topic of the paper and

its publication date. All the metadata �les were downloaded automatically from

J.UCS server. The paper's metadata ontology was populated from these metadata

�les [Afzal et al 2007a]. There were more than 1400 papers along with their

metadata �elds in J.UCS. This served as an initial dataset to populate Paper's

metadata ontology. This metadata is further used to �nd related papers from

Web. We use this metadata for �nding other papers residing at WWW to �nd

whether the papers are related or not.

(c) Author's Onamasticon (Lexicon of Author's Names)

Author disambiguation is an important task when we are talking about �nding

papers written by the same team of authors. The same author can be cited or

referred to with di�erent name variations. For example Hermann Maurer can be

referred to as "Hermann Maurer", "Maurer, H.", "H. Maurer". If we generalize it,

an author can be represented in three di�erent ways: "Author full name", "First

intial., last name", "Last name, �rst initial." Author's Onamasticon ontology

represents these di�erent variations of an author. Author's Onamasticon ontology

was populated with the described set of variations for all authors represented in

"author's publication ontology". There were more than 2500 unique authors. All

of these authors and their Onamasticon were used to populate this ontology. But

this ontology alone is not su�cient for authors' disambiguation. For example if

we search for the papers written by "H. Maurer" then we may retrieve some false

positives like papers by Henry Maurer or so. This aspect has been solved by

author's specialization ontology discussed below along with some general rules as

mentioned before.

(d) Author's Specialization

When a paper is published in J.UCS, it is annotated with ACM categories by the

authors of the paper. These ACM categories describe an author's specialization.

This ontology was populated from the metadata �les of J.UCS papers. All of

J.UCS authors along with their area of publications ware stored in this ontology.

(e) Future Links

This ontology conceptualizes all candidate Links into the Future for all J.UCS

papers. The same paper may be acquired from di�erent sources which enhance

its importance and is used to rank accordingly.
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(f) Community (Co-Authors)

This ontology describes the concept that one paper may be written by several

authors. In �nding Links into the Future for a J.UCS paper, we �nd all the

related papers by the same team of authors. For example if a paper is written by

three authors then all papers written by any of these three authors in the same

area in future dates would be considered Links into the Future for this focused

paper. The J.UCS papers and authors are represented in this ontology which

helped to �nd Links into the Future within J.UCS and from the Web.

(g) Author's Future Papers

This ontology extends the concept of "author's publication ontology" where every

paper is further linked with the future papers found from the Web. The "future

links ontology" is used to cross- check whether the discovered link is new or old.

The newely discovered links are updated in "author's Future Papers ontology".

While �nding Links into the Future from J.UCS to J.UCS papers, more than

500 Links into the Future were found for 250 unique papers. This ontology is

dynamically updated from "future links ontology" when a new Links into the

Future is found from Web.

Case Study

Figure 3.22 represents an example of a source paper and its candidate future

papers. All of these candidates are acquired from Web by using SOAP APIs

as discussed earlier. Candidates "C1, C2, C7, C11, C18" were published within

J.UCS. The remaining 18 papers were published outside J.UCS. �gure 3.22 has

been created by using "Graphviz" java toolkit. The link distance between source

"S1" and candidate "Cn" node is inversely proportional to the term similarity.

The �gure is further annotated using key terms from the associated papers. Based

on the visual representation it is possible to manually ascertain a threshold for

candidate papers that belong to the same area. The threshold for this example

has been represented by a dotted circle from source paper to the candidate future

papers. In this way, it �lters 17 papers out of 23. Here the source paper belongs

to the topical areas of E-Learning, digital libraries and teaching support. It is

obvious that the papers within the closed circle also belong to the topics of the

source paper. The threshold can be altered to re�ne the closeness of �t of target

documents based on usage or application.

Figure 3.23 represents the user interface for this feature. The user viewing

the source paper entitled "Digital Libraries as Learning and Teaching Support"

at12 in J.UCS envirnoment, clicked on "Links into the Future" button and was

shown the screen as in �gure 3.23 In the �gure, the future links from J.UCS

12http://www.jucs.org/jucs111/digitallibrariesaslearning
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Figure 3.22: Similarity measure score for a source paper and its candidate future
links

database (based on metadata similarity and citations) are consolidated with the

future links extracted and �ltered from web (as shown in �gure 3.23). Readers

are encouraged to explore this feature in Journal of Universal Computer Science

(http://www.jucs.org).

This feature is currently fully implemented for the J.UCS papers and it sug-

gests future related papers that are also published in J.UCS or cited in J.UCS

papers. As we are also extending Links into the Future for documents published

outside J.UCS, this prototype is being updated.

Update Problems

The execution of the metadata extracting technique and citation mining technique

has to be performed incrementally to ensure that all future links are discovered.

Since this is not a static repository, either a periodic bulk update or a regular

update when new papers come in, has to be performed. The current implementa-

tion of the technique has created future links for all papers published until volume

15 issue 4 and monitors every new paper that comes into the system and creates

future links into the existing relevant papers pointing to the new paper as soon

as a new paper is published.
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Figure 3.23: Links into the Future interface

3.5 Discussions

For creating Links into the Future, the system employs two techniques: 1) meta-

data extraction 2) autonomous citation mining. The citation mining technique

was able to present valuable information by showing links considered to be rel-

evant by the author while publishing. It may be used to provide directions for

further exploration because citations may contain links to other journals. The

metadata extraction technique, however, does not take into consideration the in-

formation stored in the cited papers. The metadata extracting technique may in

future be enhanced by incorporating user speci�ed references.

The advantage of the metadata extraction technique is that it does not depend

on the correct formatting of reference section as compared to the citation mining

technique. E�orts in enforcing compliance need to be strengthened to further

enhance the citation mining technique in the future.

In extracting the metadata from the reference section, one cannot achieve

hundred percent results. For example, a reference entry use abbreviations of �rst

and middle name of authors and to extract it accurately from reference entry is

a non trivial job. However, this information is useful in validating authors in

�nding their potential future papers. Using the metadata extraction technique,
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we are able to do that in a better way because authors are represented with their

full names both in XML �les of J.UCS, and in the papers acquired from the Web

Using citation mining technique alone in �nding all Links into the Future

documents may have a shortcoming. The author's decision not to cite a relevant

paper in the past will lead to a paper being not represented in the future links

section of some other paper. The Metadata extracting technique overcomes this

problem.

The metadata technique was able to disambiguate authors by looking for

author's full name in the text of paper and focusing on authors' specialization.

This approach also avoids the mistaken identity of names of places as author of

scienti�c publications as discussed earlier.

When a user performs a query on search engines, he/she is normally returned

with millions of generic hits. The discussed heuristic technique was able to reduce

noise at various levels and �lters only a small number of most relevant documents.

Alternatively a user has an option to explore citation indexes to search for

related papers. But there are two issues 1) times when papers do not exist on

these citation indexes like the source paper in our case study was not indexed

by CiteSeer. While Google Scholar indexes it but suggests hundreds of related

papers. As shown earlier in J. UCS case study that CiteSeer index only 53%

of papers 2) a deliberate e�ort is thus needed to �nd related papers outside the

user's local context.

3.6 Concluding Remarks

We have introduced and implemented a useful new feature within the context of

a particular journal. Links to the past already exist in the form of citations. But

the concept of "Links into the Future" is a new idea which opens more horizons

for digital resources. We have illustrated this concept to animate static published

contributions to automatically be linked to the previously or later published pa-

pers of the same team of authors in a related area. We will explore the expansion

of this feature to also �nd papers for the same area that are written by other

authors. The metadata extraction technique for J.UCS is able to support the

realisation of Links into the Future. Users are encouraged to browse J.UCS e.g.

"Software patents and the Internet" to see some of the Links into the Future that

have been created by our system.

This work further describes the extension of the idea of Links into the Future

to cover research papers from the Web. The results are promising in providing

candidates for future links. The formulated query enables us to retrieve relevant

contents from the Web. Furthermore, a set of heuristics helped to �lter unique

research papers from the retrieved contents. The key term similarity detection

has additionally discovered the most relevant papers for a focused paper. The
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discovered Links into the Future are supplied to users of a digital journal. This

information supply is based on the user local context and the task at hand. As

further works, we are also exploring the discovery of future related papers from

digital libraries like DBLP and CiteSeer.

The citation mining technique 'TIERL' has focused on venue-speci�c articles

prior to determining citations, it was able to disambiguate papers much more

e�ciently. However, this technique will not work if authors do not specify venues

or provide wrong venue information. Our experiments revealed that the error

rate in specifying venues was small (1.5% for J.UCS case study and 0.8% for

generic experiments). These �gures have indicated that although authors make

many mistakes when citing references, mistakes in writing venue strings are not

as signi�cant. Our experiments have shown that the proposed approach was

able to overcome limitations of current citation mining approaches by provid-

ing a layered citation discovery. As the implications of not �nding correct cita-

tion counts can be serious, this approach should be useful for both autonomous

systems such as Citeseer and manual approaches such as ISI. All the experi-

mental and statistical data shown in this chapter has been made available at

(http://www.jucs.org/jucsinfo/downloads/onlinematerial.rar).



Chapter 4

Linking Digital Journals with

Social Bookmarking

This chapter explores shared metadata infrastructure like tagging and bookmark-

ing and �nds relationships between tags and citations. This work then investigates

how these socially maintained digital libraries can add value to digital journals in

�nding relevant resources (tags and papers).

The following research questions are addressed in this chapter.

RQ3. How are tags and citations related? Do tags hold potential for measuring

research popularity, if yes then how?

RQ4. How can important tag terms from social bookmarking be exploited by

digital journals?

The research question 3 is further sub-divided into the following questions:

RQ3.1 What relationship exists between the total number of bookmarks

counts and the total number of citations counts for scienti�c papers?

RQ3.2 Does Tag cloud capture the context of di�usion?

RQ3.3 Can Bookmark counts be used as a proxy for Citation counts?

RQ3.4 What e�ect/relationship self /coauthor citations have on bookmark

count based citation prediction model?

75
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Figure 4.1: Progress �ow of the chapter based on published contributions

The research approach adopted for the research question 3, was statistical

analysis of citation and tagging data. For each of the mentioned question, the

following research methods were used:

RQ3.1: Correlation between Bookmarks and citations counts.

RQ3.2: Frequency of tagging keywords re�ected in citing titles.

RQ3.3: Linear regression citation rank prediction model based on bookmark

counts.

RQ3.4: Correlation analysis with adjusted citations where self citation and coau-

thor citations are subtracted.

The progress �ow of the research is shown in the �gure 4.1 which is based on

multiple published/accepted contributions [UsSaeed et al 2008a] [UsSaeed et al

2008b] [Afzal et al 2010a].

Sections 4.1 to 4.5 provide answers to the research question 3, after which we

exploit important bookmark terms (tags) for the digital journal J. UCS. This task

addresses research question 4 and is explained from section 4.6 onward. To address

research question 3, we have studied tags and citations behaviours to measure the

research popularity and knowledge di�usion. The next section explains knowledge

and its di�usion.

4.1 Knowledge and its Di�usion

The vagueness in the use of the term knowledge and its di�erent modalities along

with the dynamic and �uid nature of knowledge �ow has created a 'semantic and

taxonomic' fog [Cowan et al 2000]. We do not intend to refer to that ongoing

discussion on knowledge vs. information. Within the scope of our work, we agree
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Figure 4.2: Knowledge transfer, sharing and di�usion

with [Sorenson and Singh 2006] that "science ... appears to facilitate the codi�-

cation of knowledge" and this codi�cation of scienti�c knowledge along with its

open availability on web are considered to be a major cause of its rapid di�usion.

As the knowledge is inherently non-rivalrous, the amount of codi�ed knowledge

is not reduced by its consumption. Furthermore, knowledge even grows in value,

when consumed, allowing the regeneration of codi�ed knowledge. This property of

dissemination and value relationship establishes the motivation for the knowledge

holder to di�use it.

From a knowledge perspective, we can identify three di�erent types of knowl-

edge �ows: (1) knowledge transfer, (2) knowledge sharing and (3) knowledge

di�usion as shown in �gure 4.2. With reference to [Puntschart and Tochtermann

2006], knowledge transfer is the uni-directional targeted transfer of knowledge

from a sender to a recipient. Knowledge sharing is an extension to knowledge

transfer, where knowledge �ows in both directions, from one person to the other.

However, apart from transfer and sharing, the concept of knowledge di�usion

can be described as the undercurrent (not directly apparent) �ow of knowledge

irrespective of the direction of �ow.

Knowledge di�usion is less speci�c than directed transfer or sharing of knowl-

edge. Its e�ciency is more related to 'the norm of openness' [Sorenson and Singh

2006].

In current research, we propose that the knowledge di�uses in two streams:

(1) we speak of a 'regenerative knowledge' when its di�usion evolves new (cod-

i�ed) knowledge. (2) We speak of 'knowledge for practice', when people apply

knowledge within their practices but do not evolve new codi�ed knowledge.

4.2 Knowledge Di�usion Studies

Knowledge being the primary catalyst for economic and social development of the

di�usion of knowledge, it therefore holds an important role in the creation and

distribution of knowledge boons. Understanding the di�usion of knowledge leads

to more e�cient strategies for all stake-holders interested in the dissemination of

this valued asset as well as in its measurement.
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The structures and properties of knowledge di�usion in scienti�c domain have

been mainly investigated in the past by referring to the di�usion of published (cod-

i�ed) scienti�c knowledge. In science and technology citations are considered as

an indicator for volume of di�usion of a published work. Citation is a relationship

between two published papers or articles where normally the author(s) of 'citing'

paper infer(s) from and refer(s) to the part of 'cited' paper used to extend or cre-

ate knowledge published in the 'citing' paper. Citations are also used to measure

the impact of research. It is considered that, to some extent, that citations of a

paper or an article are a�ected by collaborative behaviour. Usually researchers

collaborate with each other to establish new ideas and �ndings of research which

they jointly report in their research publications. In most of the publications more

than one author share a published work and are called coauthors. Citation anal-

ysis and co-authorship analysis are the popular techniques used to assess diverse

aspects of knowledge, in science and technology. Knowledge di�usion in general

is analyzed using di�usion of innovations, epidemiology, collaboration Network

analysis (co-authorship analysis) and citation analysis techniques.

The O�ce of Scienti�c and Technical Information (OSTI) of the US Depart-

ment of Energy, under its strategic initiative 'Innovations in Scienti�c Knowl-

edge and Advancement', is searching for the 'fast lanes for knowledge di�usion

to propel researchers toward scienti�c discovery'. They are using epidemiological

models for modeling knowledge di�usion. It is termed 'epidemiological' after the

epidemic diseases. These models were �rst developed to cope with epidemics. In

[Gar�eld 1980], Gar�eld E. explains his friends' Bill Go�man and Vaun Newill's

model of "intellectual epidemics". He gave the base line SIR (Susceptible, In-

fections, Recovered) model and its analogies of intellectual 'susceptible' such as

researchers or students; intellectually 'infectious material' such as research ideas

which are either communicated informally in workshops conferences, discussions

etc. or through publications or journals; intellectual 'removals' consisting in those

researchers who have died or are not doing research anymore. The OSTI team

adapted it and used the SEIR (Susceptible Exposed, Infected, Recovered) epi-

demic model. Using citations they modeled the collaboration relationship and

infection rates. They observed the growth of science in some particular �elds by

taking the measure of overall growth of the publications related to a particular

�eld or area of research [Bettencourt et al 2006]. OSTI also provided federated

deep web search to boost global discovery of scienti�c knowledge.

There are many Knowledge di�usion studies but three major categories of em-

pirical studies regarding citation analysis of scienti�c research can be recognized

as follows: (1) Di�usion in networks (e.g. study of co-authorship networks), (2)

Geographical context (e.g. di�usion of knowledge along the supply chain across

the borders), and (3) Technological context (e.g. how are university research

results di�used to industry).
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The di�usion study of scienti�c work provides researchers with an understand-

ing of its usage and generates evidence for the impact of research on the scienti�c

and economic development from di�erent perspectives.

The patent citation analysis is used in technology di�usion research as indi-

cated in [MacGarvie 2005] [Park and Park 2006] [Maurseth and Verspagen 2002]

whereas the academic research citation analysis is used to measure the impact

of research [Gar�eld 1955], as well as, to study the di�usion of knowledge be-

tween science and technology [Branstetter 2003]. More recent studies have even

provided insights of the knowledge �ow within blog-networks [Anjewierden et al

2005]. They frame a research �eld dealing with the new forms of social structures

emerging on the web.

In addition to studying the di�usion of (codi�ed) scienti�c knowledge through

citations, the need of web based indicators for assessment of di�erent aspects of

science and technology has also been pointed out in [Scharnhorst and Wouters

2006] [Day 2008]. The latest developments in the Web, termed 'Web 2.0' or 'Social

Web', opened new horizons for open source data and metadata resources. Klein-

berg argues that the web will then bring future evolution in the ways scientists

work and in the ways they communicate [Kleinberg 2004]. In addition, this web-

based publishing holds the potential to blur the boundaries of formal and informal

scienti�c communication, when for example applications like the 'Encyclopedia of

Life' (EOL) may become a very popular future publishing platform for scientists

[Us Saeed 2007]. With this transformation of the web as a major communication

medium, the research work is getting convoluted with the emerging structures of

the web. It is feared that the dynamics of di�usion of scienti�c literature on the

web in future may not be assessable only by the conventional techniques. This

emphasizes the need for a particular type of web indicators, one of which may be

"tagging", which is within the streams of this new form of web evolution.

However, knowledge di�usion through the informal platforms like EOL may

be indicated by measuring the contextualized tagging behaviour of the knowledge

seeking of users. We assume that the emerging posting and tagging practices

will provide insights in the information seeking behaviour of potential researchers

which may publish their related work.

Considering the fact that the web is becoming more and more social, our in-

tention is to probe the potential of tagging according to the knowledge di�usion.

We performed an experiment to examine whether tagging holds a potential to

indicate the level of regenerative di�usion of knowledge like citations do. Tagging

practices have an added advantage to augment the understanding of knowledge

di�usion by providing an additional element - the user context in tagging, a re-

source of knowledge which gives a better understanding of the reasons for the

usage of knowledge. This chapter contributes to the knowledge di�usion discus-

sion by studying the potential impact of tagging and is based on the results of an
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exploratory case-study.

4.3 Social Bookmarking Systems and their Potential in

Measuring Knowledge Di�usion

Tagging systems are increasingly becoming popular in the web. They enable the

users to add keywords (tags) to web resources (web-pages, images, documents,

papers) without having to rely on a controlled vocabulary [Marlow et al 2006].

Having the potential to improve the search on the web, tagging systems introduce

new forms of social communication and generate new opportunities for data min-

ing. However, we found that tagging systems were not very popular until 2006.

One reservation of using tagging systems as a supplementary measure for knowl-

edge di�usion is that these systems have no control on the users for specifying

a relevant tag to the resource and are easy to manipulate. This can be true for

tagging non scienti�c content but in our experiments it has been noticed that

users do tag a document only after having some understanding of the content and

its future use in their particular personal context of its application. Meanwhile,

some further e�orts may be needed to enhance the tagging applications to make

them more strict systems.

Tagging is already a driving component in the �elds of emergent semantic

techniques [Mika 2005], Information Retrieval [Wu et al 2006] [Hotho et al 2006]

and user pro�ling [Huang et al 2008] [Michlmayr et al 2007]

Wu et al. have shown that "In a collaborative tagging system, tags codify

the knowledge of relationships among documents and concepts represented by the

tags. Harvesting individual through folksonomies therefore can bene�t the whole

society." [Wu et al 2006]

Mika [Mika 2005] has studied the tagging behaviours and their usage in del.icio.us,

an emerging bookmaking service. He used actor, concept, and instance nodes as a

tripartite graph to explain the emergence of ontologies from social context where

he considers tags as a socially represented concept.

We intend to compare the tagging behaviours with respect to the di�usion

mechanisms of knowledge and their contexts.

Literature shows that "context" becomes an important consideration in any

discussion of codi�ed knowledge [Cowan et al 2000]. But previous work shows

limited instances of explicating the usage context indication in the di�usion stud-

ies. Tsai describes the contextual �ow of knowledge within limited scope of an

organization [Tsai 2001]. Then there are other studies which take into account

the context in geospatial distribution of di�usion [Chen et al 2007].

Heterogeneity of context in reuse of knowledge implies the need for an indi-

cator in which the constituent parts can be rendered commensurably. Tags may

augment the context of the knowledge being used by di�erent users [Wu et al
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2006]. We have shown in Fig. 4.4 that how tagging can be used to contextualize

the knowledge di�usion.

One of the existing measures for knowledge di�usion is citations but in this

thesis we have explored that tagging may also be used as a supplementary measure

in this regard. Citations of existing papers do not necessarily mean that the cited-

by paper is regenerating knowledge by using knowledge from the cited papers.

About 15 di�erent purposes of citing a particular paper have been identi�ed by

Gar�eld [Gar�eld 1964]. Some of them can actually be used for studying the

contextual knowledge di�usion but not all of them. Sometimes, citations are

made to just give a broad level background study for the focused problem and the

context of cited paper is not always clear by reading the citing paper. Citation

analysis may predict the contextual use of the knowledge if all the documents

have a uniform classi�cation which is not the case. The use of citations is also

limited to just understanding the codi�ed knowledge. For example in the case

of applied research, knowledge is not often used to create new knowledge, thus

receives a fewer citations, nevertheless it is used practically in various �elds. This

knowledge for practice, however, can not be measured by citations.

Citations are studied in di�erent ways like scienti�c fronts1, a service provided

by ISI since Feb 2008 which performs a co-citation analysis within di�erent sub-

�elds of a broad subject. They built sub�elds by extracting keywords from titles

of highly co-cited papers. But there is a lack of a standard taxonomy for a par-

ticular �eld. For example if we want to study sub�elds for computer science, one

may suggest that ACM standard taxonomy can be used, but research has shown

that a large amount of documents in digital libraries are not categorized according

to this taxonomy and then mapping of papers to this classi�cation becomes prob-

lematic when the paper is not explicitly stated into a particular category which is

the case in most of the papers [Cameron et al 2007]. On the other hand tagging

may tackle the situation in a more convincing way because tags are explicitly

speci�ed by the users in their own context when viewing a particular paper. For

example a user tags a particular paper most of the time as "Web 2.0", but at the

same time other contexts of users for that particular paper will also be a part of

its tag cloud. These tags and their proportional percentages can be used to make

an automatic taxonomy [Mika 2005].

We explore the potential of tagging with our safe assumption, that people tag

something: 1) if they conceptually understand the content and 2) if they perceive

it to be useful in their own context (of work).

1http://esi-topics.com/erf/index.html
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4.4 Study Framework

We decided to perform an exploratory case study. For this, we have chosen to

investigate the accepted 84 scienti�c papers of the WWW '06 conference, because

of the special focus of this conference and its degree of popularity. The intention

of the WWW conference series is to discuss and debate the future evolution of

the web. We expected to �nd WWW papers both frequently cited, appearing in

citation indexes, and numerously tagged in tagging systems. The higher number

of citations indicates the large scale of volumetric knowledge di�usion and high

impact of scienti�c resources. The citation ranks for research papers are normally

predicted and considered to be based on di�erent factors. These factors include

multi-author publications, geographical positions of co-authors, co-authors' net-

work, and multi-institutional involvement in a publication. On the other hand,

bookmarking and tagging applications are considered as the popularity measure

for scienti�c resources. As we are studying and comparing di�erent citation pre-

diction models, we need a dataset of research papers which is within a particular

focus related to the web (so that the potential research community is already

integrated within the bookmarking systems) and is rich with respect to citations,

co-authors' network and its popularity on the Web (bookmarking applications).

Taking all these factors into consideration, we have chosen the most highly ranked

conference i.e. World Wide Web conference 2006 1. The focus of this conference

is the future evolution of Web and it covers all kind of research in the domain

of Web. The papers published in this conference are highly cited and popular in

tagging and bookmarking applications. The author's network of this conference

is also large. We selected all accepted 84 papers from WWW 06 conference.

We took the event from the year 2006, because tagging seemed to be not so

popular until 2006 and we assumed that a certain degree of popularity is needed

for representing real tagging behaviours. We did not select the event from 2007

or 2008, as a minimum of 1-2 years may be needed to enable the regeneration of

the new knowledge.

For the above mentioned study, we explored those papers in three common tag-

ging systems citeulike2, BibSonomy3 and del.icio.us4. Although BibSonomy and

del.icio.us provide search API, our preliminary experiments show that searching a

particular paper having some particular characters (like :,−\′”/vs.etc.) in its title

does not �nd its match in the tagging application when the whole title of the

paper is compared. Another problem also arises when dealing with these tagging

applications, which is the repetition of users, moreover even if the same user tags

the same paper, he may provide di�erent tags in di�erent times, which leads to

miscounting the total number of users for a paper. By keeping these limitations

2http://www.citeulike.org/
3http://www.bibsonomy.org/
4http://del.icio.us/
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Figure 4.3: System design for tags and citation analysis

in mind we safely explored the tags and the users in these applications. Mean-

while, we are in a process to employ some heuristic approach to overcome these

issues. Citations for these papers were collected by using Google scholar5 manu-

ally as Google Scholar does not provide open access API to explore the citations.

We tabulated the dataset year wise from tags and citations with the paper num-

bers as 'ids' along with their titles taken from WWW 06 website6. The ids are

maintained in the order of paper titles listed on the website. Figure 4.3 explains

di�erent modules of the study design for the current research.

The next section explains how bookmarks, citations, co-authors' network were

acquired prior to computing di�erent citation prediction models.

4.4.1 Tags Acquisition

Tags and bookmarks for WWW 06 papers were acquired from di�erent tagging

applications. We selected CiteULike2, BibSonomy3 and De1.icio.us4 based on

their popularity in the Web research community. CiteULike provides dump for

publications which can be used by the research community. BibSonomy and

Del.icio.us provide search APIs to explore the tagged resources. One can extract

tags for a speci�c paper and number of users who tagged it.

5http://scholar.google.com/
6http://www2006.org/
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Our preliminary experiments show that �nding a speci�c paper with a speci�c

character set (Like - ' vs. I) in its title does not �nd its match in these applications

when the whole title of the paper is compared. By considering these issues,

we manually explored a number of users who bookmarked a speci�c paper. To

overcome these issues in the future, we are in a process of developing some heuristic

approach. The total bookmarks for the 84 papers were 1051.

4.4.2 Citation Acquisition

Citations for WWW 06 papers were acquired using Google Scholar5. Google

Scholar does not provide a search API for citation extraction. Nevertheless Google

Scholar was selected because of its large index. Although Thomson ISI is a premier

citation index and is considered as an authority in citation indexes, it indexes only

a selected number of journals. On the other hand, Google Scholar index covers

"peer-reviewed papers, theses, books, abstracts and articles, from academic publish-

ers, professional societies, preprint repositories, universities and other scholarly

organizations" [About Google Scholar 2009]. Google Scholar also considers some

false positive citations like citations to press releases, resumes, and links to bib-

liographic records for cookbooks [Price 2004]. But we have safely extracted all

citations manually for WWW 06 papers. The total citations for the 84 papers

were 1165.

4.4.3 Author's and Co-authors' Network

As citation rank studies are mainly based on co-authors' network. We will com-

pute citation rank for WWW 06 papers based on a number of bookmarks and

co-authors' network. To build a co-authors' network, we selected a dataset of

DBLP++ [Diederich et al 2007]. This is an enhanced dataset created from DBLP

(a digital library for computer science publications). DBLP indexes WWW 06

conference in particular and contains 1,048,576 publication records in general.

DBLP is managed manually. Due to this, it does not include the inherited prob-

lems of autonomous systems. DBLP also solves the author's disambiguation prob-

lem. We have developed a module which performs four tasks:

1) It �nds authors of papers of WWW 06 conference. 2) It �nds citing authors

for all papers of WWW 06. 3) It computes a coauthors' network based on the

original authors of the paper. The Coauthors' network is computed up to 2 degrees

of separation. The average co-authors' network for WWW 06 authors was 119.

4) It computes self citations and citations by a co-author's network. As already

mentioned there were 1165 overall citation found for WWW 06 conference papers.

Self citations were 208, citations in the �rst level co-authors' network were 60 and

citations in the second level co-authors' network were 26. These �gures also
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indicate that self citations and citations in co-authors' network (up to 2 levels)

accumulatively were only 25% of all citations.

4.5 Findings from the Study

4.5.1 Tagging Positively Correlates to Citations

In the initial state of our study, we found a positive correlation (r=0,65, p=2.133

e-11) between the total number of tags and the total number of citations from

May 2006 to May 2008 for all the papers. This �nding indicates that the tagging

behaviour somehow matches with the citation behaviour.

4.5.2 Tagging may have the Potential to Foretell the Future Volume

of Knowledge Di�usion

We calculated the average number of users in table 4.1 by adding all the users

from three tagging applications for a particular paper and dividing it by three

(i.e. number of tagging applications). We observed that if the average is higher

than 6, then the tagged paper also gets reasonable number of citations (=7). See

table 4.1. For such papers the major number of citations came from the year

2007. However, for the same papers, the major number of user's tags came from

the year 2006.

This is logical, because the tags will come earlier in time than the citations.

The regeneration of knowledge needs more time than the selection of a piece

of knowledge. This makes the case interesting for tagging analysis, because it

shows a possible potential of the tags to forecast the future volume of knowledge

di�usion.

4.5.3 Tagging may have the Potential to Foretell the Context of

Future Knowledge Di�usion

A lightweight tool was developed to create tag-clouds. Using this tool, we created

two tag-clouds for each paper: 1) Tag-cloud of the tag terms from all tagging

applications. 2) A second tag-cloud was generated by selecting the matched tag

terms of �rst tag-cloud in the titles of the respective citing paper. The font size of

second tag-cloud is assigned on the matching frequency of the terms in the titles

of citing papers. The trend for heavily tagged and cited papers is visualized in

�gure 4.4.

The results showed that about 16 to more than 22 percent tagged terms

matched with the title terms of the citing papers. This result is in line with

our assumption that tagging may forecast the context of knowledge di�usion. We

found that the bigger portion of the tags represent the content of the paper being

tagged, while the rest represents the context of future use.
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Figure 4.4: Tag cloud comparison of heavily cited and tagged papers
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Table 4.1: Heavily tagged papers in 2006 got heavy citations in 2007

Paper ids Average
No. of users
per tagging
application
(>6)

Total user
tagged (06)

Citations in
2006

Citations in
2007

Total cita-
tions

9. 7 7 11 44 61
10. 8 20 3 6 12
17. 9 13 4 11 18
23. 49 80 9 37 49
24. 11 18 5 15 23
25. 7 14 1 19 23
31. 7 7 1 7 8
50. 40 100 10 24 43
51. 32 37 4 32 39
69. 30 41 34 68 112
73. 21 21 5 24 33

4.5.4 Paper Rank Models

Bookmarks, citations and co-authors' network are further used to establish dif-

ferent models for paper rank.

(a) Paper Rank based on Bookmarks

This model ranks papers based on their popularity on Web (tagging and book-

marking applications), the number of users who bookmarked a paper are aggre-

gated from di�erent applications to form a total user count for a particular paper.

The large number of users ranks a paper on top in this model.

(b) Paper Rank based on Citations

This model ranks papers based on their citation counts. The extracted citations

in section 4.4.2 are used to rank paper in this model. The high number of citations

ranks a paper on the top in this model.

(c) Paper Rank based on Adjusted Citations

As explained in chapter 2, there are some previous studies which talk about the

adjustment of scienti�c impact based on co-authorship and its network. There

is a need to adjust the citations by excluding self citations and citation loops

[Ioannidis et al 2008]. There is evidence that, to some extent, sharing of self

citations may be in�ated by co-authorship [Glänzel and Thijs 2004].
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(d) Co-authors' Network Rank

In this model, we compute the network of an individual author for all authors of

WWW 06 conference. Author's network is computed up to 2 levels. An author

is selected for each publication in WWW 06, his co-authors' count is added to

form the author's network count. Furthermore 2nd level of coauthors' count is

also added to the original author's network count. In this way, the author's

network count is calculated for each author of WWW 06 conference. Authors are

ranked based on their respective co-authors' count. All authors' network counts

for a particular publication are added to form the absolute count for a paper.

This model assumes that the papers with high number of authors' and coauthors'

count will receive high citations and hence the higher rank.

4.5.5 Results and Discussions

Based on the collected bookmarks, citations and co-authors' network for WWW

06 conference papers, we have explored citation rank model by applying di�erent

variables and then compared the results. We have applied linear regression anal-

ysis. Linear regression is a form of regression analysis in which the relationship

between one or more independent variables and another variable, called depen-

dent variable, is modeled by a least squares function, and represented by a Linear

Regression (LR) equation. The details of citation rank model based on di�erent

variables are depicted below.

(i) Citation Rank Prediction Model based on Bookmarks

In this model bookmarks are used as an independent variable while citations are

taken as a dependent variable. The linear regression equation model is as follows:

0.69 × variable (bookmark rank) + 6.21

(ii) Citation Rank Prediction Model based on Co-author

In this model co-author's network (calculated in section 3.3) is used as an inde-

pendent variable while citations are taken as a dependent variable. The linear

regression equation model is as follows:

0.46 × variable (coauthor rank) + 30.27

(iii) Citation Rank Prediction Model based on Adjusted Citations

In this model bookmarks are used as an independent variable while citations are

taken as a dependent variable. The citation counts are adjusted by excluding self
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Table 4.2: Top 5 Ranks of Papers with respect to bookmarking and their respec-
tive other Ranks

Paper ID Bookmark
Rank

Citation
Rank

Adjusted
Citation
Rank

23 1 3 3
50 2 5 7
51 3 6 5
69 4 1 1
73 5 7 6

citations. The linear regression equation model is as follows:

0.69 × variable (bookmark rank) + 6.85

The correlation coe�cient established on WWW 06 papers by bookmarking count

model is 0.6003 which is considered as a fair correlation, while it is 0.1559 by

co-authors' network model. This is not so good. This correlation coe�cient is

enhanced up to 0.6657 by excluding the self citations.

The mean absolute error is a quantity used to measure how close forecasts or

predictions are to the eventual outcomes. It was 5.3727 by bookmark model while

this mean error was much higher (18.1428) in co-authors' network. This error is

reduced up to 4.3821 with the self citation adjustment.

The existing studies of citation rank predication are mainly based on formal

structure like citations. These studies have considered the factor like multi-author

publication, geographical positions of co-authors, co-authors' network, and multi-

institutional involvement to predict a citation rank. But with the evolution of

Web and bookmarking/tagging applications, it is now possible to study informal

structures like bookmarks which are considered as the popularity measures for

a publication. Our results have proved that citation rank prediction based on

bookmark ranks of papers have got fairly good results than co-author network

model (see Table 4.3). The citation loops like self citations are considered in this

research (see Table 4.2). This furthermore improves the correlation coe�cient

and reduces the mean absolute error (see Table 4.4). However, these results are

obtained for WWW 06 conference papers and further studies are necessary to

their generalization.

4.6 J.UCS Case Study

In previous sections, it has been shown that there exist a positive correlation

between tags and citations. A paper starts getting tags from the users of the social
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Table 4.3: Top 5 Ranks of Papers with respect to bookmarking and their respec-
tive citation Ranks

Paper ID Paper Rank
based on
coauthor
count

Citation
Rank

49 1 6
23 2 3
50 3 5
69 4 1
65 5 26

Table 4.4: Comparison of citation prediction models based on LR

LR Prediction
model
based on
bookmark
rank

Prediction
model
based on
Co-author
network

Prediction
model
based on
adjusted
citations

Correlation
coe�cient

0.6003 0.1559 0.6657

Mean abso-
lute error

5.3727 18.1428 4.3821

Root mean
squared er-
ror

6.6213 20.8102 5.5976

Relative ab-
solute error

75.6676% 99.4605% 71.1488%

Root rela-
tive squared
error

79.9746% 98.7775% 74.6248%

Total Num-
ber of In-
stances

84 84 84
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bookmarking system immediately after its publication. This section explains how

digital journals can get relevant resources (tags and papers) for papers published

within digital journals. For this exercise, we have focused on J.UCS as a source

data set. The social bookmarking system used in our experiments was CiteULike.

The CiteULike is a social bookmarking system where a huge number of users share

scienti�c papers and tag them accordingly. Our task is to �nd the most relevant

resources from CiteULike for all papers published within J.UCS. On the J.UCS

side, every paper is assigned with suitable keywords by the authors of the paper,

while on CiteULike side, papers are tagged with some keywords by the users of

the CiteULike. To �nd relevant resources for J. UCS papers from CiteULike, we

used authors' assigned keywords and compared them with CiteULike tags. The

papers at J. UCS are further annotated with the matched tags. Furthermore, the

tags are pushed to users by looking to their local context and tasks at hand.

4.6.1 J.UCS Dataset

The dataset for J. UCS was acquired until volume 15, issue 7. The statistics are

shown below:

J.UCS total papers = 1460 (until volume 15, issue 7)

J.UCS papers other than managing editor column = 1271

J.UCS papers having one or more author's keywords = 1187

Total keywords for 1271 papers were 5397.

Unique Keywords were 3935.

4.6.2 CiteULike Dataset

The dataset of CiteULike we used was acquired in August, 2009. The statistics

for tags and papers is shown below.

Total tags in CiteULike = 6.5 million

Total Papers in CiteULike = about 2 million

Unique tags = 348420

4.6.3 Matching Author's Keywords with CiteULike Tags

To match papers' keywords of J. UCS with CiteULike tags, a two-tier approach

was adopted. First we tried to �nd an exact match between papers' keywords

and CiteULike tags. Subsequently, a partial match between both datasets was

checked. The partial match added lots of value but also introduces some noise.

Afterwards, some heuristics were used to clean the noise and the discovered tags

were used to annotate the corresponding J. UCS papers.
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Direct Match

J.UCS Papers for which at least one keyword is matched= 665/1187 = 56%

All J.UCS Keywords matched = 760/3935 = 19

Partial Match

J.UCS Papers for which at least one tag is matched = 683/1187 = 58% (Collec-

tively)

Total J.UCS Keywords matched =797/3935= 20% (Collectively)

Total CiteULike unique tags matched = 91766/348420

The Partial Match enhances the system discoveries signi�cantly for example

the author keyword 'wiki' has found its match in the related popular concepts

(Wikis, Semantic Wikis, Wikipedia, Wiki�cation, GeoWiki, WikiNews, wikipro-

teins, wikipedia-mining, wiki-engine etc).

It was good to �nd partial match of authors' keywords in CiteUlike tags and

the way around was not good as tagging systems use free vocabularies. But

authors' assigned keywords are sensible. Although there is a need to clean some

abbreviated keywords like CAD, CAD will �nd its match with all tags having

'CAD' as a substring which is not desired. We need to remove this type of noise

as explained in the next section.

4.6.4 Removing Noise

Based on manual inspection of discovered resources, we noticed that there were

some noisy tags. We made some heuristics to clean the data. Tags having length

more than 30 or equal to 1 were marked and deleted. Some heuristics worked �ne

for cleaning abbreviated tag terms.

4.6.5 Pushing Relevant Tags to User's Context

The relevant tags are shown to users by observing their local context. For exam-

ple a user was viewing a paper entitled "The Transformation of the Web: How

Emerging Communities Shape the Information We Consume". The user clicks on

"Links into the Future" and the user is redirected to a screen like �gure 4.5. The

popular tags (concepts), ranked with respect to frequency, relevant to the focused

paper are displayed to users.

By following any concept, a user has an option to view top ranked relevant

papers from CiteUlike. For example, when the user clicks on "Semantic-wikis",

he/she is redirected to CiteULike for further knowledge discovery as shown in the

�gure 4.6. The user not only can see the top ranked related papers but also can

view the attached tag cloud. The visualization in both Figure 4.5 and Figure 4.6

increases the knowledge discovery of related papers/tags/concepts for the user.
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Figure 4.5: Tags/Concept visualization

4.7 Concluding Remarks

In this chapter, we found a relationship between tags and citations. The case

study shows that there exist a positive correlation between tags and citations and

tags terms reoccur in the titles of the citing papers. Furthermore, the ranking

of papers based on tags counts are comparable and sometime better than the

co-authors based ranking.

Afterwards, we found that there are some tags which only show the context of

future di�usion but a high percentage of tags shows the content of the paper. We

linked J. UCS papers with CiteULike papers. For this purpose, we used authors'

assigned keywords to J.UCS papers and found relevant tags from CiteULike by

direct and partial match. The system was able to �nd popular tags for J. UCS

papers and a user had an option to �nd other relevant resources (papers) that are

annotated with the same or similar tag.
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Figure 4.6: Adapted from CiteULike for tag 'Semantic-Wiki'



Chapter 5

Discovery and Visualization of

Expertise

Finding experts in academics as well as in enterprises is an important practical

problem. Both manual and automated approaches are employed and have their

own pros and cons. On one hand, the manual approaches need extensive hu-

man e�orts but the quality of data is good, on the other hand, the automated

approaches normally do not need human e�orts but the quality of service is not

as good as in the manual approaches. Furthermore, the automated approaches

normally use only one metric to measure the expertise of an individual. For exam-

ple, for �nding experts in academia, the number of publications of an individual

is used to discover and rank experts. This chapter illustrates both manual and

automated approaches for �nding experts and subsequently proposes and imple-

ments an automated approach for measuring expertise pro�le in academia. The

proposed approach incorporates multiple metrics for measuring an overall exper-

tise level. To visualize a rank list of experts, an extended hyperbolic visualization

technique is proposed and implemented. Furthermore, the discovered experts are

pushed to users based on their local context. This chapter addresses the following

research questions:

RQ5. How can experts be discovered and ranked in scienti�c community. Which

metrics are the important ones?

RQ6. How can experts be visualized?

Based on multiple published contributions, the progress �ow of the research

is shown in the �gure 5.1. Initially, we proposed an automated approach which

was able to measure the overall expertise level by using multiple experience-atoms

95
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Figure 5.1: Progress �ow of the chapter based on published contributions

[Afzal et al 2008]. Subsequently, we developed an extended hyperbolic tree visu-

alization [Afzal et al 2009]. This visualization was helpful in �nding new experts

(high pro�led authors) who could be assigned reviewing duties. The discovered

experts are further pushed to users in their local contexts [Afzal 2010].

5.1 Research Overview

The discovery of expertise is crucial in supporting a number of tasks. Finding

appropriate experts is a key to unprecedented success in enterprises as well as in

academia. Finding an appropriate expert is very helpful when one needs guidance

on a subject matter, or needs to �ll a vacancy based on relevant expertise, or needs

to boost the overall productivity especially in enterprises, or needs to �nd research

collaborators working in similar areas, or needs to �nd editors/reviewers in peer-

review setting etc. Therefore, the expertise �nding systems can increase overall

productivity and can decrease critical delays due to ine�ective work. There are

di�erent application areas like Software Engineering [Mockus and Herbsleb 2002],

Enterprise [Balog et al 2006], Medicine [Sun and Giles 2007] and Research [Liu

and Dew 2004] which employ various techniques to �nd appropriate experts using

both manual and automated approaches.

A variety of tools have been implemented within organizations to �nd experts

and expertise for di�erent scenarios. Most related works make use of explicitly

speci�ed expert pro�les constructed manually. The problem with such manually

constructed pro�les is that they tend to be developed for particular projects and

constantly need to be updated e.g. [Pipek et al 2002].

Using an entirely automated mechanism for determining user expertise may

also not be adequate in itself. As an illustration, Google Scholar employed an

automated approach and wrongly identi�ed names of places such as Ann Arbour,

or Milton Keynes as cited authors [Postellon 2008]. This also highlights the non-

trivial nature of expertise mining and the di�culty faced in the disambiguation
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of individuals. Automated approaches normally use one facet to judge the overall

expertise level of an expert. For example, in a discussion forum analyzing only the

number of interactions of an individual is used to judge expertise level [Krulwich

1995].

In the peer-review setting, appropriate and capable reviewers/committee-

members/editors are discovered by computing their pro�les, usually based on

the overall collection of their publications [Cameron 2007]. However, the pub-

lication quantity alone is insu�cient to get an overall assessment of expertise.

To incorporate the publication quality in the expertise pro�le, Cameron used the

impact factor of publications' venues (journals, conferences etc.) [Cameron 2007].

However, the impact factor in itself is arguable [Seglen 1997] [Hecht et al 1998].

All publications in a high impact venue do not necessarily get high number of ci-

tations. The impact factor of a journal is calculated by considering the number of

citations received by all publications published in the journal for a typical period

of time [Gar�eld 1972]. However, Hirsch, a physicist, proposed another metric,

the "H-Index", to rank individuals [Hirsch 2005]. The H-Index of an author is

calculated by considering the number of citations received by his/her most cited

publications. To be precise, a scholar with an index h means that the author

has published at least h papers each of which has been cited by others at least h

times. However, this index works �ne only for comparing scientists working in the

same �eld because citation conventions di�er widely among di�erent �elds [Hirsch

2005]. Therefore, to measure the quality of one's work in the same �eld, it is better

to calculate the number of citations a person receives rather than just considering

the impact factors of journals/conferences where the publications were published.

In our approach, additionally we incorporate the number of citations received by

an author in a particular topic to make an overall assessment of expertise.

We propose an automated technique which incorporates multiple facets in

providing a more representative assessment of expertise as explained in Section

5.2. To overcome automation errors during citation mining process as mentioned

above, and as described in chapter 3, we introduced an innovative citation mining

technique [Afzal et al 2009b]. We see these facets as providing multiple sources of

evidence for a more re�ective perspective of experts. We present the combination

of both tangible and intangible metrics to shed deeper insights into the intensity

of expertise. The system mines multiple facets for an electronic journal and then

calculates expertise' weights. The overall weight is further used to rank experts in

the respective topic. The measures provided are, however, not absolute indicators

of expertise as the discoveries are limited by the coverage of the database of

publications and expert pro�les used.

The system discoveries can be enhanced by visualizing the mined data [Shnei-

derman 2002]. In order to enhance the knowledge discoveries, we have visualized

experts by using hyperbolic tree visualization technique. The proposed technique
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is based on focus plus context with extended focus to represent the statistical data

as explained in section 5.5. The aforementioned technique is useful especially for

journal administration to �nd high pro�le authors (experts) who can be assigned

as editors/reviewers for the respective topics. To facilitate users of J. UCS, the

mined experts are further pushed to users by observing users' local context and

task at hand. For example, when a user is viewing a paper, he/she will instantly

know about assigned editors and highly active experts associated with topics of

the paper. This helps users to establish collaborations in their respective area.

Visualizing a rank list of experts is not enough, users would have an option

to explore more aspects of experts, for example short biographies, recent pub-

lications, contact information, and a�liations of experts. To support this task,

editors are linked with their pro�les represented in J. UCS. However, the actively

emerging experts (potential reviewers) are further linked with FacetedDBLP. The

FacetedDBLP provides a search interface of the huge repository of DBLP. The

search interface provides di�erent facets like publication years, co-authors, venues

(journal/conference/book series etc) for the selected author. By this means, the

users not only know about experts in the respective area, but they can also explore

other recent publications of experts and their co-authors, indexed in DBLP.

5.2 A Multi-faceted Expert Pro�le

In exploring a comprehensive characterization of expertise, we proposed a multi-

faceted approach for mining the expertise for a digital journal [Afzal et al 2008].

The multiple facets are represented by the following measurements: number of

publications, number of citations received, extent and proportion of citations

within a particular area, expert pro�le records, and experience. We have thus

incorporated the use of user-de�ned pro�les, "experience atom" (as proposed by

[Mockus and Herbsleb 2002] to indicate fundamental experiential units), reference

mining results and a characterization of expert participation as facets of an expert

pro�le. In a comprehensive characterization of expertise, the following measure-

ments have been proposed:

Number of publications: This describes the overall expertise areas of a person.

The intensity of expertise, however, can be represented by the extent of publica-

tions. The number of publications can also be used to indicate the topic speci�c

expertise intensity of researchers.

Number of citations received: Citations are indicative of the impact of publi-

cations and as a result can be applied to re�ect the impact of expert.

Extent and proportion of citations within a particular area: This further indi-
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cates the actual interest of citing authors and the overall contribution in a speci�c

area.

Expert Pro�le Records: J.UCS has expert pro�les for its 300 members in its

editorial board representing the speci�ed area of expertise based on ACM cate-

gories. This input can be useful as a source in identifying a person as an expert in

the area. There are however a number of issues to be considered: areas of interest

may change and the research area in itself may evolve.

Experience: Other experiential measures of a person can also be applied in

representing one's expertise. Measures that can be acquired with regards to the

assessment of experiences include: period of publishing in a particular area, list of

projects participated in, assessments of mentoring activities, etc. In the current

work, we have taken into consideration the publication age factor only.

Combining all these factors provides a better indication of expertise with re-

gards to a particular topic. Figure 5.2 shows the consolidated view of expert

pro�le construction as applied in our research.

In our research, there are two main sources of information used to construct

an expert pro�le: 1) user inputs and 2) system discoveries. User inputs are taken

from reviewers of the journal J.UCS. The J.UCS has over 300 reviewers on its

editorial board. The expertise of these reviewers are speci�ed and maintained

according to the ACM classi�cation scheme [ACM-CCS, 1998]. This information

was extracted from J.UCS and used to populate the expert pro�le database.

The second source for constructing expert pro�les is computed by the system.

The computation considers the number of publications of an individual, the num-

ber of citations that a person receives, and the person's duration of publication

in the respective area. The extraction of all publications (over 1,400) along with

authors and co-authors of the publication is described in [Afzal et al 2007] with

a set of over 15,000 references [Afzal et al 2009b].

5.3 Data extraction

Within J.UCS, ACM topics, editors, and every individual paper are represented

in an XML notation, which needs to be parsed to extract metadata. A typical

XML �le for J.UCS papers can be seen in �gure 5.3. The metadata (paper title,

authors, ACM topic, etc.) related to a paper is stored inside the XML �le.

The extracted data was used to populate a relational database. The database

presents a coherent view of all data with relationships (category, paper, authors,

and citations). For citation extraction, a technique called Template-based Infor-

mation Extraction using Rule-based Learning (TIERL) was developed [Afzal et
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Figure 5.2: Sources for expert pro�les

al 2009b] as explained in chapter 3. The TIERL outperformed existing citation

extraction approaches (like ISI, Google Scholar, and CiteSeer). The data from

this database was then used to calculate and visualize experts within the J.UCS

environment.

5.4 Weight Assigned to Experts

There are di�erent ways to calculate expertise for di�erent tasks as explained

earlier. Our focus is to measure expertise pro�le in a scienti�c community, more

speci�cally for �nding a program committee or for �nding research collaborators.

There is no standard and no absolute de�nition for calculating expertise. The de-

bate for de�ning suitable scale for overall assessment of expertise is ongoing. Some

argue that publication data alone is insu�cient to accurately capture expertise

[Seglen 1997] [Hecht et al 1998]. Others counter that bibliographic data is rea-

sonable as experimental facts support their value [Cameron et al 2007]. However,

the belief that the quantity of publications is proportional to expertise is not uni-

versally true. In a very recent and related work, Cameron explained this problem



5.4. WEIGHT ASSIGNED TO EXPERTS 101

Figure 5.3: A sample XML File for a paper
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with an example [Cameron 2007]. He picked two experts in the �eld of databases

in a scenario where one has a long list of publications in the �eld while the other

has only fewer. In this scenario, on one hand, 'E.F. Codd', inventor of the rela-

tional database model, and recipient of the ACM Turing Award in 1981 and 1994,

has only 49 articles in DBLP, on the other hand, 'Hector Garcia-Molina', an ACM

Fellow too, recipient of the ACM SIGMOD Innovations Award in 1999, had 248

publications in DBLP until 2003 (the year of Codd's death). This example high-

lights a situation in which a researcher having a large list of publications, may

by default, be ranked more proli�c than his associates having fewer publications,

in spite of publication quality. If one considers publication quantity alone as a

measure of expertise, the statistics would conclude 'Garcia-Molina', as far more

proli�c in the �eld of databases. However, considering magni�cent contributions

of 'E.F. Codd' to the �eld, many may regard it astonishing. To measure a better

rank of experts, Cameron employed 'publication impact' as an additional measure

to incorporate the quality of the published manuscripts.

However, the impact factor in itself is arguable [Seglen 1997] [Hecht et al 1998]

[PLoS Medicine Editors 2006]. The impact factor does not work well since a small

number of publications are cited much more than the majority of publication in

a particular venue. For example, the well known journal Nature has analyzed the

citations of individual papers in Nature and found that 89% of the impact factor

was generated by just 25% of the papers [Nature Editorial 2005]. Alternatively,

if a publication is of great quality then it will receive a reasonable number of

citations. Therefore, to rank experts in a �eld, it is better to calculate the number

of citations of all publications of an individual [Hirsch 2005]. This also applies the

above de�ned scenario. As per Google Scholar database, the most cited paper by

'E.F. Codd' has received 5140 citations as of November 2009 while the most cited

paper by 'Hector Garcia-Molina' has received 1408. Therefore, using citations of

researchers' publications directly rather than using the impact factor as Hirsch did

in calculating H-Index [Hirsch 2005] would be better. In our approach, we have

applied the number of publications and citations in an innovative way to calculate

overall expertise as explained in the next sections. Apart from publications and

citations lists, there might be di�erent measures that can be integrated into the

overall weight of the experts. For example, one can use the fact that if a person

is serving as a reviewer or on editorial board of some journals and conferences.

In our system, experts are grouped into one of two categories: 1) editors

(persons currently manually assigned as reviewers for a particular ACM topic) and

2) high-pro�le authors (persons �agged automatically as experts in a particular

topic). Reviewers are selected by the editor-in-chief based on their expertise in

the respective ACM topical area. Reviewers for a particular ACM category are

visualized without any further calculation. High-pro�le authors are calculated

based on weights assigned to them. The facets de�ned in �gure 5.2 are used



5.4. WEIGHT ASSIGNED TO EXPERTS 103

to assign the weights. The weights used in our system are publicationweight,

citationweight, and editorweight.

5.4.1 Publication Weight

In a particular research area, the publication weight of an author is obtained

by dividing the number of the author's publications by the number of publica-

tions' years (duration of publications). To �nd active experts, we consider the

publications of an author that have been published in the last �ve years. The

number of years is calculated from the year of a �rst publication (within last �ve

years) until the current year. For example, if an author has published four con-

tributions in the last four years then the publication weight of the author would

be one. Consequently, for a speci�c research area, authors having a larger publi-

cation weight would get an edge over their counterparts having fewer publications.

Publication Weight= No. of publications
duration (No. of years)

5.4.2 Citation Weight

The citation weight re�ects the author's impact in the growth of a particular

research area. For example if all papers in a research area have received 1000

citations collectively and an author's papers in that speci�c area have received

100 citations, then the citation weight of this author would be 0.1.

Citation Weight= No. of citations received by an author
total No. of citations in an ACM topic

5.4.3 Editor Weight

The editors' weight is calculated by dividing the number of J.UCS reviewers by

the total number of J.UCS authors. This weight is assigned to only those au-

thors who are also working as editor/reviewers. In this way, reviewers (already

acclaimed experts) get an edge over the other authors.

Editor Weight= No. J.UCS editors
Total no. of J.UCS Authors

The total weight is de�ned as the sum of the above de�ned weights:

Total weight = publication weight + citation weight + editor weight.

High-pro�le authors are then ranked according to their total weight.
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Figure 5.4: Algorithm for Computing Expertise Pro�le

5.4.4 Algorithm to construct an expert pro�le

The algorithm for calculating an expert pro�le is shown in �gure 5.4. The algo-

rithm takes: topic, papers, citations, and reviewers as input and returns an expert

pro�le for all topics.
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5.5 Information Visualization

Two di�erent visualizations were developed based on measured expertise, one for

the journal administration and the other for users of this journal. The visual-

ization for the journal administration is based on the assumption that all topics

should be visible in one place where one can easily navigate to a particular topic

and can see editors and potential experts belonging to that topic. To make it user-

friendly, we have chosen a hyperbolic browser which is based on "focus+context"

technique [Lamping and Rao 1994] [Lamping et al 1995] [Lamping and Rao 1996].

The hyperbolic browser was further extended with a spiral representation of po-

tentially ranked experts. This makes the job of administrator to focus on any

particular topic while the overall context remains there. The details of hyperbolic

visualization can be found in the next section. The second visualization was de-

veloped for users of the journal. This visualization is based on the assumption

that the user should have an access to experts whenever he needs them. For the

current implementation, when a user is looking on a particular paper and clicks

'Links into the Future', then he/she is shown active experts associated with the

topics of the focused paper along with the similar papers written in the same area.

The details of 'Links into the Future' can be found in chapter 3. The remaining

parts of this section explain both of the aforementioned visualizations.

5.5.1 Extended Hyperbolic Visualization

Reviewers are essentially attached to a node within the ACM classi�cation hier-

archy. For each node within the ACM classi�cation hierarchy, a ranked list of

high-pro�le authors (potential reviewers) was calculated as shown earlier in sec-

tion 5. The hyperbolic browser [Lamping and Rao 1994] [Lamping et al 1995]

[Lamping and Rao 1996] is an e�cient visualization technique for large hierar-

chies. A hyperbolic browser is used to provide intuitive navigation within the

ACM classi�cation hierarchy. For any selected node in the ACM hierarchy, a spi-

ral is used to visualize the ranked list of high-pro�le authors for that node. The

spiral is simply superimposed upon and around the selected node. This builds

on past work with GopherVR [McCahill and Erickson 1995], PRISE [Cugini et

al 1996], and RankSpiral [Spoerri 2004] which both use spiral representations to

display ranked search result lists.

The user interface is shown in �gure 5.5. This is implemented in Java. A

hyperbolic browser is used to visualize the ACM classi�cation hierarchy, using the

freely available Hypertree package [Hyperbolic Package 2009]. Both categories of

experts are visualized by superimposing upon the hyperbolic view. Reviewers are

shown in a simple list and high pro�le authors are shown in spiral visualization.

To draw the spiral, a package called Turtle Graphics is used [Turtle Graphics

2009]. With Turtle Graphics, simple commands are used to move and draw on
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Figure 5.5: Hyperbolic visualization

the graphical surface. With these commands, the spiral is drawn and the names

of the experts are written at constant angular steps. To visualize the reviewers

of a speci�c ACM topic, a simple JList is used. A maximum of 10 reviewers are

shown in the JList.

The JList, spiral, and Hypertree are placed in JPanels inside a frame, and

are ordered with a JLayeredPane. One can arrange the JPanels horizontally and

vertically and even manipulate the z-order. The Hypertree is drawn in the back.

When an ACM topic is clicked, the list of reviewers is shown in the bottom left

and the spiral of high-pro�le authors is overlaid over the ACM topic in the top

layer, as shown in �gure 5.5. When there are neither reviewers nor high-pro�le

authors, no list or spiral is drawn. In the bottom right of the window, there are

�ve coloured buttons. When clicked, the spiral is redrawn with the new colour.

It is possible to choose black, red, green, or blue. Users can hide both the spiral

and the reviewers list if required by clicking white button. When a user drags a

particular node, the spiral moves with the focused node.

Figure 5.5 shows the visualization for ACM category "H. Information Sys-

tems". The reviewers are shown in the bottom left corner. When a user clicks on

the node "H. Information Systems", a spiral is drawn around the selected node.

The high-pro�le authors are placed in the spiral in descending order of their total

weight (the highest weighted in the centre of the spiral).
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Figure 5.6: Discovery of potential reviewers

This visualization is useful for journal administering. For example, in J.UCS

there are some topics with very few assigned reviewers. J.UCS administration

can instantly �nd potential reviewers based on the high-pro�le authors shown by

the system. For example, the topic 'M.8 Knowledge Reuse' has no reviewers at

the moment (this is a new topic added by J.UCS). Potential reviewers are easily

found in the visualization, as shown in �gure 5.6. This type of discovery is very

useful for administrators to locate potential reviewers for any selected area.

Table 5.1 shows a case of one author "Hermann Maurer". The author is

already a reviewer for ACM topics: A., H.5.1, K.3, and K.4, in addition, he can

be considered as a reviewer for ACM topics: H.1, H.3, H.4, H.5 based on author's

contributions to these ACM topics.

Although it is convenient to explore the topical hierarchy with the hyperbolic

tree, users sometimes know the name of a topic and want to navigate directly to

it. The search facility in the top left corner of the main interface (see �gure 5.7)
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Table 5.1: A comparison between user de�ned and system discovered expertise

Name: Hermann Maurer: Total publications in J.UCS = 29
Already reviewer for: A. (7%) H.5.1 (10%) K.3 (21%) K.4 (21%)
Can be considered for: H.1 (14%) H.3 (17%) H.4 (24%) H.5 (14%)

Figure 5.7: Topic search facility

supports this task. For example, if a user searches for the term "Information",

then a combo box is �lled with all topics containing the term "Information"

as a substring. The 13 topics containing the term "Information" are shown in

Figure 5.7. The user can select any ACM topic from the search result list and the

hyperbolic tree is redrawn to show the selected topic centred in the window.
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Figure 5.8: J.UCS interface for viewing a paper

5.5.2 Visualization for Users of J.UCS

The measured experts for topics of the paper are pushed to users by looking at

user's local context. For example a user is viewing a paper titled 'The Trans-

formation of the Web: How Emerging Communities Shape the Information we

Consume' as shown in �gure 5.8.

When the user clicks on the 'Links into Future' button, he is redirected to a

screen as shown in �gure 5.9. This was implemented using a java servelet. The

servelet receives a reference of the viewing paper as a parameter. The servelet

subsequently fetch data from di�erent database tables. On the top of this visu-

alization, the focused paper and its metadata are shown. The lower part of the

screen is divided into two columns, the left part is dedicated to visualize 'Links

into the Future' i.e. related papers written in the same area in future dates as

compared to the publication date of the focused paper as explained in chapter 3,

while the right part of the screen visualizes the experts associated with the topics

of the focused paper. As already mentioned, experts are categorized into two

categories: 1) the editors (reviewers) assigned by the editor-in-chief, and 2) the
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Figure 5.9: Visualization of experts

potential experts �agged by the system. Both categories of experts are shown in

this visualization. To �nd more information about experts, the experts are further

linked within J. UCS and with FacetedDBLP [Diederich et al 2007]. The current

section and section 5.5.3 gives details about reviewers' linkage within J.UCS while

section 5.5.4 explains how discovered experts are linked with FacetedDBLP.

There are more than 300 editors serving as reviewers for J. UCS. There is

a many-to-many association between editors and topics. Every editor is usually

assigned to multiple topics and each topic is assigned to multiple editors. Ac-

cording to current statistics, there are 45 topics in J. UCS which have more than

10 editors associated. If we visualize all editors for all topics of the paper at one

place, then it would become a problem to locate required information for users.

To avoid such a situation, an indirect way was used. Initially, the topics of the

paper are visualized as shown in �gure 5.9. The user can follow any topic to look

for all associated editors and published papers in the focused topic. For example

from �gure 5.9, a user is interested in �nding editors of 'H.3.5: Online Information

Services'. On click, the user is redirected to the screen as shown in Figure 5.10.

5.5.3 Linking Editors' Pro�les in J.UCS

The information about editors is maintained by the J. UCS administration in

a highly structured way. This information normally includes: short biography,
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Figure 5.10: Editors associated with topic H.3.5

assigned topics for review, institution, address, email and homepage of editors.

For example when a user clicks on "Balke Wolf-Tilo" in �gure 5.10 to view the

details, he is redirected to the screen as shown in �gure 5.11. The user is then

able to read a brief biography of the expert and can follow to expert's homepage

for recent contributions in the area.

5.5.4 Linking Discovered Experts' Pro�les to FacetedDBLP

The potential experts (discovered by the system) are shown after the aforemen-

tioned visualization as can be seen in �gure 5.9. Only the active research areas

(having contributions in the last �ve years) and their experts are visualized. For

example the focused article in �gure 5.9 belongs to �ve topics and all of them

remain active research areas in the last �ve years in J. UCS. The top 10 ranked

experts are visualized for each topic of the paper. To gain deeper insights into

the experts' contributions, these experts are further linked with FacetedDBLP

[Diederich et al 2007]. This FacetedDBLP is build upon the large collection of

DBLP data set.

For example a user clicks on the author's name "Jong Hyuk Park" (topic H.5.1)

in Figure 5.9. The user is redirected to the screen as shown in �gure 5.12. This

was achieved by querying FacetedDBLP http://dblp.l3s.de by adjusting author's

�rst, middle, and last names using some heuristics. The FacetedDBLP is based

on the large repository of DBLP (DBLP currently index more than 1.3 million
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Figure 5.11: Editor pro�le maintained by J.UCS
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computer science publications). In the �gure, there are 65 publications of the au-

thor "Jong Hyuk Park" found in FacetedDBLP. A user can search using di�erent

facets as shown on the left side of the �gure like: publication years, publication

type (article, proceedings, etc), venues (journals, conferences etc), authors, and

the GrowBag graph. Based on the user selection, search results are shown on the

right side of the �gure. For example a user can search all papers of the focused

author which were co-authored with any of the authors shown on the left side.

The user can restrict the search results to �nd papers which appeared only in any

of the venues (like: computer communication, The Journal of Supercomputing,

etc). The user can characterize the result set in terms of the main research topics

and �lter it according to certain subtopics. The GrowBag terms may be very

useful for the user. For example a user can restrict the result set to see only

papers of the focused author which deal with any of the shown GrowBag terms

(like security, pervasive computing, privacy protection etc). Therefore, a user may

�nd required information more e�ciently and accurately using this interface and

instantly becomes aware of the research areas of the authors, his collaborators

list, the venues where the author has published, etc.

5.6 Concluding Remarks

This chapter presented a new system to identify and visualize current and poten-

tial experts in topical areas of a scienti�c discipline. It is used in the context of

a computer science journal to identify and assign reviewers to areas of computer

science, but can easily be generalized to other scienti�c communities.

The main contributions of this chapter are:

1. A methodology for automatically identifying potential experts from assem-

bled pro�les.

2. A combined visualization of a topical classi�cation hierarchy and a ranked

list of potential experts at each level in the hierarchy.

3. A visualization of experts for users of J. UCS which is further linked with

expert's pro�les within J. UCS and in FacetedDBLP.
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Figure 5.12: Adapted from FacetedDBLP



Chapter 6

Linking Digital Journals with

Linked Data

This chapter1 focuses on how can the Semantic Web add value to digital journals.

As explained in chapter 2, Linked Data (LOD) is a big success of the Seman-

tic Web. LOD enabled billions of RDF triples which show relationships between

structured contents available on the Web. However, two problems were identi�ed

in chapter 2: 1) identifying intended resource URI from LOD, and 2) structuring

and presenting information from LOD by hiding complex underlying semantic

mechanics. This chapter discusses techniques to address these issues and address

the following research questions:

RQ8. How can digital journals consume information from Linked Data resources?

RQ9. How can user be given only required and relevant information whenever

they need it?

The research question 8 is further subdivided into the following more speci�c

questions:

RQ8.1. How can intended resource URI be located?

RQ8.2 How can we structure and present information from LOD?

1The contents related to CAFSIAL research, mentioned in this chapter, came from [Latif et
al 2009b] where author of the thesis contributed 20%.
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Figure 6.1: Progress �ow of the chapter based on published contributions

The �gure 6.1, based on research contributions [Latif et al 2009][Latif et al

2009b][Latif et al 2009c][Afzal et al 2010b], shows the progress �ow of the chapter.

An intelligent URI mapping technique was developed. By locating resource using

this technique, a concept aggregation framework was developed which is able to

structure the information. Furthermore, this concept aggregation framework was

used for J.UCS dataset for linking J.UCS authors to their pro�les available in

LOD.

6.1 Introduction

The World Wide Web can be seen as a huge repository of networked resources.

Due to its exponential growth, it is a challenging task for search engines to lo-

cate meaningful pieces of information from heavily redundant and unstructured

resources. The semantic paradigm of information processing suggests a solution

to the above problem: Semantic resources are structured, and related semantic

metadata can be used to query and search the required piece of information in a

very precise manner. On the other hand, the bulk of the data currently residing

on the Web is unstructured or semi-structured at best.

Therefore, the W3C launched the Linking Open Data2 (LOD) movement, a

community e�ort that motivates people to publish their information in a struc-

tured way (RDF)3. LOD not only "semanti�es" di�erent kinds of open data sets,

but it also provides a framework for interlinking. This framework is based on the

rules described by Tim Berners-Lee [Berner-Lee 2006]. As of May 2009, the LOD

cloud consists of over 4.7 billion RDF triples, which are interlinked by around

142 million RDF/OWL links [Auer et al 2009]. Although LOD has created huge

2http://esw.w3.org/topic/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
3http://www.w3.org/RDF/
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volumes of data and has attracted the attention of many researchers, it still lacks

broad recognition, especially in commercial domains. This is, amongst other rea-

sons, because of complex semantic search and end user applications [Latif et al

2009a].

In the absence of o�cial standards, DBpedia4 and Yago5, amongst others,

are considered de facto standards for classi�cation. DBpedia is also a central

interlinking hub for Linked Data. Facts about speci�c resources, extracted from

the infoboxes of Wikipedia, are structured in the form of properties as de�ned

by DBpedia's ontology [Auer et al 2007]. This ontology is associated with Yago's

classi�cation to identify the type (person, place, organization, etc.) of the re-

source. For instance, a query about Arnold Schwarzenegger returns about 260

distinct properties, encapsulating nearly 900 triples in the raw RDF form. Such

semantic data is not (easily) graspable by end users. Representing this bulk of

structured information in a simple and concise way is still a challenge.

Recently, a few applications have emerged, which provide user interfaces to

explore LOD datasets [Berners-Lee et al 2006a] [Kobilarov and Dickinson 2008].

These applications use SPARQL endpoints to query LOD with Subject-Predicate-

Object (SPO) logic. SPO logic represents a triple, which is a building block of

RDF. A triple establishes a relationship between two resource types. One resource

is called subject and the other one object. The relationship between subject and

object is called predicate. For example, Arnold Schwarzenegger (subject) is gov-

ernor of (predicate) California (object). Now, in order to exploit LOD resources

using SPARQL endpoint with interfaces of recent applications, users have to un-

derstand the underlying semantic structures (triples, ontologies, properties). The

same gap between semantic search and end user applications has also been iden-

ti�ed by [Chakrabarti 2004].

Each resource that is described by Linked Data can be uniquely identi�ed

by its URI [Sauermann et al 2008]. Relations and attributes of this URI can

then be queried by use of SPARQL. However, regular Web users have never even

heard of URIs or SPARQL. Therefore, when non-expert users interact with the

Semantic Web, the �rst step is to translate their queries into URIs. For example,

when a user wants to know something about "Arnold Schwar-zenegger", it is

necessary to �nd a URI that represents this person in the Semantic Web e.g.

http://dbpedia.org/resource/ArnoldSchwarzenegger.

To overcome the URI discovery, an intelligent Keyword-URI mapping tech-

nique has been introduced. Users don't need to remember a URI anymore to

�nd resources from LOD. Users enter a keyword, and the system discovers the

most relevant resources from LOD. The system employs a two-layered approach.

In the �rst layer, users are automatically suggested with resources matching the

4http://dbpedia.org/
5http://www.mpi-inf.mpg.de/yago-naga/yago/
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entered keywords from a locally maintained LOD resource triple store. In the

second layer, the user keyword is matched with metadata of resources indexed by

a Semantic Web search engine (Sindice). The exploratory evaluations have shown

that the system can reduce user's cognitive load in �nding required URIs.

When the system has identi�ed a correct resource URI, then it proactively

picks up a set of properties related to the selected resource. The most relevant

set of properties is grouped together by using the Concept Aggregation Frame-

work. This property set is pre-computed for each resource type. This approach

conceptualizes the most relevant information of a resource in an easily perceivable

construct.

We also propose a two-step keyword search process in order to hide the un-

derlying SPO logic. In the �rst step, users search for a keyword, and the system

auto-suggests related entries to exactly specify the subject. Then, information

related to that subject is structured using the aggregation framework. Further-

more, to avoid searching a speci�c property (predicate) of the selected subject by

its name, a keyword based 'search within' facility is provided where the speci�ed

keyword is mapped to a certain property or set of properties.

The state-of-the-art of LOD in di�erent perspectives has already been de-

scribed in chapter 2. The remainder of this chapter is structured as follows:

Section 6.2 presents an intelligent Keyword-URI technique. Section 6.3 elabo-

rates on the Concept Aggregation Framework. Section 6.4 describes the system

architecture. Section 6.5 explains the overall use of the system with the help of a

use case. Section 6.6 elaborates the process of linking pro�les of J.UCS authors

with LOD. The summary of the chapter is presented thereafter.

6.2 Keyword-URI Mapping Technique

The design of the Keyword-URI mapping is depicted in �gure 6.2. The proposed

technique is divided into three parts called Triple Construction, Auto-Suggestion,

and Semantic Search Service. The triple construction technique discusses the

data acquisition and the process of converting it to triples. The auto-suggestion

technique discusses how the suggestions are derived from the local data store and

highlights the added value of providing seamless URI mapping. In the semantic

search service, the querying and �ltering of retrieved results is discussed.

6.2.1 Triple Store Construction

The DBpedia data is maintained locally for guaranteed response and to avoid

the negative consequences of a sudden downtime of DBpedia. The "Persondata"

dump6 was downloaded from DBpedia. This dump contains information about

6http://downloads.dbpedia.org/3.3/en/persondataen.nt.bz2
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Figure 6.2: Keyword-URI mapping design

persons extracted from the English and German Wikipedia, represented using the

FOAF vocabulary ARC7, a �exible system for RDF data, is then used to import

this dump into a local triple store. This triple store provides an interface for the

SPARQL queries. At the moment, there are 62,313 URIs of persons stored in the

CAF-SIAL triple store.

6.2.2 Auto-Suggestion

When a user starts entering a keyword for a search, a SPARQL query is con-

structed on the �y on every key press and an AJAX-enabled autosuggestion mod-

ule is invoked. The autosuggestion module is responsible for �nding all possible

7http://arc.semsol.org/
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Figure 6.3: Auto-suggestions

occurrences of an entered person name in the local triple store and returning a

list of suggestions. These suggestions help users in the following aspects:

� With auto-complete, users need to type less

� Give user leverage about searching possibilities within dataset

� On-the-�y disambiguation of concepts having similar or the same names

� Selecting the correct concept

On user selection from any of the suggested option, the underlying URI of the

selected keyword is passed on for further processing. The presentation of the list

of suggestions is shown in �gure 6.3.

6.2.3 Semantic Search Service

In case the keyword is not mapped to any concept in the local triple store, the

semantic search service is invoked. The public API of Sindice is used for this

operation. It returns an RDF �le containing number of URIs belonging to dif-

ferent data sources. This �le is then parsed into the local triple store by using

ARC. Further on, a URI �ltering service is called, and the URI matching our set

description, i.e. a DBpedia person type resource, is �ltered out. If more than one

URI belonging to DBpedia person type exist, the �rst one in the list is picked.

The SINDICE service provides a faster crawling procedure as compared to

other semantic search engines. DBpedia releases new data dumps approximately

every six months. Hence the newly entered or updated resources will not be part
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Figure 6.4: Concept Aggregation Framework

of the older DBpedia dump as well as our local triple store. Meanwhile Sindice,

due to its fast crawling procedure, will be having an index of these newly added

resources, which may be very useful to locate new resources. This will increase

our system's performance and ensure up-to-date URI supply to users.

6.3 Concept Aggregation Framework

The Concept Aggregation Framework aggregates relevant concepts from DBpedia

and organizes the most important informational aspects related to a resource.

The scope of this application is limited to DBpedia and Yago. DBpedia covers

23 types of resources (places, people, organizations, etc), initially, we selected the

resource type person for the experimentations.

The Concept Aggregation Framework is shown in �gure 6.4. The aggregation

classi�cation layer is responsible for aggregating the most relevant information

related to the person in question. This information is collected based on the list

of related properties compiled at the property aggregation layer. The properties

are extracted from knowledge bases shown in the aggregation knowledge bases

layer.
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Figure 6.5: Building DBPedia property dump

Figure 6.6: Building Yago classi�cation dump

6.3.1 Aggregation Knowledge Bases Layer

DBpedia, Yago and Umbel ontologies mainly contribute in the identi�cation and

classi�cation of the resources. Two of them (DBpedia and Yago) are considered

complete knowledge bases [Suchanek et al 2007]. The underlying mechanism in

our system is as follows:

We have generated two knowledge bases, a DBpedia Property Dump and a

Yago Classi�cation Dump. The DBpedia Property Dump is built by querying

each type of a person (Artist, Journalist, etc.) from SNORQL query explorer8

(SPARQL endpoint of DBpedia). Then we aggregate all the distinct property sets

for each person. Out of 21 queried person types in total, we were able to collect

distinct properties of 18, which are presented in Table 6.1. It shows the number

of distinct properties in total that we collected for a speci�c person as well as the

number of properties picked by a set of experts, which will be mapped to de�ned

aspects. The formulated query for this operation is given in �gure 6.5.

The Yago Classi�cation Dump is built by querying subclasses of Person class

from SNORQL query explorer. The query is shown in �gure 6.6.

To decide which of these properties should be presented to the user, a query

is formulated to get the count of every distinct property used for person type.

After getting the count, the rank is assigned to each property. The higher the

rank, the more prominently the property will be displayed. For example, some

of the properties of person type Athlete like "Position" (70939 times), "clubs"

(46101 times) and "debutyear" (9247 times) provide interesting stats to organize

properties in a more conceivable fashion. The formulated query to get the count

of each distinct property is shown in �gure 6.7.

8http://dbpedia.org/snorql/
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Table 6.1: Selection of persons' properties from DBPedia

Person Type Total Prop-
erties

Picked
Properties

Artist 2111 409
Journalist 186 55
Cleric 419 76
BritishRoyalty 252 47
Athlete 2064 496
Monarch 337 50
Scientist 421 126
Architect 132 41
PlayboyPlaymate 125 37
Politician 36 18
MilitaryPerson 725 158
FictionalCharacter 599 273
Criminal 287 74
CollegeCoach 282 124
O�ceHolder 1460 634
Philosopher 226 71
Astronaut 168 62
Model 211 99

Figure 6.7: Computing property rank

6.3.2 Property Aggregation Layer

This layer �rst identi�es the profession type. This works in two steps. In the

�rst step, the resource type (RDF type) is identi�ed by using DBpedia. In the

case where in the retrieved set of properties, there is no property mapped within

DBpedia knowledge base, the system tries to map the retrieved property to a Yago

class. For example if the retrieved property is "AustrianComputerScientist" which

is not listed in DBpedia knowledge base, then the system maps it to the Yago

hierarchy and can infer that the person belongs to the profession of "Scientist"

because "AustrianComputerScientist" is a subclass of "Scientist".

Based on a resource type, we have extracted all the possible properties from the

DBpedia Property Dump. We then have manually identi�ed sets of properties in-

dicating an informational concept (networks, memberships, family, achievements
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etc.) related to a person. These concepts are aggregated and mapped to the re-

lated informational aspect identi�ed in the inferred aspects layer. More than one

concept may be mapped to a single informational concept de�ned at the inferred

aspects layer.

6.3.3 Inferred Aspects Layer

The information for a resource such as person may be organized and viewed in

di�erent informational aspects like personal, professional, social etc. The most

popular search engine like Google also tries to present such informational aspects

related to a topic in its top results. It has been shown in [Brin and Page 2008] that

how Google rank its results to provide the most relevant contents. For example,

in a response to a user query of "Bill Clinton", Google top ten results are based,

amongst other things, on personal information (biography) and his professional

career (president, writer). These results, however, depend on the complex link

analysis of Web pages (citations to Web pages from di�erent sources) along with

weight mechanisms assigned to di�erent factors [Feldstein 2009] [Boykin 2005].

Google is considered as the most popular search engine having 64.2% share in

U.S search market [Lipsman 2009]. Inspired from Google's success in calculating

and presenting the results in diverse and important informational aspects related

to a query, we developed a concept aggregation framework where diverse yet

important aspects of a person are represented in inferred aspect layer.

6.4 System Architecture

The system architecture is depicted in �gure 6.8. The implemented system is

divided into four modules called query manager, auto-suggestion module, infor-

mation retrieval module and search within property module. The query manager

is a controlling module of the application. It is responsible in translating the key-

word search query into SPARQL queries. The auto-suggestion module helps users

to disambiguate entered search term. The information retrieval module is respon-

sible for locating the URIs and extracting related information. The search within

property module provides the facility of searching within all retrieved properties

of a resource.

6.4.1 Auto-Suggestion Module

The query manager triggers the auto suggestion module by converting the searched

keyword of a user into a SPARQL query. This module interacts with the DBpedia

person and the DBpedia disambiguation triple store to autosuggest persons with

names that match the entered keyword. This module has been discussed in detail

in section 6.3. If the user does not select any of the suggested terms, or in case
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Figure 6.8: System architecture for CAFSIAL

of a distinct query (no auto-suggestions yielded), the searched term is passed on

to the information retrieval module for further processing.

6.4.2 Information Retrieval Module

This module is further divided into four processes:

1. URI locator

2. LOD retrieval

3. Parser

4. Concept aggregation

The searched term is passed to the URI locator process which will query the

locally maintained data sets (i.e. DBpedia Title TS, DBpedia Person Data TS,

and DBLP TS) to get a URI. If this fails, a new query is formulated for the

SINDICE9 Web service to locate the URI. After locating the URI of a resource,

9http://sindice.com/
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the LOD retrieval process dereferences that URI at the DBpedia server to get the

respective resource RDF description. This RDF description is further passed to

the Parser process. This process parses RDF description into triples and stored

them locally. Then, the concept aggregation process is called to sort out the

most important information aspect of the resource and in the end; the output is

presented to the user.

6.4.3 Search Within Property Module

This module lets the user search within all properties of a resource retrieved from

the information retrieval module. When a user enters a keyword to search some

information about a resource, the synset extraction process queries wordnet10

to retrieve the synset of searched keyword. This synset is passed to the query

manager and for each word in the synset, it query the local triple store through the

property locator process. The property locator process matches the keyword as

substring in the retrieved property set. All matched properties are then extracted

and presented to the user.

6.5 Use Case Scenario

The working of the system is described with the help of a use case scenario. We

have selected "Arnold Schwarzenegger" for this example. The reason of this se-

lection is that the selected person is a�liated with four interesting and diverse

professions along with multiple awards and achievements. This will help in un-

derstanding the overall working of the system.

These capabilities make him a distinct person and a suitable choice for the use

case. The application �ow is explained as follows: User starts typing the search

term "Arnold". The persons' names starting with the keyword "Arnold" are auto-

suggested. For example "Arnold Bax", "Arnold Bennett", "Arnold Schwarzeneg-

ger" etc. as depicted in �gure 6.3.

The user selects "Arnold Schwarzenegger" to see his details as shown in �gure

6.9. The output is comprised of di�erent informational aspects such as social,

personal, and professional. Important properties are shown on the top for each

informational aspect. The important property list was prepared manually and

the weight to each property is assigned on the basis of its count automatically.

The screenshot shows his important professional details concisely and in easily

graspable manner.

10http://wordnet.princeton.edu/wordnet/
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Figure 6.9: Informational aspects of Arnold Schwarzenegger

6.6 Application of CAF-SIAL for J.UCS Dataset

We have applied the above de�ned Concept Aggregation Framework for authors of

J.UCS. The authors are located in LOD dataset and then authors' informational

aspects are retrieved, aggregated, structured and presented nicely to users. The

following sections provide details of this process.

6.6.1 JUCS-LOD system Architecture

The architecture design of the JUCS-CAFSIAL application is depicted in �gure

6.10. The proposed system is divided into four modules named as Database and

Triple Store Construction, URI Acquisition, Author URI Validation and Concept

Aggregation Framework.

The database and triple construction part discusses the data acquisition, ma-

nipulation of J.UCS data set and the process of converting RDF personal dataset

into local triple store. The URI acquisition module describes that how the URI

of a J.UCS author is acquired from local triple stores and by remote semantic

search services. Author's URI Validation module encompasses the heuristic writ-
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Figure 6.10: System architecture for CAF-SIAL-JUCS

ten to validate the URI. In the last section, Concept Aggregation Framework is

presented.

(A) Database and Triple Store Construction

Three datasets were used, one from the Journal of Universal Computer Science

(JUCS) and two from the DBpedia. Along with these datasets, web service of

Sindice (a semantic search engine) was also utilized when the local search fails.

Description of each data set is given below.

J.UCS Dataset

The J.UCS dataset provides the list of the authors who have published their work

in any of the Journal Issues. Author ID [Afzal et al 2007] maintained at JUCS

server along with �rst, middle and last name of the respective author is tabulated

in this dataset. In total 2593 authors from JUCS were used for this experiment.

Semantic Datasets

DBpedia

DBpedia is currently one of the most promising knowledge bases in LOD, having

a complete ontology along with Yago (Suchanek et al 2007) classi�cation. It cur-

rently describes more than 2.6 million things, including at least 213,000 persons,

328,000 places, 57,000 music albums, 36,000 �lms, and 20,000 companies [Auer

et al 2009]. The knowledge base consists of 274 million pieces of information
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(RDF triples). The openly available RDF dumps make DBpedia an interesting

subject of study. There has been valuable work done on studying the reliability of

Wikipedia URI's [Hepp et al 2008] that are being used by DBpedia. This study

suggests that the meaning of a URI stays stable approximately 93% of the time.

Its strong interlinking within the LOD cloud makes it a perfect resource to search

URIs. For our current prototype, we concentrated on the part of DBpedia that

includes a data set about persons.

Two RDF dumps about personal information (Persondata and Links to DBLP)

were selected to �nd relevant information of J.UCS author. These dataset are

freely available in RDF dumps for download. These RDF dump were converted

into a local triple store by using ARC2. ARC2 utility star triple store con�guration

gives a facility for querying at statement level. The details of these semantic

datasets are given below:

Persondata

This data set includes information about persons (date and place of birth etc.)

extracted from the English and German Wikipedia, represented using the FOAF

vocabulary. At the moment 29,498 URIs of persons stored in local triple store

were matched to �nd respective URI of a JUCS author.

(B) URI Acquisition

Di�erent techniques were piled up to locate the URI from local triple store and

the Linked Data cloud. These techniques are listed below:

� Direct matching of JUCS authors with DBpedia Persondata dataset

� Direct matching of JUCS authors with Links to DBLP dataset

� Querying and Filtering of URI from Sindice

The details of these techniques can be found in implementation section.

(C) URI Validation

For making sure the authenticity of a DBpedia URI attained after URI acquisition

process, set of heuristics were written by manual inspection of various auhtor's

Dbpedia pro�les. The detail of these heuristics can be seen in implementation

section.

(D) Concept Aggregation

After the processes of URI acquisition and URI validation, the aggregation of im-

portant aspects is performed using Concept Aggregation Framework as discussed
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earlier in this chapter. The authors are represented in four informational aspects

such as: 1) personal information, 2) professional information, 3) academics, and

4) published work. Presentation of these aspects is depicted in �gure 6.11.

6.6.2 Implementation

The implementation of this application can be divided into two phases.

(A) Locating Author DBpedia URI

(B) Concept Aggregation and Presentation

(A) Locating Author DBpedia URI

In this implementation phase di�erent steps were performed to �nd a URI of the

respective JUCS author in DBpedia.

Pre-processing of Author's Dataset

Sometimes, the authors' names contain umlaute characters which need to be pro-

cessed before matching them in LOD cloud. An automated scripted was written

to remove such inconsistencies. Subsequently First, middle, and last names were

concatenated to construct a full name for the matching.

DBpedia Person Data Direct Matching with JUCS Author Dataset

In the �rst step, complete name of the authors were matched with the DBpedia

Persondata triple store. After this operation seven out of total authors were

matched yielding in very low success rate.

DBPedia Links to DBLP Direct Matching

In second step Links to DBLP local triple store were matched for authors name

resulting eight out of total JUCS authors.

Due to inconsistencies in local triple store and the outdate DBpedia dataset

the result were not so attractive. To overcome these limitations, Sindice (Semantic

Search Service), a vast and up-to-date indexing system, was used.

Sindice Search Service

A web service was written to call the API of Sindice with the formulated query.

The process runs iteratively for every unfound JUCS author. In response, Sindice

gives the list of the URI's which were further �ltered out on the basis of DBpedia

provenance. In the end direct matching on the name of author in the DBpedia

URI list was performed to pick the exact URI of a resource.
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After processing 337 DBPedia URI's out of entire J.UCS author list, a sub-

stantial improvement was noted. All this �ndings were stored in data table for

further processing.

DBpedia URI Authentication

To �nd author's names from the retrieved results, a script was executed. However,

by the manual inspection, it was found that there are some inconsistencies in the

retrieved URIs:

� The URI of the author page exist (wrongly indexed by Sindice) but no

information is present in the page, making this URI useless for processing.

� Lot of URI's which matched with exact name of the author but representing

persons who are not associated with educations giving rise to ambiguities.

To disambiguate authors, a set of heuristics were written as described below:

Heuristics Construction

After manual inspection it was noted that there are certain kind of properties

which can be exploited to disambiguate individuals. For example, SKOS cate-

gories and keyword which are being used to represent the persons belonging to

education profession. Certain types of keywords are normally mentioned for edu-

cationist. An automated script was written to check the SKOS categories in the

respective URI data. After applying this script on 337 authors, 66 URIs were

selected.

These �nding also highlight that there exists many pro�les which are repre-

sented with the same name as of authors but representing other persons. Concrete

steps needs to be taken by Dbpedia in assigning URI's to the persons having sim-

ilar name. At the moment in DBpedia a Unique Id is assigned to person basis of

his name which at certain point is good but if there are persons having similar

name, then it becomes di�cult to identify and disambiguate. Assigning a URI on

the basis of profession can be a alternative step.

(B) Concept Aggregation and Presentation

The concept aggregation works in the same fashion as described earlier in the

chapter. Here we show the strength of the system by using an example.

For example, a user queries on "Gio Widerhold", the Concept Aggregation

Framework makes a conceptual representation of the available properties into

di�erent aspects of a person as shown in �gure 6.11. From the Figure, it is obvious

that a user will get instant information about the concerned person. A brief

introduction of a person along with the picture is shown. Furthermore di�erent
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Figure 6.11: Informational aspects of a J.UCS author

informational aspects like personal, professional, academics, and publications are

shown to the user. From this coherent view, user gets a �rst overall impression

about a person and can follow any hyperlink to see further details.



Chapter 7

Summary and Outlook

This brief chapter elaborates the overview of the work, discuss key results and

concludes the thesis. The future possible extensions to the work are also pointed

out.

7.1 System Evaluations

The �rst version of Links into the Future system was made available to users of

J.UCS in 2007. Since then the system is up and running and have been upgraded

by adding expertise �nding and linking the journal with socially maintained dig-

ital libraries. The user feedbacks show that the system is very useful in: knowl-

edge discovery of research papers, suggesting experts in an area and leading to

serendipitous discoveries of evolving concepts in social digital libraries. However,

the system for linking J.UCS to semantic resources (Linked Data) is still in pro-

totype use. The link between J.UCS and Linked Data resources is established

based on the past research of CAFSIAL, the next section discusses the evaluation

of the CAFSIAL system by comparing it with contemporary systems.

The system was evaluated with the help of user interviews. We collected

data with the help of combining focus groups [Kitzinger 1995] and post-search

interviews. We held two focus group sessions having 4-6 participants each (10

participants in total). All participants of both groups were Web users and had

knowledge of basic Web search. One focus group comprised of users having expe-

rience in Semantic technologies while the other user group was naive Web users.

Each group session was conducted by a skilled representative.

The selected application for evaluation in comparison with CAF-SIAL were

Marble, Snorql, and Freebase. We conducted semi-structured interviews. Users

were asked about comments, feedbacks, overall satisfaction, problems faced etc.

133
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The interviews showed that it was very di�cult to get the sought-after infor-

mation from Marble and Snorql, because the users did not know the exact URI

of the resource, and due to the di�culty of formulating Subject Predicate Object

logic. On the other hand, Freebase and CAF-SIAL systems were easier to use.

Although Freebase was comparatively better in terms of providing rich informa-

tion and content organization, CAF-SIAL was useful most of the time to get the

sought-after information. One negative aspect that was mentioned about CAF-

SIAL was the fact that when the users searched for a person and then clicked on

a particular property within the retrieved result set, they were again redirected

to complex systems like DBpedia. Then again it became di�cult to �nd required

information from a long list of properties.

When comparing CAF-SIAL to Freebase, there are some noteworthy di�er-

ences:

1. Dbpedia, which provides that basis for CAF-SIAL, is built around a con-

trolled vocabulary (an ontology, actually), whereas freebase adopts the folk-

sonomy approach in which people can add new categories much like tags

(O'Reilly 2007).

2. Along with the semi-automatic approach of Freebase to collect and organize

data in to their knowledge base, a group of editors is responsible to pre-check

the organization and add new knowledge in a structured way manually. On

the other hand, CAF-SIAL works on a set of heuristics. These heuristics

were de�ned manually once by experts and can then be applied by the

system to organize knowledge in an entirely automated way. The system

makes a transition to exploit LOD resources in an autonomous way, which

could provide signi�cant help in navigating the ever-growing LOD cloud.

The system has been made publicly available at http://cafsial.opendatahub.org/.

For continuous evaluations, users can give feedback at any time online. The sub-

mitted information is saved and we plan to extend the system by incorporating

users' comments and feedback.

7.2 Conclusions and Future work

The dissertation explores di�erent possibilities of linking resources from a digital

journal to other relevant resources that are available locally or in various external

repositories. The information is presented to user in context-aware environment.

The work shows its importance in emerging information supply systems for dig-

ital journals. The system provides the most relevant resources to the users by

observing their current focus. In this manner, users do not need to make deliber-

ate e�orts for searching contents and the information is made available in timely
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fashion. The resource discovery is based on new techniques, mainly of heuristic

nature. The proposed techniques often outperform existing ones and are able to

discover highly relevant resources more e�ectively. The thesis contributions can

be structured into four areas such as: 1) Links into the Future, 2) linking digital

journals with social bookmarking systems, 3) discovery and visualization of ex-

pertise, and 4) linking digital journals with semantic resources. The concluding

remarks and future extensions for each area are listed below.

7.2.1 Links into the Future

The Links into the Future system recommends the most relevant resources to

users, based on their local context. The developed techniques can discover relevant

papers that might /would not otherwise be viewed. Two di�erent approaches were

used to �nd Links into the Future: a) Metadata extraction technique, b) Citation

mining technique. The metadata extraction technique uses available metadata

to create Links into the Future. The results are discussed in details in chapter

3. The employed heuristics and techniques were able to discover most relevant

papers. For example, a search query on a generic search engine retrieves millions

of generic hits for users, while the proposed techniques �lters noisy and irrelevant

papers and at the end, the user is left with only few links to the most relevant

papers.

The developed citation mining technique can �nd citations that were missed

by prevailing citation indexes. The technique uses a generic heuristic approach

and works in a two-tier process, �rst disambiguate venues (journals, conferences,

etc.) and then �nd the intended citation. This two-tier process helped the system

to reduce the chances of errors signi�cantly. Comparing a citation entry within

a large citation index leads to wrong citation identi�cation if authors make any

mistake while citing a paper. However, �rst disambiguating venues and then

focusing on only the papers published within the venue, gives a leverage for per-

forming direct and partial match and lead to a high accuracy. This has been

shown in details in chapter 3. This research not only develops a generic citation

mining technique but also develop a better venue disambiguation technique. The

experiments show that the technique was able to overcome limitations of existing

citation indexes like Google Scholar, CiteSeer, and ISI Web of Knowledge. The

technique was tested on two datasets such as 1) a data set from a digital journal

and 2) a generic dataset provided by Cora. One interesting �nding was that the

system did not �nd any false positive citation. The process of �nding citations is

innovative and can be easily adopted by autonomous citation mining indexes.

In the future, we plan to extend the implementation of Links into the Future

system for discovering papers from sources like DBLP and CiteSeer. As mentioned

in chapter 3, the papers residing at external sources normally do not contain

papers' categories, hence it would be a challenging task to develop such a system
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which can �rst �nd papers' topic and then discover Links into the Future. The

CiteSeer provides access to full text search while in DBLP the full text is not

available, only the metadata can be acquired and sometimes the abstract can

be found. Therefore, the developed heuristics for the Web documents may work

for CiteSeer but for DBLP, one need a better categorization system which may

work �ne by analyzing the available metadata and building a better categorization

system.

We also envision the sentiment analysis of citations to discover the context of

"cited-by" papers. In the Links into the Future system, this will be helpful to

rank papers based on positive and negative sentiments. This will also help to �lter

the cited papers that cite only for providing the background studies rather than

extending the research of cited papers. The cited papers with positive sentiments

and with negative comments about the focused paper would then be easily �ltered

and ranked for the users.

7.2.2 Linking Digital Journals with Social Bookmarking

The next contribution of this dissertation is linking papers of a digital journal

with resources available in social bookmarking. Initially, an exploratory case

study was conducted to �nd the importance of tags in a scienti�c domain. It has

been proved that there exist a positive correlation between the tags of a paper

and its citations. This shows the involvement and trend of social community in

bookmarking services for annotating the available resources. Furthermore, the

tag terms reoccur in the titles of the citing papers. This shows that the papers

get popularity in tagging applications immediately and the speci�ed tags are

used in future to write papers which normally cite the tagged paper. The rank

predication based on co-author model can be further enhanced with the help of

models based on tags analysis. All of these exercises show that the tags have

a potential to measure the research popularity and are used in di�erent ways,

sometimes to represent the content and sometimes to represent the context of

resources. Therefore, it would be very helpful to create a link between resources in

a digital journal with the relevant resources in tagging applications. The dataset

of a well known scienti�c social bookmarking system -such as CiteULike- was

selected to be linked with journal's papers. The author's keywords were matched

with the tags available in CiteULike leading the serendipitous discoveries of same

or similar resources. The system was also able to �nd newly evolved concept from

social bookmarking. For example in the case of "wiki" as an author's keyword,

the system was able to �nd tags like "wiki�cation, semantic wiki, citeulikewikis

etc". By following any of the links, the user can view recent papers and other

resources that were tagged and marked by the community. In this way, users can

�nd the current trends related to the focused content and may discover newly

evolved �elds belonging to the focus of the current paper.
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In the future, more analysis can be made on the CiteULike rescuers. One

direction could be to �nd tags of the focused paper from CiteULike and compare

them with authors' keywords. This will rank relevant resources from CiteUlike

which belongs more closely to the content of the focused paper. There is a need

to have a system which can distinguish tag terms representing content of the

resource, context of the user, and future context of use. Other social bookmarking

systems like delicious and Bibsonomy would also be a good dataset for concept

and resource discoveries.

7.2.3 Discovery and Visualization of Expertise

The discovery of expertise is another area of contribution of the dissertation. In

automatic approaches, the experts are usually discovered with the help of one

metric. For example in academics, the experts are often characterized based on

the number of publication alone. However, in the past, an e�ort was made to rank

experts by manipulating the impact factor of venues along with the number of

publications. The impact factor is in itself questionable and debatable as shown in

chapter 5. To overcome the limitations, a multi-faceted approach was used which

incorporates multiple evidences of expertise to construct an expert pro�le. In

contrast of using the impact factor of venues, the paper's citations are measured

which will e�ectively infer the expertise level of an individual. Overall, four

metrics (weights) were used: 1) Number of publication, 2) citations received, 3)

Experience of a person, and 4) Reviewing authorities and responsibilities. Based

on the combination of all of these weights, the experts are discovered and ranked.

This has reduced the limitations of existing systems and made it possible for users

to �nd the most suitable and highly ranked experts easily. To visualize experts, an

extended hyperbolic visualization technique was proposed and implemented. The

ACM classi�cation was shown on a hyperbolic tree while a ranked list of experts

is shown along the selected node of the hyperbolic tree using spiral visualization.

This visualization is useful especially for journal administration to assign new

reviewers/editors. Furthermore, the experts associated with the topics of a paper

are provided to users in timely fashion.

Although the current implementation of the expertise system is based on mul-

tiple experience record, the measures provided are, however, not absolute indi-

cators of expertise as the discoveries are limited by the coverage of database of

publications and expert pro�les used. Ranking someone within a digital journal

is not enough. There is a need to expand the data set in order to include most

of publications and citations of an individual. For this task CiteSeer and DBLP

could serve as a good sources.
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7.2.4 Linking Digital Journals with Semantic Resources

The next contribution was to link resources of a digital journal with semantic

resources. For this task, one of the most successful projects of Semantic Web

named as Linked Data was selected. By exploring this data set, it was found

that although the resources are semantically rich, there exist some issues such

as 1) the non-triviality of �nding the intended resource URI, and 2) the non-

existence of such autonomous system which can discover the structure, and present

information to users of scholarly e-community. To �nd an intended URI from

a huge repository of Linked Data, an intelligent technique was proposed and

developed, and to deal with the second identi�ed problem, a Concept Aggregation

Framework was developed. The latter framework aggregates, structures, and

presents most relevant aspects of a person at one place. The details can be seen

in chapter 6. Subsequently, the authors of a digital journal were connected with

their pro�les available in Linked Data. The system characterizes a person in four

broad aspects like personal, professional, social, and dark side. The system is able

to discover resources from Linked Data and can distinguish the retrieved resources

into the above mentioned aspects.

Currently, the system utilizes the DBPedia dataset for discovering information.

But in future, there is a need to explore other dataset related to authors/experts

and thus their relationships need to be explored from Linked Data and other

semantic resources. As the data set is semantically rich, it will be helpful in �nding

the intended information more accurately. The dataset of di�erent publishers,

FOAF pro�les and social networks would lead to make a really bene�cial system

for the scholarly e-community.

The mentioned research is now either in productive or in prototype use for a

digital journal known as Journal of Universal Computer Science. The users are

provided with the required information in a timely way. For example, when a

user is viewing a research paper, then the system recommends him Links into the

Future (other papers discovered by metadata and autonomous citation mining),

experts associated with the topics of the focused paper, emerging concepts and

associated resources from socially maintained digital libraries, as well as authors/-

experts pro�les from Linked Data. Users' feedbacks have shown that the system

is able to �nd required information timely.
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