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Abstract

Graphene nanoribbons (GNRs) exhibit a variety of fascinating properties on account of the particular

honeycomb lattice and the chemical properties of elementary carbon, in combination with quantum

size effects due to the GNR’s finite width. It is the main objective of the present thesis to gain deeper

insight into the equilibrium and transport properties of GNRs, with the arising differences between

zig-zag and armchair edge orientations as one of the key aspects. The focus is also on a suitable in-

clusion of electron-electron interactions to point out distinctions against the idealistic non-interacting

picture. Therefore, the two-dimensional Hubbard model for GNRs within the framework of Cluster

Perturbation Theory (CPT) is the model of choice, due to its effective and accessible way of includ-

ing electron-electron interactions into the calculations. Disorder, phonons and lattice relaxations are

neglected, for reasons of simplicity.

The energy-momentum dispersion relation and the electronic Density of States (DOS) of various

GNR geometries are analyzed in the equilibrium situation to allow for a comprehensive interpre-

tation of the arising physical characteristics. A comparison between narrow and broad GNRs is

performed to point out occurring quantum size effects.

Electronic transport investigations of infinitely long GNRs are performed within the Wannier-Stark

model, where a homogeneous electrical field is applied along the overall structure to drive a cur-

rent to flow. Dissipation is represented in a simplified way by coupled voltage probes (artificial

fermion bath chains) instead of an explicit consideration of phonons, to prevent an occurrence of

Bloch oscillations (BOs) within the infinite geometries. Appearing Wannier-Stark resonances in the

steady-state current characteristics of the GNRs demand for a comprehensive understanding of the

physical transport processes within the Wannier-Stark model, which is gained by a non-equilibrium

investigation of an infinite tight-binding (TB) chain.
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Kurzfassung

Graphen weist eine Vielzahl außergewöhnlicher physikalischer Effekte auf. Grund dafür sind die

spezielle hexagonale Struktur des Atomgitters und die chemischen Eigenschaften des elementaren

Kohlenstoffs. Bei der Betrachtung von Bändern aus Graphen mit Breiten im Bereich von eini-

gen Nanometern (Graphen-Nanobänder) treten zusätzlich Größenquantisierungseffekte auf. Ziel

dieser Arbeit ist eine detaillierte Untersuchung solcher Graphen-Nanobänder bezüglich ihrer elek-

tronischen Gleichgewichts- und Transporteigenschaften, wobei ein Hauptaugenmerk auf den Un-

terschieden zwischen Armchair- und Zigzag-Bändern liegt. Ein weiterer wichtiger Aspekt ist eine

geeignete Einbeziehung von Elektron-Elektron-Wechselwirkungen in die physikalischen Betrach-

tungen, um Abweichungen vom idealen nicht-wechselwirkenden Fall aufzuzeigen. Das zweidimen-

sionale Hubbard-Modell für Graphen bildet, in Kombination mit einer Erweiterung der Störungstheo-

rie auf atomare Cluster (CPT), das Modellsystem für die Untersuchungen der Graphen-Nanobänder,

wodurch Elektron-Elektron-Wechselwirkungen auf effektive Weise in die Berechnung miteinbezogen

werden können. Störungen des atomaren Gitters durch Defekte, Phononen oder Gitterrelaxationen

werden vernachlässigt, damit die Effekte von verschiedenen Randstrukturen und Elektron-Elektron-

Wechselwirkungen bestmöglich analysiert werden können.

Um eine umfassende Beschreibung des physikalischen Gleichgewichtsverhaltens von Graphen-

Nanobändern zu ermöglichen, werden die Dispersionsrelation und die elektronische Zustands-

dichte (DOS) für verschiedene Geometrien berechnet, wobei breite und schmale Bänder betrachtet

werden, um eine anschauliche Beschreibung der auftretenden Größenquantisierungseffekte zu er-

möglichen.

Der elektronische Transport durch unendlich lange Graphen-Nanobänder wird anhand des Wannier-

Stark-Modells untersucht, in welchem ein stationärer Stromfluss durch Anlegen eines homoge-

nen elektrischen Feldes hervorgerufen wird. Da es in unendlich langen Modellen zur Ausbildung

von Bloch-Oszillationen kommt, wird aufgrund der vernachlässigten Phononen ein vereinfachter

Ansatz zur Beschreibung der Energiedissipation im atomaren Gitter verwendet, worin fermionische

Teilchenketten künstlich an das physikalische System angekoppelt werden und die Funktion von

Energiebädern übernehmen. Die Erkenntnisse der Betrachtung einer unendlichen eindimension-

alen Kette im Tight-Binding-Modell ermöglichen schlussendlich ein umfassendes Verständnis der

Wannier-Stark-Resonanzen, welche in den stationären Stromverläufen der Graphen-Nanobänder

auftreten.
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Introduction

1 Introduction

Since Novoselov et al. reported their experimental discovery of the two-dimensional material

graphene in 2004 [1], tremendous efforts in scientific research on this material have been taken.

More than 8000 articles on graphene were reported between the years 2005 and 2011 [2]. Graphene’s

unique ballistic transport properties even at submicron distances may be taken as one explanation

for that. Due to this vast research activities, publishing a comprehensive review article in a reason-

able extent is all but impossible. General reviews focusing on transport in gated graphene [2], device

applications [3], graphene’s mechanical properties [4] [5], etc. are on hand though, presenting fun-

damental background for subsequent specific research activities.

More than 10 years before the experimental synthesis of graphene the research activities in the

field of carbon (C) had undergone a rapid development too, when quasi-one-dimensional semi-

conducting carbon nanotubes (CNT) - first fabricated in 1991 [6] - were in the focus of numerous

scientists [7]. Continuously breaking-up the carbon-carbon bonds along the tube axis leads to a flat

two-dimensional carbon geometry called graphene nanoribbon (GNR). In literature this process is

often referred to as longitudinal unzipping of CNTs to form GNRs [8]. Figure 2.2 in Chapter 2 shows

a schematic outline of the method. Since any experimentally fabricated material has naturally finite

physical dimensions, every prepared graphene sample is indeed a GNR. This fact accounts for the

necessity of theoretical investigations on GNRs, which have drawn the attention of the carbon re-

search community to themselves in the last years.

The edge orientation of the GNRs has a strong influence on the equilibrium and non-equilibrium

transport properties of GNRs [2] [9] (for details on the different edge orientations see Chapter 2).

GNRs with armchair edges can either be metallic or semiconducting, depending on the ribbon width.

In contrast to that, GNRs with zig-zag edges possess localized edge states and thus always exhibit

a metallic system [9]. This subsequently leads to major differences in the energy spectrum, in the

electronic density of states (DOS) or in the development of magnetic edge states [10] [11]. Focusing

on non-equilibrium properties of GNRs the characteristics of the electronic conductance of GNRs

is similarly depending on the edge orientation [12]. The effect of edge reconstruction on quantum

transport in graphene nanoribbons was studied most recently, as well as the impact of electron-

electron interactions in the extended Hückel model [13].

Although the amount of scientific reviews about GNRs is immense, there exist only few taking into

considerations electron interactions. Ever since E. Schrödinger proclaimed his famous equation

about the time-evolution of quantum states in 1926 [14], it is known that electron-electron inter-

actions are the most difficult to describe. Furthermore, the whole interacting quantum many-body

problem is not exactly solvable without considering appropriate simplifications or considering spe-

cific limiting cases. One standard and well-known diagrammatic technique of solving interacting

many-body problem is weak-coupling perturbation theory, which treats the limiting case of small

electron-electron interactions [64]. However, in this work a more recent approach was chosen,

which captures short-range dynamical correlations within strongly correlated models. By applying

a proper cluster tiling to the graphene geometries under investigation within the one-band Hubbard

model, the electron-electron interactions can be taken into account in an effective way using Cluster
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Perturbation Theory (CPT) - a cluster extension of strong-coupling perturbation theory.

Generally, the present work consists of two major parts, the investigation of electronic equilibrium

and electronic transport properties in various graphene geometries. After a short summary of the

physical and chemical properties of graphene and GNRs respectively in Chapter 2, the equilibrium

properties of various GNR geometries with different edge orientations are investigated in Chapter

3. This first major part includes a treatment of the applied numerical methods as well as a presen-

tation of all the gained results. In Chapter 4 non-equilibrium electronic transport calculations are

presented. This second major part of the work describes the numerical methods adopted in this

work as well as all obtained results. The role of voltage probes - semi-infinite tight-binding (TB)

chains mimicking dissipation mechanisms - is discussed in Sec. 4.2, while the electronic transport

through an infinite TB chain is in the focus of Sec. 4.3. Finally, the electronic transport properties of

GNRs are under investigation in Sec. 4.4.
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2 Physicochemical properties of graphene and
graphene nanoribbons

Elementary carbon is found in the two well-known different structural modifications diamond and

graphite. While the diamond structure features extraordinary strong covalent bondings between all

C atoms, graphite is characterized by a layered structure composed of stacked honeycomb lattice

layers. A single honeycomb lattice layer separated from the remaining layers is called graphene.

The elementary electronic properties of graphene described in this chapter are to a large extent

based on a comprehensive review about the electronic properties of graphene by Castro Neto et al.

(2009) [15].

Figure 2.1: (a) Hexagonal structure of graphene’s honeycomb real lattice. The two centered rect-
angular (rhombic) sublattices are indicated by blue (sublattice A) and yellow (sublattice
B) dots. The real lattice vectors a1 and a2 are plotted in addition, as well as the three
equivalent basis vectors δ1,2,3. (b) Corresponding first Brillouin zone with the reciprocal
lattice vectors b1 and b2. K and K’ mark the reciprocal points where the Dirac cones are
located [15]

.

In single-layer graphene C atoms are arranged in a honeycomb lattice (see Fig. 2.1a). The hexag-

onal structure arises from two centered rectangular (rhombic) sublattices, which are indicated as

sublattice A and sublattice B. Practically, a two-atoms basis δi is chosen and repeated on every

lattice point of either sublattice A or B. Considering the graphene lattice in Fig. 2.1a, there are three

equivalent choices of this basis

δ1,2 =
a√
3

{(
0

0

)
,

(
1
2

±
√

3
2

)}
or δ3 =

a√
3

{(
0

0

)
,

(
−1

0

)}
(2.1)

where a√
3
≈ 1.42 Å is the C-C distance in graphene, which follows from the experimentally found

lattice constant a = 2.46 ± 0.02 Å [16]. Bold symbols mark vectors and matrices throughout the

whole work. In Eq.(2.1) a can be understood as the lattice constant of the sublattices, which are
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spanned by the following real lattice vectors

a1 =
a√
3

(
3
2√
3

2

)
a2 =

a√
3

(
3
2

−
√

3
2

)
(2.2)

as indicated in Fig. 2.1a.

The corresponding reciprocal lattice vectors are given by

b1 =
4π
3a

(√
3

2
3
2

)
b2 =

4π
3a

(√
3

2

−3
2

)
(2.3)

which are indicated in Fig. 2.1b, alongside important points in reciprocal space (Γ, M , K and K ′).

These points will become significantly important in Chapter 3 where the energy-momentum charac-

teristics of graphene and GNRs will be calculated. Especially the corners of the first Brillouin zone K

and K ′, where the so-called Dirac cones will occur in the energy-momentum dispersion relation. The

nomenclature Dirac cones is chosen, because these two points mainly account for the relativistic

behaviour of the charge carriers in graphene, which have an effective speed equal to the speed of

light. This electronic transport characteristic is essentially described by Dirac’s (relativistic) equation,

leading to the nomenclature Dirac cones in further consequence [17]. The Dirac cones are located

at the following positions in momentum (reciprocal) space

K =
4π
3a

(√
3

2
1
2

)
K ′ =

4π
3a

(√
3

2

−1
2

)
(2.4)

For a quantum mechanical description of graphene the hopping energy t describes the hopping

between nearest-neighbour carbon sites. A comparable value

t ≈ 2.8 eV (2.5)

is found in many references [15] [2] [18].

The exceptional characteristics of graphene basically originate from the physical and chemical prop-

erties of the lattice building element carbon. Carbon is an element of the 14th group of the periodic

table of elements. Hence it features a special electron configuration with a half filled L-shell, i.e.

four outer electrons (two in the 2s-shell and two in the 2p-shell). This configuration gives rise to a

great variety of possible chemical bondings, the greatest of all chemical elements on earth. In the

particular case of graphene the C atoms are sp2 hybridized. Due to this fact, GNRs (CNTs) exhibit a

semiconducting or metallic behaviour depending on their width or diameter as well as on the shape

of the edges (the rolling angle) of the graphene sheets.

Experimental fabrication of GNRs by means of mechanical exfoliation was reported in 2004 for the

first time [1], as stated above. Several other methods of production like synthesis [19], lithographic

patterning [20] [21] or chemically splitting of graphite by oxidation and/or heating [22] [23] have been

announced since then. As explained above CNTs are basically graphene sheets, which are rolled

at a specific and discrete angle. Due to this fact a further possibility for the fabrication of GNRs is

longitudinal unzipping of CNTs [8]. The procedure is schematically outlined in Fig. 2.2.
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Figure 2.2: Schematical outline of the longitudinal unzipping of a CNT to form a GNR (adapted from
Ref. [8]).

This directly leads to the role of edge orientations in determining electronic properties of GNRs.

There are basically three different kinds of edge orientations of GNRs, namely zig-zag, armchair

and chiral (see Fig. 2.3). While the latter is studied on rare occasions in practical experiments, the

fabrication of armchair and zig-zag GNRs has been reported several times, as written above.

(a) (b) (c)

Figure 2.3: Honeycomb lattice of graphene with the three different edge orientations of GNRs indi-
cated in red: (a) zig-zag GNR, (b) armchair GNR, (c) chiral GNR.

As shown in Fig. 2.3a zig-zag GNRs have zig-zag edges along the longitudinal (horizontal) axis,

while armchair GNRs conversely possess armchair edges along the longitudinal axis (see Fig. 2.3b).

This classification assumes the longitudinal axis to be considerably longer than the transversal.

Focusing on the electronic properties, a significant difference between zig-zag and armchair GNRs

arises. Zig-zag GNRs of any possible width are predicted to always behave like a metal, whereas the

width of armchair GNRs determines wether the system behaves semiconducting or metallic [24]. An

armchair ribbon is metallic if the number of C atoms along the transversal axis (i.e the ribbon width)

N = 3M - 1, where M is an integer [25].

An interesting discrepancy in terminology arises between GNRs and CNTs. Rolling up a GNR with

zig-zag edges yields an armchair CNT and vice versa. This clarifies why a zig-zag GNR and an

armchair CNT behave in a similar way and not a zig-zag GNR and a zig-zag CNT.
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3 Equilibrium properties of graphene
nanoribbons

In this chapter the focus is on electronic properties of graphene and GNRs in equilibrium. Here

equilibrium means that there are no external fields or non-static potentials applied. In addition the

samples are considered to be clean, which means that no lattice defects are taken into consideration.

Furthermore, naturally-occurring phonons are neglected in the overall work. From an experimental

point of view, the consequences of these neglects on the characteristics of the investigated materi-

als can be rather determinative, since lattice defects and especially acoustic phonons undoubtedly

affect physical properties like e.g. the electronic conductivity. However, in this work the focus is

mainly on the effects of electron-electron interactions on the equilibrium and transport properties of

GNRs, which justifies the simplifications taken into account in a way.

Nothing but the bare atomic structure of graphene and GNRs is investigated in context of the one-

band Hubbard model, which can be seen as an improvement of the simple TB approach. Instead of

a typical numerical approach like Exact Diagonalization (ED) or Quantum Monte Carlo (QMC), which

both are limited to periodic systems with no more than about 20 sites (ED) or 100 sites (QMC), an

appropriate quantum cluster approach, called Cluster Perturbation Theory (CPT) is used. CPT is

basically a cluster extension of strong-coupling perturbation theory [26]. In this approach finite clus-

ters of a small number of sites are solved exactly. In a further step these clusters are connected to

or embedded in a larger lattice, with dimensions up to infinity. There exist several possibilities for

this connection or embedding, which will be explained in the following sections. A major benefit of

using the Hubbard model within the framework of CPT is the comparatively simple way of including

electron-electron interactions, represented by the on-site repulsion U in the Hubbard model. Be-

cause of the rather small size of the used clusters, it is possible to solve them numerically with these

Hubbard interactions considered. After the final connection or embedding of the clusters to a larger

lattice, a numerically treatable fully interacting model of the investigated graphene geometry is es-

tablished. It has to be noted here that the basic one-band Hubbard model only takes into account

short-range interactions. While this is no longer an issue in metals, where electrons act collectively

to screen electric fields and therefore effectively short range the strong long-range Coulomb inter-

actions between the electrons [27], the situation differs in the case of graphene. It will be shown

in Sec. 3.2 that pristine graphene is neither a metal nor an insulator and therefore cannot screen

the long-range Coulomb interaction in the usual (metallic) way. It has been shown that the Dirac

cones in pristine graphene are reshaped by long-range electron-electron interactions [27]. However,

in case of GNRs the effect of long-range interactions is expected to be rather weak due to their strict

metallic or semiconducting physical behaviour, which justifies the use of the Hubbard model again.

The final purpose of this chapter is to calculate equilibrium quantities of graphene and GNRs. First

of all the spectral function A(k,ω), which provides the energy-momentum (ω-k) spectrum of the

considered atomic structure, is obtained. Furthermore, the particular energy gaps ∆(U) can be cal-

culated from the spectral function, which are of significant importance, since the gaps are expected

to increase with increasing interaction U [11]. The local electronic density of states (LDOS) on every
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site as well as the overall DOS can also be calculated rather easy within this formalism. Both are

of great interest, since there are significant differences expected in the DOS of zig-zag GNRs and

of armchair GNRs [25] [28] [29]. But that is not all, also the LDOS is expected to feature rather

different results for zig-zag and armchair ribbons, since zig-zag GNRs are expected to possess lo-

calized states along the zig-zag edges, in contrast to armchair GNRs, where no localized states are

predicted [30]

This chapter is organized as follows: In Section 3.1 detailed information about the used numerical

methods is provided. The role of Green’s functions in the field of many-body problems and their rela-

tion to experimental observables is discussed, subsequently followed by a detailed description of the

CPT approach, including the necessary ED methods, namely the Lanzcos and the Band-Lanzcos

algorithms. The application of the numerical methods to simple infinitely extended 2d graphene for

obtaining equilibrium properties, like the DOS e.g., is presented in Section 3.2. Finally, in Section

3.3 - 3.5 the results for the equilibrium properties of GNRs with different geometries are discussed

and compared to each other, with the major difference between a zig-zag and an armchair edge

orientation shown in conclusion.

3.1 Numerical methods

The calculation scheme for the equilibrium properties of GNRs remains basically unchanged when

different geometries are considered. Interactions are also tunable by simply changing the interaction

parameter U. For U = 0 the non-interacting case is modeled, which can be checked analytically. The

general applied calculation scheme is outlined in this section. All parameters depending on the ex-

act considered geometry are treated in a general way in this part. References to the sections where

these parameters are specified according to the particular GNR structure are added.

Most of the considered GNR geometries were investigated entirely using MATLAB [31] as numerical

computing environment. For larger cluster sizes (8 and 10 sites) a C++ code was used in addition.

3.1.1 The role of Green’s functions

Understanding experimentally observable quantities of physical systems is the ultimate objective of

the quantum mechanical description of many-particle systems. The general calculation scheme for

equilibrium properties in different graphene geometries is explained in detail in the following sections.

First of all it is valuable to give thought about quantities which can be evaluated conveniently on the

one hand and characterize the experimentally accessible observables of a physical system on the

other hand. One approach of learning about physical systems is measuring its response to external

probes. The results of measurements of these kind can be expressed conveniently in terms of

Green’s functions.

In consequence of the major importance of this approach - using Green’s functions to describe

characteristics in physical systems - for the present work, an illustrating example is given [32]: It

should be noted first that all variables except the time variable are suppressed. An experiment is
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considered, in which a system is exposed to some perturbation of an external applied field F (t) and

its response to it is measured. The response is expected to depend linearly on the applied field,

assuming a weak enough field. In this schematical scenario the associated response function (or

Green’s Function) would be some kind of "proportionality factor". This can be described basically by

three equations

Htot = H − F (t)O, (3.1)

〈O(t)〉 = 〈O〉 +
∫ ∞
−∞

χ(t − t ′)F (t ′)dt ′, (3.2)

χ(t − t ′) = −i
〈[

O(t), O(t ′)
]
Θ(t − t ′)

〉
(3.3)

where H (Htot ) is the Hamiltonian of the unperturbed (perturbed) system and O denotes any kind of

measuring operator (note that in this work operators are not denoted by a hat, as it is common in

a variety of other scientific works). The response of the system to the external field F is given by

〈O(t)〉, with the angle brackets indicating an expectation value:

〈O〉 =
tr
(

O e−βH
)

tr
(
e−βH

) (3.4)

where β represents the inverse temperature, i.e. β = (kBT )−1. In this context 〈O〉 is the expecta-

tion value of the unperturbed system, which often vanishes. χ(t − t ′) finally represents a retarded

response function. A retarded property is only non-zero for t > t ′, which corresponds to the prin-

ciple of causality. Keeping this definition in mind is crucial for a comprehensive understanding of

the present work. The function χ(t − t ′) is referred to as correlation function or Green’s function.

The electrical conductivity σ for example can be related to a retarded current-current correlation

function, i.e. the operators O in Eq.(3.1) - (3.3) are represented by current operators. The retarded

Green’s function of a system can thus be seen as the quantity of interest to calculate, for reasons of

comparing many-body theory to experiments.

Many-body real-time Green’s function

As a starting point of the following derivation of the retarded Green’s function, the many-body (n-

particle) real-time time-ordered Green’s function is chosen, which is defined by the following expres-

sion [33]

G (n) (α1t1, ... ,αntn|α1
′t1′, ... ,αn

′tn′
)

= (−i )n
〈

T
[
c (H)
α1

(t1) ... c (H)
αn

(tn) c (H)†

α′n
(t ′n ) ... c (H)†

α′1
(t ′1 )
]〉

. (3.5)

Here αi describes a possible state (position, spin, ...) within the system, while c (H)
αi

(t) and c (H)†
αi

(t)

denote annihilation and creation operator in the Heisenberg representation

O (H)(t) = eiHt O e−iHt , (3.6)

respectively. The angle brackets again indicate an expectation value, while T [... ] denotes a time-
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ordered product. The corresponding operator T is called time-ordering operator and defined by

T
[
Oα1(t1)Oα2(t2) ... Oαn (tn)

]
= ζPOαP1

(tP1)OαP2
(tP2) ... OαPn

(tPn ) (3.7)

where

ζ =

{
−1, for Fermions

+ 1, for Bosons
(3.8)

and P represents the time-ordered permutation of 1, 2, ... n, i.e. the chronological arrangement of

the times with the latest to left:

tP1 > tP2 > · · · > tPn . (3.9)

The choice of a suitable thermodynamic ensemble will be considered now, before continuing the

treatment of Green’s functions.

There are, in general, two different thermodynamic ensembles which may be used for numerical

purposes, namely the canonical and grand canonical ensemble [32], The expectation value (defined

in Eq.(3.4)) represents a thermal and quantum average in both of them. In a canonical ensemble

only the number of particles N in a system is fixed and the system can only exchange energy with the

reservoir, which is rather inappropriate for the description of the systems investigated in the present

work. In contrast, the grand canonical ensemble allows also for an exchange of particles between

the system and the reservoir. Due to this fact the chemical potential µ has to be introduced, which

determines the average number of particles within the system. This corresponds to a transformation

of the Hamiltonian

H → H − µN. (3.10)

For reasons of a clear arrangement the Hamiltonian will still be written as H in the following, but shall

be understood as H − µN.

Applying the definition of the expectation value in Eq.(3.4) to the general definition of the n-particle

real-time Green’s function in Eq. (3.5) yields

G (n) (α1t1, ... ,αntn|α1
′t1′, ... ,αn

′tn′
)

=
(−i )n

Z
Tr
(

e−βHT
[
c (H)
α1

(t1) ... c (H)
αn

(tn) c (H)†

α′n
(t ′n ) ... c (H)†

α′1
(t ′1 )
])

(3.11)

where H is the grand canonical Hamiltonian defined in Eq.(3.10) and Z = Tr
(

e−βH
)

is the grand

canonical partition function. This expression can be simplified and unified conveniently by replacing

the creation and annihilation operators with the corresponding field operators Ψ(x , t), i.e. represent-

ing them in second quantization [33]:

Ψ(x , t) = eiHt Ψ(x) e−iHt =̂ eiHt cαi e−iHt (3.12)

where the same transformation applies for the creation operator c†αi
. Writing these operators in the

second quantization representation also solves the problem of simultaneously appearing real and

imaginary times, where the imaginary times appeared in the argument of the exponential functions

of the creation and annihilation operator, respectively. Since the grand canonical ensemble is now

chosen as the appropriate thermodynamical ensemble it is convenient to denote the expectation
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value by angle brackets again. Together with the second quantization representation of the operators

this yields

G (n) (x1t1, ... , xntn|x1
′t1′, ... , xn

′tn′
)

= (−i )n
〈

T
[
Ψ(x1, t1) ...Ψ(xn, tn)Ψ†(xn

′, tn′) ...Ψ†(x1
′, t1′)

]〉
.

(3.13)

It should be noted here that any internal degree of freedom, like the spin e.g., formerly included in

the label α is now implicitly included in x .

Another possibility to deal with appearing real and imaginary times in the expression of the n-particle

Green’s function is to define a thermal or imaginary-time Green’s function

G (n) (x1τ1, ... , xnτn|x1
′τ1
′, ... , xn

′τn
′) =

〈
T
[
Ψ(x1, τ1) ...Ψ(xn, τn)Ψ†(xn

′, τn
′) ...Ψ†(x1

′, τ1
′)
]〉

(3.14)

where field operators Ψ(x , τ ) = eHτ Ψ e−Hτ in the imaginary-time Heisenberg representation are

used.

In contrast to the thermal Green’s function, the zero-temperature Green’s function can be obtained

from Eq.(3.13) by taking the ground state expectation value:

G (n) (x1t1, ... , xntn|x1
′t1′, ... , xn

′tn′
)

= (−i )n
〈
ψ0

∣∣∣T [Ψ(x1, t1) ...Ψ(xn, tn)Ψ†(xn
′, tn′) ...Ψ†(x1

′, t1′)
]∣∣∣ψ0

〉
.

(3.15)

Note the different notations for finite and zero-temperature Green’s functions, namely by G and G.

Comparing Eq.(3.14) to Eq.(3.15) yields that apart from the use of real and imaginary times, respec-

tively, the two Green’s functions are only distinguished by the prefactor (−i )n and the denotations of

the expectation value brackets. In case of the thermal Green’s function it denotes a thermal trace, in

contrast to a ground state expectation value in case of the zero-temperature Green’s function.

The role of Green’s functions as functions representing a response of a system to an external field

was stated above. How can the thermal and zero-temperature Green’s functions be interpreted in

particular as response functions? Physically, the derived expressions for the Green’s function at

finite (Eq.(3.14)) and zero-temperature (Eq.(3.15)) describe the response of a quantum system to a

perturbation created by the injection of particles at some space-time points {x1t1} ... {xntn} and the

simultaneous elimination of particles at {x ′1 t ′1} ... {x ′n t ′n}. The injection and elimination processes

are described by the field operators Ψ† and Ψ corresponding to the second quantization represen-

tation of creation and annihilation operator. The applicability of the derived expressions for finite and

infinite systems, with no requirement of translation invariance, should also be noted.

Single-praticle Green’s function

Since in the present work most obtained physical quantities can be described by one-particle (single-

particle) Green’s functions, several auxiliary definitions will be introduced in the following [33]. Fur-

thermore, the notation of the zero-temperature Green’s function G will be used, although all auxiliary

definitions can also be adopted to thermal Green’s functions G simply by using an imaginary-time

τ instead of a real-time t and omitting the complex prefactor. First, a compact notation of the n-

particle Green’s function will be introduced, where the space-time points {xntn} are replaced by the
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shorthand notation n:

G (n) (1, ... , n|1′, ... , n′
)

:= G (n) (x1t1, ... , xntn|x1
′t1′, ... , xn

′tn′
)

. (3.16)

In this notation, the single-particle (n = 1) Green’s function becomes a handy expression

G (1) (1|1′) := (−i )
〈

T
[
Ψ(1)Ψ†(1′)

]〉
(3.17)

where the superscript (1), indicating the single-particle Green’s function, will be neglected in the

following. There remain only two different time orders in single-particle Green’s functions, namely

t1 > t ′1 or t ′1 > t1. These two time orders can be distinguished by the definition

G (1) (1|1′) ≡ θ(t1 − t1′)G>(1|1′) + θ(t1′ − t1)G<(1|1′) (3.18)

where the "greater" Green’s Function

G>(1|1′) = −i
〈
Ψ(1)Ψ†(1′)

〉
(3.19)

and the "lesser" Green’s Function

G<(1|1′) = −iζ
〈
Ψ†(1′)Ψ(1)

〉
(3.20)

have been defined, with ζ denoting 1 for Bosons and -1 for Fermions according to Eq.(3.8). They

can be further combined to define the "retarded" Green’s Function

GR(1|1′) =
(
G>(1|1′)− G<(1|1′)

)
θ(t1 − t1′)

= −i
〈[

Ψ(1)Ψ†(1′)
]
−ζ

〉
θ(t1 − t1′) (3.21)

and the "advanced" Green’s Function

GA(1|1′) =
(
G<(1|1′)− G>(1|1′)

)
θ(t1′ − t1)

= i
〈[

Ψ(1)Ψ†(1′)
]
−ζ

〉
θ(t1′ − t1) (3.22)

where [A, B]+ ≡ {A, B} is the anti-commutator, which is used for Fermions, and [A, B]− ≡ [A, B]

is the ordinary commutator, used in the case of Bosons. According to the physical interpretation

of a retarded property already discussed above, it should be noted here that the retarded Green’s

function GR is only non-zero for t1 > t1′. On the contrary, the advanced Green’s function GA yields

a non-zero value only for t1′ > t1.

The Lehmann representation

Green’s functions provide an opportunity to make theoretical considerations of many-body prob-

lems comparable to experiments. A point has been reached now where it is of major interest how

the single-particle Green’s function can be obtained in fact. In order to achieve a proper calcula-
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tion scheme the zero-temperature Green’s function is expressed in its spectral representation [34].

Considering the definition of the zero-temperature Green’s function in Eq.(3.15) for n = 1 (single-

particle), the spectral representation can be obtained by inserting a completeness relation, i.e. a

complete set of eigenstates of the Hamiltonian
∑

n |ψn >< ψn|, between the field operators:

G(xt |x ′t ′) = −i
∑

n
θ(t − t ′)

〈
ψ0 |Ψ(x , t)|ψN+1

n

〉〈
ψN+1

n

∣∣∣Ψ†(x ′, t ′)
∣∣∣ψ0

〉
− iζ

∑
n
θ(t ′ − t)

〈
ψ0

∣∣∣Ψ†(x ′, t ′)
∣∣∣ψN−1

n

〉〈
ψN−1

n |Ψ(x , t)|ψ0

〉
(3.23)

where the time-ordering operator T was replaced according to Eq.(3.18). It is important to note that

the two sums are over different sets of eigenstates. In the first sum only states ψN+1
n with N + 1

particles are considered, while in the second sum there appear only eigenstates ψN−1
n in the space

with one electron less (N − 1). The ground state ψ0 is considered to be a N-particle state in this

picture.

The action of the field operators Ψ on the eigenstates ψN±1
n has to be discussed in detail, because

it is crucial for the further derivation. Ignoring the complex prefactor and the step-function as a start,

the first line of Eq. (3.23) basically reads

... =
∑

n

〈
ψ0 |Ψ(x , t)|ψN+1

n

〉〈
ψN+1

n

∣∣∣Ψ†(x ′, t ′)
∣∣∣ψ0

〉
=

∑
n

〈
ψ0

∣∣∣eiHtcαe−iHt
∣∣∣ψN+1

n

〉〈
ψN+1

n

∣∣∣eiHt ′c†α′e
−iHt ′

∣∣∣ψ0

〉
(3.24)

where the definition of the field operators (see Eq.(3.12)) was substituted in the second line. This

expression can be further developed by using the spectral representation for functions of the Hamil-

tonian f (H) =
∑

n f (En)|En >< En| [35], which leads to

=
∑

n

〈
ψ0

∣∣∣eiE0tcαe−iEN+1
n t
∣∣∣ψN+1

n

〉〈
ψN+1

n

∣∣∣eiEN+1
n t ′c†α′e

−iE0t ′
∣∣∣ψ0

〉
=

∑
n

ei (E0−EN+1
n )(t−t ′)

〈
ψ0 |cα|ψN+1

n

〉〈
ψN+1

n

∣∣∣c†α′∣∣∣ψ0

〉
. (3.25)

Following exactly the same steps for the second line of Eq. (3.23) results in an expression for the

single-particle zero-temperature Green’s function

G(αt |α′t ′) = −i
∑

n
θ(t − t ′)ei (E0−EN+1

n )(t−t ′)
〈
ψ0 |cα|ψN+1

n

〉〈
ψN+1

n

∣∣∣c†α′∣∣∣ψ0

〉
− iζ

∑
m
θ(t ′ − t)ei (E0−EN−1

m )(t ′−t)
〈
ψ0

∣∣∣c†α′ ∣∣∣ψN−1
m

〉〈
ψN−1

m |cα|ψ0

〉
(3.26)

that can be evaluated if the eigenvalue problem of the Hamiltonian H|ψn >= E |ψn > is completely

solvable, i.e. the ground state and all eigenstates with the corresponding eigenenergies are obtain-

able.

As the explicit time-dependency often is of rather little interest compared to an explicit frequency

dependency (when obtaining energy-momentum relations e.g.) a Fourier transform can be applied

12
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according to [33]

G(α,α′;ω) =
∫ ∞
−∞

dt eiωt G(αt |α′t ′)

= −i
∑

n

〈
ψ0 |cα|ψN+1

n

〉〈
ψN+1

n

∣∣∣c†α′ ∣∣∣ψ0

〉 ∫ ∞
−∞

dt θ(t)ei (ω+E0−EN+1
n )t

− iζ
∑
m

〈
ψ0

∣∣∣c†α′ ∣∣∣ψN−1
m

〉〈
ψN−1

m |cα|ψ0

〉 ∫ ∞
−∞

dt θ(t)ei (ω−E0+EN−1
m )t

= −i
∑

n

〈
ψ0 |cα|ψN+1

n

〉〈
ψN+1

n

∣∣∣c†α′ ∣∣∣ψ0

〉 ∫ ∞
0

dt ei (ω+E0−EN+1
n )t

− iζ
∑
m

〈
ψ0

∣∣∣c†α′ ∣∣∣ψN−1
m

〉〈
ψN−1

m |cα|ψ0

〉 ∫ ∞
0

dt ei (ω−E0+EN−1
m )t (3.27)

where a substitution (t − t ′) → t and (t ′ − t) → t has been performed in the second and third

line, respectively. Since the frequency-dependent Green’s function should be evaluable for every

ω, it must be provided that the integrals in Eq.(3.27) converge at all times. This is ensured by a

transformation

ω → ω + iη (3.28)

with η = 0+ a positive infinitesimal. This transformation leads to the final result

G(α,α′;ω) = −i
∑

n

〈
ψ0 |cα|ψN+1

n

〉〈
ψN+1

n

∣∣∣c†α′ ∣∣∣ψ0

〉 ∫ ∞
0

dt ei (ω+E0−EN+1
n +iη)t

− iζ
∑
m

〈
ψ0

∣∣∣c†α′ ∣∣∣ψN−1
m

〉〈
ψN−1

m |cα|ψ0

〉 ∫ ∞
0

dt ei (ω−E0+EN−1
m +iη)t

=
∑

n

〈
ψ0 |cα|ψN+1

n

〉 1
ω + E0 − EN+1

n + iη

〈
ψN+1

n

∣∣∣c†α′ ∣∣∣ψ0

〉
+ ζ

∑
m

〈
ψ0

∣∣∣c†α′∣∣∣ψN−1
m

〉 1

ω − E0 + EN−1
m + iη

〈
ψN−1

m |cα|ψ0

〉
(3.29)

which is referred to as Lehmann representation of the single-particle Green’s function at zero tem-

perature in literature [32] [33] [34].

A convenient way for calculating the Green’s function of a whole physical system in this representa-

tion, fully utilizing the advantages of the CPT approach will be presented in the next section. With

the single-particle Green’s function at hand the calculation of the important equilibrium properties

A(ω, k ) and ρ(ω), namely the spectral function and the DOS, respectively, is a rather easy task,

which will be also treated in this context. For the calculation of non-equilibrium electronic trans-

port properties within the CPT approach another important Green’s function is needed, namely the

Keldysh Green’s function in the Keldysh formalism of non-equilibrium Green’s functions (KNEGF).

This formalism is explained in detail in Chapter 4.
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3.1.2 Cluster Perturbation Theory

CPT is a quantum many-body cluster method in which clusters of rather small sizes are solved

exactly and subsequently connected to or embedded in a larger lattice with dimensions up to infinity.

What follows directly from the characteristics of this method is that only short-range correlations up

to the dimensions of the cluster are considered. Correlations between sites further apart than the

cluster size are neglected. In the end CPT delivers the single-particle Green’s function, which is

used for calculating further properties (e.g. the DOS) in a subsequent step. Although discussed in

detail later, it is important to note here that CPT is exact in the non-interacting limit.

In this section the derivation of the CPT formalism’s central equation is discussed first. Afterwards

the general calculation scheme for the equilibrium properties of various GNR geometries within the

CPT approach, mainly based on the lecture notes of Sénéchal (2008) [36], is explained in detail.

Some details are also taken from Negele and Orland (1998) [33].

CPT is the simplest of all quantum cluster methods. It was introduced in 2000 by Sénéchal et

al. [37] (though similar earlier approaches exist [38]). In the CPT approach we are considering the

one-band Hubbard model on a real lattice λ. The positions of the sites are denoted by r and r ′

respecticely. Within the notation of second quantization, where c† (c) and n are the well-known

creation (annihilation) and number operator, this leads to the following lattice Hamiltonian:

H =
∑

r ,r ′,σ

trr ′c†rσcr ′σ + U
∑

r
nr↑nr↓ −

∑
r

(µ− εr ) nr (3.30)

Here the matrix trr ′ describes the hopping processes between lattice sites r and r ′, U represents the

repulsive on-site Coulomb interaction and εr can be seen as an on-site energy at the lattice site r ,

while µ denotes the chemical potential. As we are in an one-band model, the index σ denotes only

the spin state in here. This implies that c†rσ creates an electron with spin σ at the site r , while cr ′σ

annihilates an electron with spin σ at the site r ′. Position and spin are often combined in so-called

Wannier orbitals [39].

Cluster tiling

With the lattice Hamiltonian H in hand, a proper cluster tiling of the lattice λ is to be chosen next.

Therefore the original lattice λ is divided into identical clusters, containing a number of L sites. This

leads to the introduction of a superlattice Λ, with superlattice points denoted by rΛ. The positions of

the sites within the chosen cluster are labelled by R. By combining a superlattice vector rΛ with a

cluster-site vector R every single site of the original lattice λ can be expressed by

r = rΛ + R (3.31)

Fig. 3.1 shows a simple cluster tiling of a two-dimensional (2d) lattice into 4-site clusters and the

corresponding lattice, superlattice and cluster-site vectors.
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Figure 3.1: Cluster tiling of a 2d lattice into 4-site Clusters with the corresponding lattice vector r ,
superlattice vector rΛ and cluster-site vector R.

The chosen cluster tiling allows for a splitting of the lattice Hamiltonian H according to

H = H0 + V (3.32)

where H0 is the Hamiltonian of a single cluster, containing the intra-cluster hopping terms (i.e. hop-

pings strictly inside the cluster) and V containing the inter-cluster hopping terms, which were crossed

out of the total lattice Hamiltonian H to attain the cluster Hamiltonian H0. V can be seen as a per-

turbation of the single cluster by the residual lattice here. In second quantization the inter-cluster

hopping matrix is given by

V =
∑

rΛ,rΛ
′

∑
a,b

T rΛ,rΛ
′

a,b c†
rΛ,a

c
rΛ

′
,b

(3.33)

where the hopping matrix T rΛ,rΛ
′

a,b only contains non-zero elements for inter -cluster hoppings, i.e.

hopping processes between two different clusters. The selected notation here implies that the hop-

ping matrix describes hopping processes between the sites a and b within the two clusters rΛ and

rΛ
′
, respecticely, while c†

rΛ,a
creates an electron at site a in cluster rΛ.

The effect of an applied cluster tiling to the total lattice Hamiltonian is schematically shown below, for

a non-interacting (i.e. U = 0) tight-binding chain in one dimension, assuming equal on-site energies

εr = ε at every site (a cluster size L = 3 is chosen in this example) :

H tot → H0+V =



...

ε− µ t 0 0 0 0

t ε− µ t 0 0 0

0 t ε− µ 0 0 0

0 0 0 ε− µ t 0

0 0 0 t ε− µ t

0 0 0 0 t ε− µ
...


+



... t

t 0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 t 0 0

0 0 t 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 t

t ...


(3.34)
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where the Hamiltonians of the isolated (3× 3)-clusters are highlighted in red, while the inter-cluster

hopping matrices V are marked blue. The impact of this Hamiltonian splitting on the calculation of

the single-particle Green’s function is discussed in the following.

Central expression of the CPT approach

As mentioned in the previous section, the single-particle Green’s function G of the entire lattice is

needed to obtain the spectral function A(k,ω). It is important in this context to point out that a slightly

different notation will be used in following sections, but not before the completion of all derivations in

this chapter, for reasons of comprehensibility. In this notation the single-particle Green’s function in

frequency space will read

G
rΛ,a,rΛ

′
,b

(ω) =
〈〈

c
rΛ,a

; c†
rΛ

′
,b

〉〉
ω

(3.35)

where the inner angle brackets denote the two distinguishable orders of the creation and annihilation

operator c
rΛ,a

c†
rΛ

′
,b

and c†
rΛ

′
,b

c
rΛ ,a

(compare Eq.(3.18)), while the outer angle brackets represent the

ground state expectation value, as in Eq.(3.15). The index notation is chosen in this way, because it

has to be distinguished now in which clusters the particles are created/annihilated and on which sites

inside the respective clusters. The former is denoted by rΛ and rΛ
′
, while the latter is represented

by a and b. This notation is used because it is handy on the one hand and it points out the real

meaning of the single-particle Green’s function in the CPT approach on the other hand, which is

in fact the response of the system to the annihilation and instantaneously followed creation of a

particle. One could also call this a particle-hopping process, where in the present work only hopping

processes between neighbouring sites are considered. Therefore, the matrix elements trr ′ , defined

as the elements of the hopping-matrix in Eq.(3.30) can only be non-zero for r and r ′ representing

neighbouring sites.

If the clusters are decoupled, i.e. the inter-cluster hopping part V defined in Eq.(3.33) is equal to

zero, the Green’s function of the whole lattice γ can be written as

G
rΛ,a,rΛ

′
,b

(ω) = δ
rΛ,rΛ

′ G0
rΛ,a,b(ω). (3.36)

Obviously the Green’s function is diagonal in the cluster indices in this case. G0
rΛ,a,b

denotes the

Green’s function of the isolated cluster, also referred to as cluster Green’s function in the following,

which can be obtained by ED for small enough cluster sizes. A detailed description of the ED

approaches is provided in Subsection 3.1.3.

Applying strong-coupling perturbation theory to the problem defined by Eq.(3.32), with the expres-

sion for V in Eq.(3.33) treated as perturbation, leads to the central equation of the CPT formalism

G−1(ω) = G−1
0 (ω)− T (3.37)

where G is the matrix of the lattice Green’s function and G0 the matrix of the exact cluster Green’s

Function, while T describes the inter-cluster hopping terms, as defined in Eq.(3.33). The central

equation is the lowest-order result of a cluster extension of strong-coupling perturbation theory. A
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detailed derivation is provided in the appendix of Ref. [40].

It is important to point out here that the size of the matrices G, G0 and T is defined by the tensor

product λ ⊗ B, where λ denotes the lattice points and B the band and spin states. Due to trans-

lational invariances and spin symmetry the size of the matrices can often be reduced dramatically

to Λ ⊗ B
2 , where Λ stands for the lattice points of one single cluster. As in this formalism only an

one-band Hubbard model is considered, B indicates only different spin states. For the further dis-

cussion the spin index B will be ignored, because the systems investigated in the present work are

spin-symmetric at most times, but one should keep its existence in mind.

The derivation of CPT’s central expression can also be performed in terms of a self-energy formula-

tion [36] [38] [40]:

Recalling Dyson’s equation [41] the fully interacting exact Green’s function of the isolated cluster can

also be written in terms of a self-energy Σ:

G0
−1(ω) = Gn.i .

0
−1

(ω)−Σ0(ω) (3.38)

with the cluster self-energy Σ0 and Gn.i .
0 the non-interacting (U = 0) Green’s function of the cluster

Gn.i .
0
−1

(ω) = ω − T 0. (3.39)

Substituting the expression for the non-interacting cluster Green’s function into Eq.(3.38) yields

G0
−1(ω) = ω − T 0 −Σ0(ω). (3.40)

Similar to Eq.(3.39) the non-interacting Green’s function of the entire lattice can be expressed as

Gn.i .−1
(ω) = ω − T tot = ω −

(
T + T 0

)
(3.41)

where T tot = T + T 0 is a matrix containing all hopping parameters of the entire system, i.e. the

inter-cluster hopping terms in T and the intra-cluster hopping terms T 0, which are only describing

particle hopping process inside an isolated cluster. Combining Eq.(3.41) and Eq.(3.40) to cancel out

the term ω − T 0 results in

G0
−1(ω) = Gn.i .−1

(ω) + T −Σ0(ω). (3.42)

Finally, another Dyson equation is set up for the whole system:

G−1(ω) = Gn.i .−1
(ω)−Σ(ω) (3.43)

where Σ now is the whole systems self-energy. By substituting the expression for the non-interacting

Green’s function, which can be obtained by rearranging Eq.(3.42), into Eq.(3.43), the final expression

can be achieved:

G−1(ω) = G0
−1(ω)− T −

(
Σ(ω)−Σ0(ω)

)
(3.44)

which is equal to CPTs central equation (see Eq.(3.37)) if and only if Σ(ω) = Σ0(ω).

In conclusion this means that the CPT method is equivalent to an approximation of the self-energy
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of the entire system by the cluster self-energy. For this reason the central equation of the CPT

formalism can also be expressed as

G−1(ω) = Gn.i .−1
(ω)−Σ0(ω). (3.45)

Main characteristics of the CPT formalism

According to CPTs central equation being the lowest-order result of strong-coupling perturbation

theory (see Eq.(3.37)), but being also derivable in terms of proper self-energies (see Eq.(3.45)), the

following main characteristics of the CPT formalism can be noted:

• Although CPT is an approximation procedure, there exist three important limiting cases in

which it becomes exact:

1. in the U → 0 limit (although strong-coupling perturbation theory is used for the deriva-

tion), because the self-energy term Σ in Eq.(3.45) disappears in this non-interacting case

2. in the so-called strong-coupling limit t/U → 0, where t describes the hoppings between

neighbouring C atoms. This becomes clear when the case t → 0 is considered, which

describes the simple atomic problem. Moreover the perturbation in the derivation of the

central equation of CPT is basically the hopping parameter t (see Eq.(3.33)), so it has to

be exact for t → 0.

3. in the limit of an infinite cluster size, because this would recover the exact solution of the

whole considered lattice (where it depends on the particular system’s size and parame-

ters wether such a situation is approachable or not).

• CPT finally delivers an approximate single-particle Green’s function for arbitrary wavevectors

in the strong-coupling regime.

• Broken-symmetry states cannot be investigated using CPT. This is a major disadvantage of

this approach. For the description of broken-symmetry states an extension of CPT, e.g. Vari-

ational Cluster Approach (VCA) or Cluster/Cellular Dynamical Mean Field Theory (CDMFT),

can be applied.

CPT for translational invariant systems

Most of the considered systems in the present work feature a translational invariance in at least one

dimension. The investigation of translational invariant systems within the scope of CPT deserves

further treatment, since the division into clusters, executed in association with the CPT formalism,

obviously breaks the translational symmetry of the systems lattice. Considering the superlattice Λ

18



Equilibrium properties of graphene nanoribbons

generated in consequence of the applied cluster tiling in contrast, translational invariance is partly

regained. However, the Brillouin zone BZΛ is reduced, in comparison to the original Brillouin zone

BZλ of the whole lattice, according to [36]

kλ = K + kΛ (3.46)

where kλ (kΛ) denotes any wavevector of the original (reduced superlattice) Brillouin Zone BZλ

(BZΛ), while K belongs both to the original BZλ and to the reciprocal superlattice. Eq.(3.46) can

be interpreted descriptively as follows: The whole BZλ, containing Lλ possible k-states, gets divided

into LC = Lλ/ LΛ reduced Brillouin zones BZΛ, due to the applied cluster tiling. In this context LΛ is

the number of k-states in BZΛ, while LC denotes the number of clusters in the superlattice Λ. The

wavevectors K in this picture can be seen as the vectors pointing from the origin of the reciprocal

lattice to all the BZΛ in the original BZλ.

Due to the recovered translational invariance in the superlattice Λ, the hopping matrix T rΛ,rΛ
′

a,b and the

Green’s function G
rΛ,a,rΛ

′
,b

(ω) in CPTs central equation (see Eq.(3.37)) can be expressed in terms

of kΛ. Starting out with the hopping matrix, Eq.(3.33) is re-considered, but written in a different

way [40]

V =
∑

rΛ,rΛ
′

∑
a,b

T rΛ,rΛ
′

a,b c†
rΛ,a

c
rΛ

′
,b

=
∑
rΛ,∆

∑
a,b

T rΛ,rΛ+∆

a,b c†
rΛ,a

c
rΛ+∆,b

=
∑
rΛ,∆

∑
a,b

Ta,b(∆)c†
rΛ,a

c
rΛ,b

(3.47)

where the translational invariance of the hopping matrix with respect to the superlattice Λ was used

in the second line. It should be noted that the displacement term ∆ in these expressions has to be

given in units of the superlattice spacing and not of the original lattice λ, because V only describes

hopping processes between different clusters of the superlattice Λ.

The creation and annihilation operators can be represented through Fourier transforms with respect

to the superlattice wavevectors kΛ [36]

c†
rΛ,a

=
1√
LC

∑
kΛ

eikΛrΛ

c†
kΛ,a

(3.48)

crΛ+∆,b =
1√
LC

∑
kΛ

e−ikΛ(rΛ+∆)c
kΛ,b

. (3.49)

Applying these transformations to Eq.(3.47) after some trivial analysis results in

V =
∑
kΛ

∑
a,b

[∑
∆

Ta,b(∆)e−i∆kΛ

]
︸ ︷︷ ︸

Ta,b(kΛ)

c†
kΛ,a

c
kΛ,b

. (3.50)

where Ta,b(kΛ) denotes the Fourier-transformed of the inter-cluster hopping terms. Finally, with this

transformation of the inter-cluster hopping term V into the space of the reciprocal vectors kΛ of

the superlattices reduced BZΛ, the central equation of the CPT formalism for translational invariant
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systems can be written as

G−1
a,b(ω, kΛ) = G−1

0a,b
(ω)− Ta,b(kΛ). (3.51)

Comparing the gained expression with the general form of CPT’s central equation (see Eq.(3.37))

it can be noticed that all quantities in the above equation still contain the cluster-indices a and

b. This mixed representation (quantum numbers a and b denote sites within a cluster, while kΛ

denotes superlattice momentum vectors) is chosen, because there is one final step remaining, in the

derivation of a fully momentum-dependent Green’s function. It is referred to as periodization [42]. To

express the desired fully momentum-dependent Green’s function in a suitable form, another Fourier

transform has to be applied - this time within the cluster:

G(ω, kΛ + K , kΛ + K ′) =
1
L

∑
Ra,Rb

ei (kΛ+K )Rae−i (kΛ+K ′)Rb Ga,b(ω, kΛ)

=
1
L

∑
Ra,Rb

eikΛ(Ra−Rb)ei (KRa−K ′Rb)Ga,b(ω, kΛ) (3.52)

where L is the cluster size and Ra and Rb are the corresponding position vectors of the quantum

numbers a and b within the cluster, respectively, according to Eq.(3.31). The obtained Green’s

function would depend on two wavevectors K (K ′) and kΛ, which is certainly not correct for a

periodic lattice, since these two different wavevectors were established only due to the artificial

cluster tiling (see Eq.(3.46)). As mentioned above, this discrepancy can be circumvented with an

appropriate periodization, which delivers the full Green’s function only depending on the wavevector

kΛ + K and on the indices of the physical unit cell. It deserves particular mention that the below

Green’s function only depends on kΛ due to the periodicity of the reciprocal lattice.

Now, within CPT the Green’s function is equal in each cluster, so there is no restriction in the value

for K and K = 0 can be chosen. As the non-diagonal elements K 6= K ′ of the above expression

are rather non-physical, as outlined above, K = K ′ can be taken as a reasonable assumption. This

delivers the important final result

G(ω, k ) =
1
L

∑
Ra,Rb

eik (Ra−Rb)Ga,b(ω, k ) (3.53)

where the superscript (Λ) restricting the reciprocal vectors to BZΛ was neglected (as it will also be the

case in the following). The sums in Eq.(3.52) and Eq.(3.53) run over all possible pairs {Ra, Rb} of

translational equivalent sites in the cluster. It is worth noting here that also a periodization in terms

of the self-energy Σ would have been possible; however, it has been shown that at least in the case

of opening Mott gaps as a consequence of repulsive on-site interactions, periodizing the Green’s

function delivers better results [36].

A generalized expression for physical unit cells containing more than one atom can be written as

[43]

Gαβ(ω, k ) =
Lu.c.

L

∑
Ra∈α

∑
Rb∈β

eikΛ(Ra−Rb)Ga,b(ω, k ) (3.54)

where Lu.c. is the size of the physical unit cell, while α (β) again denotes all the translational equiva-

20



Equilibrium properties of graphene nanoribbons

lent sites within the cluster.

The infinite graphene lattice tiled in clusters with a size L = 6 is considered for example. One

hexagon of the honeycomb lattice is taken as a cluster. The geometry and the labeling of the

cluster sites is shown in Fig.3.2c in Section 3.2, where the equilibrium properties of pristine graphene

are investigated. As for that chosen cluster tiling the cluster sites i = {1, 3, 5} are translationally

equivalent, as well as the sites j = {2, 4, 6}, the sums run over the following pairs

{Ra, Rb} = {1; 1},{3; 1},{5; 1},{2; 2},{4; 2},{6; 2},
{1; 3},{3; 3},{5; 3},{2; 4},{4; 4},{6; 4},
{1; 5},{3; 5},{5; 5},{2; 6},{4; 6},{6; 6} .

It should be noted already at this point that the clusters chosen for the semi-infinite GNR-geometries

considered in Section 3.3 - 3.5 do not feature any translational invariant sites.

Eq.(3.51), Eq.(3.50), and Eq.(3.53) are the three key elements for the calculation of single-particle

Green’s functions within the CPT approach. The calculation of some important equilibrium prop-

erties, obtainable from the single-particle Green’s function derived in this section, is presented in

the next section. It should be remembered in this context that one is restricted to the calculation of

single-particle Green’s functions within the CPT formalism.

Quantities obtained by CPT

The derivation of some important equilibrium properties is the goal of this section. To calculate

the important spectral function A(ω, k ), also mentioned above, the Lehmann representation of the

single-particle Green’s function in Eq.(3.29) is considered again:

G0
µν(ω) =

∑
n

〈
ψ0 |cµ|ψN+1

n

〉 1
ω + E0 − EN+1

n + iη

〈
ψN+1

n

∣∣∣c†ν ∣∣∣ψ0

〉
+ ζ

∑
m

〈
ψ0

∣∣∣c†ν ∣∣∣ψN−1
m

〉 1

ω − E0 + EN−1
m + iη

〈
ψN−1

m |cµ|ψ0

〉
(3.55)

(recall the compound indices µ, ν standing for cluster site and spin at once). What follows is the

derivation of a computing scheme for the single-particle Green’s function using so-called Q-Matrices.

The basics for the Q-Matrix formalism are outlined here in detail [36], because they will be of major

importance also in the following sections considering ED.

Q-Matrix formalism for exact cluster Green’s function

Introducing the notation

Q(e)
µn =

〈
ψ0 |cµ|ψN+1

n

〉
Q(h)
νn =

〈
ψ0

∣∣∣c†ν ∣∣∣ψN−1
n

〉
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ω(e)
n = EN+1

n − E0 > 0 ω(h)
m = −EN−1

n + E0< 0

where the superscripts (e) and (h) (short hand for electron part and hole part) label the Q-Matrix for

the (N + 1) - and (N − 1) - particle state, respectively, allows for writing Eq.(3.55) as

G0
µν(ω) =

∑
n

Q(e)
µnQ(e)∗

νn

ω − ω(e)
n

+
∑
m

Q(h)
µmQ(h)∗

νm

ω − ω(h)
m

(3.56)

where ω stands for ω + iη. The size of the Q(e)
µn -matrix is 2L x N (e), where N (e) is a number counting

all the states
∣∣∣ψN+1

n

〉
giving a non-zero contribution to the sum above and L is the size of the cluster.

Similar to that, Q(h)
νm represents a 2L x N (h) matrix, where the same definition as above applies to

N (h). The expression for the cluster Green’s function can be further compressed by writing Q(e)
µn and

Q(h)
νm as one matrix and ω(e)

n and ω(h)
m as one vector, respectively, like

Q =

[
Q(e)

Q(h)

]
ω =

[
ω(e) ω(h)

]
(3.57)

where the resulting matrix and vector sizes, respectively, are

Q = [2L× N] ω = [N]

with N = N (e) + N (h). Eq.(3.57) together with the above definitions basically defines the Q-Matrix

formalism. To put this formalism into words, the matrix element Qµr can be interpreted as the (N-

particle) ground state expectation value of the annihilation (creation) operator applied to the µ-th

site of the r -th eigenstate of the systems Hamiltonian, where r = {1 ... rn} describes eigenstates

with N + 1 particles, while the remaining indices rn+1, rn+2, ... label eigenstates with N − 1 particles.

The superscripts (e) and (h) can be interpreted in this context as labels of the "plus one electron

(e)"-states and the "plus one hole (h)"-states, respectively.

Using these new definitions, the cluster Green’s function can be written as

G0
µν(ω) =

∑
r

Qµr Q∗νr

ω − ωr
(3.58)

which can be further transformed to a compact matrix product form

G0(ω) = Qg(ω)Q† (3.59)

where the diagonal matrix Γrs = δrsωr has been introduced to write the denominator of Eq.(3.58) in

its matrix representation

g(ω) =
1

ω − Γ
. (3.60)

22



Equilibrium properties of graphene nanoribbons

Q-Matrix formalism for Green’s function of translational invariant systems

The derived expression in Eq.(3.59) represents the exact cluster Green’s function in a very general

way. Now, this expression can be further used to bring the central equation of the CPT formalism for

translational invariant systems into the most suitable form for its calculation. A rearranged form of

Eq.(3.51) is the starting point of the following derivation [43] [44]

G(ω, k ) =
(
1− G0(ω)T (k )

)(−1)
G0(ω)

=
(
1− Qg(ω)Q†T (k )

)(−1)
Qg(ω)Q† (3.61)

where the Q-Matrix representation of the cluster Green’s function (see Eq.(3.59)) was was used in

the second line. Applying a taylor expansion of the fraction, according to

1
1− x

= 1 + x + ...

yields

G(ω, k ) =
(
1 + Qg(ω)Q†T (k ) + ...

)
Qg(ω)Q†

=
(

Qg(ω) + Qg(ω)Q†T (k )Qg(ω) + ...
)

Q†

= Qg(ω)
(
1 + Q†T (k )Qg(ω) + ...

)
Q†

= Q
1

g−1(ω)− Q†T (k )Q
Q† (3.62)

where some elementary analysis has been performed in the second and third line, while in the last

line the terms of the taylor expansion has been recollected. Now, Eq.(3.60) can be used again to

further simplify the expression, like

G(ω, k ) = Q
1

ω − Γ− Q†T (k )Q
Q†

= Q
1

ω −M(k )
Q† (3.63)

where the matrix

M(k ) = Γ− Q†T (k )Q (3.64)

[N × N] = [N × N]− [N × L] [L× L] [L× N]

has been introduced. The second line indicates the matrix dimensions, with N defined below

Eq.(3.57) and L denoting the cluster size. It is important to note here that the above expression

for the CPT Green’s function of the whole lattice is still equivalent to CPTs central equation. Further-

more, the energy dependency (ω) appears nicely separated from the wavevector dependency (k ).

Considering Eq.(3.63) again, it is obvious that the poles of the central part [ω − M(k )]−1 will also
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appear in the resulting Green’s function. To find the energy values of these poles is an easy task,

since they are exactly the eigenvalues of the introduced N × N matrix M(k ). By diagonalizing this

matrix in a final step, according to

U(k )M(k )U†(k ) = Γ̃(k ) (3.65)

where Γ̃(k ) is a diagonal matrix containing the k -dependent excitation energies of the whole physical

system and U(k ) the unitary transformation matrix, the central fraction appearing in Eq.(3.63) can

be rewritten as
1

ω −M(k )
= U(k )

1

ω − Γ̃(k )
U†(k ). (3.66)

This leads to a compact expression for the Green’s function of a system with translational invari-

ance:

G(ω, k ) = Q
1

ω −M(k )
Q† = QU(k )

1

ω − Γ̃(k )
U†(k )Q†

= Q̃(k )
1

ω − Γ̃(k )
Q̃
†
(k ). (3.67)

It has to be noted that the derived expression for the CPT Green’s function of the entire lattice is of

the same form as the expression derived for the cluster Green’s function in Eq.(3.59), where only the

diagonal matrix Γ was replaced by Γ̃(k ) (see Eq.(3.65)) and the Q-Matrices were unitary transformed

by Q̃(k ) = QU(k ). The k -dependent quantities Q̃ and Γ̃ can be seen as the equivalents to Q and Γ

defined in Eq.(3.57) and Eq.(3.60) in the derivation of the expression for the cluster Green’s function

within the Q-Matrices formalism, respectively.

Because of these similar Lehmann structures for G0(ω) and G(ω, k ), some equivalent properties can

be obtained. The final expressions for the full CPT Green’s function and the cluster Green’s functions

have poles only on the real axis and the residues are positive [36]. This guarantees on the one hand

that the corresponding spectral function A(ω, k ) (see below) is strictly positive. On the other hand

QQ† = 1 (Q̃Q̃
†

= 1) can be shown, which ensures that the spectral function is normalized. Due

to the non-hermitian structure of Q (Q̃) this relation does not hold for the conjugated product, i.e.

Q†Q 6= 1 (Q̃
†
Q̃ 6= 1).

Calculation scheme for obtaining the lattice Green’s function using CPT

Before the focus is finally laid on the calculation of the spectral function and the DOS in equilibrium,

a calculation scheme for obtaining the lattice Green’s function of a physical system with translational

invariances is outlined:

1. Applying an appropriate cluster tiling with small enough cluster sizes, to make them exactly

solvable in further consequence (see Fig.3.1)

2. Solving the clusters exactly, i.e.:

a) Setting-up the cluster Hamiltonian within the 2d Hubbard model as defined in Eq.(3.30)
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b) Solving the eigenvalue problem of the cluster Hamiltonian using a particular cluster

solver, e.g. the ED method (which is described in the following Subsection 3.1.3)

c) Calculating the corresponding Q-Matrices defined in Eq.(3.56)

d) Obtaining the single-particle cluster Green’s function using the Lehmann representation

in Eq.(3.59)

3. Setting-up the inter-cluster hopping matrix T (k ) in consistence with the chosen cluster tiling,

according to Eq.(3.50)

4. Obtaining the single-particle Green’s function of the whole considered physical system, now

using the Lehmann represenation in Eq.(3.67), preliminarily evaluating the expressions is

Eq.(3.64) and Eq.(3.65).

5. Periodizing the obtained Green’s function to consider also translational invariances occurring

inside the cluster, according to Eq.(3.54).

The spectral function

The single-particle spectral function of a physical system, mentioned repeatedly above, is eventually

discussed now. It is defined by [32]

A(ω, k ) = −1
π
=
{

GR(ω, k )
}

(3.68)

where GR(ω, k ) is the retarded component of the lattice Green’s function defined in Eq.(3.21), which

can be obtained with the ω-transformation introduced in Eq.(3.28), where it is crucial here that η = 0+

is a positive infinitesimal to get the retarded component.

To interpret this definition, the expression for the retarded Green’s function from Eq.(3.67) is used to

write

A(ω, k ) = −1
π
=
{

Q̃(k )
1

ω − Γ̃(k )
Q̃
†
(k )

}
. (3.69)

Furthermore, the identity

=
{

1
x + iη

}
= − η

x2 + η2 =
η→0
−πδ(x) (3.70)

with x ∈ <, can be used to rewrite the above expression for the spectral function as

A(ω, k ) = Q̃(k )δ [ω − ωr (k )] Q̃
†
(k ) (3.71)

since Q̃(k ), Γ̃(k ) ∈ <. The k -dependent excitation energies of the overall system were denoted as

ωr (k ) in this context.

The obtained expression can be interpreted as follows: The spectral function A(ω, k ) is a three-

dimensional function with delta-peaks in the z-direction, at every excitation energy of the system

ωr (k ). Moreover, by regarding a top view of this three-dimensional function, i.e. looking at the ω-
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k -plane from above, the important energy-momentum dispersion relation ω(k ) or E(k ) is obtained.

The energy-momentum dispersion relation is a very important equilibrium property of a physical

system, since it provides the viewer with all energy bands corresponding to the first BZ. The number

of energy bands Le.b. in the first BZ is determined by the following rule [45]:

The size of the physical unit cell, which is the smallest possible unit (i.e. which contains the smallest

number of atoms) that can be found and used to built up the lattice, determines how many energy

bands there are expected to be found in the energy-momentum dispersion relation. If Lu.c. is the

number of atoms in the physical unit cell, then the number of energy bands

Le.b. = Lu.c.. (3.72)

This rule will be important to remember in Sec.3.2 - 3.5, where the energy-momentum dispersion

relation ω(k ) is calculated for pristine 2d graphene, as well as for several different GNR structures,

because the size of the physical unit cell is proportional to the GNRs width. Therefore, the number

of bands in the dispersion relation of GNRs is expected to grow with increasing width.

Considering the mathematical form of Eq.(3.71), it becomes clear now that the spectral function has

to be positive for all possible values of ω and k , since the Q-Matrices are strictly positive by definition

(see above Eq.(3.56)).

The single-particle energy gap

Another interesting equilibrium quantity is the single-particle energy gap ∆, which is obtainable di-

rectly from the energy-momentum dispersion relation by taking the difference between the smallest

positive and the largest negative energy-value

∆ = min
{

E(k )|E>0
}
−max

{
E(k )|E<0

}
. (3.73)

An analogous formula for the single-particle energy gap is obtainable by re-considering Eq.(3.65),

where Γ̃(k ) was defined as a diagonal matrix containing the k -dependent excitation energies of the

whole physical system. With this quantity at hand, the single-particle energy gap can be calculated

also by

∆ = min
{
ωr (k )|ωr>0

}
−max

{
ωr (k )|ωr<0

}
(3.74)

where ωr (k ) denotes the k -dependent excitation energies of the overall system, as defined above.

This second expression is convenient, since the ωr (k )-values were already introduced and used in

the derivation of the compact expression for the total lattice Green’s function G(ω, k ) (see Eq.(3.67)).

Therefore, the spectral function do not have to be calculated in order to obtain the energy gap ∆

(though most of the time both quantities will be calculated, to get a comprehensive picture of the

possible energy-states in the system).
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The (local) electronic density-of-states

When investigating a systems non-equilibrium properties, knowledge about the electrons’ possible

energy-states within the system is crucial for a comprehensive understanding. This knowledge is

provided by the DOS and/ or LDOS of a system, where the former delivers the possible energy states

within the total lattice (system), while the latter provides information about the possible energy states

at a specific site in the lattice (or cluster).

Commonly, the DOS is defined as

ρ(ω) =
1

N1st BZ

∑
k

A(ω, k ) (3.75)

where N1st BZ denotes the number of possible k -states in the first BZ of the lattice. Taking into

account the definition of the spectral function A(ω, k ) in Eq.(3.68), the expression can be transformed

into a form solely depending on the retarded Green’s function:

ρ(ω) = − 1
πN1st BZ

∑
k

=
{

tr
[
GR(ω, k )

]}
(3.76)

where tr{} denotes the trace of an operator or matrix O according to

tr{O} :=
∑
i ,j

Oijδij =
∑

i

Oii (3.77)

with the matrix element Oij .

The obtained formula can also be used to calculate the LDOS at a specific site i by simply taking

the i − th diagonal component of GR(ω, k ):

ρi (ω) = − 1
πN1st BZ

∑
k

=
{

GR
ii (ω, k )

}
. (3.78)

The DOS (LDOS) as well as the energy-momentum dispersion relation and the corresponding en-

ergy gap will be calculated for pristine 2d graphene and several GNR geometries in Sec.3.2 - 3.5.

Before this sections are presented, the ED methods used in the present work for solving the clusters

introduced by the CPT formalism are outlined and explained in the next subsection.

3.1.3 Exact Diagonalization

As already mentioned above, the size of the clusters used within the CPT formalism is chosen small

enough to allow for an exact solution of the corresponding eigenvalue problem. An exact solution

in this special case includes the exact calculation of the clusters ground state and, furthermore, the

calculation of the exact cluster Green’s function. It was described in the previous subsection that in

order to calculate the cluster Green’s function exactly, the solution of the eigenvalue problem (i.e.
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Schrödingers equation for a quantum many-body system)

H |ψn〉 = En |ψn〉 (3.79)

is required, including the ground state |ψ0〉 with the corresponding ground state E0, as well as

some of the eigenstates |ψn〉 with their respective eigenenergies En. The word some is crucial to

understand in this context: Numerical ED does absolutely not mean to calculate all eigenstates

(eigenvalues) of the considered Hamiltonian. Since the expenditure of time for a full diagonalization

of a (hermitian) Hamilton matrix is on the order of O(D3) [46], where D denotes the dimension of the

systems Hilbert space, which can quickly reach an order of O(105) for fairly simple systems, and the

necessary memory requirement is on the order of O(D2), completely solving the eigenvalue problem

is far beyond the scope of state-of-the art numerics and computers. Fortunately, it is however not

necessary to do so since physically, the ground state together with the low lying excited states are

the most relevant for determining the systems physical behaviour in most cases. Due to the iterative

characteristics of the particular applied methods (explained in detail in the following), the contribution

of eigenstates with large corresponding eigenenergies is rather small.

A detailed explanation of how much memory is actually needed for specific systems is not given

here, but can be found in Ref. [46]. One really important fact should be pointed out, though: The

dimension D of the Hilbert space grows exponentially with the size of the investigated system [47].

Therefore, it is crucial wether the chosen clusters have a size L = 6 or L = 8. In exactly these two

cases a major difference in the appliable ED methods arises, namely the difference between full

solvers and sparse solvers.

Full solvers usually have to save the total Hamiltonian matrix, which indeed requires a large amount

of memory (O(D2)) on the one hand, but delivers the full spectrum of eigenvalues with corresponding

eigenstates on the other hand. The general upper limit in the number of sites for an application of

an ED method, is reached at about L = 25 sites [40].

A lot of applications feature an extremely sparse Hamilton matrix H (i.e. H contains only a few non-

zero elements). Due to this fact, it is appropriate to use a certain sparse form for the storing of the

Hamiltonian matrix, where the memory effort for a Hamiltonian matrix in sparse form only scales like

O(D). The corresponding ED methods are called sparse solvers.

It should be mentioned here that the solution of the eigenvalue problem is required not only in the

case where the single-particle Green’s function has to be calculated. Moreover, it is the precondition

for the evaluation of any observables or correlation functions in many-body physics.

So, what is the basic idea behind ED? The basic ingredient of every ED method is a coding of an

exact representation of the Hamiltonian action on arbitrary state vectors [36], where it was already

discussed that this coding does not necessarily suppose an explicit construction of the Hamiltonian

matrix. Afterwards, the ground state is obtained in a quasi-exact way by an iterative method, sub-

sequently followed by the calculation of any correlation or Green’s function by similar means. Two

important ED methods are described in the following subsections, where the Lanczos algorithm [48]

makes the start in Sec. 3.1.3.1, followed by a generalization of this procedure, namely the Band

Lanczos algorithm [49] in Sec. 3.1.3.2.

28



Equilibrium properties of graphene nanoribbons

3.1.3.1 The Lanczos algorithm

Before the basic principle of the Lanczos algorithm is outlined, a few words should be said about the

coding of the basis states. In general a basis state with ni↑ (ni↓) spin-up (spin-down) particles at site

i may be expressed in terms of creation operators as(
c†1↑
)n1↑

...
(

c†L↑
)nL↑

(
c†1↓
)n1↓

...
(

c†L↓
)nL↓ |0〉 (3.80)

where the chosen arrangement of the creation operators is not unique, i.e. it is a matter of conven-

tion. To save memory, basis states are numerically represented as a single number, which is an

integer number representation of a binary number containing a 1 at occupied orbitals (i.e. site-index

and spin), e.g.

nbin = |0000110101010〉 → nint = 426.

To reconstruct the physical situation defined by Eq. (3.80), the order in which the creation operators

are applied has to be known. Detailed explanations on an actual coding scheme and the corre-

sponding way of setting up the Hamiltonian numerically effective can be found in Refs. [36] [46].

Once the Hamiltonian is set up in a chosen basis matrix representation H, wether full or sparse,

the Lanczos method [48] can be applied. In general the Lanczos algorithm is an iterative projection

method, which in the end provides the ground state of a matrix too large to be fully diagonalized.

The basic idea is to construct an approximately invariant subspace of H, i.e. building a projection H
onto the so-called Krylov subspace

H = span
{
|φ0〉 , H |φ0〉 , H2 |φ0〉 , ... , HM |φ0〉

}
, M < N − 1 (3.81)

where |φ0〉 is a random start vector and N is the dimension of the Hamilton matrix. In general, a

subspace G is called invariant, if

|φ〉 ∈ G ⇒ H |φ〉 ∈ G

for every element |φ〉 of the subspace [40]. After M iterations an approximation for the (N × N) -

matrix H can be obtained by projecting it to the Krylov subspace H defined above, which can be

performed by the following transformation

H̃ ≈ GT HG (3.82)

where G is a (N × M) - matrix, containing the basis vectors of the constructed Krylov-space |φ0〉,
H |φ0〉 , ... , HM |φ0〉 as columns. This is in direct accordance to an expansion of the Krylov-space by

one more element, yielding {
H |φ0〉 , H2 |φ0〉 , ... , HM |φ0〉 , HM+1 |φ0〉

}
.

The approximation of the Hamilton matrix H in Eq.(3.82) is justified in the case, where one is only

interested in the extreme eigenvalues of H, with their corresponding eigenvectors. In fact, this

approximation scheme is applicable on all accounts, when the interested quantity is the Hamiltonians
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ground state, as proofed in the following:

Considering a large value for M, the following convergence behaviour can be found, by writing the

random start vector |φ0〉 in the eigenbasis of H [40]:

HM |φ0〉 = HM
N∑

j=0

cj |ψj〉

=
N∑

j=0

cjε
M
j |ψj〉

= c0ε
M
0

|ψ0〉 +
N∑

j=0

cj

c0

(
εj

ε0

)M
|ψj〉

 (3.83)

where the eigenvalues εj and eigenvectors |ψj〉 of H were introduced, and in the second line the

spectral theorem was used. Assuming |ε0| > |εj | for j > 0, the second part in the brackets of the

gained equation vanishes, leaving the final result

HM |φ0〉 ≈ c0ε
M
0 |ψ0〉 (3.84)

for large values of M. The discovered behaviour can be interpreted as follows: The last element of the

constructed Krylov-space in Eq.(3.81) HM |φ0〉 is proportional to the eigenvector |ψ0〉 of H, belonging

to the largest eigenvalue. The proportional constant is determined by the largest eigenvalue εM
0 of

the M-times multiple HM of the Hamilton matrix, which means that the ground state energy ε0 can

be obtained in this manner.

The practical implementation of the Lanczos algorithm, including all the individual steps, is outlined

in the following. As already explained above, the starting point of the iteration is a random state

vector |φ0〉. It has to be noted here that it is not completely arbitrarily to choose, since it is of major

importance that the start vector has a non-zero overlap with the ground state. The reason for this will

be clear in an instant. In general, there is no information of the ground state available. In this case,

choosing an initial state with randomly chosen coefficients most of the times serves its purpose.

Next, the introduced Krylov-space has to be spanned by an iterative application of H, according

to Eq.(3.81). The generating states of the Krylov-space are not mutually orthogonal. In order to

generate a sequence of orthogonal vectors, the following recursion rule is used [36]:

|φn+1〉 = H |φn〉 − an |φn〉 − b2
n |φn−1〉 (3.85)

an =
〈φn|H |φn〉
〈φn |φn〉

bn =
〈φn |φn〉
〈φn−1 |φn−1〉

with the initial conditions set to b0 = 0, |φn−1〉 = 0. The vector |φn〉 corresponds to the nth element

of the constructed Krylov-space. It can be shown easily (e.g. by using an inductive method of proof)

that the generated set of vectors is orthogonal.

Using this generated set of vectors in a normalized form, the Hamilton matrix H in the Krylov basis
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|φn〉 has the tridiagonal form

H̃ =



a0 b1 0 0 ... 0

b1 a1 b2 0 ... 0

0 b2 a2 b3 ... 0

0 0 b3 a3 ... 0
...

...
...

...
. . .

...

0 0 0 0 ... aN


. (3.86)

Since there exist fast standard methods dedicated to solve the eigenvalue problem of tridiagonal

matrices, obtaining the ground state of H in the Krylov basis is a rather easy task. As already men-

tioned above, this ground state energy of H̃ in the Krylov basis converges to the desired ground

state energy ε0 of H in the original basis when the number of iterations M becomes large enough.

The last remaining thing to do is transforming the gained ground state eigenvector
∣∣∣ψ̃0

〉
of H̃ back

into the original basis, to obtain the ground state eigenvector |ψ0〉 of H. According to the transforma-

tion rule used to approximate H by H̃ (see Eq.(3.82)), the ground state |ψ0〉 of the original Hamilton

matrix can be caluculated by

|ψ0〉 = G
∣∣∣ψ̃0

〉
(3.87)

where G again contains the basis vectors |φn〉 of the Krylov space as columns.

The Lanczos algorithm is a powerful and efficient procedure for obtaining the ground state energy

and vector of a large Hamiltonian not fully diagonalizable anymore. There is a convergence criterion,

though, which determines how much time is needed to be spent to reach convergency. As long as

the ground state energy ε0 is well separated from the next eigenenergy ε1, convergence is reached

fast. The algorithm is slowed down continuously as |ε0 − ε1| gets smaller.

The Lanczos algorithm is used in the present work to obtain the ground state properties (ε0 and

ψ0) of particular Hamiltonians. To calculate the single-particle Green’s function of the investigated

physical systems, the algorithm explained in detail in this subsection needs to be further developed,

ending up in a continued-fraction representation of the frequency dependent Green’s function [36].

The described procedure is not explained in detail here, since it is not used in the present work.

However, there exists an extended version of the Lanczos algorithm that on the one hand works a

good piece faster than the Lanczos method introduced here, and on the other hand provides the

Green’s function in the convenient Lehmann representation. An introduction to this Band Lanczos

algorithm is presented in the next subsection.

3.1.3.2 The Band Lanczos algorithm

The procedure introduced in this subsection is an alternative to the Lanczos algorithm and can be

used to calculate the single-particle Green’s function defined in Eq.(3.18). Conveniently, it will pro-

vide the Green’s function in the Lehmann representation, introduced in Sec. 3.1.1.

Essentially the Band Lanczos algorithm is a generalization of the Lanczos method where the intro-

duced Krylov space is not only spanned by the multiple action of Hamilton operators on one state,

but on many. What follows is a schematic outline of the basics of the Band Lanczos algorithm.
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Further information about the details is provided in Ref. [49].

As spin generally is conserved in the basic Hubbard model, the explanation of the Band Lanczos

method can be restricted to up-spin electrons, resulting in a L × L single-particle Green’s function,

where L is the number of cluster sites. Considering also down-spin electrons would result in a

2L × 2L block diagonal matrix representation of the Green’s function. Anyways, in the picture of

up-spin electrons only, the start vector consists of the L states

|φµ〉 = c†µ |ψ0〉 with µ = 1 ... L. (3.88)

It is important to point out that in contrast to the normal Lanczos method, the start vector for the

Band Lanczos algorithm is not chosen randomly here. Moreover, it is specifically demanded that

the start vector consists of states with N + 1 particles, where N denotes the number of particles in

the ground state |ψ0〉, formerly obtained with the Lanczos algorithm. The reason for this specific

choice becomes clear, when recalling the definition of the Q-Matrices introduced in the derivation of

a compact expression for Green’s functions in Lehmann representation (see Eq.(3.56) and above in

Sec. 3.1.2):

Since the Band Lanczos algorithm is a method providing the excited states |ψn〉 of the Hamilton

matrix H, this choice for the start vector is obviously taken to obtain the (N + 1) particle excited

states
∣∣∣ψN+1

n

〉
, which finally lead to the electron part of the Q-Matrix

Q(e)
µn =

〈
ψ0 |cµ|ψN+1

n

〉
.

In the same way the hole part of the Q-Matrix can be obtained with the Band Lanczos method

by taking the L (N − 1) particle states |φµ〉 = cµ |ψ0〉 (µ = 1 ... L) as a start vector. This can be

summarized in the following way

start vector:
{
|φ1〉 = c†1 |ψ0〉 , |φ2〉 = c†2 |ψ0〉 , ... , |φL〉 = c†L |ψ0〉

}
BandLanczos−−−−−−−→ Q(e)

µn

start vector: {|φ1〉 = c1 |ψ0〉 , |φ2〉 = c2 |ψ0〉 , ... , |φL〉 = cL |ψ0〉}
BandLanczos−−−−−−−→ Q(h)

µn

which leads to the final statement that the Band Lanczos algorithm can be used for obtaining the

frequency dependent cluster Green’s function using the Q-Matrix formalism (see Eq.(3.67)). The

diagonal matrix Γ̃(k ) containing the excitation energies of H corresponding to the (N +1) and (N−1)

states, which is needed for the evaluation of Eq.(3.67), is also provided within the Band Lanczos

algorithm, as shown below.

Next, the individual steps of the Band Lanczos algorithm are schematically outlined:

First, the Krylov space is constructed with the discussed start vector {|φ1〉 , |φ2〉 , ... , |φL〉}

H = span
{
|φ1〉 , |φ2〉 , ... , |φL〉 , H ′ |φ1〉 , H ′ |φ2〉 , ... , H ′ |φL〉 , ... ,(

H ′
)M |φ1〉 ,

(
H ′
)M |φ2〉 , ... ,

(
H ′
)M |φL〉

}
, M < N − 1 (3.89)

where H ′ denotes all parts of the Hamiltonian acting on the up-spin electrons. The notation H ′ is
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used in this case because of the already discussed restriction to up-spin electrons due to the spin-

symmetry of the Hubbard model, which leads to decoupled up and down spins. The constructed

space is also referred to as block Krylov space, since a block of states is used as start vector.

Similar to the Lanczos algorithm (see Eq.(3.85)), an orthonormal Lanczos basis {|M〉} has to be

constructed again by successive application of H ′ and subsequent orthonormalization. The use

of L > 1 states as start vector causes some major differences in the iteration scheme of the Band

Lanczos algorithm, compared to the standard Lanczos algorithm, introduced in the previous section.

For the Lanczos method, the appearance of a Krylov vector Hk |φ0〉 that is linearly dependent on the

previous Krylov vectors, results in a termination of the algorithm after k iterations. This is reasonably

natural, because in the described case all eigenvalues of the tridiagonal matrix H̃ are also eigenval-

ues of H, and a further expansion of the Krylov space would not yield better results [49]. The Krylov

space is said to be exhausted.

Focusing on the Band Lanczos algorithm now, an occurring linearly dependent Krylov vector does

not mean that the block Krylov space is exhausted. Therefore, the iteration is not terminated at this

point. However, the linearly dependent vector does not contain any new information, and should

be removed in further consequence. Furthermore, all the following H-multiples of the linearly de-

pendent vector has to be removed. The removal and detection of these linearly dependent vector

is called deflation. The process of deflation is illustrated schematically in the following example.

Further details can be taken from Ref. [49].

Assuming a Krylov vector H ′ |φ1〉 has been generated that can be written as a linear combination of

the start vector states {|φ1〉 , |φ2〉 , ... , |φL〉} would in other words mean that it is linearly dependent

on the Krylov vectors left of H ′ |φ1〉. Naturally, all H-multiples of H ′ |φ1〉 will be linearly dependent on

their lefthand-side Krylov vectors in consequence. In the given case deflation means that all vectors

Hk |φ1〉 k ≥ 1 would need to be deleted. These would result in the following deflated Krylov space

Hdeflated =
{
|φ1〉 , |φ2〉 , ... , |φL〉 , H ′ |φ2〉 , ... , H ′ |φL〉 , ... ,

(
H ′
)M |φ2〉 , ... ,

(
H ′
)M |φL〉

}
, M < N − 1.

The termination condition for the Band Lanczos algorithm is the occurrence of L deflations, since it

can be shown that in this case the Lanczos vectors span an H-invariant subspace, indicating that all

eigenvalues ε̃ of H̃ are also eigenvalues of H. These eigenvalues ε̃ can be written along the diagonal

of a matrix to construct the diagonal matrix Γ̃(k ) in further consequence.

The calculation of the particular (N +1) particle Q-Matrix Q(e)
µn (and the (N−1) particle Q-Matrix Q(h)

µn ,

respectively) is an easy task now, since it can be approximated by the projection Q̃µn of the states

|φµ〉 (contained in the start vector) on the eigenstates of H̃

Q(e,h)
µn ≈ Q̃(e,h)

µn =
〈
ψ̃(e,h)

n

∣∣∣ φµ〉 (3.90)

with
∣∣∣ψ̃(e,h)

n

〉
denoting the nth eigenvector of H̃ (e,h), where the particular H̃ (e,h) was constructed with

(N + 1, N − 1) particle states in the start vector.

The single-particle Green’s function is obtained, finally, according to Eq.(3.67). In the present work
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the Band Lanczos algorithm is used to provide the Q-Matrices as basic ingredients for the calculation

of the cluster Green’s functions of particular Hamiltonians.
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3.2 Pristine graphene

The presentation of the equilibrium properties of different graphene geometries evaluated in this

work is the main objective of the current chapter. First of all an infinitely extended single layer of

graphene is considered in this section. The results will serve as a reference solution for the GNRs

and should be reached by stretching and broadening the geometries of GNRs to infinity.

3.2.1 Lattice geometry

Graphene is composed of two centered rectangular (rhombic) sublattices (see Chapter 2). A seg-

ment of the infinite graphene lattice λ is shown in Fig. 3.2a. The two sublattices are marked by the

red and blue dots. For the construction of the whole lattice a basis bgraphene and two lattice vectors

r1 and r2 (sketched as brown arrows in Fig. 3.2a) are needed:

bgraphene =
a√
3

{(
0

0

)
,

(
1
2

−
√

3
2

)}
; r1 =

a√
3

(
3
2√
3

2

)
; r2 =

a√
3

(
3
2

−
√

3
2

)
(3.91)

where a is the lattice constant of graphene, introduced in Chapter 2. It has to be noted here that

in order to avoid complications with readability the notation of lattice and superlattice vectors has

been slightly changed, compared to Section 3.1. While in the mentioned section distinction between

lattice and superlattice vectors was achieved by superscripts (λ) and (Λ), lower and upper case letters

are used in the following to denote lattice and superlattice vectors (r and R e.g.).

With the entire graphene lattice at hand, a proper cluster tiling remains to be chosen. In this work the

infinite graphene lattice is treated with a six-site cluster approach, represented by the green lines in

Fig. 3.2b. This leads to a superlattice Λ, spanned by two superlattice vectors R1 and R2 (sketched

as brown arrows in Fig. 3.2b), which are given by

R1 =
a√
3

(
3
2

3
√

3
2

)
; R2 =

a√
3

(
3
2

−3
√

3
2

)
. (3.92)

and the six-site cluster viewed in detail in Fig. 3.2c.

The six C atoms within the cluster are located at the following positions

c1 =

(
0

0

)
; c2 = a√

3

(
1
2

−
√

3
2

)
; c3 = a√

3

(
3
2

−
√

3
2

)

c4 = a√
3

(
2

0

)
; c5 = a√

3

(
3
2√
3

2

)
; c6 = a√

3

(
1
2√
3

2

) (3.93)
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Figure 3.2: (a) Real-space lattice of prisitine single-layer graphene. The red and blue dots mark the
two different centered rectangular (rhombic) sublattices that span the graphene lattice.
The lattice vectors r1 and r2 are represented by the brown arrows. (b) Cluster tiling of
the graphene lattice. Here, a six-site cluster approach was used. The corresponding
superlattice vectors R1 and R2 are represented by the brown arrows. (c) Detailed view
of one six-site cluster. The numbers label the six cluster-sites, while the double-headed
arrows indicate the possible inter-cluster hoppings.
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When investigating the energy-momentum dispersion relation of a material, the first BZ has to be

defined. It is important here to notice that the superlattice Λ introduced by the applied cluster tiling

also effects the first BZ of the investigated graphene lattice γ, since it implicitly defines a recipro-

cal superlattice, with a corresponding superlattice BZΛ (introduced in Eq.(3.46)). The reciprocal

superlattice vectors are given by

K 1 =
4π
3a

(√
3

2
3
2

)
; K 2 =

4π
3a

(√
3

2

−3
2

)
. (3.94)

The corresponding superlattice BZΛ is displayed in Fig. 3.3, where the most important points in

reciprocal space Γ, M and K , located at

Γ =

(
0

0

)
; M =

4π
3a

(√
3

2

0

)
; K =

4π
3a

(√
3

2
1
2

)
(3.95)

are labeled.

Figure 3.3: First BZ of the superlattice Λ, introduced by the six-site cluster tiling of the infinite
graphene lattice. The most remarkable points Γ, M and K are indicated, where the
K -point corresponds to the important Dirac point.

To calculate the retarded component of the total lattice single-particle Green’s function GR(ω) using

Eq.(3.37) the Green’s function of the cluster GR
0 (ω) is needed. As explained in the previous section,

the cluster Green’s function was obtained using the Band Lanczos algorithm, where the ground

state quantities are obtained before with the standard Lanczos algorithm. The only input parameter

entering the calculations is the Hamilton matrix H of the 2d Hubbard model, defined in Eq.(3.30),

where the intra-cluster hoppings in the six-site cluster need to be defined. The investigated graphene

lattice features an equivalent hopping integral tij for all six bonds in the cluster ring:

t12 = t23 = t34 = t45 = t56 = t61 = t21 = t32 = t43 = t54 = t65 = t16 = t (3.96)

Besides the cluster Green’s function GR
0 (ω), the hopping matrix T (k ) between the clusters is needed

as well for the evaluation of Eq.(3.37). In the detailed view of the six-site cluster in Figure 3.2c the
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inter-cluster hoppings, which determine the matrix elements of the hopping matrix T(k) according to

Eq.(3.50), are plotted as black double-headed arrows. This leads to the following hopping matrix:

T 6s(k ) = t



0 0 0 e−ik (R1+R2) 0 0

0 0 0 0 e−ikR1 0

0 0 0 0 0 e−ikR2

eik (R1+R2) 0 0 0 0 0

0 eikR1 0 0 0 0

0 0 eikR2 0 0 0


. (3.97)

As in the chosen cluster tiling there occur some equivalent sites (α = {1, 3, 5} corresponding to

sublattice A, β = {2, 4, 6} corresponding to sublattice B respectively) a periodization of the calculated

Green’s function is necessary, according to Eq.(3.54)

Gαβ(ω, k ) =
Lu.c.

L

∑
Ra∈α

∑
Rb∈β

eik (Ra−Rb)Ga,b(ω, k ) =
2
6

∑
Ra∈{1,3,5}

∑
Rb∈{2,4,6}

eik (Ra−Rb)Ga,b(ω, k ) (3.98)

where Ga,b(ω, k ) is the total lattice Green’s function obtained by using the Q-matrix formulation of

CPTs central equation (see Eq.(3.67)). The equilibrium properties introduced in Sec. 3.1.2 were

evaluated for the pristine graphene lattice. The results are presented in the following subsections for

different values of the on-site interaction U.

3.2.2 Spectral function

The spectral function A(k ,ω) was calculated according to Eq.(3.68) for different values of the on-site

interaction U. The projection of the resulting three-dimensional graph on the energy-momentum ω-k

plane (also often referred to as E-k plane) was plotted then, in order to achieve the desired energy-

momentum dispersion relation ω(k ). The resulting ω(k ) curves for U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0}
are plotted in Fig. 3.4.

Considering the non-interacting U = 0 case in Fig. 3.4a first, the probably most remarkable feature

of the pristine infinite graphene lattice can be observed at the K -points of the first BZ, namely the

occurrence of a linear dispersion relation. A corresponding three-dimensional representation of the

plots in Fig. 3.4 would show a formation of Dirac cones as described in Chapter 2. In the following

the occurrence of a linear dispersion relation will also be referred to as the formation of Dirac cones,

since in three dimensions both describe exactly the same feature. The existence of two energy

bands in the first BZ of graphene can be observed, in accordance to the number of two C atoms in

the unit cell (see Eq.(3.72) for the particular rule).

Turning to the interacting U 6= 0 cases now, it can be clearly seen that the linear dispersion relation

gradually vanishes with increasing U - the striking feature of Dirac cones is lost. Additionally, the
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(a) U/t = 0.0 (b) U/t = 0.5

(c) U/t = 1.0 (d) U/t = 1.5

(e) U/t = 2.0 (f) U/t = 2.5

(g) U/t = 3.0 (h) U/t = 3.3

(i) U/t = 4.0 (j) U/t = 5.0

Figure 3.4: Energy-momentum dispersion relation ω(k ) of pristine graphene for different on-site
interactions U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0}, where the interaction
strength (value of U) is labeled below each subplot. The energy ω is plotted in terms
of the hopping integral t : ω = ω/t . The on-site interaction U = 9.3eV ≈ 3.3t , which was
found for graphene using a constrained random phase approximation (cRPA) [50], was
used in subplot (h).
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opening of an energy gap at a critical value of

Ucrit ≈ 1.4t (3.99)

is discovered, turning the graphene lattice from the semi-metallic behaviour of the non-interacting

graphene lattice in Fig. 3.4a to a semiconducting one for large values of U. Note that the value of

Ucrit can only be given approximately due to the finite broadening of the energy bands. It deserves

particular mention here that a previous work on this topic reported an overestimation of the energy

gap in the infinitely extended graphene lattice within the CPT formalism compared to QMC calcula-

tions [43]. One should remember this for the investigation of the (L)DOS of GNRs in the following

sections.

The enhancement of the energy gap ∆(U) with increasing on-site interaction U can be observed

in Fig. 3.5, where the energy gap was calculated according to Eq.(3.74). The critical interaction

value Ucrit , which is the on-site interaction value U where the energy gap ∆ exceeds the value of the

broadening η (see Eq.(3.28)) for the first time, is observable and indicated as well.
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Figure 3.5: Energy gap ∆(U) of pristine graphene as a function of the on-site interaction U, calcu-
lated according to Eq.(3.74). The critical value Ucrit where the energy gap opens up is
indicated. The gained values are compared to data obtained by QMC and mean field
theory (MFT) [11].

The obtained values of the energy gap ∆ in pristine graphene as a function of the on-site interaction

U are compared to data from QMC and MFT calculations [11] in Fig. 3.5. It appears that the CPT

method overestimates the energy gap compared to the QMC results, but still delivers better results

than the MFT method.

For an on-site interaction U = 9.3eV ≈ 3.3t , which was reported for graphene by constrained

random phase approximation (cRPA) [50], the energy gap has already reached a value of

∆|U=Ugraphene ≈ 0.71t ≈ 2.0 eV (3.100)

obviously characterizing graphene as a direct band gap semiconductor.
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In the non-interacting case (U = 0), the energy-momentum dispersion relation ω(k ) is also obtainable

by Fourier transforming the whole problem into wavevector k -space, which is possible due to the

translational invariance of the whole non-interacting lattice. The analytical solution for ω(k ) is given

by [45]

ω(k ) = ε± t

√√√√1 + 4cos

(√
3kxa
2

)
cos

(
ky a
2

)
+ 4cos2

(
ky a
2

)
(3.101)

where a is the graphene lattice constant. It is plotted in Fig. 3.6 in order to prove the equivalence to

the numerical solution of the non-interacting case in Fig. 3.4a.

Figure 3.6: Energy-momentum dispersion relation ω(k ) of the infinitely extended graphene lattice
in the non-interacting U = 0 case (corresponds to Fig. 3.4a). The analytical solution
given in Eq.(3.101) is plotted in addtion (red dashed line) to show the equivalence to the
non-interacting many-body problem. The on-site energy ε was chosen to be zero.
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3.2.3 (Local) electronic density of states

Summing up all the possible energy states in the first BZ leads to the DOS ρ(ω), which provides

additional information about a systems equilibrium (and/ or non-equilibrium) behaviour. The DOS is

calculated according to Eq.(3.76) and is again plotted for different on-site interaction values U/t =

{0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0}, which is shown in Fig. 3.7 and Fig. 3.8, where two

figures were used in this case to allow for a detailed inspection of the obtained curves. Additionally,

the LDOS of site 1 and site 2 (calculated according to Eq.(3.78)) are presented in the top two

figures of every subplot, because these two sites are the only translationally inequivalent sites in

the graphene lattice, as already explained above. Nevertheless, due to the infinite extent of the

lattice in both dimensions, the LDOS is expected to be equal on both sites. Exactly this behaviour

is observed, when looking precisely on the LDOS curves in Fig. 3.7 and Fig. 3.8. It has to be

noted here that all presented data is broadened due to the introduced finite imaginary part of the

frequency ω (see Eq.(3.28)).

The emergence of an energy gap for on-site interactions U > Ucrit can be observed again by

investigating the DOS plots. The first appearance of an energy gap was found for U = 1.5t in

Fig. 3.7d, corresponding to a zero DOS around ω = 0. Since the critical value was found to be

Ucrit ≈ 1.4t , the energy gap in Fig. 3.7d is rather small and therefore hard to observe, due to the

finite broadening of the energy bands. However, for U = 2.0t in Fig. 3.7e the energy gap can be

observed clearly.

A further investigation of the pristine graphene lattice is not topic of the present work. As already

stated above, the task of the results gained in this section is to serve as the limiting case for the

GNRs, considered in the next sections. By increasing the width W of a particular GNR type (regard-

less if zig-zag or armchair) up to infinity, the limiting case of the infinitely extended graphene lattice

presented in this section should be regained.
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(d) U/t = 1.5
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(e) U/t = 2.0
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(f) U/t = 2.5

Figure 3.7: DOS ρ(ω) in the pristine graphene lattice for different on-site interactions U/t =
{0.0, 0.5, 1.0, 1.5, 2.0, 2.5}, where the interaction strength (value of U) is labeled below
each subplot. Additionally the LDOS at the two translationally inequivalent cluster sites
1 and 2 is presented in the two top figures of each subplot.
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(b) U/t = 3.3
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(c) U/t = 4.0
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(d) U/t = 5.0

Figure 3.8: Same as Fig. 3.7, but for U/t = {3.0, 3.3, 4.0, 5.0}. The on-site interaction U = 9.3eV ≈
3.3t , which was found for graphene using cRPA [50], was used in subplot (h).
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3.3 Zig-zag graphene nanoribbons with a width of three,

four and five carbon atoms

After the investigation of the pristine graphene lattice in the previous section, the focus is on 2d

graphene structures with one finite physical dimension now, namely the GNR geometries introduced

in Chapter 2. Starting out with the zig-zag edge geometry (see also Fig. 2.3a), an investigation of the

lattice geometries of the treated structures is performed first. A presentation of the gained results for

the equilibrium properties, i.e the spectral function A(ω, k ), the energy gap ∆ZZ (U) and the (L)DOS

ρ(ω), as well as an interpretation of the results in terms of an explanation of the discovered physical

behaviours, is what subsequently follows.

3.3.1 Lattice geometry

Zig-zag GNRs with 3, 4 and 5 C atoms along the width W are investigated in this section, where a

W = N ribbon is denoted ZZ-WN in the following. The geometry of the three investigated zig-zag

GNRs is shown in Fig. 3.9a (ZZ-W3), Fig. 3.9c (ZZ-W4) and Fig. 3.9e (ZZ-W5), where the two

sublattices of graphene are marked by the red and blue dots again.

While the construction of the infinite 2d graphene lattice required a two-atom basis bgraphene and two

lattice vectors r1 and r2 (see Eq.(3.91)), the size of the physical unit cell has to be expanded here

according to

Lgraphene
u.c. = 2 → LGNR

u.c. = 2W (3.102)

due to the fact that for the zig-zag GNR geometries the translational invariance is reduced to the

longitudinal dimension.

Due to this reduction from a 2d translational invariance in the case of pristine graphene to an one-

dimensional translational invariance in the case of zig-zag GNRs, only one lattice vector is needed

to span the whole GNR lattice. It is given by

r = a

(
1

0

)
(3.103)

where a is again the lattice constant of graphene, introduced in Chapter 2. The direct correspon-

dence of the lattice vector r to the lattice constant a can also be seen clearly, regarding Fig. 3.9.

Moreover, since the cluster chosen for the application of the CPT method coincides exactly with the

physical unit cell, the arising superlattice vector R also equals the lattice vector r :

R = r = a

(
1

0

)
(3.104)

As can be seen in Fig. 3.9 the above statements apply to all of the investigated zig-zag GNR

geometries. The resulting cluster tilings are represented by the green lines in Fig. 3.9a (ZZ-W3),
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Figure 3.9: Geometry of the real-space lattice λ and the applied cluster tiling for a ZZ-W3 GNR (a),
ZZ-W4 GNR (c) and ZZ-W5 GNR (e). The red and blue dots mark the C atoms corre-
sponding to the two different sublattices of the infinite graphene lattice. The lattice vector
r and the superlattice vector R (both equal to the lattice constant a) are represented by
the brown arrow. (b), (d) and (f): Detailed view of the corresponding 2W -site clusters.
The numbers label the 2W cluster sites, while the double-headed arrows indicate the
possible inter-cluster hoppings.
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Fig. 3.9c (ZZ-W4) and Fig. 3.9e (ZZ-W5). The corresponding superlattice vectors R are sketched

as brown arrows. A detailed view of the used clusters, with all the possible inter-cluster hoppings

indicated by black double-headed arrows, is presented in Fig. 3.9b (ZZ-W3), Fig. 3.9d (ZZ-W4) and

Fig. 3.9f (ZZ-W5)

The 2W C atoms within the clusters are located at the following positions

c1 =

(
0

0

)
; c2 = a√

3

(√
3

2
1
2

)
; c3 = a√

3

(√
3
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) (3.105)

where due to the chosen cluster-tiling and site-labeling these particular positions apply to the ZZ-W3

GNR (site 1-6), ZZ-W4 GNR (site 1-8) and the ZZ-W5 GNR (site 1-10) in the same way.

Before the energy-momentum dispersion relation of the investigated zig-zag GNRs can be investi-

gated, the first BZ has to be defined. Similar to the case of an infinitely extended graphene layer,

the superlattice Λ introduced by the applied cluster tiling also effects the first BZ of the GNR lattices,

since it implicitly defines a reciprocal superlattice, with a corresponding superlattice BZΛ (introduced

in Eq.(3.46)). As the translational invariance is reduced to one dimension in the case of GNRs, there

remains only one reciprocal superlattice vector, given by

K =
2π
a

(
1

0

)
. (3.106)

Therefore, the corresponding superlattice BZΛ is also only one-dimensional. Obviously, the first

BZ looks the same for the ZZ-W3 GNR, ZZ-W4 GNR and the ZZ-W5 GNR, since all lattices are

described by the same reciprocal superlattice vector R defined in Eq.(3.104).

Due to the fact that the reciprocal lattice of a zig-zag GNR is described by an armchair GNR lattice

and vice versa [51] [52], there are again some points in the reciprocal superlattice BZΛ, which are

of particular interest. They are denoted Γ and K in the following and are located at

Γ =
{

..., 0,
2π
a

,
4π
a

, ...
}

K =
{

...,
2π
3a

,
4π
3a

,
8π
3a

,
10π
3a

, ...
}

. (3.107)

The notation was chosen in this specific way, because the defined K -points in the zig-zag GNRs

reciprocal superlattice BZΛ and the Dirac points of the whole reciprocal armchair lattice are located

exactly at the same kx coordinates. Therefore, the development of Dirac-cone-like dispersion rela-

tions is expected at exactly this reciprocal superlattice points. The kx coordinates of the reciprocal

superlattice Γ-points correspond to the kx coordinates of the Γ-points in the reciprocal armchair

lattice. A graphical description is provided in Fig. 3.10.

As in the case of the infinite graphene lattice (Sec. 3.2), the intra-cluster hoppings of the particular

zig-zag GNR clusters are required to calculate the retarded cluster Green’s function GR
0 (ω). Since
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K K KK

Figure 3.10: Above (black): Reciprocal lattice of a ZZ-W5 GNR. Below (red): Reciprocal superlattice
Λ of all investigated zig-zag GNR structures. The distinguishing points Γ and K are
indicated, with the kx coordinates of the K -points corresponding to the kx coordinates
of the important Dirac points, as indicated by the blue dashed-lines.

all the investigated zig-zag structures basically consist of a graphene lattice, the nearest-neighbour

hopping integrals tij are identical for all hopping processes:

tij = t ∀ i , j | |i − j| = 1 (3.108)

Besides the cluster Green’s function GR
0 (ω), the hopping matrix T (k ) needs to be determined for all

zig-zag GNR structures to calculate the retarded total lattice single-particle Green’s function GR(ω)

using Eq.(3.37). In the detailed views of the particular zig-zag GNR clusters in Fig. 3.9b (ZZ-

W3 GNR), Fig. 3.9d (ZZ-W4 GNR) and Fig. 3.9f (ZZ-W5 GNR) the inter-cluster hoppings, which

determine the matrix elements of the hopping matrices T 2Ws
ZZ (k ) according to Eq.(3.50), are plotted

as black double-headed arrows. This leads to the following hopping matrices:

T 6s
ZZ (k ) = t



0 e−ikRΛ

0 0 0 0

eikRΛ

0 0 0 0 0

0 0 0 eikRΛ

0 0

0 0 e−ikRΛ

0 0 0

0 0 0 0 0 e−ikRΛ

0 0 0 0 eikRΛ

0


(3.109)

T 8s
ZZ (k ) = t



0 e−ikRΛ

0 0 0 0 0 0

eikRΛ

0 0 0 0 0 0 0

0 0 0 eikRΛ

0 0 0 0

0 0 e−ikRΛ

0 0 0 0 0

0 0 0 0 0 e−ikRΛ

0 0

0 0 0 0 eikRΛ

0 0 0

0 0 0 0 0 0 0 eikRΛ

0 0 0 0 0 0 e−ikRΛ

0


(3.110)
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T 10s
ZZ (k ) = t



0 e−ikRΛ

0 0 0 0 0 0 0 0

eikRΛ

0 0 0 0 0 0 0 0 0

0 0 0 eikRΛ

0 0 0 0 0 0

0 0 e−ikRΛ

0 0 0 0 0 0 0

0 0 0 0 0 e−ikRΛ

0 0 0 0

0 0 0 0 eikRΛ

0 0 0 0 0

0 0 0 0 0 0 0 eikRΛ

0 0

0 0 0 0 0 0 e−ikRΛ

0 0 0

0 0 0 0 0 0 0 0 0 e−ikRΛ

0 0 0 0 0 0 0 0 eikRΛ

0


(3.111)

For the chosen cluster tilings no translationally equivalent sites occur within the zig-zag GNR clus-

ters. Therefore, a periodization of the calculated Green’s functions is not necessary, in contrast to

the pristine graphene lattice. What follows is a presentation of the results of the equilibrium proper-

ties introduced in Sec. 3.1.2, which were calculated for different values of the on-site interaction U

for the ZZ-W3, ZZ-W4 and ZZ-W5 GNR geometry.

3.3.2 Spectral function

The spectral function A(k ,ω) was calculated according to Eq.(3.68) for different values of the on-site

interaction U, in order to achieve the desired energy-momentum dispersion relation ω(k ). The result-

ing ω(k ) curves of the particular zig-zag GNR structures are plotted in Fig. 3.11 (ZZ-W3 GNR), Fig.

3.12 (ZZ-W4 GNR) and Fig. 3.13 (ZZ-W5 GNR) for on-site interactions U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0}.

Comparing the energy-momentum dispersion relations for the zig-zag GNRs to those of the infinite

graphene lattice in Fig. 3.4, the occurence of more than two energy states per k -value in the BZ is a

first characteristic of the zig-zag GNR geometries. As outlined in Eq.(3.72), the number of expected

energy bands in the first BZ is equal to the number of atoms in the physical unit cell. As for the case

of the zig-zag GNRs investigated in this section the physical unit cell corresponds to the chosen

clusters, the number of energy bands is given by the size of the particular clusters N = 2W . This is

exactly what can be observed in the presented plots of the energy-momentum dispersion relations

(as it is the case for all following plots of the GNRs’ energy-momentum dispersion relations).

Another interesting difference of the zig-zag GNRs compared to the pristine graphene lattice is the

lacking of the Dirac cones, i.e. the linear dispersion relation in the 2d plots, observable at the K -

points in the energy-momentum plots of the pristine graphene lattice. The absence of Dirac cones

can be explained due to a quantum size effect, since the width of the investigated structures is only a

few nanometers. Comparing the ω(k ) characteristics in the non-interacting U = 0 case in Fig. 3.11a

(ZZ-W3 GNR), Fig. 3.12a (ZZ-W4 GNR) and Fig. 3.13a (ZZ-W5 GNR) with each other, the emer-

gence of small cone-like features close to the K -points (highlighted with a red frame in the particular

figures) is observable, which grow larger for increasing ribbon width. It will be shown later (Sec. 3.5)

that for wider zig-zag GNR structures, Dirac cone-like features are regained at the K -points.
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(a) U/t = 0.0 (b) U/t = 0.5

(c) U/t = 1.0 (d) U/t = 1.5

(e) U/t = 2.0 (f) U/t = 2.5

(g) U/t = 3.0 (h) U/t = 3.3

(i) U/t = 4.0 (j) U/t = 5.0

Figure 3.11: Energy-momentum dispersion relation ω(k ) of a ZZ-W3 GNR for different on-site in-
teractions U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0}, where the interaction
strength (value of U) is labeled below each subplot. The energy ω is plotted in terms of
the hopping integral t . The red frame in (a) highlights the appearing cone-like features.
An on-site interaction value U = 9.3eV ≈ 3.3t , which was found for graphene using
cRPA [50], was used in subplot (h).
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(a) U/t = 0.0 (b) U/t = 0.5

(c) U/t = 1.0 (d) U/t = 1.5

(e) U/t = 2.0 (f) U/t = 2.5

(g) U/t = 3.0 (h) U/t = 3.3

(i) U/t = 4.0 (j) U/t = 5.0

Figure 3.12: Same as Fig. 3.11, but for of a ZZ-W4 GNR.
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(a) U/t = 0.0 (b) U/t = 0.5

(c) U/t = 1.0 (d) U/t = 1.5

(e) U/t = 2.0 (f) U/t = 2.5

(g) U/t = 3.0 (h) U/t = 3.3

(i) U/t = 4.0 (j) U/t = 5.0

Figure 3.13: Same as Fig. 3.11, but for of a ZZ-W5 GNR.
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Probably the most remarkable feature of the zig-zag GNR geometries is the appearance of conduct-

ing states at ω = 0 in the non-interacting case, which can be seen clearly in Fig. 3.11a (ZZ-W3

GNR), Fig. 3.12a (ZZ-W4 GNR) and Fig. 3.13a (ZZ-W5 GNR). Due to the discovery of these states,

the non-interacting zig-zag GNRs can be indeed described to behave in a metallic way, as predicted

in the preliminary chapters.

Applying on-site interactions U 6= 0, a drastic change in the physical behaviour can be observed

again, as it was the case for the infinite graphene lattice. As the on-site interaction increases, the

number of conducting states at ω = 0 decreases. Similar to the infinite graphene lattice, there exists

some critical value for the on-site interaction Ucrit , at which an energy gap appears. Comparing Fig.

3.11, Fig. 3.12 and Fig. 3.13 this critical values can be found to be

UZZ -W3
crit ≈ 1.7t ; UZZ -W4

crit ≈ 2.0t ; UZZ -W5
crit ≈ 2.2t . (3.112)

An accurate determination was rather difficult again due to the broadening of the energy bands. It

is remarkable and also some kind of contradictory here that these critical on-site interaction values

seem to increase with increasing ribbon width, since the value obtained for pristine graphene (see

Eq.(3.99)), which should be the infinite width limit of the zig-zag GNRs, was found to be only Ucrit ≈
1.4t . One reason for this arising contrariness could be the applied CPT method since it was shown

that it overestimates the energy gap in graphene lattices compared to QMC calculations (see Fig.

3.5). But due to the fact that this overestimation would consequently also have to appear for the

GNRs, the CPT formalism is not thought to be the reason for these large critical values. The real

reason might rather be a divergence in the physical behaviour of wide zig-zag GNRs compared to

that of wide armchair GNRs and pristine graphene, as will be shown in Sec. 3.5.

The described characteristics for increasing on-site interactions U are attended by a change of the

physical behaviour from metallic to semiconducting. Since on-site interactions are not a theoretical

artifact but rather real, this means that experimentally produced zig-zag GNRs are expected to

behave like semiconductors.

A comparison of the increase of the energy gap ∆ZZ depending on the value of U for the three zig-

zag GNR geometries investigated in this section is presented in Fig. 3.14, with the particular energy

gap calculated according to Eq.(3.74). The appearance of the critical interaction values Ucrit can be

discovered again. Remember its definition as the value of U where the energy gap ∆ZZ exceeds the

value of the broadening for the first time.

For the on-site interaction U = 9.3eV ≈ 3.3t , which was found for graphene by cRPA [50], the

energy gaps already reach a value of

∆ZZ -W3|Ugraphene ≈ 0.63t ≈ 1.76 eV ; ∆ZZ -W4|Ugraphene ≈ 0.5t ≈ 1.4 eV ; ∆ZZ -W5|Ugraphene ≈ 0.43t ≈ 1.20 eV

(3.113)

obviously characterizing the zig-zag GNRs as direct band gap semiconductors. Although the ob-

tained energy gaps might be overestimated by the CPT method, there is no doubt about their open-

ing in consequence of the applied electron-electron interactions.

Comparing the observed ∆ZZ (U) characteristic to that of pristine graphene (see Fig. 3.5) it can be
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Figure 3.14: Energy gap ∆ZZ (U) for a ZZ-W3 GNR, ZZ-W4 GNR and ZZ-W5 GNR as a function
of the on-site interaction U, calculated according to Eq.(3.74). The critical values UZZ

crit
where the energy gap opens up are indicated.

said that both the infinite structure and the GNR lattices show a similar behaviour, with slightly larger

energy gaps in the infinite graphene lattice.

Since there are no literature values available for the width-dependence of the energy gap ∆ZZ of

zig-zag GNRs with applied on-site interactions, a comparison is not possible. However, for armchair

GNRs the width-dependence of the energy gap ∆AC in the non-interacting case was studied in

detail [9] [53] and it shows precisely the same decreasing gap width for increasing ribbon width as

observed for the zig-zag GNRs with applied on-site interactions.

As in the case of pristine graphene, the energy-momentum dispersion relation ω(k ) of GNRs in

the non-interacting case (U = 0), can also be obtained by Fourier transforming the whole problem

into wavevector k -space [9], which is possible due to the translational invariance in the longitudinal

direction of the GNRs. Besides extended states zig-zag GNRs also feature one localized edge state,

which causes the partially flat energy bands of zig-zag GNRs appearing in k -space between every

two contiguous K -points of the reciprocal superlattice BZΛ (shown in Fig. 3.10). Because of this

localized state (which only occurs in the case of zig-zag GNRs) and the difference in the lattice

geometries of zig-zag and armchair GNRs, two slightly different calculation formulas need to be

derived. A comprehensive derivation is provided in [9]. The final analytical solution for ω(k ) in the

case of zig-zag GNR geometries is then given by

ω(k ) = ±t
√

1 + gk
2 + 2gk cos(p) (3.114)

with gk = 2cos
(
k/2

)
. p = p(k , W ) is the transverse wavenumber, which is given as the solution of

sin(pW ) + gk sin(pW + p) = 0. (3.115)
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The analytical description of the localized edge state is achieved by a similar formula:

ω(k ) = ±t
√

1 + gk
2 − 2|gk |cosh(η) (3.116)

where η is given as the solution of

sin(ηW )− |gk |sin(ηW + η) = 0. (3.117)

The analytical solutions for the three zig-zag GNR geometries investigated in this section are plotted

in Fig. 3.15 in order to prove the equivalence to the numerical solution of the non-interacting cases

in Fig. 3.11a, Fig. 3.12a and Fig. 3.13a. The perfect accordance of the analytical and numerical

solutions again corroborates that CPT is exact for U = 0.

(a) ZZ-W3 GNR (b) ZZ-W4 GNR

(c) ZZ-W5 GNR

Figure 3.15: Energy-momentum dispersion relation ω(k ) of a ZZ-W3, ZZ-W4 and a ZZ-W5 GNR
in the non-interacting U = 0 case (corresponding to Fig. 3.11a, Fig. 3.12a and Fig.
3.13a). The analytical solutions obtained by Eq.(3.114) and Eq.(3.116) are plotted in
addttion (red markers) and show perfect agreement to the non-interacting numerical
solutions.
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3.3.3 (Local) electronic density of states

The energy-momentum dispersion relations ω(k ) obtained in the last subsection delivered informa-

tion wether the zig-zag GNRs behave like a metal, as predicted [24] [9], or not. Since the dispersion

relation of a whole GNR provides no information about the cluster sites accountable for a possible

metallic behaviour, it remains to investigate, which sites are providing the metallic states. To gain

deeper insight into the distribution of the possible energy states on the different cluster sites, the DOS

ρ(ω) and LDOS ρi (ω) of GNRs with a zig-zag edge orientation (calculated according to Eq.(3.76) and

Eq.(3.78), respectively) are investigated in this section. In addition, by observing the changes in the

DOS ρ(ω) and LDOS ρi (ω), caused by an applied on-site interaction U, a better understanding of

the effect of the latter on the equilibrium properties of zig-zag GNRs can be gained.

The DOS and LDOS are plotted for different on-site interaction values U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0,

3.3, 4.0, 5.0} for the three investigated zig-zag GNR geometries. Fig. 3.16 and Fig. 3.17 illustrate

the DOS and LDOS of the narrowest ZZ-W3 ribbon, while Fig. 3.18 and Fig. 3.19 show the DOS

and LDOS of the ZZ-W4 ribbon. The results for the ZZ-W5 GNR are plotted in Fig. 3.20 and Fig.

3.21. To figure out, wether the metallic behaviour of the zig-zag GNRs, observed at least for the

non-interacting U = 0 case in the previous subsection, can be attributed to localized edge states, as

predicted in Ref. [11] or not, the LDOS of the outermost cluster site 1 and the first inner site 2 (see

Fig. 3.9) is presented in the two top figures of every subplot.

A detailed investigation of the DOS and LDOS plots of the zig-zag GNRs reveals that the metallic

states, observable in the energy-momentum dispersion relations (Fig. 3.11 - Fig. 3.13), occur indeed

due to localized states at the edges of the ribbons. The LDOS ρ1(ω) of the edge sites shows a sharp

peak at ω = 0 for on-site interaction values U < UZZ
crit , directly corresponding to these localized

metallic edge states. As it was already described above, the metallic behaviour vanishes as the

on-site interaction U gets larger than the critical value. The emergence of the energy gaps ∆ZZ and

the vanishing of the ω = 0 peak can be clearly seen when comparing Fig. 3.16d and Fig. 3.16e for

the ZZ-W3 GNR, Fig. 3.18e and Fig. 3.18f for the ZZ-W4 GNR and Fig. 3.20e and Fig. 3.20f for the

ZZ-W5 GNR, respectively.

Furthermore, by investigating the top right plots of the LDOS ρ2(ω) of the first inner sites, it can be

observed that their shape hardly changes with increasing on-site interaction strength. Therefore,

the on-site interaction U can be said to have the greatest effect on the outermost sites, which are

exactly the sites, where the localized edge states occur.
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Figure 3.16: DOS ρ(ω) in the lattice of a ZZ-W3 GNR for different on-site interactions U/t =
{0.0, 0.5, 1.0, 1.5, 2.0, 2.5}, where the interaction strength (value of U) is labeled below
each subplot. Additionally the LDOS at the outermost site 1 (top left), which corre-
sponds to the edge site, and at the first inner site 2 (top right) is presented in the two
top figures of each subplot.
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Figure 3.17: Same as Fig. 3.16, but for U/t = {3.0, 3.3, 4.0, 5.0}. The on-site interaction U =
9.3eV ≈ 3.3t , which was found for graphene using cRPA [50], was used in subplot (b).
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Figure 3.18: Same as Fig. 3.16, but for a ZZ-W4 GNR.
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Figure 3.19: Same as Fig. 3.17, but for a ZZ-W4 GNR.
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Figure 3.20: Same as Fig. 3.16, but for a ZZ-W5 GNR.
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Figure 3.21: Same as Fig. 3.17, but for a ZZ-W5 GNR.
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3.4 Armchair graphene nanoribbons with a width of four

and five carbon atoms

After the investigation of narrow zig-zag GNR lattices in the previous section, the focus is now turned

on armchair GNR geometries (see also Fig. 2.3b). As in the previous sections, a closer look on the

lattice geometries of the treated structures is taken first, subsequently followed by a presentation of

the gained results for the equilibrium properties, i.e. spectral function A(ω, k ), energy gap ∆ and the

(L)DOS ρ(ω). Last but not least an interpretation of the results is provided, in terms of an explanation

of the discovered behaviours.

3.4.1 Lattice geometry

Armchair GNRs with 4 and 5 C atoms along the width W are investigated in this section, where a

W = N ribbon is denoted AC-WN in the following. The geometry of the two investigated armchair

GNRs is shown in Fig. 3.22a (AC-W4) and Fig. 3.22c (AC-W5).

As in the case of zig-zag GNRs, there remains only one lattice vector for armchair GNR geometries

given by

r =
a√
3

(
3

0

)
. (3.118)

The chosen CPT clusters coincide again with the physical unit cell, resulting in a superlattice vector

R equal to the lattice vector r :

R = r =
a√
3

(
3

0

)
. (3.119)

The lattice geometries of the two investigated armchair GNRs, the chosen cluster tiling and the

resulting superlattice vector R are shown in Fig. 3.22, where it can be also observed that the above

statements apply to both investigated armchair GNR geometries. The cluster tiling is represented

by the green lines in Fig. 3.22a (AC-W4) and Fig. 3.22c (AC-W5). The corresponding superlattice

vectors R are sketched as brown arrows. A detailed view of the used clusters, with all the possible

inter-cluster hoppings indicated by black double-headed arrows, is presented in Fig. 3.22b (AC-W4)

and Fig. 3.22d (AC-W5)

The locations of the atoms in the symmetrical 8-site cluster of the AC-W4 GNR are given by

c1,8 = a√
3

(
∓1√

3

)
; c2,7 = a√

3

(
∓1

2√
3

2

)
; c3,6 = a√

3

(
∓1

0

)
; c4,5 = a√

3

(
∓1

2

−
√

3
2

)
(3.120)
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Figure 3.22: Geometry of the real-space lattice λ and the applied cluster tiling for an AC-W4 GNR
(a) and an AC-W5 GNR (c). The red and blue dots mark the C atoms corresponding to
the two different sublattices of the infinite graphene lattice. The lattice vector r and the
superlattice vector R are represented by the brown arrows. (b) and (d): Detailed view
of the corresponding 2W -site clusters. The numbers label the 2W cluster sites, while
the double-headed arrows indicate the possible inter-cluster hoppings.
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while the atoms in 10-site cluster of the AC-W5 GNR are located at the following positions

c1,6 = a√
3

(
∓1√

3

)
; c2,7 = a√

3

(
∓1

2√
3

2

)
; c3,8 = a√

3

(
∓1

0

)
; c4,9 = a√

3

(
∓1

2

−
√

3
2

)
; c5,10 = a√

3

(
∓1

−
√

3

)
(3.121)

where the 10-site cluster is symmetric again.

The cluster tiling again introduces a superlattice Γ and a corresponding one-dimensional superlattice

BZΛ, which is shown in Fig. 3.23. The resulting reciprocal superlattice vector K is given by

K =
2π√
3a

(
1

0

)
. (3.122)

Obviously, the first BZ looks the same for the AC-W4 GNR and the AC-W5 GNR, since their lattices

are described by the same superlattice vector R defined in Eq.(3.119).

Since the reciprocal lattice of an armchair GNR is described by a zig-zag GNR lattice, as already

mentioned before, there are again some points in the reciprocal superlattice BZΛ, which are of

particular interest. They are denoted M and K in the following and are located at the following

reciprocal space coordinates kx

M =
{

...,
π

2
√

3a
,

3π
2
√

3a
, ...
}

; K =
{

..., 0,
π√
3a

,
2π√
3a

, ...
}

. (3.123)

The notation was chosen in this specific way again, because the defined K -points in the armchair

GNRs reciprocal superlattice BZΛ and the Dirac points of the whole reciprocal zig-zag lattice are

located exactly at the same kx coordinates. Therefore, the development of Dirac-cone-like disper-

sion relations is expected at exactly these reciprocal superlattice points. The kx coordinates of the

reciprocal superlattice Γ-points correspond to the kx coordinates of the Γ-points in the reciprocal

zig-zag lattice. A graphical description is provided in Fig. 3.23.

K K KM M

Figure 3.23: Above (black): Reciprocal lattice of an AC-W5 GNR. Below (red): Reciprocal superlat-
tice Λ of all investigated armchair GNR structures. The distinguishing points M and K
are indicated, with the kx coordinates of the K -points corresponding to the kx coordi-
nates of the important Dirac points, as indicated by the blue dashed-lines.
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The calculation of the retarded cluster Green’s function GR
0 (ω) requires the nearest-neighbour intra-

cluster hoppings of the particular armchair GNR clusters again, which are described by the nearest-

neighbour hopping integrals tij of graphene and are identical for all hoppings. In contrast to the

zig-zag GNR geometries, care must be taken with the indices of the nearest-neighbours (according

to the site labeling in Fig. 3.22):

tij = t ∀ nearest neighbours i , j according to Fig. 3.22 . (3.124)

The detailed views of the particular armchair GNR clusters in Fig. 3.22b (AC-W4 GNR) and Fig.

3.22d (AC-W5 GNR) show the inter-cluster hoppings as black double-headed arrows, which deter-

mine the corresponding hopping matrices T 2Ws
AC (k ) according to Eq.(3.50):

T 8s
AC(k ) = t



0 0 0 0 0 0 0 e−ikRΛ

0 0 0 0 0 0 0 0

0 0 0 0 0 e−ikRΛ

0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 eikRΛ

0 0 0 0 0

0 0 0 0 0 0 0 0

eikRΛ

0 0 0 0 0 0 0


(3.125)

T 10s
AC (k ) = t



0 0 0 0 0 e−ikRΛ

0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 e−ikRΛ

0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 e−ikRΛ

eikRΛ

0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 eikRΛ

0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 eikRΛ

0 0 0 0 0



(3.126)

What follows is a presentation of the results of the equilibrium properties introduced in Sec. 3.1.2,

which were calculated for different values of the on-site interaction U for the AC-W4 and AC-W5

GNR geometry.
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3.4.2 Spectral function

The spectral function A(k ,ω) was calculated again according to Eq.(3.68) for on-site interactions

U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0}. The resulting energy-momentum dispersion re-

lation ω(k ) of the particular armchair GNRs are plotted in Fig. 3.24 (AC-W4 GNR) and Fig. 3.25

(AC-W5 GNR)

It was outlined in Chapter 2 that armchair GNRs can behave in a semiconducting or (semi-)metallic

way, depending on their particular width [25]. The necessary condition to be fulfilled for a (semi-

)metallic behaviour, was a number of N = 3M − 1 C atoms along the ribbon width, where M is an

integer. Now, this condition is obviously fulfilled for the AC-W5 GNR with N = 5 = 3 · 2 − 1 atoms

along the width of the ribbon. Therefore, the two investigated armchair structures are expected to

exhibit completely different equilibrium properties.

Focusing on the narrower AC-W4 GNR first, the appearance of an energy gap ∆AC can be observed

already for the non-interacting U = 0 case in Fig. 3.24a, clearly approving the expected semi-

conducting behaviour. Similar to the zig-zag GNR geometries the emergence of cone-like features

(highlighted with a red frame in the particular figure) precisely at the K -points - the reciprocal lattice

points where the Dirac cones were observed in the energy-momentum plots of the pristine graphene

lattice (see Fig. 3.4) - can be observed again. However, in contrast to the continuous disappearance

of the Dirac cones (cone-like features) with increasing on-site interaction U in the case of pristine

graphene (zig-zag GNRs), for the AC-W4 GNR geometry the energy gap first decreases with in-

creasing on-site interaction U, which comes along with a transformation of the cone-like features to

real Dirac cones. The described features are clearly observable in Fig. 3.24a - Fig. 3.24f. For an

on-site interaction value U = 2.5t the energy gap completely vanishes and the Dirac cones of the

non-interacting pristine graphene lattice are completely reestablished, resulting in a semi-metallic

physical behaviour. This absolutely striking and somehow paradoxical characteristic is shown in Fig.

3.24f. A similar behaviour was also reported for pristine graphene using Renormalization Group

Theory (RGT) [54].

The energy gap increases again with increasing on-site interactions for U > 2.5t . The complete U-

dependency of the energy gap ∆AC(U) is presented in Fig. 3.26, which allows for a comprehensive

analyzation of the physical changes in the AC-W4 GNR lattice due to applied on-site interactions.

Next, the focus is turned on the AC-W5 GNR geometry. As explained above, a semi-metallic be-

haviour is expected at least for the non-interacting case U = 0 [25] . Analyzing Fig. 3.25a - Fig.

3.25c, the appearance of linear dispersion relations, i.e. Dirac cones in three dimensions, at the

reciprocal K -points can be obtained, approving the expected semi-metallic behaviour without ambi-

guity.

Similar to the pristine graphene lattice, the semi-metallic behaviour changes to a semiconducting

one at some critical value for the on-site interaction Ucrit . Inspecting Fig. 3.25d - Fig. 3.25j the

emergence of an energy gap ∆AC , which grows with increasing on-site interaction U, can be ob-

served. This enhancement of the bandgap ∆AC is directly related to the change from semi-metallic
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(a) U/t = 0.0 (b) U/t = 0.5

(c) U/t = 1.0 (d) U/t = 1.5

(e) U/t = 2.0 (f) U/t = 2.5

(g) U/t = 3.0 (h) U/t = 3.3

(i) U/t = 4.0 (j) U/t = 5.0

Figure 3.24: Energy-momentum dispersion relation ω(k ) of an AC-W4 GNR for different on-site
interactions U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0}, where the interaction
strength (value of U) is labeled below each subplot. The energy ω is plotted in terms of
the hopping integral t : ω = ω/t . The red frame in (a) highlights the appearing cone-like
features. An on-site interaction value U = 9.3eV ≈ 3.3t , which was found for graphene
using cRPA [50], was used in subplot (h).
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(a) U/t = 0.0 (b) U/t = 0.5

(c) U/t = 1.0 (d) U/t = 1.5

(e) U/t = 2.0 (f) U/t = 2.5

(g) U/t = 3.0 (h) U/t = 3.3

(i) U/t = 4.0 (j) U/t = 5.0

Figure 3.25: Same as Fig. 3.24, but for an AC-W5 GNR.
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to semiconducting behaviour. Continuously comparing the subplots of Fig. 3.25 with each other, a

critical value Ucrit can be found:

UAC-W5
crit ≈ 1.2t (3.127)

where the occurring broadening of the energy bands, which makes an accurate determination rather

difficult, needs to be mentioned again.

The enhancement of the energy gap width ∆AC of the AC-W5 GNR geometry with increasing on-

site interaction U is also presented in Fig. 3.26, where the energy gap was calculated according to

Eq.(3.74). The critical interaction value Ucrit is indicated.

The described characteristics at increasing on-site interactions U are attended by a change of the

physical behaviour from semi-metallic to semiconducting. This means that experimentally produced

AC-W5 GNRs are expected to behave like semiconductors.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

U/t

/t U
Crit

 

 

AC W4 GNR
AC W5 GNR

Figure 3.26: Energy gap ∆AC(U) for an AC-W4 and AC-W5 GNR as a function of the on-site interac-
tion U, calculated according to Eq.(3.74). The critical value UAC

crit where the energy gap
opens up in the AC-W5 GNR is indicated.

For the on-site interaction U = 9.3eV ≈ 3.3t , which was found for graphene by cRPA [50], the

energy gaps of the two investigated armchair GNR geometries are given by

∆AC-W4|Ugraphene ≈ 0.55t ≈ 1.54 eV ; ∆AC-W5|Ugraphene ≈ 1.15t ≈ 3.22 eV (3.128)

obviously distinguishing both armchair GNRs as direct band gap semiconductors. In this context

the probably occurring overestimation of the energy gaps due to the applied CPT method should be

remembered again.

Comparing the observed ∆AC(U) characteristic of the AC-W5 GNR to that of pristine graphene (see

Fig. 3.5) it can be said that both the infinite structure and the armchair GNR lattice show a similar

behaviour, with comparatively larger energy gaps in the armchair GNR lattice.
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For the energy gap ∆AC of the AC-W4 GNR geometry in the non-interacting case U = 0 a value

of ∆AC ≈ 0.77t ≈ 2.15 eV was found. This value is in perfect agreement with the values given in

literature [9] [53].

As already stated in the previous section, the energy-momentum dispersion relation ω(k ) of arm-

chair GNRs in the non-interacting case (U = 0), can also be obtained by Fourier transforming the

whole problem into wavevector k -space. A comprehensive derivation (provided in [9]) yields the final

analytical solution for ω(k ) in the case of armchair GNR geometries

ω(k ) = ±t

√
1 + εp

2 + 2εpcos
(

k
2

)
(3.129)

with εp = 2cos(p). p = p(W ) is the transverse wavenumber, which is determined through the edge

boundary condition by

p =
r

W + 1
π, r = 1, 2, 3, ...W . (3.130)

The analytical solutions for the two armchair GNR geometries investigated in this section are plotted

in Fig. 3.27 in order to prove their equivalence to the numerical solutions of the non-interacting cases

in Fig. 3.24a and Fig. 3.25a. The perfect accordance of both the analytical and numerical solution

corroborates again that CPT is exact for U = 0.

(a) AC-W4 GNR (b) AC-W5 GNR

Figure 3.27: Energy-momentum dispersion relation ω(k ) of an AC-W4 and an AC-W5 GNR in the
non-interacting U = 0 case (corresponding to Fig. 3.24a and Fig. 3.25a). The analytical
solutions obtained by Eq.(3.129) are plotted in addtion (red markers) and show perfect
agreement to the non-interacting numerical solutions.
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3.4.3 (Local) electronic density of states

The energy-momentum dispersion relations ω(k ) obtained in the last subsection delivered informa-

tion wether the armchair GNRs behave like a (semi -) metal, as predicted for AC-W5 GNRs, or

like a semiconductor, as predicted for AC-W4 GNRs [9]. Since the dispersion relation of a whole

GNR provides no information about the cluster sites accountable for a possible (semi-) metallic

behaviour, the DOS ρ(ω) and LDOS ρi (ω) of the AC-W4 GNR and AC-W5 GNR (calculated accord-

ing to Eq.(3.76) and Eq.(3.78), respectively) are investigated for different on-site interaction values

U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0} in this subsection. As it was the case also in the

previous sections, the LDOS of the outermost cluster site 1 and the first inner site 2 (see Fig. 3.22)

are presented in the two top figures of each subplot. In addition, the changes in the DOS and LDOS,

caused by an applied on-site interaction U, provide a better understanding of the effect of the latter

on the equilibrium properties of armchair GNRs.

Fig. 3.28 and Fig. 3.29 illustrate the DOS and LDOS of the AC-W4 GNR, while Fig. 3.30 and Fig.

3.31 show the DOS and LDOS of the AC-W5 GNR. Care has to be taken when analyzing the plots

of ρ(ω), ρ1(ω) and ρ2(ω) in the particular cases, since there are different scalings applied in order to

provide a suitable resolution of the curves.

Since the two investigated armchair GNR structures physically behave in a different way, where the

AC-W4 GNR features semiconducting characteristics, due to its width W = 4 6= 3M − 1, M ∈ N,

in contrast to the semi-metalic AC-W5 GNR with a width W = 5 = 3 · 2 − 1, a separate analyzation

of the (L)DOS will be presented.

Starting out with the narrower AC-W4 GNR structure, Fig. 3.28a clearly shows an appearing

bandgap ∆AC in the non-interacting U = 0 case. Both, the outermost site 1 and the first inner

site 2, contribute states to the overall DOS ρ(ω) in a similar way. The paradoxical closure of the en-

ergy gap for increasing on-site interactions can be clearly discovered in Fig. 3.28a - Fig. 3.28f. The

gap has completely vanished in the latter, where an on-site interaction U = 2.5t has been applied.

Fig. 3.28f also reveals that the (semi -) metallic states are again located at the outermost site 1, as

it was the case for the localized edge states in the zig-zag GNRs.

In contrast to this, investigating Fig. 3.30a - Fig. 3.30c yields that the (semi-) metallic states observed

in the energy-momentum dispersion relation of the AC-W5 GNR in Fig. 3.25a - Fig. 3.25c, seem to

be located at the outermost site 1 and the first inner site 2 in an equal number (notice the different

scalings in the particular top plots here). Only the lowest states above and the highest states below

the energy gap ∆AC seem to be concentrated at the outermost site 1.

The appearance of an energy gap ∆AC with increasing on-site interaction strength can be discovered

here again, by taking a detailed look on Fig. 3.30d - Fig. 3.31d. The states for these values of the

on-site interaction U are again contributed by site 1 and 2 in an equal amount.
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(f) U/t = 2.5

Figure 3.28: DOS ρ(ω) in the lattice of an AC-W4 GNR for different on-site interactions U/t =
{0.0, 0.5, 1.0, 1.5, 2.0, 2.5}, where the interaction strength (value of U) is labeled below
each subplot. Additionally the LDOS at the outermost site 1 (top left), which corre-
sponds to the edge site, and at the first inner site 2 (top right) is presented in the two
top figures of each subplot.
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(b) U/t = 3.3
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(d) U/t = 5.0

Figure 3.29: Same as Fig. 3.28, but for U/t = {3.0, 3.3, 4.0, 5.0}. The on-site interaction U =
9.3eV ≈ 3.3t , which was found for graphene using cRPA [50], was used in subplot (b).
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(f) U/t = 2.5

Figure 3.30: Same as Fig. 3.28, but for an AC-W5 GNR.
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(d) U/t = 5.0

Figure 3.31: Same as Fig. 3.29, but for an AC-W5 GNR.
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3.5 Zig-zag and armchair graphene nanoribbons with a

width of thirty carbon atoms

After the detailed investigations of narrow zig-zag and armchair GNR structures in the previous sec-

tions the focus is turned on wider GNRs (i.e. with more C atoms along the width) now. Physical

equilibrium properties similar to those found for the infinitely extended graphene lattice in Sec. 3.2

are expected.

A zig-zag GNR and an armchair GNR with 30 C atoms along the width, respectively, denoted as

ZZ-W30 GNR and AC-W30 GNR in the following, are investigated concerning their equilibrium prop-

erties. A presentation of the results for the spectral function A(ω, k ), the energy gap ∆(U) and the

(L)DOS ρ(ω), as well as an interpretation of the results in terms of an explanation of the discovered

behaviours, is provided in the next subsections.

3.5.1 Lattice geometry

The geometry of the two investigated GNRs is shown in Fig. 3.32a (ZZ-W30) and Fig. 3.32c (AC-

W30), where the two sublattices of graphene are marked by the red and blue dots again.

For both structures, the introduced superlattices Λ, with the superlattice vectors R, as well as the

corresponding reciprocal superlattices, with the reciprocal superlattice vectors K are exactly the

same, as for the narrow structures treated in the previous sections. The superlattice vectors R are

given in Eq.(3.104) (ZZ-W30) and Eq.(3.119) (AC-W30), the introduced reciprocal superlattices are

shown in Fig. 3.10 (ZZ-W30) and Fig. 3.23 (AC-W30) and the reciprocal superlattice vectors K are

defined in Eq.(3.106) (ZZ-W30) and Eq.(3.122) (AC-W30).

Now, the physical unit cells, which spread out over the whole width of the ribbons as in the case of

the narrow ribbons, contain 60 atoms. Such a size cannot be treated exactly in the interacting case,

since a limit of approximately 20-site clusters appear for these kind of many-body calculations using

state-of-the art numerics (see also: Introduction of Chapter 3). One therefore has to split the unit

cell into smaller clusters, which can be solved exactly, and combine them via CPT. In consequence

of this splitting, the superlattice vector R required for the calculation of the first BZΛ of the reciprocal

superlattice is not equal to the superlattice vectors R1 and R2, which are needed to build up the

physical unit cell with the chosen clusters. For the ZZ-W30 GNR structure these vectors are given

by

RZZ
1 =

(
a

0

)
RZZ

2 =
a√
3

(
0

3

)
. (3.131)

while for the AC-W30 GNR geometry they are defined as

RAC
1 =

a√
3

(
3
2

3
√

3
2

)
RAC

2 =
a√
3

(
3
2

−3
√

3
2

)
. (3.132)

which are identical to the superlattice vectors of the pristine graphene lattice.
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The lattice geometries of the two investigated GNRs with the applied cluster tiling and the resulting

superlattice vectors are shown in Fig. 3.32. The cluster tiling is represented by the green lines in

Fig. 3.32a (ZZ-W30) and Fig. 3.32c (AC-W30). The superlattice vectors R1 and R2 needed to build

up the physical unit cell are sketched as brown arrows. A detailed view of the used clusters, with

all the possible inter-cluster hoppings indicated by black double-headed arrows, is presented in Fig.

3.32b (ZZ-W30) and Fig. 3.32d (AC-W30). The consecutive numbering of the sites in the different

clusters should be noted, which appears due to the splitting of the unit cell into smaller clusters.

The locations of the atoms within the first 4-site cluster of the ZZ-W30 GNR (i.e. at the bottom of

Fig. 3.32a) are given by

c1 = a√
3

(√
3

2

0

)
; c2 = a√

3

(
0

1

)
; c3 = a√

3

(
0

3

)
; c4 = a√

3

(√
3

2

4

)
(3.133)

while the positions of the atoms in the first 6-site cluster of the AC-W30 GNR (i.e. at the bottom of

Fig. 3.32c) are the same as for the 6-site cluster used for the investigation of the infinitely extended

graphene lattice (see Eq.(3.93)).

As in the previous sections the intra-cluster hoppings need to be defined for the calculation of the

cluster Green’s function GR
0 (ω) (according to the site labeling in Fig. 3.32b). For the ZZ-W30 GNR

they are given by

tij = t ∀ i , j | |i − j| = 1 (3.134)

while the intra-cluster hoppings for the AC-W30 GNR structure are again equal to those of the cluster

used for the description of the pristine graphene lattice (see Eq.(3.96)).

To enable a calculation of the retarded total lattice single-particle Green’s function GR(ω) for the

particular zig-zag and armchair GNR structures investigated in this section using Eq.(3.37), the

Green’s function for the whole physical unit cell GR
u.c.(ω) has to be constructed. In order to do so,

a bulk diagonal 2W × 2W = 60 × 60 matrix is constructed, by putting the cluster Green’s function

GR
0 (ω) fifteen times (ZZ-W30) or ten times (AC-W30), respectively, along the diagonal:

GR
u.c.(ω) =


GR

0 (ω)

GR
0 (ω)

GR
0 (ω)

. . .

 . (3.135)

The dimension 2W × 2W of the constructed matrices originates from the size of the corresponding

unit cells. A simple explanation for the matrix dimensions can be provided for the ZZ-W30 (AC-W30)

GNR lattice:

Since there are fifteen 4-site clusters (ten 6-site clusters) needed to build up the whole width of

the ribbon and every 4-site cluster (6-site cluster) has a dimension of 4 × 4 (6 × 6), the resulting

dimension is 15 ·4×15 ·4 = 60×60 (10 ·6×10 ·6 = 60×60). The electron spin, which would double

the dimensions of all matrices described here, was neglected in this simplified explanation.
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(a) (b)

(c) (d)

Figure 3.32: Real-space lattice λ and the applied cluster tiling for a ZZ-W30 GNR (a) and an AC-
W30 GNR (c). The red and blue dots mark the C atoms corresponding to the two
different sublattices of the infinite graphene lattice. The superlattice vectors R1 and R2

needed to build up the physical unit cell are represented by the brown arrows. The
physical unit cells can be constructed by concetenate all clusters along the width of the
ribbons. (b): Detailed view of the corresponding cluster chosen for the ZZ-W30 GNR
geometry (highlighted with a red frame in (a)). (d): Detailed view of the corresponding
cluster chosen for the AC-W30 GNR geometry (highlighted with a red frame in (c)).
The numbers label the 2W cluster sites, while the double-headed arrows indicate the
possible inter-cluster hoppings.

79



Equilibrium properties of graphene nanoribbons

The required hopping matrices T (k ) need to be determined again. A difference to the investigation

of the narrow GNRs arises in this context, since the clusters do not coincide with the physical unit

cells, as stated above. In consequence to that, the clusters have to be connected not only along the

longitudinal direction, but also along the transversal to build up the whole ribbon.

In the case of the ZZ-W30 geometry, a block-diagonal 60×60 matrix has to be constructed, with the

4×4 hopping matrices, which would be used if the clusters are only connected along the longitudinal

axis, along the diagonal. The additional inter-cluster hopping terms for the transversal connections

are added by hand afterwards, similar to a splitting of a Hamiltonian described in Eq.(3.34).

As explained above, for the ZZ-W30 GNR the hopping matrix of the 4-site cluster has to be put fifteen

times along the diagonal to build up the overall hopping matrix. In the detailed view of the particular

zig-zag cluster in Fig. 3.32b the inter-cluster hoppings, which determine the matrix elements of the

4×4 hopping matrix T 4s
ZZ (k ) according to Eq.(3.50), are plotted as black double-headed arrows. This

leads to the following overall hopping matrix

T W30
ZZ (k ) = t



0 eikR1
Λ

0 0 0 0 0 0 ...

e−ikR1
Λ

0 0 0 0 0 0 0 ...

0 0 0 e−ikR1
Λ

0 0 0 0 ...

0 0 eikR1
Λ

0 eikR2
Λ

0 0 0 ...

0 0 0 e−ikR2
Λ

0 eikR1
Λ

0 0 ...

0 0 0 0 e−ikR1
Λ

0 0 ...

0 0 0 0 0 0 0 e−ikR1
Λ

...

0 0 0 0 0 0 eikR1
Λ

0 ...
...

...
...

...
...

...
...

...
. . .


(3.136)

where the longitudinal inter-cluster hoppings of the 4-site clusters are highlighted in red, while the

transversal inter-cluster hopping terms are indicated in blue. For a comprehensible understanding

of the constructed matrix, the consecutive numbering of the cluster sites due to the splitting of the

whole unit cell into smaller clusters has to be remembered (see Fig. 3.32b).

Setting up the hopping matrix T W30
AC (k ) for the AC-W30 GNR is more complicated, since the clusters

are not aligned above each other, but are also shifted in the longitudinal direction (see Fig. 3.32c).

Therefore, the inter-cluster hoppings between the 6-site clusters, obtainable from the detailed view

of the particular armchair cluster in Fig. 3.32d, have to be arranged properly in a 60 × 60 matrix.

The resulting overall hopping matrix is given by
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T W30
AC (k ) = t ·



0 0 0 e−ik (R1+R2) 0 0 0 0 0 0 ...

0 0 0 0 0 0 0 0 0 0 ...

0 0 0 0 0 0 0 0 0 0 ...

e−ik (R1+R2) 0 0 0 0 0 0 0 0 0 ...

0 0 0 0 0 0 0 eikR1 0 0 ...

0 0 0 0 0 0 0 0 e−ikR2 0 ...

0 0 0 0 0 0 0 0 0 e−ik (R1+R2) ...

0 0 0 0 e−ikR1 0 0 0 0 0 ...

0 0 0 0 0 eikR2 0 0 0 0 ...

0 0 0 0 0 0 eik (R1+R2) 0 0 0 ...

0 0 0 0 0 0 0 0 0 0 ...

0 0 0 0 0 0 0 0 0 0 ...
...

...
...

...
...

...
...

...
...

...
. . .


(3.137)

where the longitudinal inter-cluster hoppings are highlighted in red again, while the transversal inter-

cluster hopping terms are indicated in blue. Note that the superscript (Λ) of the superlattice vectors

was omitted here to afford better readability. Again, the consecutive numbering of the cluster sites

shown in Fig. 3.32d has to be remembered to gain a comprehensible understanding of the con-

structed matrix.

The results of the equilibrium properties introduced in Sec. 3.1.2, which were calculated for dif-

ferent values of the on-site interaction U for the large ZZ-W30 and AC-W30 GNR geometries, are

presented in the following subsection.

3.5.2 Spectral function

The spectral function A(k ,ω) was calculated according to Eq.(3.68) for different values of the on-site

interaction U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0} . The resulting energy-momentum

dispersion relations ω(k ) are plotted in Fig. 3.33 (ZZ-W30 GNR) and Fig. 3.34 (AC-W30 GNR).

Fig. 3.33a shows the energy-momentum dispersion relation ω(k ) for the ZZ-W30 GNR in the non-

interacting case U = 0. The conducting states at ω = 0 are observed again, determining the

expected metallic behaviour. Similar to the narrow zig-zag GNR structures investigated in Sec. 3.3

the metallic behaviour is changed to a semiconducting one for on-site interaction strengths larger

than the critical value Ucrit . The appearance of an increasing energy gap ∆ZZ for increasing on-site

interaction strengths is also observed again in Fig. 3.33i and Fig. 3.33j. In comparison to the narrow

GNR structures (see Fig. 3.11 - Fig. 3.13) the obtained critical value for the on-site interactions is

rather large,

UZZ -W30
crit ≈ 3.4t (3.138)
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(a) U/t = 0.0 (b) U/t = 0.5

(c) U/t = 1.0 (d) U/t = 1.5

(e) U/t = 2.0 (f) U/t = 2.5

(g) U/t = 3.0 (h) U/t = 3.3

(i) U/t = 4.0 (j) U/t = 5.0

Figure 3.33: Energy-momentum dispersion relation ω(k ) of a ZZ-W30 GNR for different on-site
interactions U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.3, 4.0, 5.0}, where the interaction
strength (value of U) is labeled below each subplot. The energy ω is plotted in terms of
the hopping integral t : ω = ω/t . The on-site interaction U = 9.3eV ≈ 3.3t , which was
found for graphene using cRPA [50], was used in subplot (h).
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(a) U/t = 0.0 (b) U/t = 0.5

(c) U/t = 1.0 (d) U/t = 1.5

(e) U/t = 2.0 (f) U/t = 2.5

(g) U/t = 3.0 (h) U/t = 3.3

(i) U/t = 4.0 (j) U/t = 5.0

Figure 3.34: Same as Fig. 3.33, but for an AC-W30 GNR. The colormap has been changed in this
plot to afford a better differentiation of the individual energy bands.
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which is somehow paradoxical, since the large zig-zag GNR structure should be closer to the infinite

limit of the pristine graphene lattice, where a much smaller critical value of Usimple graphne
crit ≈ 1.4t

was obtained (see Eq.(3.99)). Since it is not believed that this behaviour is spuriously delivered

by the applied CPT method, it seems like the mere existence of zig-zag edges is determining the

equilibrium GNR properties in an impressive manner, independent of the ribbon width. Since the

infinitely extended graphene lattice is treated as a periodic lattice without any edges, this would

explain why there can be such a significant difference between the critical on-site interaction values

Ucrit .

A very interesting observation can be made in Fig. 3.33h. For the on-site interaction U = 9.3eV ≈
3.3t (reported for pristine graphene [50]), the energy gap has not yet appeared, for the ZZ-W30

GNR geometry. Therefore, the metallic behaviour or at least a semi-metallic one is expected for

these structure, which is a very interesting result, since it would charcterize the interacting model of

the ZZ-W30 GNR as a metal. Therefore, the electrical conductivity within this wide ribbon should be

much larger than the one of the narrow zig-zag GNRs.

Another important feature of this wide zig-zag GNR is the reestablishment of Dirac cone-like features

at the reciprocal K -points of the first BZ, which can be discovered clearly in Fig. 3.33a - Fig. 3.33f.

Turning to the AC-W30 GNR lattice now, the almost perfect reestablishment of the Dirac cones is the

first important feature observable in the plot of the non-interacting case U = 0 in Fig. 3.34a. Although

there appears a very small gap at the K -points, the non-interaction AC-W30 GNR lattice can be

said to exhibit almost a semi-metallic behaviour. These two properties discovered for the AC-W30

GNR are in perfect agreement with the equilibrium properties found for the non-interacting infinitely

extended graphene lattice (see. Fig. 3.4a.). Moreover, when comparing the energy-dispersion

relations ω(k ) of the two non-interacting cases in Fig. 3.4a (pristine graphene) and Fig. 3.34a

(AC-W30 GNR) respectively in detail, a perfect agreement between the energy bands of pristine

graphene between the K - and M-point of the 1st BZ and the lowest (highest) energy band in the

conduction (valence) band of the wide armchair structure can be obtained. In fact, this agreement

proves the expected significance of the infinitely extended graphene lattice, as the asymptotic limit

for GNRs structures with growing width dimensions.

The asymptotical convergence of the equilibrium properties of AC-W30 GNRs to the results found

for pristine graphene, shown above for the non-interacting case, is also observed for non-zero on-

site interactions U 6= 0. Fig. 3.34f - Fig. 3.34j show an enhancement of the energy gap ∆AC similar

to that found for pristine graphene in Fig. 3.4f - Fig. 3.4j. Furthermore, the progression of the ∆AC(U)

curve of AC-W30 GNRs plotted in Fig. 3.35 matches the one of ∆(U) for pristine graphene, which

is also plotted, almost perfect. For the sake of completeness the energy gap ∆ZZ (U) of the ZZ-W30

GNR is plotted in addition in Fig. 3.35. The large occurring critical on-site interaction value can be

clearly discovered again.

For the on-site interaction U = 9.3eV ≈ 3.3t , which was found for graphene by cRPA [50], the

energy gap of the AC-W30 GNR geometry has already reached a value of

∆AC-W30|Ugraphene ≈ 0.65t ≈ 1.82 eV (3.139)

which is close to the value found for pristine graphene in Eq.(3.100). This obviously distinguishes
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AC-W30 GNRs as direct band gap semiconductors, as it was the case for the geometry of pristine

graphene.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.5

1

1.5

2

2.5

U/t

/t

 

 

U
Crit

Pristine graphene
AC W30 GNR
ZZ W30 GNR

Figure 3.35: Energy gap ∆AC(U) for an AC-W30 GNR as a function of the on-site interaction U, cal-
culated according to Eq.(3.74). The energy gap ∆(U) of the infinitely extended graphene
lattice is plotted in addition, to provide a comparison to the asymptotic limit W → ∞.
Additionally, the energy gap ∆ZZ (U) of the ZZ-W30 GNR is shown, with the large oc-
curring critical value Ucrit indicated.

As explained in the previous two sections, analytical solutions for the dispersion relations in the non-

interacting U = 0 case can be obtained by Fourier transformation. The calculations were performed

according to Eq.(3.114) and Eq.(3.116) (ZZ-W30 GNR) and Eq.(3.129) and (AC-W30 GNR) and

their results are plotted in Fig. 3.36 in order to prove the equivalence to the numerical solutions of

the non-interacting cases in Fig. 3.33a and Fig. 3.34a.

(a) ZZ-W30 GNR (b) AC-W30 GNR

Figure 3.36: Energy-momentum dispersion relation ω(k ) of a ZZ-W30 (a) and an AC-W30 GNR (b)
in the non-interacting U = 0 case (corresponding to Fig. 3.24a and Fig. 3.25a). The
analytical solution for the ZZ-N30 GNR was obtained using Eq.(3.114) and Eq.(3.116)
and is plotted in addition (red lines) in (a), while the analytical solution for the AC-N30
GNR was obtained using Eq.(3.129) and is plotted in addition (red lines) in (b). Both
analytic solutions show perfect agreement to the non-interacting many-body problem.
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3.5.3 (Local) electronic density of states

Last but not least the DOS ρ(ω) and LDOS ρi (ω) (calculated according to Eq.(3.76) and Eq.(3.78),

respectively) of the ZZ-W30 GNR and AC-W30 GNR geometry are investigated in this subsection.

Both quantities are plotted for different on-site interaction values U/t = {0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0,

3.3, 4.0, 5.0} in Fig. 3.37 and Fig. 3.38 (ZZ-W30), and in Fig. 3.39 and Fig. 3.40 (AC-W30).

In the case of the ZZ-W30 GNR the (L)DOS results serve the task of proving wether the observed

metallic states correspond to localized edge states, as it was predicted in in Ref. [11], and as it was

the case for the narrow zig-zag GNR geometries in Sec. 3.3, or not.

For the AC-W30 GNR, the (L)DOS was calculated to check which states of the physical unit cell

account for the physical behaviour that was found to be very similar to the one of infinitely extended

graphene.

The presented results for the DOS plots of the ZZ-W30 GNR clearly show the predicted localized

metallic edge states for all on-site interactions U < Ucrit . In the top left plot of the LDOS ρ1(ω) in

all subplots of Fig. 3.37 a sharp peak precisely at ω = 0 can be observed, determining that the

metallic states are only located at the outermost sites of the ZZ-W30 GNR. The LDOS ρ2(ω) of the

first inner sites do not contribute to the metallic states, since they feature no states around ω = 0.

The decrease in the number of metallic states can be seen nicely by continuously analyzing Fig.

3.37a - 3.38b. Fig. 3.38c and Fig. 3.38d show the DOS for an interaction strength U > Ucrit , where

the disappearance of the metallic states at ω = 0 and the enhancement of the energy gap ∆ZZ can

be observed.

Comparing the DOS plots of the AC-W30 GNR in Fig. 3.39 and Fig. 3.40 to those of the infinitely

extended graphene lattice in Fig. 3.7 and Fig. 3.8, the equivalence in the shape of the plots of the

overall DOS ρ(ω) can be observed at the first glance. It should be noted here that the broadening

η was chosen slightly larger in case of the AC-W30 GNR. However, neither the LDOS ρ1(ω) of the

edge state 1, nor the LDOS ρ2(ω) of the first inner site feature a progression, comparable with those

of the infinitely extended graphene lattice in the top plots of each subplot in Fig. 3.7 and Fig. 3.8.

It seems that it is rather the superposition of both LDOS curve progressions ρ1(ω) + ρ2(ω) which

delivers a curve in the shape of the LDOS functions found for the 2d graphene lattice. Therefore, it

can be stated that due to the size confinement in the case of the AC-W30 GNR structure, the LDOS

of neighbouring sites do not feature an equivalent behaviour, in contrast to the limiting case of the

infinite graphene lattice, but the superposition of both LDOSs ρ1(ω) + ρ2(ω) rather does.

A summary and a final interpretation of the gained results for all GNR geometries of this chapter is

provided in the concluding Chapter 5.
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(f) U/t = 2.5

Figure 3.37: DOS ρ(ω) in the lattice of an ZZ-W30 GNR for different on-site interactions U/t =
{0.0, 0.5, 1.0, 1.5, 2.0, 2.5}, where the interaction strength (value of U) is labeled be-
low each subplot. Additionally the LDOS at the outermost site 1 (corresponds to the
edge site) and at the first inner site 2 is presented in the two top figures of each subplot.
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(d) U/t = 5.0

Figure 3.38: Same as Fig. 3.37, but for U/t = {3.0, 3.3, 4.0, 5.0}. The on-site interaction U =
9.3eV ≈ 3.3t , which was found for graphene using cRPA [50], was used in subplot
(b).
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(f) U/t = 2.5

Figure 3.39: Same as Fig. 3.37, but for an AC-W30 GNR.
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(d) U/t = 5.0

Figure 3.40: Same as Fig. 3.38, but for an AC-W30 GNR.
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4 Electronic transport

After a detailed investigation of equilibrium properties of various GNR structures, the analyzation

of electronic transport properties in GNR geometries is the final aim of the remaining chapter. Be-

fore the DC current characteristics of armchair and zig-zag GNRs are presented in Sec. 4.4, some

preliminary cases have to be considered, to allow for a comprehensive and physically correct inter-

pretation of the results gained for the GNR geometries.

Since the GNR geometries for the non-equilibrium calculations will be equivalent to those of the

previous Chapter 3, i.e. GNRs with an infinite length, but finite widths, a special treatment of the

energy dissipation within infinite structures is required. Infinite in this context means that one phys-

ical dimension is infinite. Therefore, an investigation of an infinite TB chain regarding its electronic

transport properties is performed first. The results achieved for this rather simple geometry will rep-

resent an important support in the interpretation of the final results for armchair and zig-zag GNR

geometries with 4 C atoms along the width.

Occurring Bloch Oscillations (BOs), preventing the flow of a constant DC current, are a challenging

issue arising in infinite models without consideration of energy dissipation. However, this issue is

of theoretical nature only, since BOs are hardly observable in real solids due to the presence of

acoustic phonon and/or impurity scattering. For reasons of simplicity phonons and impurities are

neglected in this work and therefore a dissipation mechanism has to be added to the physical sys-

tem by hand. A detailed examination of BOs and an approach for solving the appearing dissipation

problem by coupling artificial bath chains, are presented in Sec. 4.2, which is also where the applied

model for the non-equilibrium investigations is explained. In this model a homogeneous DC elec-

trical field is applied to the infinite structures to drive an electrical current to flow. It will be shown

that the obtained results for the current density j(E) as a function of the electrical field E exhibit an

oscillatory behaviour. These oscillations occur due to Wannier-Stark resonances or Wannier-Stark

ladders of resonances, which originate from the homogeneous electrical field that is applied in the

particular model [55] [56] [57]. Therefore, the model for the electronic transport calculations is called

tight-binding Wannier-Stark model in this work. A detailed discussion of the occurring Wannier-Stark

oscillations and the associated theoretical background is provided in Sec. 4.3.

The numerical tools for the investigation of equilibrium properties presented in Sec. 3.1 need to be

further developed to make a calculation of non-equilibrium properties possible. In other words, the

Green’s functions formalism used in the equilibrium case is expanded to the Keldysh space, where

a calculation of electronic transport properties is feasible. This expansion and a brief derivation of

the formulas of the non-equilibrium properties of interest are provided in the following Sec. 4.1.

While armchair GNRs feature a semiconducting behaviour for most considered values of the on-site

interaction energy U in the equilibrium treatments in Sec. 3.4, zig-zag GNRs (considered in Sec.

3.3) mostly behave like metals (for small enough on-site interactions). To allow for the mentioned

comprehensive and physically correct interpretation of the current characteristics gained for both

GNR edge orientations, the infinite TB chain is investigated twice, where in the second case the

natural metallic behaviour of a TB chain was tuned to a semiconducting one by an application of

alternating on-site energies all along the chain. The DC electrical field driven current characteristics
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j(E) of the infinite TB chain coupled to semi-infinite bath chains in both, the metallic and the semi-

conducting cases, are presented in Sec. 4.3. Finally, the obtained electronic transport properties of

GNRs are shown and discussed in Sec. 4.4.

The explicit numerical calculations of the electronic current densities performed in this work, with

the approach of artificial fermion bath chains mimicking dissipation, deliver novel non-equilibrium

results for the investigated infinite systems. For one-dimensional TB systems, the dynamics of BOs

in consequence of an applied homogeneous electrical field have been studied in several reviews

( [55] [56] [57], e.g.). The results obtained for the infinite TB chain in this work represent an exten-

sion to these previous research activities due to the considered dissipation mechanism. Within the

scope of single-layer GNRs, occurring Wannier-Stark oscillations in the current densities have not

been discussed before now, indicating the novelty of the results of this work. It has to be added

here that BOs and Wannier-Stark states in the honeycomb lattice were studied recently [58]. Fur-

thermore, the occurrence of Bloch-Zener oscillations at high bias for superlattices of GNRs was

discussed in Ref. [59].

4.1 Numerical methods

The investigated structures in this chapter are treated within the same framework of numerical meth-

ods as already used for the investigation of equilibrium properties in Chapter 3. An additional expan-

sion to these methods, which are described in detail in Sec. 3.1, has to be considered relating the

used retarded Green’s function G(ω, k ). Since the retarded Green’s function itself cannot be used to

describe non-equilibrium transport properties like the steady-state current density j , an expansion to

Keldysh-space has to be performed. A brief derivation and the numerical details of this expansion

are provided in the following paragraphs, where additionally, the calculation formulas for the non-

equilibrium properties of interest, e.g. the steady-state electrical current density j , are presented.

Dissipative bath chains are coupled to the physical system in order to provide a proper dissipation

mechanism to prevent BOs. These additional couplings can be taken into account by a suitable form

of Dyson’s equation, already mentioned in conjunction with Eq.(3.38) in the derivation of CPT’s cen-

tral equation. Applying Dyson’s equation to describe couplings of different 2d structures becomes

rather non-trivial. As this is exactly what will be needed in the case of GNRs, the general calculation

scheme applicable for different infinite geometries is presented in Sec. 4.2.

Keldysh non-equilibrium Green’s functions formalism

An introduction to the Keldysh non-equilibrium Green’s functions (KNEGF) formalism is topic of the

present section. As already mentioned, the KNEGF are obtained by a generalization of the Green’s

functions discussed in Sec. 3.1.1 to Keldysh space. The KNEGF are also often referred to as

Contour Ordered Green’s Functions. Fortunately, some of the work has already been performed in

Sec. 3.1.1, since the derivation of the KNEGF formalism agrees in large parts with the treatment of

Green’s functions in the equilibrium case.

The explanations of this section are widely based on the introductory lecture notes of Jauho (2006)

92



Electronic transport

[60], where completive details were taken from more comprehensive reviews [61] [62] or books [63]

[64]. A good overview of the topic is also presented in Ref. [43]. It is worth mentioning here that the

Contour Ordered Green’s Functions technique is named also Keldysh or KNEGF technique after the

pioneering work by Keldysh (1964) [65].

As a starting point, the relationship for the zero-temperature single-particle Green’s function obtained

in Eq.(3.17) is considered again:

G (1) (1|1′) := −i
〈

T
[
Ψ(1)Ψ†(1′)

]〉
= −i

〈Ψ0|T
[
Ψ(1)Ψ†(1′)

]
|Ψ0〉

〈Ψ0 |Ψ0〉
(4.1)

with the time-ordering operator T defined in Eq.(3.7) and the angle brackets denoting an expectation

value with respect to the ground state of the particular system. The number n was introduced as

a shorthand notation of the space-time points {xntn}. Since in the following derivation the explicit

time-dependency is more important than space-dependency, the space-index x will be suppressed

from now on.

The definition of the single-particle Green’s function in Eq.(4.1) contains the ground state expectation

value, which requires knowledge of the exact ground state |Ψ0〉 of an interacting system. In the

equilibrium case considered in Chapter 3 this requirement was met approximately by applying CPT,

where the ground state of small enough clusters was obtainable using the Lanczos algorithm. A

different approach to this property of Eq.(4.1) is to make use of the Gell-Mann and Low theorem [66]

and express the unknown exact ground state |Ψ0〉 in terms of the non-interacting ground state |Φ0〉

|Ψ0〉 = S(0,−∞) |Φ0〉 (4.2)

The occurring S(t , t ′)-matrix is defined as

S(t , t ′) = U(t)U†(t ′), (4.3)

where U is the commonly used time-evolution operator in the interaction picture, and provides the

time-dependent wavefunctions ψ(t):

ψ(t) = S(t , t ′)ψ(t ′). (4.4)

It should be mentioned here that the S-Matrix can be expressed as a time-ordered product as

well [67].

For the further derivation it is important to point out that the S-Matrix obeys the group property

S(t , t ′) = S(t , t ′′)S(t ′′, t ′). (4.5)

With the S-matrix defined, the expression for the ground state |Ψ0〉 presented in Eq.(4.2) can be

further analyzed: Since S(0,−∞) describes the time evolution of a wavefunction ψ(t) from t → −∞
to t = 0, the ground state of the non-interacting system |Φ0〉 has to be obtained at t → −∞. This

can be achieved in an elegant way by describing the systems general Hamiltonian as

H = H0 + H1(t) (4.6)
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where H0 is the Hamiltonian of the non-interacting system. The interactions are switched on as in

H1(t) = e−η|t|V (t) (4.7)

where η is a positive infinitesimal needed (which will be justified shortly), and V (t) describes the per-

turbation of the system caused by interactions, similar as in Eq.(3.32), where V described the pertur-

bation of a system caused by an applied cluster tiling. Eq.(4.7) implicates an adiabatic switching on

of the interactions until the interactions full strength is attained at t = 0. The advantage of separating

the total Hamiltonian in this way becomes obvious, when considering the limes t → −∞:

lim
t→−∞

H1(t) = 0 ⇒ lim
t→−∞

H = H0. (4.8)

In consequence of this limiting behaviour the exact ground state of a particular system |Ψ0〉 corre-

sponds to the ground state of the non-interacting system |Φ0〉 in the limes t → −∞:

lim
t→−∞

|Ψ0〉 = |Φ0〉 (4.9)

which justifies the validity of Eq.(4.2) in a significant way.

Applying the expression for the ground state |Ψ0〉 from Eq.(4.2) to the definition of the zero-temperature

single-particle Green’s function in Eq.(4.1) yields

G
(
t1|t2

)
= −i

〈Φ0|S(−∞, 0)T
[
Ψ(t1)Ψ†(t2)

]
S(0,−∞) |Φ0〉

〈Φ0|S(−∞, 0)S(0,−∞) |Φ0〉
(4.10)

where the identity
(
S(0,−∞) |Φ0〉

)∗ ≡ 〈Φ0|S(−∞, 0) was used. Furthermore, the superscript (1)

denoting the single-particle Green’s function was dropped and the quantum number n = 1′ was

replaced by n = 2 in order to afford better readability. Until now all wavefunctions and operators

were expressed in the Heisenberg picture OH . The next step is a transformation to the interaction

representation with respect to H0 according to [60]∣∣∣Ψ(I,H0)(t)
〉

= S(t ,−∞)
∣∣∣Ψ(H)(t)

〉
= S(t ,−∞) |Φ0〉 (4.11)

O(H)(t) = S(−∞, t)O(I,H0)(t)S(t ,−∞).

Remembering the group properties of the S-Matrix and applying the above transformation to Eq.(4.10)

results in

G
(
t1|t2

)
= −i

〈Φ0|S(−∞, t1)T
[
S(t1,−∞)Ψ(t1)Ψ†(t2)

]
|Φ0〉

〈Φ0 |Φ0〉
(4.12)

where S(t1,−∞) was pulled inside the argument of the time-ordering operator T . The term S(−∞, t1)

cannot be pulled inside T , because it do not feature the required time-order itself (check Eq.(4.3)),

due to t1 > −∞. With the solution of this problem, a point has been reached where the equilibrium

case starts deviating from the non-equilibrium case, which is the regime of interest in this chapter:

The above problem is solvable in the equilibrium case in a mathematically elegant way, by introduc-
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ing the ground state in the distant future |Ψ0(t →∞)〉 = S(∞,−∞) |Φ0〉, to write

〈Φ0|S(∞, t1) = 〈Ψ0(t →∞)|S(∞,−∞)S(−∞, t1) = 〈Ψ0(t →∞)|S(∞, t1). (4.13)

which now allows to pull S(∞, t1) into the time-ordering operator T in Eq.(4.12), due to ∞ > t1,

leading to

G
(
t1|t2

)
= −i

〈Ψ0(t →∞)|T
[
S(∞,−∞)Ψ(t1)Ψ†(t2)

]
|Φ0〉

〈Ψ0(t →∞)|S(∞,−∞) |Φ0〉
(4.14)

where S(∞, t1)S(t1,−∞) = S(∞,−∞) was used. Finally, the obtained expression can be used as

a starting point for perturbation theory by assuming the system to find its way back to the ground

state |Φ0〉 of the non-interacting system in the distant future t → ∞, i.e. replacing |Ψ0(t →∞)〉 =

e−iΦ |Φ0〉 in Eq.(4.14). This assumption is justified by the Gell-Mann and Low theorem [66] again

(see Eq.(4.2)), since the adiabatic behaviour of the interaction term H1(t) defined in Eq.(4.7) causes

H1 to vanish at times t → ∞ as well, resulting in a systems Hamiltonian H = H0. Eventually, the

phase factor e−iΦ occurring due to the final assumption shall be discussed. In fact, there appear

phase factors in the enumerator and denominator of Eq.(4.14) making them both indeterminate.

However, it can be shown that the quotient is well defined for infinitely slow switch-on and switch-off

characteristics of the interaction term H1(t) in Eq.(4.6) [66], which explains the positive infinitesimal

prefactor η in the exponent of Eq.(4.7).

Focusing on the non-equilibrium case now, the above assumption |Ψ0(t →∞)〉 = e−iΦ |Φ0〉 is no

longer valid. Since the non-equilibrium situation is characterized by a flow of particles, energy,

current, etc., a return of the system to its non-interacting ground state |Φ0〉 in consequence of adi-

abatically switching-off the interactions is not reasonable. Due to this deviation from the equilibrium

case, a new approach for solving the problem defined below Eq.(4.12) has to be found. This ap-

proach is called Contour Ordered Green’s Function technique.

Before the introduction of the required Keldysh contour, a slight manipulation has to be performed in

Eq.(4.12) by inserting an identity operator 1 = S(t1,∞)S(∞, t1) in front of the time-ordering operator

T :

G
(
t1|t2

)
= −i

〈Φ0|S(−∞,∞)T
[
S(∞,−∞)Ψ(t1)Ψ†(t2)

]
|Φ0〉

〈Φ0 |Φ0〉
. (4.15)

With this expression at hand, the troublesome term S(−∞,∞) in the enumerator can be handled

by introducing the closed-path or Keldysh contour illustrated in Fig. 4.1, which goes along with

an additional contour dependency C = {+,−} in the arguments of all objects in Eq.(4.15), i.e.

Ψ = Ψ(t , C). It has to be noted here that this particular contour is only valid for systems without

initial correlations, since the information lost by an adiabatically switch-on and -off behaviour of the

interactions is related to initial correlations [60]. However, in many physical situations, as in the case

of steady-state transport e.g., this wash-out of the initial correlations by the interactions appears

plausible.

The introduction of the Keldysh contour corresponds to an evolution of the system from t → −∞
to t → ∞ in the forward time direction and then back again. Due to this closed time-path along

different contour branches, the time-ordering operator T defined in Eq.(3.7) has to be extended to
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Figure 4.1: The Keldysh contour for Green’s functions in non-equilibrium regimes. The upper branch
of the contour is denoted by +, while a − labels the lower one (adapted from Ref. [43]).

the contour-ordering operator TC , according to

TC [OA(t1, C1)OB(t2, C2)] =

{
OA(t1, C1)OB(t2, C2), for{t1, C1} > {t2, C2}
OB(t2, C2)OA(t1, C1), for{t2, C2} > {t1, C1}

(4.16)

where any time residing on the + branch in Fig. 4.1 appears earlier in sense of the Keldysh contour

than any time residing on the − branch.

The contour-ordering operator TC allows to order all operators inside its argument along a particular

contour, which makes it possible again to pull the S(−∞,−;∞) term inside the ordering-operator:

G
(
t1C1|t2C2

)
= −i

〈Φ0|TC

[
S(−∞,−;∞)S(∞;−∞, +)Ψ(t1, C1)Ψ†(t2, C2)

]
|Φ0〉

〈Φ0 |Φ0〉
. (4.17)

Remembering the relationship between field operators Ψ
(
Ψ†
)

and annihilation (creation) operators

c
(

c†
)

(see Eq.(3.12)), the obtained expression defines the contour-ordered single-particle Green’s

function in Keldysh space, containing four different functions, corresponding to the four different

possibilities for the contour variables (C1, C2) = {(+, +); (+,−); (−, +); (−,−)}:

G
(
t1|t2

)
=

(
G
(
t1 + |t2 +

)
G
(
t1 + |t2 −

)
G
(
t1 − |t2 +

)
G
(
t1 − |t2 −

)) =

GT (t1|t2) G<
(
t1|t2

)
G>

(
t1|t2

)
GT̃ (t1|t2)

 (4.18)

where the following Green’s functions have been introduced

GT (1|2) = −i
〈

T
[
Ψ(1)Ψ†(2)

]〉
... time-ordered Green’s function

G<
(
1|2
)

= −iζ
〈
Ψ†(1)Ψ(2)

〉
... lesser Green’s function

G>
(
1|2
)

= −i
〈
Ψ(1)Ψ†(2)

〉
... greater Green’s function

GT̃ (1|2) = −i
〈

T̃
[
Ψ(1)Ψ†(2)

]〉
... antitime-ordered Green’s function

(4.19)

where the quantum number n combining time-, space-, spin-, ... dependency has been re-introduced.

The angle brackets are denoting an expectation value with respect to the ground state |Φ0〉 of the

non-interacting system again and ζ = −1 (ζ = 1) for Fermions (Bosons) according to Eq.(3.8).

While the time-ordered and antitime-ordered Green’s function GT and GT̃ , respectively, appear only

due to the introduced Keldysh contour, one should be familiar to the lesser and greater Green’s

function G< and G>, since they were already defined in Eq.(3.20) and Eq.(3.19) in the equilibrium

case. According to Eq.(3.21) and Eq.(3.22) the latter ones can also be combined to the retarded
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and advanced Green’s functions GR and GA

GR(1|2) =
(
G>(1|2)− G<(1|2)

)
θ(t1 − t1)

GA(1|2) =
(
G<(1|2)− G>(1|2)

)
θ(t2 − t1). (4.20)

Furthermore, the four components of the contour-ordered single-particle Green’s function are not

linearly independent, since

GT (1|2) + GT̃ (1|2) = G<(1|2) + G>(1|2) := GK (1|2) (4.21)

where the Keldysh Green’s function GK has been introduced. In consequence of this linear depen-

dence it is comprehensible to perform a rotation in Keldysh space:

G
(
1|2
)

=

GT (1|2) G<
(
1|2
)

G>
(
1|2
)

GT̃ (1|2)
 7→ (

GR (1|2) GK (1|2)
0 GA (1|2)

)
:= G̃

(
1|2
)

(4.22)

where the rotated Green’s function G̃ is used in the remaining parts of this work.

Quantities obtained by the Keldysh Non-Equilibrium Green’s functions formalism

The non-equilibrium formalism presented here, based on the system’s ground state in the remote

(non-interacting) past (t → −∞), can be interpreted in the following way. In the distant past the

central region (i.e. the geometry of which the non-equilibrium properties are under investigation) is

decoupled from any current-driving contacts (leads), fields or baths and therefore considered to be

in equilibrium. For this reason, the retarded component GR of the Green’s function G̃ in Keldysh

space is calculated exactly as in the equilibrium case (see Eq.(3.67)). The corresponding Keldysh

Green’s functions GK of any regions, contacts or baths in equilibrium, i.e. before the coupling to the

environment is considered, are characterized by their respective chemical potentials µ, according

to

GK (ω,µ) =
(

GR(ω)− GA(ω)
)

(2fF (ω,µ, T )− 1) (4.23)

where the equilibrium distribution function is described by the Fermi-Dirac distribution

fF (ω,µ, T ) =
(

e−
ω−µ
kBT + 1

)−1
(4.24)

in which Boltzmann’s constant kB appears. It is taken as unity throughout the whole work.

It has to be noted here that these equilibrium distribution functions are the only quantities in which

the particular chemical potential µ enters. At this point it is important to remember that the Hamil-

tonian H used in the equilibrium situation was transformed according to H → H − µN in Eq.(3.10),

due to the description of the physical systems in the grand canonical ensemble. Since the chemical

potential µ is explicitly entering the calculations in the non-equilibrium situation, it cannot be gener-

ally transformed into the Hamiltonian anymore.

Finally, the couplings of the different regions are re-established and treated via standard techniques
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of perturbation theory, albeit some special treatment is necessary due to the introduced Keldysh

contour.

In Sec. 4.2 the calculation of the contour-ordered single-particle Green’s function G̃ in Keldysh space

is explained in detail for geometries under a driving DC electrical field with one infinitely extended

dimension, where an iterative calculation scheme has to be used. In the following, the derivation of

calculation formulas for the steady-state electrical current density j for interacting systems and for

the effective local distribution function floc(ω) are schematically outlined. The interested reader is

referred to Refs. [43] [60] or [63], where comprehensive derivations are provided.

Steady-state electrical current density for interacting systems

The final objective of this paragraph is to provide a calculation formula for the steady-state electrical

current density jmn between to neighbouring sites m, n in terms of the Keldysh Green’s function GK

introduced in Eq.(4.21). Steady-state in this context means that one is interested in the long-time

behaviour of the considered system, i.e. the physical situation where initial correlations have been

entirely washed out by the interactions. Remember that the introduced Keldysh contour is valid only

in exactly these cases.

Considering a linearly decreasing potential from left to right , the current density between a site m

and its right nearest neighbouring site n - assuming an ensemble of Fermions (electrons) - is given

by

jmn = i
e
~

tmn

〈
c†ncm − c†mcn

〉
(4.25)

with e the charge of an electron and ~ the reduced Planck constant, which are both taken as unity in

the remaining sections of this work. This expression is intuitive in a way, since the operator of which

the expectation value is taken
〈

c†ncm − c†mcn

〉
describes the effective transition rates of electrons

between site m and n.

Eq.(4.25) is derivable by describing the current density between site m and n as the time evolution

of the occupation number operator NL(t) of all particles left to site m

jmn = −
〈 .

NL(t)
〉

= −
〈

i

H,
∑
i≤m

nm

〉 (4.26)

with the square brackets denoting the common commutator relation [a, b] = ab−ba. For a large part

of the outlined derivation the explicit time dependency can be dropped, although it has to be kept in

mind that all operators act at the same time t . Inserting the Hamiltonian of the 2d Hubbard model

defined in Eq.(3.30) and evaluating all the occurring commutators the expression for the current

stated in Eq.(4.25) can be obtained.

Continuing with Eq.(4.25), the elementary fermion commutation relation [ci , c†j ] = δij is used to to

98



Electronic transport

symmetrize the operators according to

jmn = i tmn

〈
c†ncm − c†mcn

〉
(4.27)

= i
tmn

2

〈(
c†ncm + c†ncm

)
−
(

c†mcn + c†mcn

)〉
= i

tmn

2

〈(
c†ncm + cmc†n + δnm

)
−
(

c†mcn + cnc†m + δmn

)〉
=

tmn

2

(
i
〈

c†ncm

〉
+ i
〈

cmc†n
〉
− i

〈
c†mcn

〉
− i

〈
cnc†m

〉)
where in the last line the additivity of the expectation value in the case of operators in the form cic

†
j(

c†i cj

)
was used and the two Kronecker deltas cancelled each other out.

At this point the definitions of the lesser and greater Green’s function G< and G> in Eq.(3.20) and

Eq.(3.19) can be used to replace the expectation values in Eq.(4.27), yielding

jmn =
tmn

2
(
G<

nm − G>
mn − G<

mn + G>
nm
)

(4.28)

=
tmn

2

(
GK

nm − GK
mn

)
where the definition of the Keldysh Green’s function in Eq.(4.21) was used in the last line. The

expression is further simplified by using the handy relationship of the Keldysh Green’s function

GK = −
(

GK
)†

(4.29)

providing a compact calculation formula for the current density in terms of the Keldysh Green’s

function:

jmn =
tmn

2

[
GK

nm +
(

GK
nm

)†]
(4.30)

= tmn <
{

GK
nm(t , t)

}
where the explicit time dependency has been re-introduced in the last line. Similar to the equilibrium

situation (see Eq.(3.27)), the final result is obtained by Fourier transforming the whole equation with

respect to the only occurring time t into frequency space:

jmn =
tmn

2π

∫ ∞
−∞

dω <
{

GK
nm(ω)

}
(4.31)

which provides a convenient calculation formula in terms of the frequency dependent Keldysh Green’s

function GK (ω), which remains to be calculated. A concluding explanation of the iterative calcula-

tion scheme applied for the investigation of (semi -) infinite structures, like the GNRs considered in

this work, is provided in Sec. 4.2. What follows here, is a brief introduction of the effective local

distribution function floc(ω).
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Local distribution function

The definition of the Keldysh Green’s function GK in the case of equilibrium in Eq.(4.23) implic-

itly defines an effective local distribution function floc(ω). In the equilibrium situation it is given by

the Fermi-Dirac distribution fF (ω,µ, T ) defined in Eq.(4.24), while in the non-equilibrium case it is

calculated according to

floc(ω) =
=
{

GK (ω)
}

GR(ω)− GA(ω)
+

1
2

=
=
{

GK (ω)
}

2={GR(ω)}
+

1
2

(4.32)

which is obtainable by rearranging Eq.(4.23).

Furthermore, the results of floc(ω) in the non-equilibrium situation can be fitted by a Fermi-Dirac

distribution with an effective temperature Teff , although there is no particular reason to expect the

non-equilibrium local distribution function to mimic the Fermi-Dirac distribution [68].

The presented formulas for the steady-state electrical current density j in Eq.(4.31) and for the

effective local distribution function floc(ω) in Eq.(4.32) find their practical implementation in Sec. 4.3

and Sec. 4.4, where the DC electrical field driven current densities within an infinite TB chain

and infinite GNRs are investigated. Introductory to these investigations, the special characteristics

featured by (semi -) infinite structures in the case of non-equilibrium regimes are discussed in the

following section.

4.2 Modeling energy dissipation in infinite structures

The particular situation of lattice geometries with one infinite dimension is considered in this sec-

tion regarding their expected non-equilibrium behaviours. As already mentioned, dissipation in real

solids is caused mainly by acoustic phonons. However, an approximate alternative way of mimicking

dissipation by coupling fermion thermostats is used in this work, which allows for an exact solution

in the non-interacting U = 0 case. The particular dissipation model is explained in Sec. 4.2.2 right

after an introduction to the role of BOs in infinite geometries in Sec. 4.2.1. Furthermore, the ap-

plied model for the non-equilibrium investigations is outlined in Sec. 4.2.3 where the corresponding

general calculation scheme is presented in addition. A detailed description of the iterative calcula-

tion scheme used for the determination of the Keldysh Green’s function GK , required to obtain the

current characteristics, is provided as well.

4.2.1 The role of Bloch oscillations

The pioneering works of Bloch (1928) [69] and Zener (1934) [70] on the time evolution of electron

wave packets captured in periodic potentials of crystal lattices led to the prediction that homoge-

nous electrical fields will force electrons to oscillate around a certain central position rather than

move uniformly against the direction of the electrical field. Intensive research activities followed the

theoretical prediction of these Bloch oscillations (BOs), with the final aim of an experimental detec-
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tion. However, it was only in the year 1992 that BOs were observed in semiconductor superlattices

by optical investigations [71] [72], where the large spatial period of the superlattice in combination

with very low temperatures was the key to success. The main problem in the experimental detection

of BOs is the small scattering time of electrons in non-ideal crystal lattices, which is much shorter

than the period of the BOs.

The occurrence of BOs, which is a pure quantum effect, can be explained considering an infinite

one-dimensional model with a periodic potential U(x) = U0sin 2
(
π|x|

a

)
[73]. The size of the physical

unit cell a, i.e. the period of the lattice, defines the size of the first BZ in one dimension, according

to

1st BZ:
]
−π

a
,
π

a

]
. (4.33)

Due to the periodicity of the infinite lattice the well-known band structure of the energy spectrum

(plotted in blue in Fig. 4.2) emerges. As a further consequence of the periodicity, the corresponding

eigenenergies En(q) and eigenstates |n, q〉 (the so-called Bloch states) are periodic functions of the

continuous quasimomentum q with a period 2π
a .

Figure 4.2: Energy-momentum dispersion relation E(q) (blue line) and the average velocity 〈v0〉 (q)
in the lowest band (red line) of a free electron gas (a) and an electron captured in a
periodic potential (b), (adapted from Ref. [73]).

By applying a homogeneous electrical field F along the infinite one-dimensional model which is

weak enough not to induce transitions between different energy bands, the acceleration theorem

~ .
q = eF [71] states that an initial Bloch state |n, q(0)〉 evolves into a state |n, q(t)〉 (neglecting a

possible phase factor), with a quasimomentum q given by [73]

q(t) = q(0) +
eF t
~

. (4.34)

The corresponding average velocity 〈v〉 can be obtained by differentiating the energy-momentum

dispersion relation E(q) with respect to the quasimomentum q, according to

〈v (q)〉 =
1
~

dE(q)
dq

. (4.35)
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The energy-momentum dispersion relation En(q) and the average velocity 〈v0(q)〉 of a free electron

gas under the force of an uniform electrical field F , calculated according to the above formula, are

plotted in Fig. 4.2a within the first BZ. For the dispersion relation of the free electron gas one finds

the well-known expressions

E(q) =
~2q2

2m
; v0 =

~q
m

(4.36)

with the electron mass m. The subscript in v0 indicates that the velocity is only plotted for the

fundamental band. Obviously, a free electron gets accelerated to higher velocities steadily as its

quasimomentum increases/decreases due to the electrical field. Since the particle is free and there-

fore not bound to any lattice potential, there appears no change in the behaviour when the border of

the first BZ is reached.

In contrast to that, the occurrence of BOs of electrons captured in a periodic (lattice) potential under

the influence of a weak uniform electrical field can be observed in Fig. 4.2b. Due to the periodic

potential U(x) = U0sin 2
(
π|x|

a

)
in the infinite lattice, the energy bands are flattened at the BZ bound-

aries (plotted in blue in Fig. 4.2b). In consequence of this band flattening, the electrons of the

fundamental band are decelerated as they move closer to the BZ boundary, due to the electrical

field driven increase of the quasimomentum. When the BZ boundary is reached the average elec-

tron velocity reaches a value of zero (plotted in red in Fig. 4.2b) and the electron gets accelerated

into the opposite direction, i.e. the electron is Bragg reflected at the BZ boundary. Since the same

Bragg reflection occurs to the electron at the other BZ boundary, an oscillatory motion of the elec-

trons is induced. In fact, these oscillatory motions are indeed the pronounced BOs, which feature a

constant time period τ depending on the strength of the electrical field |F | = F and the size of the

physical unit cell a:

τB =
2π~
eFa

. (4.37)

Alternatively, the occurrence of BOs can be explained in terms of the effective mass

m∗ = ~2

[
d2E(q)

dq2

]−1

. (4.38)

Due to the flattened energy bands at the boundaries of the first BZ in Fig. 4.2b, the sign of the

effective mass changes from positive to negative as the electron reaches the BZ boundary. The

change of sign of the effective mass subsequently causes a change of sign in the kinetic energy

E = m∗v2/2, which results in a change of the moving direction and therefore leads to BOs as well.

4.2.2 Preventing Bloch oscillations by coupling fermion bath chains

to the system

As already mentioned above, experimental observations of BOs in nature are a very challenging

task, due to scattering processes in non-ideal crystal lattices. In the course of this master thesis

investigations of infinite TB chains and infinite GNRs regarding their non-equilibrium properties are
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performed and documented in the following Sec. 4.3 and Sec. 4.4. However, the applied model

(introduced in the following subsection) does not include any scattering mediated by phonons, im-

purities or vacancies, and consequently enables the occurrence of BOs, which prevent the flow of a

steady-state current.

Numerous methods have been developed for the investigation of non-equilibrium properties in strongly

correlated systems. In optical lattices, isolated Hamiltonians suited for quench dynamics of cold

atom systems were used [74], while periodical driven systems have been tried in strongly correlated

electron systems [75]. Other basic dissipation models, like electron-phonon coupling [76] or fermion

thermostats [77], were investigated as well.

In this work an approach of voltage probes is chosen, in which fermion bath chains are coupled to

each site of the considered lattice geometry to allow for a proper dissipation mechanism. The non-

equilibrium regime is generated by a constant electrical field, which is applied along the whole infinite

structure and therefore drives a current to flow, in the case of a suitable dissipation mechanism. It

has to be noted here that treating dissipation in a DC electrical field driven lattice by fermion baths is

a commonly used approach [68] [77] [78] [79]. The collective conclusions in these reviews describe

the fermion thermostat model as a good minimal setup to study strong correlation effects in driven

lattice models, even though its modeling of a realistic dissipation mechanism is rather simple [78].

Since this is in nice agreement with the final objective of investigating infinite GNRs regarding their

non-equilibrium properties, using strong-coupling many-body physics within the framework of CPT,

this approach of fermion bath chains was chosen.

In the next subsection, the overall model (including ED for the particular equilibrium cluster solution

as well as non-equilibrium transport forced by an electrical field and coupled bath chains) is outlined,

with some important approaches, like the iterative calculation scheme for the Keldysh and retarded

Green’s functions, explained in detail.

4.2.3 Tight-binding Wannier-Stark model

The calculation of the non-equilibrium properties presented in Sec. 4.1 for infinite lattice geometries

(TB chain and GNRs) in case of an applied DC electrical field requires a couple of subsequent steps.

Both the numerical methods for the non-equilibrium situation, presented in the previous section, and

the numerical methods used in case of an equilibrium regime, presented in Sec. 3.1, are included

in the extensive computation scheme. What follows is an introduction to the overall model, with the

important iterative calculation scheme for the Keldysh and retarded Green’s functions GR(ω) and

GK (ω) of an infinitely extended structure explained in detail.

Geometry

In Fig. 4.3 the investigated infinite lattice geometries are sketched, where Fig. 4.3a shows the infinite

TB chain and Fig. 4.3b an AC-W5 GNR as an example of a GNR geometry. The fermion bath chains

are Indicated by the green chains coupled to each site, while the direction of the homogeneous DC

electrical field E is given by the black arrows. As a first step of the calculation scheme, the infinite
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(a) (b)

Figure 4.3: Infinite lattice geometries under investigation regarding their non-equilibrium properties.
(a) infinite TB chain, (b) AC-W5 GNR as a representing example of an infinite GNR
structure. The coupled fermion reservoir chains are indicated in green, the direction of
the homogeneous DC electrical field E is given by the black arrow.

structures are split up into three parts:

1. A central part (cluster) right in the middle of the infinite chain, where middle means that the

point of origin of the potential energy that result from the applied electrical field, is set exactly

into the middle of this central part,

2. a semi-infinite chain (ribbon) on the left-hand side of the central part composed of coupled

clusters, with every cluster equal to the central one, and

3. a semi-infinite chain (ribbon) on the right-hand side of the central part, again, composed of

coupled clusters, where again every cluster is equal to the central one

These three parts are sketched in Fig. 4.4 for the case of an infinite TB chain as a representing

example for all investigated structures. Furthermore, the (potential) on-site energies, which occur

due to the applied DC electrical field at every particular site, are depicted. The parameter E1 denotes

the potential drop between two particular neighbouring sites of the TB chain. In the actual notation

used in this work, E1 also denotes the strength of the applied electrical field, since the lattice spacing

is 1 in the units of this thesis.

It has to be mentioned here that the nomenclature semi-infinite ribbon is mathematically not entirely

justifiable. However, it describes the particular geometry in a suitable way and is therefore used in

the following.

When investigating infinite GNR geometries, the central part has to be replaced by the particular

GNR clusters, which were introduced in the equilibrium situation in Chapter 3. For zig-zag edge

orientation the particular cluster is plotted in Fig. 3.9d (ZZ-W4), while Fig. 3.22b (AC-W4) shows the

cluster for the composition of an armchair GNR. It is important to notice here that the electrical field

intensities at the particular sites of the infinite GNRs have to be adjusted to the geometries of every

respective GNR. Fig. 4.19 in Sec. 4.4, where the results for the GNR geometries are presented,

provide information on these on-site field intensities, in a similar way, as in Fig. 4.4 for the case of

the infinite TB chain.
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Figure 4.4: Composition of an infinite TB chain with coupled bath chains. Semi-infinite chains are
coupled to a central part containing two sites, indicating the two-site cluster decom-
position applied for the non-equilibrium investigations in case of the infinite TB chain.
Furthermore, the electrical field intensities at every particular site are given, where E1

is a constant determining the potential drop between two neighbouring sites, due to the
applied homogeneous electrical field. The splitting into three parts applies also to the
investigated GNR geometries, with the central two-site cluster replaced by the particular
GNR clusters introduced in Chapter 3 and the semi-infinite chains replaced by semi-
infinite ribbons.

General calculation scheme

The general calculation scheme for the non-equilibrium situation is outlined in the following:

First of all, the central cluster is solved by ED without considering the fermion bath chains required

for dissipation. In consequence of the neglect of the bath chains, the situation corresponds exactly

to the equilibrium case analyzed in detail in Chapter 3. The applied electrical field leads to occurring

potential energies εi (E1) at every site i along the infinite structures in the non-equilibrium case.

These on-site energies can be considered by an additional correction to the equilibrium cluster

Green’s function, according to

[
G0

non-equilibrium(ω, E1)
]−1

=
[
G0

equilibrium(ω)
]−1
−


ε1(E1) 0 ...

0 ε2(E1) 0 ...

... 0 ε3(E1) 0 ...
. . .

 . (4.39)

Therefore, the clusters are solved in exactly the same way as in the equilibrium case, described in

Sec. 3.1.3, with an subsequent correction according to Eq.(4.39) in order to account for the effect of

the applied electrical field.

The obtained retarded cluster Green’s function G0(ω, E1) is the basic ingredient for the composition

of the right and left semi-infinite chains (ribbons), where Dyson’s equation is used for the couplings

between the chain (ribbon) clusters and between the chain (ribbon) and the reservoir chains. Since

the semi-infinite structure cannot be constructed by coupling more and more clusters together, an

iterative method is used to obtain the four-component Green’s function G̃(ω, E1) in Keldysh space

(introduced in Eq. 4.22) of the respective first clusters in the semi-infinite chains (ribbons). In a final

step, Dyson’s equation is applied again to couple the left and right semi-infinite chains (ribbons) to

the central cluster. At the very end, the non-equilibrium properties of interest, i.e. the steady-state
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electrical current density j(E1) as a function of the electrical field intensity E1 and the effective lo-

cal distribution function floc(ω)|E1
are calculated according to the derived formulas in Eq.(4.31) and

Eq.(4.32).

A detailed description of the iterative method applied for the calculation of the four-component

Green’s function G̃(ω, E1) in Keldysh space and of the final coupling of the three parts (see Fig.

4.4) is provided in the following paragraph.

Obtaining the four-component Green’s function in Keldysh space for infinite lattice
geometries by means of an iterative method

The derivation of a conditional equation for the four-component Green’s function in Keldysh space

in case of an infinite chain (GNR) is based on Dyson’s equation. First of all, the central part of the

TB chain in Fig. 4.4 is coupled to its fermion bath chains (the corresponding geometry plots for the

GNRs are shown in Fig. 4.19). The right/left semi-infinite chain (ribbon) with coupled fermion bath

chains is constructed afterwards by means of an iterative method. In a final step, the left and right

semi-infinite chains (ribbons) are coupled to another central cluster, resulting in the desired infinite

structure.

The outlined calculation scheme is applicable in case of an infinite TB chain and in case of infinite

GNRs in a similar way, where the only difference arises in the coupling matrices Ṽ and T̃ .

Dyson’s equation is used to couple the central part to its fermion bath chains in the following way

(the explicit dependencies on ω and E1 as well as the tilde denoting the four-component Keldysh

space are omitted to ease the notation):

G11 = g11 + g11V 12G21 (4.40)

G21 = gB
22V 21G11. (4.41)

G11 denotes the desired Green’s function of the central part coupled to fermion bath chains, g11 the

Green’s function of the uncoupled central part, G21 the Green’s function between the central part

and the coupled fermion bath chains and gB
22 the Green’s function of the first sites of the uncoupled

fermion bath chains. V 12 and V 21 are the respective coupling matrices. The matrix elements Vij are

either 0 or v , where v denotes the hopping integral between the first site of a bath chain and the site

of the physical system which it is coupled to. The particular expressions for the coupling matrices

are provided in Sec. 4.3 for the infinite TB chain and Sec. 4.4 for the GNRs.

The right/left semi-infinite chain in Fig. 4.4 (ribbon in Fig. 4.19) with coupled fermion bath chains is

constructed in a similar way. The Dyson equations required in this situation are given by

GL/R
11 = G11 + G11T L/R

12 GL/R
21 (4.42)

GL/R
21 = gL/R

22 T L/R
21 GL/R

11 (4.43)

with GL/R
11 denoting the desired Green’s function of the central part coupled to the left/right semi-

infinite chain (ribbon), GL/R
21 the Green’s function between the central part and the left/right semi-
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infinite chain (ribbon) and gL/R
22 the Green’s function of the boundary site of the left/right semi-infinite

chain in Fig. 4.4. G11 is given by Eq.(4.40). The matrix elements Tij of the coupling matrices T L/R
12

and T L/R
21 are either 0 or t , where t is the hopping integral between two neighbouring sites in the TB

chain (GNR). Again, the particular expressions for the coupling matrices are provided in Sec. 4.3 for

the infinite TB chain and Sec. 4.4 for the GNRs. All matrices in Eq.(4.40), Eq.(4.41), Eq.(4.42) and

Eq.(4.43) are of dimension L× L, with L the number of sites in the central part.

Eq.(4.40), Eq.(4.41), Eq.(4.42) and Eq.(4.43) can be combined into one expression. After some

trivial analysis the final form of Dyson’s equation, used to obtain the four-component Green’s function

of the central part coupled to the left/right chain (ribbon) GL/R (ω, E1), is given by the following

expression: [
GL/R (ω, E1)

]−1
=

[
G0 (ω, E1)

]−1
− Σ (ω, E1) (4.44)

Σ (ω, E1) = V 12GB (ω, E1) V 21︸ ︷︷ ︸
fermion bath chains

+ T L/R
12 gL/R

22 (ω, E1) T L/R
21︸ ︷︷ ︸

semi-infinite chain (ribbon)

(4.45)

where the explicit dependencies on ω and E1 were re-introduced and Σ (ω, E1) denotes the self-

energy. The Green’s function of the uncoupled central part g11 was replaced by the cluster Green’s

function G0(ω, E1) in Keldysh-space and GB(ω, E1) is written for the Green’s function gB
22 of the first

sites in the bath chains.

At this point, the iteration scheme has to be explained in detail: Starting out with the four components

of the inverted equilibrium cluster Green’s function
[
G0(ω, E1)

]−1
it is important that the resulting

Keldysh component can be set to zero. Considering the definition of the Keldysh Green’s function in

Eq.(4.23), this is comprehensible at least in the non-interacting case, where[
GR

0 (ω, E1)
]−1

= ω + iη − H − ε(E1) ⇒
[
GR

0 (ω, E1)
]−1
−
[
GA

0 (ω, E1)
]−1

= 2iη ≈ 0 (4.46)

where ω was written explicitly as ω + iη, with η a positive infinitesimal (which is omitted again in the

following) and ε(E1) is the correction matrix of Eq.(4.39). Therefore, the four-component inverted

equilibrium cluster Green’s function is given by

[
G0(ω, E1)

]−1
=


[
GR

0 (ω, E1)
]−1

0

0
[
GA

0 (ω, E1)
]−1

 (4.47)

where the dimension of the retarded/advanced cluster Green’s function GR/A
0 (ω, E1) is (L× L) with L

denoting the size of the chosen central cluster (e.g. L = 2 for the infinite TB chain).

Next, the two components of the self-energy Σ are considered, where the first term of its definition

in Eq.(4.45) makes the start. The four-component bath Green’s function GB(ω, E1) contains the

retarded, advanced and Keldysh components of the Green’s functions of the first sites of every

semi-infinite fermion bath chain within a particular central cluster. Fortunately, all bath chains are

equivalent to each other, apart from a shift of the on-site energy ω → ω ± εi (E1) = ω + i · Ei at site i ,
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depending on the particular value of the electrical field (note that this simple relation does not hold

anymore in case of the GNR geometries). Therefore, the Green’s function of a fermion bath chain

has to be calculated only once. Basically, two different approaches for this Green’s function GB(ω)

of one single reservoir chain appear in the present work:

GR
B (ω) =

ω

2t2
B
± 1

tB

√(
ω

2tB

)2
− 1 semi-infinite TB chain (4.48)

GR
B (ω) = iΓ wide-band limit. (4.49)

For every result presented in the following sections, the chosen approach will be indicated. In case

of semi-infinite TB reservoir chains tB denotes the nearest-neighbour hopping integral inside the

bath chain, while Γ, occurring in the wide-band limit approach, is called the damping parameter.

The advanced Green’s function GA
B(ω) of one single reservoir chain is then given by the hermitian

conjugate of the retarded component, while the Keldysh component GK
B (ω) is calculated according

to Eq.(4.23). One should remember in this context, that the Keldysh components of the bath Green’s

functions are the only quantities in which the chemical potential µ enters. In this work, the particular

value of µ was chosen in a way to describe the 2d Hubbard model at half filling.

Since all the individual bath chains are decoupled by construction, the resulting matrix of the re-

tarded/advanced/Keldysh component of the whole bath Green’s function for a particular central

cluster is a diagonal (L× L) matrix, with the respective (energy-shifted) retarded/ advanced/Keldysh

Green’s function GR/A/K
B (ω, E1) of one single reservoir chain one every place along the diagonal:

GB(ω) =




GR

B (ω − ε1(E1)) 0 ...

0 GR
B (ω − ε2(E1)) ...

... 0
. . .




GK
B (ω − ε1(E1)) 0 ...

0 GK
B (ω − ε2(E1)) ...

... 0
. . .


0 0 ...

0 0 ...
... 0

. . .




GA
B(ω − ε1(E1)) 0 ...

0 GA
B(ω − ε2(E1)) ...

... 0
. . .




.

(4.50)

The proper energy-shift at site i is given by εi (E1) in this expression. Due to the particular diagonal

form of the bath Green’s function GB(ω), the coupling matrices V 12 = V 21 = V are identical and also

diagonal, where every matrix element along the diagonal is given by the hopping integral v . For the

practical implementation of the non-equilibrium calculation scheme the coupling constant was set to

a value v = 1 throughout the entire work.

As already mentioned before, the construction of the left or right semi-infinite chain/ribbon using

Eq.(4.44) requires an iterative method. The used approach is simple but powerful: By coupling the

Green’s function of an additional central cluster to the Green’s function of an existing semi-infinite

chain/ribbon, one should end up with the Green’s function of a semi-infinite chain/ribbon again.

Considering the geometry splitting of the applied model for the TB chain in Fig. 4.4 this approach is

realized by taking the left/right semi-infinite chain shifted by an energy ωshift = 2E1, coupling it to a

central cluster again, and demanding that the resulting Green’s function should be equal to that of

the unshifted left/right semi-infinite chain (the respective energy shift ωshift for the GNRs is provided
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in Sec. 4.4). Mathematically, this can be formulated as[
GL/R (ω, E1)

]−1
=
[
G0 (ω, E1)

]−1
− V 12GB (ω, E1) V 21 + T L/R

12 GL/R (ω ∓ ωshift , E1) T L/R
21 (4.51)

where the crucial energy shift ωshift is indicated in red. The above equation can be iterated straight

forwardly, beginning from any starting value, and converges to the correct Green’s function GL/R of

the left/right semi-infinite chain.

In order to achieve the desired infinite structure, the constructed left and right semi-infinite chains/ribbons

have to coupled to another central cluster in a final step. Eq.(4.44) is used for this coupling, where

the second term of Eq.(4.45) has to be added twice, because both the left and right semi-infinite

chain/ribbon have to be coupled to the central cluster. The mathematical formulation of the final

coupling is given by

[G (ω, E1)]−1 =
[
G0 (ω, E1)

]−1
− V 12GB (ω, E1) V 21 − T L

12GL (ω + ωshift , E1) T L
21 − (4.52)

−T R
12GR (ω − ωshift , E1) T R

21

which can be calculated straight forwardly since all required variables are known at this point.

Again, in the case of the GNR geometries, only the energy shift ωshift and the coupling matrices V 12,

V 21, T L/R
12 and T L/R

21 , have to be adapted to the GNR geometries.

It has to be mentioned here that the iterative method for the determination of the Green’s functions

of the semi-infinite chains/ribbons can be dramatically speeded up, by splitting the whole iteration

scheme into two part iterations; one for the retarded and one for the Keldysh component of the four-

component Green’s function in Keldysh space, respectively. This is possible due to the analytical

form of the inverse four-component Green’s function in Keldysh space, which is given by

[G (ω)]−1 =

(
GR (ω) GK (ω)

0 GA (ω)

)−1

=


[
GR (ω)

]−1 [
GR (ω)

]−1
GK (ω)

[
GA (ω)

]−1

0
[
GA (ω)

]−1

 . (4.53)

Before the results of the non-equilibrium investigations are presented in the next sections, it should

be mentioned here that Dyson’s equation, in a form similar to that of Eq.(4.44) and Eq.(4.45), is

also used to calculate the current densities between the lattice geometry under investigation and the

coupled fermion bath chains.

4.3 Electrical field driven current through an infinite tight-

binding chain

After the presentation of the numerical methods required for the non-equilibrium calculations in Sec.

4.1 and the given introduction to electronic transport in infinite structure in Sec. 4.2, the results

gained by an non-equilibrium investigation of an infinite TB chain are presented in this section. It

should be noted here that all energy values (ω, E , E1, U, etc.) are given in units of the nearest
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neighbour hopping integral t , i.e t = 1 was used in the particular calculations, except for Sec. 4.3.2,

where t = 0.5 was chosen.

It was already mentioned in the introductory paragraphs of the current chapter that the results gained

for the electronic current transport in an infinite TB chain geometry should essentially support and

allow for a comprehensive and physically correct interpretation of the obtained non-equilibrium char-

acteristics of armchair and zig-zag GNRs. To cover both the semiconducting armchair and the

metallic zig-zag edge orientation, the infinite TB chain, basically featuring a metallic behaviour, was

additionally tuned to behave in a semiconducting way, by applying on-site energies with an alternat-

ing sign to the whole chain. Based on the knowledge gained from the equilibrium treatment of the

infinitely extended graphene lattice in Sec. 3.2, a change of the physical behaviour of the infinite TB

chain from metallic to semiconducting should also be observable when including electron-electron

on-site interactions. Therefore, the interacting case U 6= 0 is considered and investigated as well,

regarding its non-equilibrium properties. The results for the metallic infinite TB chain are presented

in the following Sec. 4.3.1, while Sec. 4.3.2 provides the important results for the semiconducting

TB chain.

In both the metallic and the semiconducting case, the steady-state electronic current density j(E1)

was calculated as a function of the electrical field intensity E1, for various sets of parameters. Fur-

thermore, the introduced effective local distribution function floc(ω) was computed for different elec-

trical field intensities.

Besides its task of serving as a support for interpreting the electron transport characteristics of

GNRs, the results of the metallic and semiconducting infinite TB chain are interesting themselves.

Although the considered lattice geometry seems to be rather unspectacular at first sight, it features

some quite unexpected behaviours and provides a good amount of information on the applicability

of the applied model, with a driving DC electrical field and a dissipation mechanism mimicked by

artificial fermion bath chains, for infinite structures.

For the particular case of a metallic non-interacting infinite TB chain there are some reference so-

lutions available [68] [78] [77], which are compared to the gained results in this section. It is worth

noting here that the reference solutions were achieved by different approaches than the one chosen

in the present work, namely, time-dependent perturbation theory with a temporal gauge [68] [78]

and DMFT [77] in combination with the KNEGF technique in each case. However, an equivalence

between the time-dependent theory and the scattering state formalism used in this thesis can be

shown [68].

The coupling matrices required for the non-equilibrium calculations in case of the infinite TB chain

(introduced in Sec. 4.2.3) are given by

T L
12 =

(
t 0

0 0

)
= T R

21 T L
21 =

(
T L

12

)′
= T R

12 (4.54)

indicating that the Green’s function at the left/right site of the central cluster (corresponding to site

number 1/2) is coupled to the first site of the left/right semi-infinite chain (corresponding to site 2/1).

It has to be noted here that the matrices are not given in Keldysh-space, since the actual iteration

was performed in two separate steps to save computation time (as already explained above).
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4.3.1 Metallic tight-binding chains

The model used for the non-equilibrium investigation of a metallic infinite TB chain was already intro-

duced in Sec. 4.2.3, where the particular geometry was shown in Fig. 4.4 and the general calculation

scheme was explained. The results for the non-interacting case U = 0 are presented in the follow-

ing, while the question, wether the physical behaviour changes from metallic to semiconducting by

applying a non-zero on-site interaction U, is answered afterwards.

Non-interacting case

First of all the equilibrium DOS ρ(ω)|E1=0 (calculated according to Eq.(3.76) for zero electrical field)

is plotted in Fig. 4.5 in order to prove the metallic behaviour of the infinite TB chain in the non-

interacting case. A wide-band limit approach was used for the retarded Green’s functions of the

bath chains GR
B (ω) in Fig. 4.5a according to Eq.(4.48). The corresponding values for the damping Γ

are indicated in the legend of the plot.

In Fig. 4.5b semi-infinite TB chains were used as bath chains, according to Eq.(4.49), with the

respective hopping integral tB inside the bath chains indicated in the legend of the plot as well. It

should be remembered here that the coupling constant v describing the coupling between the bath

chains and the infinite TB chain is taken as unity throughout the entire work.
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Figure 4.5: DOS ρ(ω) of the infinite TB chain with coupled bath chains. (a): bath chains described
by a wide-band limit approach with different values for the damping parameter Γ, which
are indicated in the respective legends. (b): bath chains described by semi-infinite TB
chains with different values for the hopping integral inside the bath chains tB, which are
indicated again in the respective legends. The non-zero values at ω = 0 and in its close
vicinity proof the metallic behaviour in a significant way.

Due to the occurring non-zero DOS ρ(ω) at the point of origin ω = 0 and in its close vicinity in both

Fig. 4.5a and Fig. 4.5b, the metallic behaviour of the non-interacting infinite TB chain with coupled

fermion bath chains is demonstrated in a significant way.

Comparing the particular plots of Fig. 4.5a, where the wide-band limit approach for the retarded

component of the bath Green’s function was chosen, a considerable broadening for the larger value
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of the damping Γ = 0.1 can be manifested in comparison to the smaller value Γ = 0.01. Broadening

in this context means that the peaks of the spectral function A(ω, k ) (see Sec. 3.1.2 for a detailed

explanation) are broadened, which smoothes the peaks in the corresponding DOS out in further

consequence.

The same broadening is also observable in Fig. 4.5b, where semi-infinite TB chains were taken

as bath chains. Here the smaller value of the hopping tB inside the bath chain leads to a larger

broadening, i.e. smoother peaks, in the plot of the DOS, which can be explained by the following

relationship

max
ω
=
{

GR
B (ω)

}
=

{
v2

tB
, semi-infinite TB chain

Γ, wide-band limit
⇒ Γ =

v2

tB
. (4.55)

Eq.(4.55) also states that a wide-band limit approach for the bath Green’s function with a damping

value of Γ = 0.1 (0.01) should cause a similar broadening effect as an approach where semi-infinite

TB bath chains with a hopping paramter tB = 10 (100) are coupled to the system. This predicted

agreement is exactly what can be observed by comparing these two cases, indicated in red (blue),

in Fig. 4.5a and Fig. 4.5b.

As the metallic behaviour is proved now, the results for the steady-state electric current density j(E1)

along the infinite TB chain as a function of the electrical field intensity E1 are presented next for

different approaches and parameters of the fermion bath chains. The particular current densities

were calculated between the two sites of the central cluster (see Fig. 4.4) according to Eq.(4.31).

Since the lattice spacing is 1 in the units of this work, E1 also denotes the potential drop between

these two sites, as already explained when introducing the applied model for the non-equilibrium

calculations in Sec. 4.2.3.

Fig. 4.6a shows the steady-state current density j(E1) along the infinite TB chain for the wide-band

limit approach of the bath Green’s functions. The respective damping parameters Γ are indicated

again in the legend of the plots.

The steady-state current density j(E1) between the two sites of the central cluster with coupled semi-

infinite TB bath chains, is plotted in Fig. 4.6b in comparison. The particular hopping parameters tB
inside the chain were chosen suitable to end up with the same values for the damping Γ, according

to Eq.(4.55), as in Fig. 4.6a.

In the strong-coupling limit t >> E1, t >> Γ an approximative analytical expression for the current

density within the infinite TB chain can be found by time-dependent perturbation theory [78]:

japprox (E1) ≈ 4t ΓE1

π
(

E2
1 + 4Γ

2
) (4.56)

which is plotted in Fig. 4.6 as dashed line in addition to the results of the numerical non-equilibrium

calculations (solid lines) for all different approaches and parameters.

Comparing the gained results in Fig. 4.6a and Fig. 4.6b the first important observation states that the

current densities j(E1) in the non-interacting infinite TB chain feature exactly the same progression,

independently of the chosen approach for the bath chains Green’s function. Therefore, the following
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Figure 4.6: Steady-state current density j(E1) along an infinite TB chain coupled to bath chains as
a function of the electrical field intensity E1. (a): bath chains described by a wide-band
limit approach with different values for the damping parameter Γ, which are indicated
in the respective legends. (b): bath chains described by semi-infinite TB chains with
different values for the hopping integral inside the bath chains tB, which are chosen
suitable to result in the same values for the damping Γ as in (a), and are indicated again
in the respective legends. In addition the strong-coupling approximations for the current
density, given by Eq.(4.56), are shown as coloured dashed lines in (a) and (b), while
the field intensities corresponding to a maximum current density are marked with black
dashed lines.

interpretation is valid for both approaches. Since the realization of fermion reservoir chains by semi-

infinite TB chains seems to be closer to reality than the corresponding wide-band limit approach, the

former approach will be used in the remainder of the present work.

Interpreting the current density progressions for the two different damping values Γ = 0.05 and Γ =

0.1 in Fig. 4.6, the field intensity E1, where the maximum current density occurs, is approximately

given by

E1|j(E1)=jmax
≈ 2 Γ (4.57)

which is in perfect agreement with the field intensity at the maximum current density of the approxi-

mative analytic expression, obtainable by differentiating Eq.(4.56) with respect to the electrical field

E1. Eq.(4.57) points out the important role of the fermion bath chains to allow for a non-zero current

again. Without bath chains the damping parameter Γ would be zero, resulting in

lim
Γ→0

E1|j(E1)=jmax
≈ 0 (4.58)

which is equivalent to

lim
Γ→0

j ≈ 0 (4.59)

since the occurrence of a non-zero current density is coupled to a non-zero electrical field E1.
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Eq.(4.59) implies again the occurrence of BOs in infinite structures without a proper dissipation

mechanism considered.

Continuing with the comparison of the numerically obtained current densities and the approximative

analytic solutions in Eq.(4.56), a remarkable agreement between both solutions for all values of E1

and a chain-hopping parameter t = 1 is found, although the analytical approximation is rigorously

valid only in the strong-coupling limit t >> E1, Γ.

Due to this fact, the maximum value for the steady-state current density j(E1) can be approximated

by the maximum value of the approximative analytical solution, obtainable by substituting E1 = 2Γ in

Eq.(4.56):

jmax ≈ j(E1 = 2 Γ) ≈ t
π

(4.60)

which pronounces the striking feature of an absolute maximum current density jmax independent of

the damping Γ at E1 = 2Γ.

Furthermore, the particular progression of the j(E1) curve can be explained as follows: For weak

electrical fields, i.e. the first part of the j(E1) curves in Fig. 4.6, a linear relationship j(E1) ∝ E1 is

found, corresponding to Ohm’s Law. This initial linear region would also be obtainable by means of

linear response theory [80]. The occurrence of a maximum value for the current density in combina-

tion with a subsequent negative differential conductivity, i.e. a decreasing curve progression, can be

explained due to the increasing relevance of BOs at larger electrical field intensities:

While the energy gain of an electron hopping from one site of the chain to a neighbouring one is

proportional to the electrical field intensity E1, the corresponding energy dissipation is given in terms

of the damping Γ. For E1 >> Γ the dissipation mechanism is simply too weak to dissipate enough

energy and consequently prevent the occurrence of BOs, which results in a continuously decreasing

current density for E1 >> Γ.

The dependence of the steady-state current density j within the TB chain on both the electrical field

intensity E1 and the damping Γ induced by the coupling of fermion bath chains is shown in Fig. 4.7,

where the current density is plotted for the whole parameter space (E1, Γ). The contour plot again

proves the relationship found for the electrical field of the maximum occurring current density jmax in

Eq.(4.60) in a very demonstrative way. Moreover, it clearly shows that the same values of the current

density j are obtained for any damping Γ, where only the scaling on the E1-axis changes. The next

interesting feature in Fig. 4.7 arises when comparing the explicit current density dependencies on Γ

for a fixed value of E1 and on E1 for a fixed value of Γ. It can be observed that both the j (Γ)|E1
- and

the j (E1)|
Γ

- curve exhibit a similar form, where again the same values for the steady-state current

density are found and only the scaling of the particular axis varies.

The presented results found for the steady-state electronic current density j by means of many-body

non-equilibrium calculations are in good agreement with reference values found by time-dependent

perturbation theory with a temporal gauge [78]. After the treatment of the current density, the ef-

fective local distribution function floc(ω) is under investigation in the following for different values of

the electrical field intensity E1 and the damping parameter Γ. It should be noted first that the local

distribution function was calculated for the right site in the central cluster of the infinite TB chain (see

Fig. 4.4 for the particular geometry).
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Figure 4.7: Contour plot of the steady-state current density j(E1, Γ) along the infinite TB chain for the
whole parameter space (E1, Γ).

The results for the effective local distribution function floc(ω) were gained by applying Eq.(4.32) to the

four-component Green’s function in Keldysh space found for the infinite TB chain coupled to fermion

bath chains by means of the iterative method introduced in Sec. 4.2.3.

In the equilibrium situation (corresponds to E1 = 0 in the non-equilibrium framework) the local distri-

bution function floc(ω) is expected to be given by the Fermi-Dirac distribution, according to Eq.(4.23),

which is proved in Fig. 4.8c (blue line).

Turning to the non-equilibrium situation now, Fig. 4.8a shows the numerical results of the local dis-

tribution function floc(ω) for a weak electrical field E1 and different values of the damping Γ. In the

strong-coupling limit t >> E1, t >> Γ (which is satisfied for all sets of parameters in Fig. 4.8a) the

local distribution function features a superposition of small steps and oscillations, which are occur-

ring due to the superposition of the Fermi-Dirac distributions fF
(
ω ± 2n+1

2 E1

)
of the coupled bath

chains Keldysh Green’s functions at every site n of the infinite TB chain (see Eq.(4.23) also). A de-

tailed investigation of the obtained step-like behaviour shows that the energy spacing between the

occurring steps is approximately ∆steps ≈ 0.05, which corresponds exactly to the induced potential

drop between two neighbouring sites E1 = 0.05. Moreover, this important relationship holds for all

sets of parameters applied for the three plots in Fig. 4.8, (which can be seen in the most obvious

way in Fig. 4.8b).

As E1 and Γ are increased to values on the order of the hopping integral t (i.e. O(1) in this chapter)

the correspondence of the energy width of the occurring steps in floc(ω) to the potential difference

between neighbouring sites E1 becomes more and more evident. Analyzing the local distribution

functions floc(ω) plotted in Fig. 4.8b (blue and red line), this conclusion is achievable. In this picture,

the saturation of the steady-state current density j(E1) to a value of zero for very large electrical field

intensities E1 becomes reasonable, since the width of the steps in the local distribution function is

larger than the bandwidth of the system ∆BW ≈ 4t .

One can clearly see that the origin of the local distribution functions in Fig. 4.8b is shifted by ωshift =

−0.5 = −E1
2 on the frequency axis. Remembering that the presented floc(ω)-curves were calculated

for the right central cluster site of the infinite TB chain, this shift becomes apparent, since the on-site
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Figure 4.8: Effective local distribution function floc(ω) of the right central cluster site (see Fig. 4.4
for the particular geometry) of the electrical field driven infinite TB chain for various sets
of parameters (E1, Γ). (a): floc(ω) for a weak electrical field E1 = 0.05 and different
parameters of the damping Γ. (b): floc(ω) for a strong electrical field E1 = 1.0 and several
parameters of the damping Γ. (b): floc(ω) for a comparable large damping Γ = 0.1 and
weak electrical fields E1 between neighbouring site, where also the equilibrium case
E1 = 0 is plotted, which features the well-known form of the Fermi-Dirac distribution.
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energy at this particular site is given by ε = E1
2 . Further on, an interesting behaviour is observable

in the Γ = 0.2 case for the comparatively strong electrical field E1 = 1.0 (green dashed line in Fig.

4.8b), where a population inversion in floc(ω) occurs. Similar population inversions are observable

for very small values of the parameters (E1, Γ) in Fig. 4.8a, though on a much smaller scale.

Finally, Fig. 4.8c shows the change of the functional form of floc(ω) with increasing electrical field

intensity for a constant value of the damping parameter Γ = 0.1. Starting from the equilibrium

situation (E = 0), where the Fermi-Dirac distribution fF (ω) is regained, more and more electrons

located just below the Fermi level ωF = 0 get excited to states right above ωF as the electrical field

gets increased. Additionally, the steps and oscillations in the local distribution function are amplified,

with the energy spacing increasing corresponding to the relationship ∆steps ≈ E1
2 found above.

In the context of analyzing this local distribution functions floc(ω) one could put the question, why

there appears no significance in the functional forms of floc(ω) for the paticular case E1 = 2Γ, which

was found as the condition to be met for the maximum current density jmax . Remembering the

interpretations given above for the particular form of the j(E1)-curve, the occurrence of a maximum

in the current density curves was argued due to the increasing relevance of BOs at larger electrical

fields. Therefore, the rise of a maximum condition for the applied electrical field is explainable rather

in terms of the ratio of gained to dissipated energy, than in terms of the particular number of electrons

above the Fermi level ωF (which is determined by the local distribution function floc(ω)|E1=2Γ
),

The presented results for the local distribution function floc(ω) are in good agreement with results

reported for time-dependent perturbation theory calculations [68] and DMFT [77]. After this compre-

hensive investigation of the non-interacting case, the effects of non-zero repulsive on-site interac-

tions U 6= 0 on the steady-state current densities are presented in the next paragraph.

Interacting case

As already mentioned in the introduction of the present chapter, the non-equilibrium investigations

on the infinite TB chain were performed to allow for a comprehensive and physically correct inter-

pretation of the results gained for the electronic transport properties of GNR geometries, which are

presented in Sec. 4.4. The different physical behaviours depending on the edge geometry, where

zig-zag GNRs feature a metallic behaviour in contrast to the semiconducting (or semi-metallic) of

armchair GNRs, were already discussed in Chapter 3. Since the non-interacting infinite TB chain

features a metallic behaviour (proved in Fig. 4.5 in the former paragraph), an investigation of a non-

troublesome semiconducting geometry with one infinite dimension has to be performed as well. For

the metallic zig-zag GNR geometries (investigated regarding their equilibrium properties in Sec. 3.3)

a change in the physical behaviour from metallic to semiconducting is observable when the repulsive

Coulomb on-site interactions are increased above a critical value Ucrit . Since a similar effect is also

expected for an one-dimensional structure, the non-equilibrium treatment of the infinite TB chain is

repeated for different values of the on-site interaction U. The gained results are presented in the

following, where the focus is turned on the equilibrium DOS ρ(ω) at first to verify wether the structure

behaves in a semiconducting way or not, for a particular value of U. The corresponding steady-state

current densities j(E1) of the respective interacting infinite TB chains are presented and interpreted
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subsequently in the next subsection.

Fig. 4.9 shows the DOS ρ(ω) for the infinite TB chain in the equilibrium situation (E = 0) for different

parameters of the on-site interaction U = {0.0, 1.0, 2.0, 3.0, 4.0, 5.0}. The chosen value for the

damping is given by Γ = 0.1. The opening of an energy gap ∆, which increases with increasing U, is

clearly observable. The metallic behaviour is indeed changed to a semiconducting one, at least for

on-site interactions U > 3.0. Therefore, the steady-state current density j(E1) within the infinite TB

chain for non-zero on-site interactions U 6= 0 is part of the investigations in the following subsection

about semiconducting TB chains.
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Figure 4.9: DOS ρ(ω) of the infinite TB chain with coupled bath chains for different on-site interac-
tions U = {0.0, 1.0, 2.0, 3.0, 4.0, 5.0}. The particular interaction strengths (values of U)
are labeled in the legend. The damping parameter is given by Γ = 0.1.

In course of the non-equilibrium investigations of the GNR geometries in Sec. 4.4 an upper limit

for the damping Γ, induced by the coupled bath chains, appears, since it causes a respective level

broadening. Due to this broadening, the fine structure of the GNRs’ energy momentum dispersion

relation ω(k ) and DOS ρ(ω) is badly smeared out for large dampings Γ, which prevents a proper

description of the detailed physical behaviour of those structures. To check if the obtained DOS of

the infinite TB chain in Fig. 4.9 is representing all fine-structured details, it was calculated again for

a smaller value of the damping Γ = 0.01 and is plotted in Fig. 4.10. Comparing this plot to the DOS-

plot for the larger damping Γ = 0.1 in Fig. 4.9, it is observable that the energy gap ∆ is larger for

every particular value of the on-site interaction U in this case. Furthermore, the occurring peaks are

thinner and the peak-height is larger. Since the damping Γ is only a side effect of the artificial TB bath

chains, which were coupled to the system for reasons of providing a proper dissipation mechanism,

its effect on the physical non-equilibrium properties of the investigated system has to be minimized.

In the present situation a damping of Γ = 0.1 is simply to large to resolve the fine-structure of the

DOS of the interacting infinite TB chain. Therefore, the investigation of the steady-state current

density j(E1) within the infinite TB chain for non-zero on-site interactions U in the following section

is restricted to the smaller damping parameter Γ = 0.01. As mentioned above, a similar problem
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emerges also in the non-equilibrium investigations of zig-zag and armchair GNRs in Sec. 4.4.
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Figure 4.10: Same as Fig. 4.9, but for Γ = 0.01.

4.3.2 Semiconducting tight-binding chains

The physical behaviour of infinite TB chains is changed from metallic to semiconducting when non-

zero on-site interactions U are applied, as shown in the previous subsection. A simpler approach to

the realization of a semiconducting infinite TB chain using alternating on-site energies ±ε, is consid-

ered first, since it comes along with a tunable energy gap. Due to the fact that in both approaches the

resulting current densities are determined by occurring tunneling resonances (Wannier-Stark reso-

nances), a comprehensible explanation and interpretation is demanded. It is provided subsequently

to the presentation of the particular current characteristics.

The equilibrium DOS ρ(ω) and the steady-state current density j(E1) for U = {1.0, 2.0} are presented

in Fig. 4.11 as representing examples for infinite TB chains featuring a semiconducting behaviour

due to non-zero on-site interactions. The damping was set to Γ = 0.01 and the hopping integral

between neighbouring sites of the infinite TB chain was set to t = 0.5 in this special case.

The oscillatory behaviour of the current densities observable in Fig. 4.11c and Fig. 4.11d appears

puzzling at the first sight. In the classical picture zero current would have been expected in an one-

dimensional semiconductor for electrical field induced electron energies smaller than the energy

gap [81]. As the electron energy exceeds the energy gap one would expect a similar current-density

progression as for the non-interacting U = 0 case (red dashed line in Fig. 4.11c), i.e. a continuously

increasing current-density, with an appearing maximum and a subsequent decrease due to increas-

ing BOs. Apparently, such a behaviour cannot be observed in Fig. 4.11c and Fig. 4.11d. The reason

for the occurring oscillations in the current densities lies in the actual Wannier-Stark model used for

the non-equilibrium investigations in this work, where a homogeneous electrical field is applied in

order to force an electronic current to flow (see. Sec. 4.2.3). In consequence of this homogeneous
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Figure 4.11: Equilibrium DOS ρ(ω) of the infinite TB chain with coupled bath chains for a small
damping parameter Γ = 0.01 and on-site interactions U = 1.0 (a) and U = 2.0 (b).
The corresponding steady-state electronic current densities j(E1) are presented in (c)
and (d), where the non-interacting U = 0 reference solution is plotted in addition. The
occurrence of Wannier-Stark resonances can be observed.
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electrical field a step-like potential is established (see Fig. 4.15d), which in combination with the ap-

pearing energy gap in the interacting situation leads to resonant tunneling processes for particular

values of the electrical field. The observable peaks in the current densities in Fig. 4.11c and Fig.

4.11d correspond exactly to those tunneling processes called Wannier-Stark resonances.

To make a theoretical description of the observed transport characteristics easier, a simplified non-

interacting "version" of a semiconducting infinite TB chain is constructed in the following, where the

appearing energy gap originates from alternating on-site energies ±ε along the chain instead of

applied on-site interactions U.

Construction of a non-interacting semiconducting TB chain

Considering a particle (electron) within a non-interacting one-dimensional TB chain with a suitable

dissipation mechanism, a homogeneous electrical field will force the particle to move along the

chain, resulting in a finite electrical current (see Sec. 4.3). The situation changes significantly when

on-site energies ε with an alternating sign are applied to all sites along the chain. The difference

∆ = ε − (−ε) = 2ε in the on-site energies between two neighbouring sites of the chain corresponds

to an arising energy barrier, which hinders the particle in its movement along the chain as long as

its particular kinetic energy is smaller than the barrier. More precisely, alternating on-site energies

±ε along the infinite TB chain cause an energy gap

∆ = 2ε (4.61)

to appear in the chain’s equilibrium dispersion relation. As a consequence, the physical behaviour

of the TB chain is changed from metallic to semiconducting as requested. It should be noted that

the energy gap appears symmetrically around ω = 0 as long as the absolute values of the on-site

energies are identical.

The equilibrium DOS ρ(ω) of the infinite TB chain, plotted in Fig. 4.12 for different values of the on-

site energy ε, clearly exhibit the expected energy gap. The size of the particular energy gaps in Fig.

4.12 is indeed given by Eq.(4.61). Since the introduced model is used for the electronic transport

calculations, the semi-infinite bath chains are still coupled to the physical system. Therefore, the

energy levels are broadened again due to the damping Γ, which occurs in connection with the

coupled bath chains. The same value Γ = 0.01 as in the interacting model (see Fig. 4.10 and

above) was used again.

The plots for the DOS ρ(ω) of the non-interacting semiconducting TB chain show good agreement

with those obtained for the interacting TB chain in Fig. 4.10. In the former ones, the energy gap ∆

increases with increasing on-site energy ε, while in the latter ones, the value of the on-site interaction

U determines the size of ∆.

Due to the shown equivalence of the equilibrium properties, the observed current densities j(E1)

in Fig. 4.11 can be physically interpreted by means of the non-interacting approach for the semi-

conducting TB chain. Therefore, the steady-state current densities j(E1) for the non-interacting

semiconducting model are presented in Fig. 4.13 and Fig. 4.14 for the same values of ε as in the
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Figure 4.12: DOS ρ(ω) of the infinite TB chain with coupled bath chains and alternating on-site en-
ergies ±ε along the chain, for different values of ε = {0.0, 1.0, 2.0, 3.0, 4.0, 5.0}. The
particular values are labeled in the legend. A value of Γ = 0.01 was used for the damp-
ing parameter.

corresponding DOS plots in Fig. 4.12. For the damping parameter and the hopping integral between

neighbouring sites of the infinite TB chain, the same values as in Fig. 4.11 (Γ = 0.01; t = 0.5) were

used.

The current densities in Fig. 4.13 and Fig. 4.14 again exhibit an oscillatory progression, similar to the

current densities for the interacting TB chain in Fig. 4.11. The peaks of these oscillations correspond

again to Wannier-Stark resonances that occur in the used Wannier-Stark model (see Sec. 4.2.3).

Comparing the particular subplots of Fig. 4.13 and Fig. 4.14 with each other, it is striking that

the number of occurring resonances decreases with increasing energy gap ∆ = 2ε. The figures

also indicate an increasing energy interval between the current peaks. It should be mentioned as

well that for the smallest on-site energy value ε = 0.3 and therefore for the smallest energy gap,

the current density curve of the metallic TB chain is enveloping the actual current density of the

semiconducting chain.

What follows is a comprehensible explanation of the apparent physical non-equilibrium properties

of infinite one-dimensional semiconducting TB chains in terms of occurring Wannier-Stark reso-

nances.
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Figure 4.13: Steady-state current density j(E1) within the infinite TB chain coupled to fermion bath
chains, with alternating on-site energies ±ε applied along the chain, for different values
of ε = {0.3, 0.5}. The particular values of ε are indicated in the legends. Additionally,
the current density of the metallic infinite TB chain, i.e. for zero on-site interaction ε = 0,
is plotted as a reference in both subplots. A value of Γ = 0.01 was chosen for the
damping parameter. The occurrence of Wannier-Stark resonances can be observed
again.
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Figure 4.14: Same as Fig. 4.13, but for ε = {0.8, 1.0, 2.0}
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Wannier-Stark resonances in the one-dimensional semiconducting TB model

Until now the particular profile of the potential energy V , which arises due to the applied homoge-

neous electrical field, was not discussed since the results for the non-interacting metallic TB chain

did not demand it. To provide a suitable physically motivated reasoning of the observed current

densities in Fig. 4.13 and Fig. 4.14, the particular potential energy Vm at every site m of the infinite

chain is plotted for the non-interacting semiconducting TB chain with alternating on-site energies in

Fig. 4.15b and Fig. 4.15d. Additionally, Fig. 4.15 a and Fig. 4.15c show the potential curves for

the interacting model of a semiconducting TB chain, to point out the difference between these two

introduced models.
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Figure 4.15: Potential energy profiles for the two different models of a semiconducting infinite TB
chain. The potentials Vm at sites m are shown in particular for the interacting model
(U 6= 0) in the equilibrium E1 = 0 (a) and non-equilibrium E1 6= 0 (b) situation. Note
that the actual effect of U on the potential energy has been neglected. For the non-
interacting model with alternating on-site energies the potential profile is shown as well
in case of equilibrium (c) and non-equilibrium (d).

The equilibrium situation (E1 = 0) for the interacting model is shown in Fig. 4.15a. Due to the lack

of any electrical field or on-site energies the potential energy is equal to zero at every site. Fig.

4.15c shows the non-equilibrium situation where a non-zero electrical field E1 6= 0 causes a linearly

increasing potential energy according to Vm = eE1m, with the electron charge e (which is still taken

as unity). Applying alternating on-site energies ±ε at all sites m along the overall infinite chain
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changes the potential energy Vm significantly, which is illustrated in Fig. 4.15c. One can clearly see

the alternating on-site potential energies. For a non-zero electrical field E1 6= 0 the potential energy

is modified in the same way as in case of the interacting model, i.e. a linear increase is superposed

to the alternating potential energy profile. The resulting potential curve, plotted in Fig. 4.15d, is the

starting point for a physically motivated reasoning of the observed current densities in Fig. 4.13 and

Fig. 4.14.

As already mentioned, the Wannier-Stark model used in this Chapter enables resonant tunneling

processes [55] [56] [57]. Three conditions need to be satisfied for the formation of an observable

Wannier-Stark resonance:

1. The total potential drop across the semiconducting chain has to exceed the zero-field energy

gap ∆. Obviously, in case of an infinite structure this condition is always met.

2. At least two sites of the infinite chain have to possess the same potential energy Vm. As a

consequence of the applied model, an infinite number of pairs of sites with aligned potential

energies occurs if the former condition is satisfied (illustrated in Fig. 4.16)

3. The spatial wavefunctions of the localized Wannier-Stark resonace states need to exhibit a

finite overlap, since the tunneling probability is proportional to this overlap.

As the first condition is trivially fulfilled in an infinite structure with an homogeneous electrical field,

only the remaining two are discussed here:

Fig. 4.15d shows the potential energies Vm at the central sites m of the TB chain for a particular

set of parameters (ε, E1). The second condition is definitely not satisfied in the depicted situation,

since there appear no aligned potentials. The potential profile is plotted again in Fig. 4.16 for slightly

different values of the potential drop E1 between two particular neighbouring sites of the TB chain.
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Figure 4.16: Potential energy profiles along the semiconducting TB chain in the case of resonace.
(a): Wannier-Stark resonances induced by aligned potentials Vm at sites m and m + 3.
(b): Wannier-Stark resonances induced by aligned potentials Vm at sites m and m + 5.
The resonant tunneling processes are indicated by the green arrows, which form the
resulting Wannier-Stark ladder of resonances.
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One can clearly see that for these particular parameters the second resonance condition is fully met.

Furthermore, Fig. 4.16 indicates that the alignment of the potential energies at two different sites in

the chain consequently leads to a whole ladder of pairs of resonant states. Due to the name of the

applied model this ladder is called Wannier-Stark ladder of resonances. As a consequence of the

formation of resonant pairs within the chain, electrons can surmount the arising potential barriers by

resonant tunneling processes (illustrated by the green arrows in Fig. 4.16).

Focusing on the ratio of the particular values for the on-site energy ε and the electrical field E1 now,

it can be observed that equal potential energies Vm appear at the states m and m + 3 in Fig. 4.16a

(E1 = 0.33). In case of a slightly weaker electrical field E1 = 0.20 in Fig. 4.16b, identical values

for the potential energies occur at the states m and m + 5. Due to the alternating on-site energies

there appear no Wannier-Stark resonances for values of the electrical field 0.20 < E1 < 0.33, which

is also observable by a conscientious comparison of the two subplots in Fig. 4.16. Therefore, the

second resonance condition can be formulated in the following mathematical way:

∆

E1

!= 2n + 1, n ∈ N+. (4.62)

The third resonance condition demands a finite overlap of the wavefunctions of the respective res-

onant pairs of states. It is important in this context that the eigenstates of the Hamiltonian HWS in

the Wannier-Stark model become localized, whenever the first resonance condition is satisfied [55].

The corresponding spatial wavefunctions at the particular sites of the chain can be described by

exponentially decreasing functions, according to

ψ(r ) ∝ exp
(
−|r |

L

)
(4.63)

where r is the spatial coordinate in units of the lattice spacing and has its origin at the respective

site m. The quantity L describes a coherence length, which determines the spatial extent of the

wavefunction. Since the wavefunction describes a localized state it has to be normalized. The

normalization constant Z is determined using

1
Z

∫ ∞
−∞

ψ(r ) =
1
Z

∫ ∞
−∞

exp
(
−|r |

L

)
!= 1 ⇒ Z = 2L (4.64)

According to Eq.(4.63) and Eq.(4.64), the overlap O
(

∆

E1

)
of two wavefunctions, which correspond

to a pair of resonant states ψ1 and ψ2 centered at r = 0 and r = ∆r , respectively, is given by

O
(

∆

E1

)
=

∫ ∆r
2

−∞
ψ2(r − ∆r )dr +

∫ ∞
∆r
2

ψ1(r )dr (4.65)

=
∫ 2n+1

2

−∞
ψ2(r − 2n + 1)dr +

∫ ∞
2n+1

2

ψ1(r )dr

=
∫ ∆

2E1

−∞
ψ2

(
r − ∆

E1

)
dr +

∫ ∞
∆

2E1

ψ1(r )dr
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=
∫ ∆

2E1

−∞

1
Z
· exp

−
∣∣∣r − ∆

E1

∣∣∣
L

 dr +
∫ ∞

∆

2E1

1
Z
· exp

(
−|r |

L

)
dr

=
∫ ∆

2E1

−∞

1
Z
· exp

(
r − ∆

E1

L

)
dr +

∫ ∞
∆

2E1

1
Z
· exp

(
− r

L

)
dr

=
1
Z

{
L · exp

(
−

∆

E1

L

)
· exp

(
∆

2E1

L

)
dr + L · exp

(
−

∆

2E1

L

)}
dr

=
1
Z
· 2L · exp

(
− ∆

E1 · 2L

)
= exp

(
− ∆

E1 · 2L

)
.

The definition of O
(

∆

E1

)
in the first line is based on the symmetry of the overlap area, with the

symmetry axis located at r = ∆r
2 . Line two fulfills the second resonance condition given in Eq.(4.62),

which is used afterwards to obtain line three. In the fourth line the wavefunctions ψ(r ) were replaced

by Eq.(4.63). The absolute values
∣∣∣r − ∆

E1

∣∣∣ and |r | were replaced in the fifth line, which is possible

due to the particular integration limits. Subsequently, some trivial analysis was performed leading to

the final result, which fulfills the essential condition

lim
∆→0

O
(

∆

E1

)
= 1. (4.66)

In the resonant tunneling regime the overlap of two wavefunctions belonging to a pair of resonant

states determines the tunneling probability of an electron faced with an energy barrier [82], which

leads to the resulting tunnel current density

j(E1) ∝ O
(

∆

E1

)
= C · exp

(
− ∆

E1 · 2L

)
(4.67)

with a proportionality constant C .

It should be clear now that signatures of Wannier-Stark resonances in the resulting current densities

j(E1) only appear in case of a finite overlap of the wavefunctions of the resonant Wannier-Stark

states.

With Eq.(4.62) and Eq.(4.67) at hand, the gained current densities j(E1) in Fig. 4.13 and Fig. 4.14

can be analyzed again, in terms of occurring resonant tunneling processes. In order to do so,

the maxima of the current oscillations in the weak electrical field regime are fitted by Eq.(4.67) to

verify that Wannier-Stark resonances appear solely in cases where the third resonance condition is

fulfilled. It is important to note here that the derived formula for the tunnel current density is only

valid in the weak electrical field regime, since it does not take into account any decrease or saturation

due to an increasing relevance of BOs at larger fields. The second resonance condition is checked

as well by comparing the positions (electrical fields) where the maxima appear with the theoretical

values according to Eq.(4.62).
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The regions of the current densities j(E1) where Wannier-Stark resonances appear are plotted again

in the left subplots of Fig. 4.17 and Fig. 4.18, where the occurring current maxima in the weak elec-

trical field regime are marked and fitted by Eq.(4.67). The fitting function describes the values of the

current maxima almost perfect for all considered on-site energies, which indeed identifies the ap-

pearing maxima as Wannier-Stark resonances. Furthermore, the obtained values for the coherence

length L (which are given in the particular subplots) feature an increasing behaviour with decreasing

energy gap ∆, respectively. Bearing in mind that wavefunctions in metallic systems are typically

delocalized, i.e. their coherence length converges to infinity, the observed behaviour again confirms

the physical correctness of the resonant tunneling approach, since the infinite TB chain features

metallic properties for vanishing on-site energies.

The fits of the current maxima verify the resonant tunneling approach in the weak electrical field. To

prove if this approach is also consistent for lager electrical fields, the positions (values of the electri-

cal field E1) of the occurring current maxima were investigated in terms of their correspondence to

the second resonance condition. The right subplots of Fig. 4.17 and Fig. 4.18 show the theoretical

positions of the Wannier-Stark resonances (magenta markers), which were calculated according to

the mathematical description of the second resonance condition in Eq.(4.62). The actual electrical

fields E1 at the occurring current maxima in the corresponding plots of the current densities j(E1) in

Fig. 4.13 and Fig. 4.14 or in the left subplots of Fig. 4.17 and Fig. 4.18, respectively, are plotted

for comparison (blue markers). It should be noted that for the actual position values the index n

indicates the nth largest electrical field where a maximum appears. Starting out with the case of

the largest energy gap ∆ = 4.0 in Fig. 4.18f one can clearly see that the current maxima almost

exactly appear at the theoretically predicted values of the electrical field. Good agreement with the

theoretical values is also found for ∆ = 2.0 (Fig. 4.18d), ∆ = 1.6 (Fig. 4.18b) and ∆ = 1.0 (Fig.

4.17d) where it shows up that the agreement is slightly better for larger values of n. This observed

characteristic is reasonable in two ways:

First of all, due the fact that a small value of n corresponds to a large electrical field, the positions of

the current maxima are also affected by the occurring current decrease and saturation.

Further on, a small value of n corresponds to few energy barriers for the electron to tunnel through.

In this case the actual ratio of the hopping integral t within the chain and the energy gap ∆ plays

an important role, since the approach of electrons which can overcome energy barriers by tunneling

processes only, increasingly fails for t
∆
≈ O(1) and few energy barriers. The fail of the approach

for t
∆
≈ O(1) is quite reasonable, since the electrons can simply surmount the arising energy bar-

rier without any additional tunneling processes because of the comparatively large hopping integral

t ≈ ∆. This effect is most clearly observable for the smallest energy barrier ∆ = 0.6 in Fig. 4.17b,

where t
∆
≈ 1.

Summing up, the second resonance condition is satisfied for most of the occurring maxima in the

current densities with some reasonable deviations for small energy gaps and/or large electrical fields.

This result points out again that the observed current maxima correspond to Wannier-Stark reso-

nances.

The detailed investigation of the non-interacting semiconducting TB chain with alternating on-site

energies yielded a comprehensible physically motivated interpretation of the obtained oscillations in
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the current densities j(E1). The presented explanation also holds in case of the interacting semi-

conducting TB chain (see Fig. 4.11 for the particular current densities), since non-zero interactions

U change the potential energy profile (plotted without considering the effect of U in Fig. 4.15c) in a

similar way as the on-site energies ε in Fig. 4.15d.

In the next section the electronic transport properties of an armchair and a zig-zag GNR are pre-

sented. The detailed interpretation of the obtained results for the infinite TB chain in the present

section will allow for a comprehensive and physically correct interpretation of the gained results for

the GNRs.
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Figure 4.17: (a),(c): Zoomed-in plots of the steady-state current densities j(E1) within the infinite TB
chain in Fig. 4.13. The observed maxima are highlighted (magenta markers) and fitted
according to Eq.(4.67) (green dashed lines), with the fitting parameters Lfit , Cfit given.
(b), (d): Respective positions E1 of the occurring maxima (blue markers) in comparison
to the theoretical values (magenta markers) calculated according to Eq.(4.62). The
particular values of the on-site energies ε are given below each subplot.
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Figure 4.18: Same as Fig. 4.17, but for the steady-state current densities j(E1) of Fig. 4.14.
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4.4 Non-equilibrium electronic transport properties of

graphene nanoribbons

Finally, the results of the electronic transport properties of an armchair and a zig-zag GNR with four

C atoms along the width (corresponding to the AC-W4 and ZZ-W4 GNR in Chapter 3) are presented

in this section. The Wannier-Stark model introduced in Sec. 4.2.3 for the infinite TB chain is used

for the GNRs as well, since it is not restricted to strictly one-dimensional geometries. As it was

pointed out already during the introduction of the Wannier-Stark model, the only differences in the

calculations appear in the particular on-site energies ε (due to the 2d spatial extent of the central

cluster) and in the coupling matrices T L/R .

The infinite GNRs are again split up into three parts: a central part (cluster) and two semi-infinite

ribbons on the right- and left-hand side of the central part. The particular splitting is shown in

Fig. 4.19, where the respective values of the on-site energies ε, which arise due to the applied

homogeneous electrical field E , are indicated as well. It has to be mentioned here that a slightly

different notation is used in this section, where the absolute value of the electrical field is denoted

as E (in contrast to E1 in the previous sections). Again, the values for the electrical field E and the

repulsive on-site interaction U are given in terms of the nearest neighbour hopping integral t .

While the construction of the coupling matrices for the infinite TB chain was rather simple, it becomes

more complicated in case of the GNRs due to there 2d geometry. The detailed plot of the central

cluster for the AC-W4 GNR in Fig. 3.22b or Fig. 4.20a with the indicated site labeling leads to the

following coupling matrices for the armchair GNR

T L
12 =



0 0 0 0 0 0 0 t

0 0 0 0 0 0 0 0

0 0 0 0 0 t 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0


= T R

21 T L
21 =

(
T L

12

)′
= T R

12 (4.68)

with the hopping integral t inside the graphene structure given by Eq.(2.5).
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(a) AC-W4 GNR

(b) ZZ-W4 GNR

Figure 4.19: Composition of an AC-W4 GNR (a) and a ZZ-W4 GNR (b) with coupled bath chains.
Semi-infinite ribbons are coupled to a central part containing eight sites, indicating the
eight-site cluster decomposition applied for the non-equilibrium investigations in case
of these GNR lattices. Furthermore, the electrical field intensities at every particular
site are given, where E is a constant determining the potential drop between two neigh-
bouring sites, due to the applied homogeneous electrical field.
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Similarly, Fig. 3.9d or Fig. 4.20b provide a detailed view of the central cluster used in case of the

ZZ-W4 GNR. The indicated site labeling determines the particular form of the coupling matrices for

the zig-zag GNR:

T L
12 =



0 t 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 t 0 0 0 0 0

0 0 0 0 0 t 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0

0 0 0 0 0 0 t 0


= T R

21 T L
21 =

(
T L

12

)′
= T R

12. (4.69)

In contrast to the infinite TB chain, where the current density is equivalent between all neighbouring

sites, the situation is more complicated for the GNRs. Due to their 2d geometries there appear

different currents between the eight C atoms of the central clusters. To allow for a comprehensive

interpretation of the results for the current densities within the AC-W4 and ZZ-W4 GNR (which are

presented in the following) a detailed view of the central clusters with all flowing currents indicated

is provided in Fig. 4.20.
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Figure 4.20: Central clusters of the investigated AC-W4 GNR (a) and ZZ-W4 GNR (b) with the differ-
ent flowing currents indicated. Currents between a site m and a site n within the GNRs
are denoted as Jmn, while the quantity JmB corresponds to a current between site m of
the physical system and the coupled artificial bath chain. These bath currents should
be orders of magnitudes smaller than the currents within the GNRs to ensure physically
correctness of the used model.

One needs to distinguish between currents flowing within the GNRs and currents flowing into the

134



Electronic transport

artificial bath chains. A current between a site m and a site n within the GNRs is denoted as Jmn,

while JmB corresponds to a current flowing between a site m of the GNR and its coupled fermion bath

chain. The intention of coupling fermion bath chains to the physical system was, to allow for a proper

dissipation mechanism. It is desired to have an energy current into the baths, i.e. a dissipation of the

Joule heat from the physical system. In contrast to that, any particle current flow from the physical

system to a coupled bath chain or from a coupled bath chain to the physical system, respectively,

would be non-physical.

4.4.1 Armchair graphene nanoribbon with four carbon atoms along

the width

The obtained results for the steady-state electronic current densities j(E) within an AC-W4 GNR

under the influence of a homogeneous electrical field E are plotted in Fig. 4.21 and Fig. 4.22 for

different values of the repulsive on-site interactions U. The particular values of U and the used

parameters for the fermion bath chains are indicated top right in each subplot.

The current densities in Fig. 4.21 and Fig. 4.22 clearly show an oscillatory behaviour, as it was

the case for the infinite TB chain (see Fig. 4.11 e.g.). Before the particular plots are analyzed and

compared to each other, some general properties, valid for all current density plots of the AC-W4

GNR are given:

First of all, the total current density j tot (E) is given by j tot (E) = J27(E) + J45(E) due to the geometry

of the central cluster depicted in Fig. 4.20a.

Next, the particular currents J12(E) and J78(E) are identical in all subplots, as well as J34(E) and

J56(E), which appears due to symmetries of the central cluster.

Furthermore, it is observable that Kirchhoff’s laws [83] are satisfied within the central part, since

J34(E) = J45(E) = J56(E), J12(E) + J32(E) = J27(E) and J27(E) = J76(E) + J78(E) holds in all plotted

current densities. It is important here that Kirchhoff’s laws within the cluster can only be fulfilled if

the bath currents JmB within the fermion bath chains at every site m are approximately zero. This

condition has also to be met to ensure physically correctness of the used model. Since the fermion

bath chains were added to the system strictly artificially to enable a proper dissipation mechanism,

any particle transfer from the sites of the AC-W4 GNR to the reservoirs would be unphysical. It

should be clear that exactly the same condition applies to the ZZ-W4 GNR. It is observable in all plots

of the current densities in the AC-W4 GNR that the condition of approximately zero bath currents

JmB (bold dashed lines in the particular plots) is fulfilled for almost every set of parameters (U,E).

There appear some small deviations for large electrical fields, which however do not greatly matter,

since the interesting region where the Wannier-Stark resonances can be observed corresponds to

the weak electrical field regime.

Omitting the occurring oscillations for a moment, the general behaviour of the total current density

j tot (E) along the AC-W4 GNR is very similar to the one found for the metallic infinite TB chain: Initially,

the current increases with increasing electrical field until a maximum value is reached. Subsequently,
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Figure 4.21: Steady-state current densities j(E) within an AC-W4 GNR coupled to fermion bath
chains, for different values of the on-site interaction U = {0.0, 1.0, 1.5}. The particular
values of U are indicated below each subplot. The sites between which the respective
currents flow are depicted in the detailed plot of the central cluster in Fig. 4.20a. The
parameters of the fermion bath chains are indicated in each subplot.
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Figure 4.22: Same as Fig. 4.21, but for U = {2.0, 2.5, 4.0}.
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a decrease and saturation of the current for larger electrical fields can be observed, which is again

a result of increasing BOs in consequence of a too weak dissipation mechanism.

Focusing on the particular current densities in the different subplots now, Fig. 4.21a, representing

the non-interacting case, indicates that the distance (in terms of the electrical field E) between the

occurring current maxima is very small for the weakest electrical fields and increases steadily with

increasing electrical fields. This behaviour corresponds mainly to the second resonance condition

formulated for the one-dimensional model in Eq.(4.62), albeit, an exact mathematical form is inap-

proachable here due to the 2d geometry of the GNRs. For non-zero interactions (Fig. 4.21b - Fig.

4.22c) the electrical fields where the current maxima occur stay almost the same, which indicates

again an appearance of resonant tunneling processes.

Since the progression of the current density curve in the weak electrical field regime in Fig. 4.21a is

also very similar to the one found for the semiconducting infinite TB chain (see Fig. 4.11a e.g.), the

appearing oscillations in the current densities can indeed be attributed again to occurring Wannier-

Stark resonances. Due to the fact that there appear more than one conduction band in the first BZ

of an AC-W4 GNR (see Fig. 3.24), resonant tunneling processes between a filled valence band and

any empty conduction band are thought to occur for many different values of the electrical fields.

This corresponds to an establishment of several Wannier-Stark ladders of resonances, in contrast

to the infinite TB chain, where only one Wannier-Stark ladder appeared (see Fig. 4.16). There-

fore, simple mathematical forms of the resonance conditions, as in Eq.(4.62) and Eq.(4.67) for the

one-dimensional model, can not be provided.

Although the presented current densities are dominated by Wannier-Stark resonances, the semi-

conducting behaviour of the AC-W4 GNR in the non-interacting case is clearly observable in Fig.

4.21a, due to the appearing energy gap. Certainly, nothing else than a semiconducting behaviour

was expected in consequence of the performed equilibrium investigations. It should be noted here

that the non-equilibrium energy gap does not coincide with the equilibrium energy gap ∆AC which

was found in Sec. 3.4 due to the presence of Wannier-Stark resonances. Comparing the current

density of the non-interacting U = 0 case to the current densities for increasing values of U, it is

observable that the small appearing energy gap decreases until it has totally vanished in Fig. 4.22b

(U = 2.5). Actually a linear current-electrical field characteristic is found in Fig. 4.22b, which cor-

responds to Ohm’s law and therefore identifies the AC-W4 GNR with U = 2.5 as a (semi -) metal.

For an even larger value of the on-site interaction U = 4.0 the energy gap appears again, which can

be seen in Fig. 4.22c. This effect of the on-site interactions U on the energy gap (and therefore

on the semiconducting behaviour) is observable in a much more definite way in Fig. 4.23, which

shows zoomed-in plots of the weak electrical field region of all the current densities plotted in Fig.

4.21 and Fig. 4.22. The observed non-equilibrium behaviour is in perfect agreement with the one

found in the equilibrium situation, where it was shown for the particular AC-W4 GNR that the initial

semiconducting behaviour for U = 0 changes to a semi-metallic one for U = 2.5 and again to a

semiconducting one for U > 2.5 (see Fig. 3.24 or Fig. 3.26).
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Figure 4.23: Zoomed-in plots of the steady-state current densities within the AC-W4 GNR presented
in Fig. 4.21 and Fig. 4.22.
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4.4.2 Zig-zag graphene nanoribbon with four carbon atoms along the

width

Turning to the zig-zag GNR geometry now, the results for the steady-state electronic current densi-

ties j(E) within a ZZ-W4 GNR as a function of the homogeneous electrical field E are plotted in Fig.

4.24 and Fig. 4.25 for different values of the repulsive on-site interactions U. Again, the particular

values of U and the used parameters for the fermion bath chains are indicated top right in each

subplot.

First of all, similar as for the AC-W4 GNR, general properties, valid for all current density plots in Fig.

4.24 and Fig. 4.25 are given:

The total current density j tot (E) within the ZZ-W4 GNR is given by j tot (E) = J12(E)+J43(E)+J56(E)+

J87(E) due to the geometry of the central cluster depicted in Fig. 4.20b.

Due to the fact that the central cluster is symmetric with respect to the longitudinal axis, J12(E) =

J87(E) and J43(E) = J56(E) can be observed in all plots. As a consequence of this symmetry, the

observable relation J23(E) = J54(E) = J76(E) ≈ 0 can be explained by Kirchhoff’s laws.

Furthermore, it is observable in all plots of the current densities in the ZZ-W4 GNR that all bath

currents JmB (bold dashed lines in the particular plots) are approximately zero for almost every set

of parameters (U,E). As it was the case for the AC-W4 GNR, this verifies the physical correctness

of the applied model.

The general behaviour (i.e. omitting the oscillations) of the total current density j tot (E) along the

ZZ-W4 GNR is again very similar to the one found for the infinite TB chain.

The current densities in Fig. 4.24 and Fig. 4.25a in general exhibit a linear current-electrical field

relation in the weak electrical field regime, which corresponds to Ohm’s law and therefore identifies

the ZZ-W4 GNR for U < 2.5 as a metallic conductor. For U > 2.5 the current densities feature

an energy gap, corresponding to a semiconducting transport behaviour. Fig. 4.26 again shows

zoomed-in plots of the weak electrical field region of all the current densities plotted in Fig. 4.24

and Fig. 4.25 to allow for a better observability. Again, the observed transport behaviours perfectly

agree to the equilibrium properties observed for the particular ZZ-W4 GNR geometry (see Fig. 3.12

or Fig. 3.14).

The most striking feature of the presented current densities is obviously the oscillatory behaviour,

which is observable within the approximate range 0.1 < E < 1.0 both for the metallic cases in Fig.

4.24a - Fig. 4.25a and the semiconducting ones in Fig. 4.25b and Fig. 4.25c. Due to the fact that

the metallic TB chain do not features any Wannier-Stark resonances (as shown in Sec. 4.3.1), this

deserves a particular explanation here:

As it was the case for the AC-W4 GNR, more than one conduction band appears in the first BZ of

the ZZ-W4 GNR (see Fig. 3.12). Although there are no energy barriers arising for the electrons in

metallic structures, the multiplicity of unoccupied conduction bands allows for resonant tunneling pro-

cesses between an occupied valence band of a site m and an unoccupied higher conduction band

at a site n in the used Wannier-Stark model. Therefore, the occurring Wannier-Stark resonances do
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Figure 4.24: Same as Fig. 4.21, but for a ZZ-W4 GNR.
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Figure 4.25: Same as Fig. 4.22, but for a ZZ-W4 GNR.
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not originate from an appearing energy gap in case of the ZZ-W4 GNR, but are a consequence of the

formation of Wannier-Stark ladders of resonances due to the multiplicity of unoccupied conduction

bands.
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Figure 4.26: Zoomed-in plots of the steady-state current densities within the ZZ-W4 GNR presented
in Fig. 4.24 and Fig. 4.25.
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5 Conclusions

In the present thesis equilibrium and electronic transport properties of single-layer GNRs were in-

vestigated. To allow for an accessible and effective inclusion of electron-electron interactions into

the calculations, the 2d Hubbard model was used and treated within CPT.

Infinite armchair and zig-zag GNRs with various finite widths were investigated in the equilibrium

case, as well as an infinitely extended layer of pristine graphene. The DOS and the energy-

momentum dispersion relations were calculated in order to allow for a comprehensive interpretation

of the physical characteristics. For the zig-zag GNRs the metallic behaviour predicted by several

review articles was observed for small enough values of the on-site electron-electron interaction

U < Ucrit . It appears that the metallic states within the zig-zag GNRs indeed correspond to local-

ized states at the very edges of the ribbons. As the on-site interactions exceeded a critical value

Ucrit a change to a semiconducting behaviour was observed. Similar metal-semiconductor tran-

sitions were found independent of the particular width. In case of an armchair edge orientation

a width-dependent physical behaviour was observed in the non-interacting case. While an arm-

chair GNR with four C atoms along the width yielded a semiconducting behaviour, a width of five

C atoms resulted in a semi-metallic dispersion relation, in agreement with literature. An inclusion

of the electron-electron interactions into the calculations showed the predicted metal-semiconductor

transition for the case of five C atoms along the width as U increases. An unexpected contrary result

was obtained for the armchair GNRs with a width of four C atoms, where the energy gap of the

non-interacting case closes with increasing U, before it opens up again for stronger interactions. It

is thought that this behaviour originates from a quantum size effect. A comparison of the equilib-

rium properties of comparatively large GNRs to the ones of pristine graphene showed that only the

armchair GNR geometry exhibits a DOS and energy-momentum dispersion relation similar to that of

pristine graphene. Furthermore, a reduced energy gap was observed for the wider armchair GNR,

which is in good agreement with reference solutions. For the zig-zag GNR with thirty C atoms along

the width a similar metallic behaviour and metal-semiconductor transition as for the narrow zig-zag

GNRs was found. It appears that the bare existence of zig-zag edges causes metallic equilibrium

properties, which is an interesting fact, since in reality every experimental probe is obviously finite

and therefore always feature some kind of edges.

The non-equilibrium investigations of the infinite GNRs within the Wannier-Stark model, with addi-

tionally fermion bath chains coupled to the physical system in order to provide a proper dissipation

mechanism, yielded oscillatory current-electrical field relations. In order to provide a comprehensive

and physically correct interpretation of the gained electronic transport properties, the Wannier-Stark

model was also applied to one-dimensional infinite TB chains. The obtained results for a metallic

TB chain are in good agreement with results obtained by time-dependent perturbation theory, but do

not feature any current oscillations. In contrast to that, the observed current density within a semi-

conducting TB chain indeed exhibits oscillations. It was shown that these oscillations correspond to

occurring Wannier-Stark resonances, which originate from induced resonant tunneling processes.

Finally, it was shown that the appearance of oscillations in the current characteristics of the GNRs

can be explained in terms of resonant tunneling processes and corresponding Wannier-Stark reso-
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nances as well. Moreover, the effect of electron-electron interactions on the transport characteristics

was investigated. Although the current densities within the GNRs are primarily determined by res-

onant tunneling process, metal-semiconductor transitions were observed again for particular values

of U, in perfect agreement with the equilibrium investigations. An occurrence of edge currents within

the zig-zag GNR, as predicted in some review articles, was not observed in this work.
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