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Abstract

Action and activity recognition has often been evaluated solely regarding single person behavior.
Recently, successful methods proved the use of information concerning the surrounding scene to be
valuable for this recognition task. One of the fields for action and activity recognition is sport. Sports-
men generally require to expend extraordinary effort when trying to succeed on a professional level.
Game, player and team analysis is of great interest and such research topics within this field emerge
with the objective of automating the analysis process. Each sport has very specific underlying rules,
which can be used as prior knowledge for the recognition task and presents a constrained environment
for evaluation of new methods.

Until now, the classification of player activities on the court is done by professionals. Such specialists
produce a game statistic either after the game from recorded video or already during the game by live
observation, helping the team or coaches to make successful tactical decisions.

Within this thesis, player activities in volleyball sport are investigated by methods of computer vi-
sion and pattern recognition. The automated recognition and rating of all procedures during the
game for statistical report generation is the final goal. This thesis contributes a first step towards
this goal by implementing an activity recognition system. The first stage of the system is a per-
frame player-centered activity recognition using shape, motion and spatial information. After camera
calibration, a preprocessing step is needed - removing the background through median-filtering and
building color models (Gaussian Mixture Models (GMM)) for the two teams. After these steps the
players are segmented. Using a planar homography linking court plane and image plane their posi-
tions can be estimated and a player distribution calculated. The seven different activities are modeled
by descriptors for shape (Histograms of Oriented Gradients (HOG)), motion (Local Histograms of
Oriented Flow-Magnitudes (HOF)), position on the court (Real World Player Coordinates (RWPC))
and player distribution context (Spatial Context (SC)). Using a learning algorithm (one-vs-all Support
Vector Machine (SVM)) based on these descriptors, a classification model for player activity recog-
nition is learnt. As not only single players are of importance in team sports, thereafter in a second
stage all other players on the court are involved for recognition of activities. Using the before trained
GMM, players are detected and their activities evaluated via the above SVM. This information about
all player activities is incorporated by an activity context descriptor (Activity Context (AC)). The AC
descriptor exploits information about all player activities over a certain timespan relative to the inves-
tigated player. Together with the features from the first stage, the AC features are used to train a new
SVM for classification of player activities.

The benefit of this context information on single player activity recognition is evaluated on a new
real-life dataset (50% train / 50% test split) presenting a total amount of almost 36k annotated frames
containing 7 activity classes within 6 videos of professional volleyball games. Incorporation of the
contextual information improves the average player-centered classification performance of 77.56%
by up to 18.35% on specific classes, proving that spatio-temporal context is an important clue for
activity recognition.

Keywords

Computer Vision, Action Recognition, Activity Recognition, Gaussian Mixture Models, Histograms
of Oriented Gradients, Histograms of Oriented Flow, Spatial Context, Activity Context, Support Vec-
tor Machines.






Kurzfassung

Das Erkennen von Aktionen und Aktivititen wurde bisher oft auf die Handlungen einzelner Perso-
nen beschrinkt. In letzter Zeit konnte gezeigt werden, dass das Einbeziehen von Information iiber die
Umgebung der untersuchten Person (Kontext) diese Aufgabe unterstiitzt. Eines der Interessensgebiete
fiir das Erkennen von Aktivititen ist Sport. Sportler miissen im Allgemeinen viel Aufwand betreiben,
um auf einem professionellen Level erfolgreich sein zu konnen. Die Analyse von Spiel, Sportler und
Mannschaft ist daher von groem Interesse und Forschung in diesem Bereich wird intensiviert, um
eine Automatisierung zu erreichen. Jeder Sport bietet durch seine spezifischen Regeln Informationen,
die fiir die automatische Analyse geniitzt werden kdnnen und stellt gleichzeitig eine gute Umgebung
dar, um neue Methoden zu testen.

Bisher wird die Bewertung der Aktivitdten im Volleyball Sport durch Experten manuell durchgefiihrt.
Diese erzeugen Spielstatistiken einerseits nach dem Spiel auf Basis einer Videoaufnahme oder bereits
wihrend des Spiels. Solche Informationen erlauben dem Team und dem Trainer gute taktische Ent-
scheidungen zu treffen.

In dieser Diplomarbeit werden Volleyball Aktivititen mit Methoden der automatischen Bildverar-
beitung untersucht. Mit dem Endzweck, alle Aktivititen eines Spiels fehlerfrei zu Erkennen und zu
Bewerten, stellt diese Arbeit einen ersten Schritt in diese Richtung dar. Der erste Teil des implemen-
tieren Systems besteht aus einer bildweisen spielerzentrierten Erkennung mit Hilfe von Form, Be-
wegungsinformation sowie rdumlicher Information. Nach einer Kamerakalibrierung wird eine Bild-
vorverarbeitung zum Filtern des Hintergrundes sowie zum Erzeugen von Farbmodellen (Gaussian
Mixture Models (GMM)) benétigt. Danach kénnen die Spieler segmentiert und mit Hilfe eines be-
rechneten geometrischen Modells ihre Positionen und Verteilung am Spielfeld geschitzt werden. Sie-
ben definierte Volleyball Aktivitdten werden durch Deskriptoren fiir Form ((Histograms of Oriented
Gradients (HOG)), Bewegung (Local Histograms of Oriented Flow (HOF)), Spielfeldposition (Real
World Player Coordinates (RWPC)) und Spielerverteilung (Spatial Context (SC)) beschrieben. Un-
ter Verwendung von one-vs-all Support Vector Machines (SVM) wird auf Basis dieser Deskriptoren
ein Klassifizierungsmodell gelernt. Da im Teamsport nicht nur Einzelspieler isoliert betrachtet wer-
den sollten, werden im zweiten Schritt alle anderen automatisch erkannten Spieler beziiglich ihrer
Aktivititen klassifiziert und mit Hilfe eines Deskriptors (Activity Context (AC)) beschrieben. Dieser
verwendet die Information {iber alle Aktivitdten der Spieler innerhalb eines gewissen Zeitrahmens.
Eine weitere SVM wird gemeinsam mit den vorherigen Features trainiert, um die Aktivitét des unter-
suchten Spielers besser zu bestimmen.

Zur Evaluierung der Bedeutung des Verhiltnisses eines beobachteten Spielers mit seiner Umgebung
wurde ein Video Datensatz mit ungefidhr 36.000 Annotierungen in sechs Videos von professionel-
len Volleyballspielen erstellt. Die sieben Aktivitidtsklassen wurden darauf (50% Trainingsdaten, 50%
Testdaten) evaluiert und es konnte gezeigt werden, dass durch Verwendung von Kontextinformati-
on die Erkennungsrate von 77.56% nach der Einzelspieleruntersuchung fiir Volleyball spezifische
Aktivitidten um bis zu 18.35% gesteigert wurde. Somit wird gezeigt, dass rdumlich-zeitliche Kontex-
tinformation fiir die Erkennung von Aktivititen eine grofe Rolle spielen kann.

Schlagworter

Bildverarbeitung, Aktivititserkennung, Gaussian Mixture Models, Histograms of Oriented Gradients,
Histograms of Oriented Flow, Spatial Context, Activity Context, Support Vector Machines.
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Chapter 1

Introduction

Today, activity recognition from video is a hot topic in computer vision. More and more applica-
tions emerge from the field with the aim to analyze person behavior. Target applications can be quite
different but still share the same goal: Automatic recognition of human activities by identifying reoc-
curring movements connected to certain situations. The focus of this thesis lies on activity recognition
in sport and in volleyball in special. Sport can be a good field of study as there is more than enough
data for research and the topics diverge broadly as there are so many forms of sport. There exist single
player sports where the athlete performs alone and team sports with a big variety of player numbers,
play fields or play styles. On the one hand there is golf, tennis, weight lifting, track and field athletics
or wrestling and on the other hand football, soccer, (ice)hockey, basketball, handball or polo. The
pluralism of sports is fascinating.

Especially the rules of a sport game are very important. As they are very strictly and clearly defined,
they determine the structure of the play and game strategies. This sport specific game structures and
strategies can provide necessary domain knowledge to build a recognition system, knowing what be-
haviors are allowed and what can be expected during activity analysis. Obviously the best way of
incorporating this prior knowledge for building a recognition system is expert knowledge. A field of
application for recognition systems is sport game analysis, where performance of players is statisti-
cally evaluated to gain information. The use of video analysis in sport has two effects: increase of
sporting performance and increase of coaching performance. Both lead to improved overall results in
competition. While the sporting performance can be bettered in terms of technique, motivation and
feedback, the coaching performance is optimized referred to technique analysis, communication and
efficiency. As professionalism in sport increases, statistical methods have become vital to detect the
opponents weaknesses and to adapt own strategies. Video analysis gives clues about typical reactions
of players in special circumstances. This analysis is highly complex, a special trained person needs
to evaluate the players activities by assigning type and quality. The coaches (and/or players) such
can use this information to develop strategies according to the opponents preferred reactions in spe-
cific situations. As result, the opponents flaws can be exploited and his strengths mitigated. Tactical
strategies for game situations (attack/defense/...) in team sports involve some (football) or all players
(volleyball, basketball, handball) of a team. It is very important, that every player sticks to the plan
for a certain game situation as the overall goal is to make it easy for the own team and as hard as
possible for the opponent to score.
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1.1 Scope

Within the scope of this thesis, different occurring activities in volleyball sport (service, reception, at-
tack, block,...) are detected by an activity recognition system on real world video data. As previously
there existed no data set for volleyball, much effort was put into creating data over multiple games '.
Having created this data set (see Section 5.4 for detail), up-to-date methods for activity recognition
are used together with specially developed methods incorporating expert knowledge about the game
structure.

After calibration of the videos, determination of real world geometry and modeling of foreground
and background, the main task of activity recognition is tackled. At first, the system examines single
frames for spatial context activity recognition, assigning activity classes to players. For this task typi-
cal descriptors like Histograms of Oriented Flow (HOG) or Histograms of Oriented Gradients (HOG)
are used together with newly developed spatial descriptors. The first, Real World Player Coordinates
(RWPC), is a simple player location descriptor while the Spatial Context (SC) descriptor works as
a map of player probabilities estimated from blob images for modeling the on court player distribu-
tion. Subsequently, more complex activity recognition is done by temporal integration of the previous
learnt activities. This is based on the Activity Context (AC) descriptor, composed of the distribution
of player activities on the field observed over a certain number of frames in the past. Both tasks
consist of feature extraction as first step and subsequent classification with a Support Vector Machine
(SVM). Figure 1.1 displays a simplified block diagram of the implemented computer vision system.
Due to the camera setup the work is limited to one half of the court, separated from the other by the
net. An extension to the whole court can be easily done later by setting up a second camera on the
opposite side of the gym. In the end, a system similar to the proposed one should be able to detect
and classify player activities for automatic generation of statistic reports. These reports can be used
for strategic game adaptions and decisions made by the coaches before, during and after matches. An
extension to other sports is imaginable, as the newly proposed methods base on real world geometry
and are generalizable to other sports, especially team sports.

After this introductory Chapter 1, the following Chapter 2 gives overview of the related work done
in activity recognition. Chapter 3 describes the theoretical background used from previous research.
The purposely designed methods are covered in Chapter 4. Chapter 5 outlines the developed system
and gives an overview on the basic rules of volleyball. The experiments carried out are shown in
detail in Chapter 6. Finally, Chapter 7 gives an overview of trends and ideas for future work, while
Chapter 8 summarizes the presented work.

1.2 Action/Activity Recognition

The recognition task should aim to automate detection and naming of specific activities observed from
videos. This process usually consists of detection of persons, extraction of features and classification
of previously learned movement patterns. Actions are mostly short and simple single person motion
patterns without relationship among each others. Activities are complicated series of multi person
actions often connected in some context. As this thesis focuses on specific activities that consist of
simpler actions like running, jumping, hitting, landing or moving, the term activity is used throughout
the thesis.

This works emphasis lies in full-body activity recognition, in contrast to gesture recognition or facial
expression recognition. In literature the representation of the pose and movement ranges from very
complex body models (where the body is split up into parts like limbs, head, torso) to simpler sil-
houette descriptions. During feature extraction, robustness to (partial) occlusion, background clutter,

"HD videos from games of UVC Graz in the Austrian Volley League (AVL)


http://www.uvcgraz.at
http://www.volleynet.at
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- CALIBRATION
- REAL WORLD GEOMETRY ESTIMATION
- BACKGROUND/FOREGROUND MODELING
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Figure 1.1: System overview: Preprocessing is followed by player activity recognition from single
frames with spatial context and player activity recognition, supported by activity context generated
by other players over multiple frames.
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shadows or illumination changes need to be addressed for good performance. Also a certain intra-
class variability must be allowed for correct classification of the same activity performed by different
persons (speed, style, size of the person,...). Still the classification must be strong enough to differ-
entiate between similar movements of different classes (run vs. walk, ...). It is a challenge to design
activity models, which can handle this trade-off.

A survey by Weinland et al. [2011] names two domains for activity recognition in literature: temporal
and spatial. In the spatial domain, activity recognition can be based on global image features (geome-
try of scene or camera), parametric image features (geometry of human body) or on statistical models
(distribution of local image features). In the temporal domain, activity recognition can be based on
global temporal signatures (stacked features, representing entire activities), grammatical models (se-
quential organization of activities with states and transitions) or statistical models (distributions of
sparse and unstructured feature observations). Activity recognition within the context of this work
denotes discrimination of various complex volleyball activities performed during a match. To keep
the annotation effort limited, seven main activities were defined as shown in Figure 1.2.

B Ol W @ B W

(e) Attack (f) Block (g) Defense/Move

Figure 1.2: The volleyball activities were categorized into the seven complex classes ”Stand”, ”Ser-
vice”, "Reception”, ”Setting”, ”Attack”, ”Block”, ”Defense/Move”. The depicted images were cho-
sen for demonstration - shape, color and execution style are subject to broad variations in the data

set.

1.2.1 Challenges

Converting the theory into a working system in practice is always a challenge. Some of the emerging
problems and their tackling will be discussed within this subsection: Player differences in execution
of the activities, occlusion, tracking, color differences, background clutter.
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Execution Differences

In every sport, the execution of typical movements differs from player to player. Although there might
be a “perfect” technique reference, only few players really manage to execute perfectly. Especially
when mental pressure is present during competition, the execution is often worse than in training
situations. In Volleyball, the players posture, size and execution speed is of great range. This leads to
different sequences of particular activities and makes the distinction harder. To make differentiation
possible, a rather large grid in the HOG/HOF features is used and a large class intra-variability allowed
by the SVM.

Occlusion

Volleyball is a very dynamic sport, players often change positions and especially in defense situations
there are many possible situations which only occur randomly and don’t necessarily follow patterns.
As the camera view is always from behind the court and six players per team move within an area of
about 100m? (9m x 9m field and outer court), players are often at least partly covered by their team
mates. Especially in service or reception situations players change places in court to arrange for an
optimal attack or defense formation.

Tracking

Due to the camera position automated tracking is hard or even impossible to solve, working with a
single camera setup. Without the use of more cameras (and even then) it is very difficult to keep track
of single players over time. This is why the experimental data comes from manual annotated videos,
preventing introduction of errors already in the tracking stage.

Color Modeling

Like in soccer - where the goalkeeper wears a different colored jersey - the libero as a specialized
defense player in volleyball also wears a different color than his colleagues. This makes a simple
color model per team difficult. Also, the color of the pants is mostly different to the color of the
jerseys. Adding to that, the opponent team might have similar or same colors (often the pants of both
teams are black).

To account for the problem of similar colors, Gaussian Mixture Models (GMM) are used. For each
team a small subset of samples (typically 5 rectangles for background and players) is chosen by hand
and a GMM is generated for each team separately. These models mostly allow good discrimination
between players of the two teams. However, when jersey color of one team and pants color of the other
team are similar or the same, one team often interferes with the other teams predictions. Figure 1.2
shows examples from different videos, where black is often appearing as pant or jersey color.

Background clutter

As the camera setup is fixed, the background is mostly still and can be eliminated. Except for the
opponent team, coaches, referees or other persons. They are moving on the other side of the net
and around the court, often with similar colored jerseys making background filtration and player
segmentation a challenging task. Like above with occlusion, this problem is difficult to solve. Mask-
ing regions is not an option, as players outside the field or jumping would be ignored and removed
from the recognition process. For a better estimation of players and their position, scale dependency
(subject to distance from the camera) is used.
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Chapter 2

Related Work

Most previous work covers the tracking of players in team sports (soccer, basketball, volleyball,....)
or one-vs-one sports (tennis, badminton, squash, ...) as well as extraction of different statistical data:
How often does one player get the ball? How many sprints does he do or what distance is covered
during a game? Who is on court when the team scores a goal?

In many approaches a multi-camera-setup is used to get more visual information from different an-
gles and distances. Often, this is the only applicable solution due to big courts/fields (football, soccer,
basketball, hockey), where a single camera can only provide enough detail surveying a limited range.
Single-camera-setups are often used, when the distance to the players is small, only a part of the court
is evaluated, the camera can be mounted overlooking the whole scene of interest (squash, badminton,
volleyball, basketball...) or only one player is analyzed (golf, tennis,...). Latest years show improve-
ments in computer vision tasks, there is much interest from various fields of study for being able to
recognize behavior. Human computer interaction (HCI) helps controlling computers and devices
via gestures like in Uebersax et al. [2011], Wu and Huang [1999] or Freeman and Weissman [1995].
In Medicine diagnostics for orthopedic patients and gait recognition, see Lakany et al. [1999], Kohle
et al. [1997] or Meyer and Denzler [1997], is based on automated recognition. Surveillance is also
becoming more and more automated, demanding smart surveillance systems in sensitive areas such
as banks, department stores, parking lots or borders, public places surveillance as presented in Collins
et al. [2000], Maybank and Tan [2000] or Haritaoglu et al. [2000]. Also the Gaming industry is inter-
ested in operating computer games with body movements and use of augmented reality for enriching
the user experience. See Tang et al. [2011] or work by Frati and Prattichizzo [2011] on the popular
XBox Kinect. After the introduction of face recognition into daily live applications (photo camera,
laptop unlock screens, ...) Identification is moving to the next level: Biometric features are used
for personal identification, see Little and Boyd [1996], Shutler et al. [2000], Huang et al. [1999] and
Cunado et al. [1999]. The financially and politically powerful Warfare is interested in surveillance
and monitoring of battlefields like in Collins et al. [1999]. In Traffic regulation, tracking vehicles
(see Remagnino et al. [1998]) and pedestrian flow (see Boghossian and Velastin [1999] and Boghos-
sian and Velastin [2002]) are under investigation. Last, but not least personalized training systems,
choreography of dance and ballet, indexing and retrieval systems and augmented reality presentation
as in Yu and Farin [2005] are interested topics in Sport. Soccer is clearly the sport with most interest
worldwide, so various recognition systems have been presented: Automatic offside detection like in
Hashimoto and Ozawa [2006], automatic video analysis of goals, classification of shots and various
detections (referee, penalty box, slow-motion replay...) as in Ekin et al. [2003], player and ball detec-
tion/classification (Poppe et al. [2010] or Liang et al. [2005]), players involvement in game (see Leo
et al. [2009b]), unsupervised segmentation and clustering of players like in Spagnolo et al. [2007] or
activities recognition by silhouette clues in soccer shown in Leo et al. [2009a].

9
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There also exists work in other sport areas. Pitcher analysis in baseball, where four types of pitches
are distinguished automatically from television broadcast like in Chen et al. [2011]. Tracking of a
golf club and the swing for 3D construction (Urtasun et al. [2005]). Success rates for forehand- and
backhand-strokes in tennis as shown in Zhu et al. [2006]. Tracking of beach volleyball players as in
Mauthner et al. [2008]. Only few of the above mentioned works are unsupervised recognition systems
like the one proposed in this thesis.

2.1 Action and Activity Recognition

A survey from Turaga et al. [2008] discusses the difference between actions and activities in depth.
Actions are referred to as simple motion patterns executed by a single person and typically lasting a
short period of time. The actions are in no relationship with each others and the order or occurrence
is mostly arbitrary. On the other hand, activities denote a complex series of actions performed by
several persons who might be interacting with each other. They typically occur in specific patterns or
succession, which is used as contextual information. Within this thesis, the term action is not used as
it would denote simple motion patterns like jumping or hitting. In contrast, the term activity defines
a more complex motion scheme and is more suitable to the investigated sport motions like serving
or attacking, executed by a player. These sport activities are mainly characterized by the interaction
between the players and the ball but can also be seen in context with the court, referees and other
non-player objects. Many papers use position information of persons for activity recognition. Oppo-
site to the presented work, many of them do not classify the single player activities but only the team
activities as a whole.

This thesis will follow the diction of Turaga et al. [2008] and as stated in the survey there is a signifi-
cant ’gray-area” between actions and activities where the distinction is hard to make.

According to the survey an activity recognition system consists of four major steps:

1. Input video or sequences of images (preprocessing, Section 3.1).
2. Extraction of low-level features (feature extraction, Sections 3.2, 4.1 and 4.2).

3. Action description from low-level features (spacial context player activity recognition, Sec-
tion 6.2).

4. High-level semantic interpretation of activities from primitive actions (activity context player
activity recognition, Sections 4.3 and 6.3).

As marked in braces, this thesis follows roughly the suggested steps for building an action and activity
recognition system for volleyball sport but does not first describe simple actions and more complex
activities afterwards. Instead, first player activities with focus on one player at a certain moment are
described, followed by enhancing this description by integration of knowledge about other player
activities over a period of time.

2.1.1 Action Recognition

According to Poppe et al. [2010], action recognition can be subdivided into three main approaches for
image representation. The first is global representation, where the image is analyzed in a top-down
fashion that encodes the visual observation as a whole. After person localization by background
subtraction or tracking, the region of interest around a person is determined and encoded by descrip-
tors. Descriptors might be based on silhouettes, shapes or motion (flow). For the global approach
to work the tracking needs to be accurate and the viewpoint can only differ slightly. Also occlusion
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is a problem, as it strongly influences the results of the descriptors. Examples of such descriptors
are motion-energy images (MEI) and motion-history images (MHI), developed by Davis and Bobick
[1997], that use foreground motion over time to describe human activities like sitting down or waving
as well as aerobic exercises. Tran and Sorokin [2008] designed a model, using information about
motion (optical flow in two directions) and shape (player silhouettes) to recognize badminton actions.
The approach is similar to the well-known shape context descriptor from Belongie et al. [2002] but
includes motion context over time. The model was used to determine type of motion, type of shot
and predict if a shot was executed or not. Thurau and Hlavac [2008] presented an approach using
an HOG based descriptor. After detection of a person, histograms of pose primitives are calculated
and compared to previously generated pose histogram templates. Efros et al. [2003] showed that mo-
tion includes enough information to recognize sport activities (ballet, tennis, football) from distance.
They created motion channels in a spatio-temporal manner and compared these motions with action
templates. By suppressing camera motion and emphasizing on the persons motion, Jain et al. [2013]
showed improved recognition results. Again, a combination of local descriptors (HOF Laptev et al.
[2008], HOG Dalal and Triggs [2005], MBH Dalal et al. [2006]) and a motion descriptor (flow tra-
jectories) was used. Wang and Suter [2007] described simple human actions like bend, jump jack or
run with the silhouettes of persons. Ikizler et al. [2008] combined shape (line features) and motion to
recognize six action with challenging problems like different viewpoints, varying outfits or mixture
of outdoor and indoor recordings.

The second group of approaches is keypoint based. Therefore keypoints are extracted in an image
and a region around these points is evaluated. This is a patch-based approach using bag-of-features
or bag-of-words methods to sum up information gathered from multiple patches into descriptors. As
an advantage this can be used in surroundings with moving background and handle occlusion rather
well. Such this approach is more robust than the previously proposed global approach. One of the
first proposed descriptors was the Harris corner detector proposed by Harris and Stephens [1988], that
was later extended to 3D by Laptev and Lindeberg [2003]. Popular examples of keypoint descriptors
are the scale-invariant feature transform (SIFT) proposed by Lowe [2004] and the 3D SIFT descriptor
proposed by Scovanner et al. [2007]. For behavior analysis of mice, Dollar et al. [2005] proposed
using spatio-temporal descriptors, so called cuboids, based on keypoint detections. Bregonzio et al.
[2009] proposed a method using clouds of space-time interest points to recognize human actions. In
combination with random ferns, Oshin et al. [2009] used the distribution of interest points in their
method.

The last group of approaches is a mixture of methods that do not typically fall into the previous two
categories. They are typically very application specific in contrast to the general approaches discussed
above. Examples are joint locations or joint angles, see Forsyth et al. [2005] for detailed information.
A good example for this group is the work of Smith et al. [2005], where descriptors are specially
designed for a group of actions. They determine, if an object is held in hand, where on the face an
action (rubbing, taking of glasses,...) occurs or counts how many hands are involved in the action.
A number of such features is combined and AdaBoost (Freund and Schapire [1995]) then selects the
best ones for a result.

2.1.2 Activity Recognition

Many approaches base on position information of the players. Using trajectories of the players, activ-
ity recognition in a basketball game was implemented, where the coach designs a strategic code-book
with different complex defense or attack activities, having several players involved. The tracking re-
sults (trajectories) are then compared to the templates in the code-book by Perse et al. [2006], PerSe
et al. [2008]. In this work, no player activities were recognized, but only different team offense and
defense activities.
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A very similar approach to that proposed in this thesis was presented by Bialkowski et al. [2013]. A
hockey field was recorded by eight HD cameras and players of both teams extracted by background
subtraction and color models. Team activities were expressed by position context, once with occu-
pancy maps dividing the field into rectangles and once by calculating elliptical team centroids. As the
players activities were not evaluated, only the team positions on the field were used to decide on the
occurring team activity.

Atmosukarto et al. [2013] tried to recognize offensive team formations in American Football at the
beginning of a play. After video registration and detection of the separation line (line of scrimmage)
between the two teams, the spatial distribution of the players on the field is used to identify the offen-
sive team. Having identified the offense players positions, the offensive play is classified as one of
five formations.

Similar to Bialkowski et al. [2013], the work of Gade and Moeslund [2013] uses occupancy maps
to recognize the type of sport within a sports arena. Player positions, represented as gaussian distri-
butions, are combined over time into heatmaps that correlate to a individual sport type (badminton,
basketball, handball, soccer, volleyball and miscellaneous).

Of course, there exist other needs for activity recognition than sport. The activities of groups in
surveillance videos were examined by Lan et al. [2012] by describing the activity of an individual
person as well as the behavior of other persons nearby. This is again similar to the presented ap-
proach where first individual players are analyzed and then the analysis is combined over all players
on the field.

Zhu et al. [2013] connected the individual activities in a scene to create an activity context. With
the segmented motions (continuous motions divided into action segments) in a video, they set the
segments in context between themselves. Action segments that are related to each other in space and
time are grouped together into activity sets. The combination of spatial and temporal context helps
distinguishing activities.

Another example for activity recognition was demonstrated in the paper of Scovanner and Tappen
[2009]. By calculation of a pedestrian model including movement cost, velocity, destination and
avoidance probabilities a prediction about the future path of a person moving through hallways was
generated.

Brendel and Todorovic [2011] built a spatio-temporal graphs from videos. The nodes are built from
video segments of different scales and are connected by edges representing hierarchical, temporal and
spatial relationships. In this way, the model learns what is important and significant for an activity by
optimizing the graphs so that similar activities can be differentiated.

Another spatio-temporal model was examined by Ryoo and Aggarwal [2009], measuring structural
similarities between sets of features. They evaluated their method on videos containing multiple in-
teracting persons. As the similarities between two videos are based on feature points they can detect
and classify non-periodic activities.

2.2 Context

Many successful approaches methods share on common method, using context to improve the recog-
nition results. Not only the persons, animals or objects examined provide information, but also per-
sons, animals or objects in their vicinity give clues. The context is a collection of these clues in spatial
and temporal dimension.

One of the first publications about context was the work of Schyns and Oliva [1994]. They executed
experiments about the human perception and displayed four images of different scenes (highway, city,
living room,...) for a very short time period (125ms). The persons viewing the image sequences had
to push a button if one special scene was displayed. Of course the presence of cars, trucks and road
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signs is a strong indication for the scene to be of the class highway. Added blur to the images did
not impair the correct interpretation of the scene images with 96% correct classifications. This shows
that multiple objects in an image can give strong clues for human perception about the whole scene.
Another early example was constructed by Hollingworth and Henderson [1998] where participants
were shown labels for objects like mixer or chicken. Afterwards a natural scene was displayed for a
short period of time followed by a mask with embedded cue about the object location. The partici-
pants had then to decide if the object was at the proposed location or not. The detection performance
was higher for semantically consistent versus inconsistent objects. However, when presenting the
object after the scene, no effect was documented. This indicates, that context is only of use if humans
know before what they have to look for in an image.

In the field of computer vision, it has been over a decade since Belongie et al. [2002] proposed the
shape-context-descriptor for matching silhouettes and hand written digits. The approach bases on the
idea that points on a silhouette are related and such angles and distances remain similar between these
points of objects of a class. Based on the shape-context that models similar shapes, also other spatial
context descriptors emerged.

Hoiem et al. [2006] put local objects in context with the surrounding 3D scene. They used probabilis-
tic estimates of street scenes like ground, sky or vertical structures and estimated the scene geometry
in 3D and also the camera viewpoint. With the estimates about the scene geometry and camera po-
sition the scale (and such location) of present objects can be limited and such the search for them
simplified. Of course also the knowledge about some object successfully improves the guesses about
geometry an camera viewpoint and help to find other objects in the scene.

Oliva and Torralba [2007] presented an overview of context for object recognition. According to
them, different levels of context can be discriminated. Semantic context concerns the occurrence of
similar objects in images, for example a table and a chair are likely to appear together while a bed and
an elephant are not. Spatial context describes the positions of object, for example a keyboard is likely
to be placed under a monitor but not on top of it. The third mentioned context is pose, for example a
car will mostly be parked along the driving direction of and not across the street.

With the proposal of auto-context, Tu [2008] showed that not only the context of objects among each
other, but also the context of parts of the object itself can lead to improved recognition. With an
iterative learning scheme, extracted patches are weighted to segment objects in images.

The exploitation of context in natural dynamic scenes from video was researched by Marszalek et al.
[2009]. They evaluated a bag-of-features framework to investigate 69 videos. The context was in-
tegrated by using text scripts belonging to the videos and visual context from the video frames. For
most classes, the use of context improves results.

Burgos-Artizzu et al. [2012] showed, that using not only spatial, but also temporal context informa-
tion can support the decision about rodents interactions. Videos of social mice behavior were captured
by two cameras and categorized into thirteen different activities. To describe the activities they added
agent trajectory features to the usual spatio-temporal features. Using a large pool of weak position
features like distance between mice, movement direction, velocities and accelerations improves the
recognition in comparison to only using spatio-temporal information.

Context in Sport Activity Recognition

In Kolonias et al. [2004], the authors point out, that the rules of sport provide a good basis for occur-
ring events or activities. They presented a multilevel contextual model using Hidden Markov models
to understand tennis videos and discriminate between points won by the player near to the camera
and far away from the camera. They use the context provided by the events to make guesses for the
following events. For example, a service can be followed by a hit of the opponent (if the service is
placed within the service area) or by another service (if the ball goes into the net or touches the net
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while crossing it). They evaluated their method with only few errors on one hour of tennis from the
Australian Open Final in 2003, consisting of 100 played points or one and a half set of the match.
Ghanem et al. [2012] use a set of 82 visual, audio and textual features to extract highlights from
American Football videos. Since two plays with very similar features might express a highlight in
one video but not correspond to a highlight in another video, using context is inevitable to make good
decisions about what plays are highlights for each game. By training the learning algorithm with
similar videos to learn a overall highlight measure, plays in a new video can be classified to be a
highlight or not.

Lucey et al. [2012] showed that tracks from players in soccer games can be used for predictions for the
passing target of a player in ball possession. They define play-segments, which are spatio-temporal
descriptions of ball movements and generate entropy maps for Premier League teams defining the
teams behavior. In Bialkowski et al. [2013], where all players influence the teams activity - if only
because of position information, a descriptor was designed that captures all player activities within
a certain time period to discriminate the teams current activity. This paper is partly similar to the
proposed work but lacks of the activity classification that is added to the position information.
Another example of exploiting player positions and movement directions is in McQueen et al. [2014].
They recognize on-ball screens in basketball by segmenting the video data into events (dribbles, shots,
passes, fouls, ...) and using the ball and player positions to predict on-ball screen activities versus
non-screen activities.

2.3 Datasets

According to Chaquet et al. [2013] there exist different levels of complexity for action and activity
recognition datasets. Some of the most used datasets for evaluation of recognition methods are the
KTH (Christian Schuldt and Caputo [2002]) and Weizmann (Zelnik-Manor and Irani [2001], Gorelick
et al. [2005]) datasets. They provide indoor and outdoor videos with simple and static background
and unrealistic human activities.

The next level of complexity contains 2 kind of realistic activity datasets, either specially recorded
or collected from web videos. CAVIAR (EC Funded CAVIAR project/IST 2001 37540 [2002)),
CASIA (Center for Biometrics and Security Research [2007]) and MSR (Yuan et al. [2009]) ac-
tion datasets belong to the first group while Hollywood (Laptev [2008], Laptev [2009]), UCF Sports
(University of Central Florida [2008]), UCF Youtube (University of Central Florida [2009]) and the
HMBDS51 datasets belong to the second. Datasets for interactions were presented in the BEHAVE
(Fisher [2001]), TV Human Interaction (Visual Geometry Group [2010]) or UT Interaction (Ryoo
and Aggarwal [2010]) datasets.

Finally, the most complex datasets are for multi-view analysis and consist of videos recorded in-
door IXMAS (INRIA [2006]), i3DPost Multi-view (University of Surrey and CERTH-ITI [2009]),
MuHAVi (Kingston University [2010])) and outdoor (CASIA Action (Center for Biometrics and Se-
curity Research [2007]), VideoWeb (Video Computing Group. [2010])).

2.4 Industrial Software

While sport analysis of complex activities is still a topic of research, some commercial available
software, mostly for tracking, already exists. The software applications are mainly used to augment
sport broadcasts by displaying statistics or player/team movements. A industrial software system
incorporating activity recognition in addition to tracking is not available at the time of this writing.



2.4. INDUSTRIAL SOFTWARE 15

2.4.1 Hawkeye

Hawkeye! uses multiple cameras to provide precise tracking in tennis, cricket, and other sports for
refereeing and commentary. Referees are supported in their decisions, for example in tennis where
players can object to the referees calls. For snooker, the system provides animations of shots or areas
that are shielded from the cue ball by other balls. For cricket, different statistics are generated: From
the “wagon wheel” showing the batmans most used targets to pitch maps generated for a bowlers
throws.

OFFICIAL
REVIEW

(a) Tennis: electronic line call- (b) Snooker: animated shots ~ (¢) Cricket: batsman targets
ing

Figure 2.1: Hawkeye Software examples (images taken from www.hawkeyeinnovations.co.uk)

2.4.2 Red Bee Media

Red Bee Media® develops the Piero system for sports analysis and augmentation. The software is used
for television broadcast presentation and analysis of several sports, mostly team sports. Although the
software includes a tracking algorithm and supports calibration by learning the field borders and lines,
the most of the marking and editing is done by a user manually.

(c) Basketball (d) Bowls

(i) Land-hockey (j) Rugby (k) Soccer (I) Tennis

Figure 2.2: Piero software examples (all images from www.redbeemedia.com/piero)

"http://www.hawkeyeinnovations.co.uk
*http://www.redbeemedia.com/piero


http://www.hawkeyeinnovations.co.uk/page/about-hawk-eye
http://www.redbeemedia.com/piero
http://www.hawkeyeinnovations.co.uk
http://www.redbeemedia.com/piero
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2.4.3 QuesTec

QuesTec® develops systems for tracking sports activities to provide enhanced broadcasts by recon-
struction of 3D animations for replays and analysis. For baseball the software provides detailed
information about pitching statistics, similarly for tennis service or winner statistics are generated
while for golf a preview of a perfect putting stroke is displayed (see Figure 2.3).

Marat SdFin
Result: Ace

At DOWN  OUTEIOE
78 p-awav comRneR

(a) PitchTrax: statistics for baseball (b) TennisProView: statistics for ten- (¢) GolfProView: put prediction for
nis golf

Figure 2.3: Questec software examples (all images from www.questec.com)

2.4.4 Amisco/ProZone

Amisco® builds systems for tracking sports players and the ball in real time, using some human as-
sistance. ProZone’ is a tracking system for soccer. It offers pre-match and post-match analysis,
animation and statistics about fitness and performance. By using eight digital cameras, all players
on the pitch can be tracked and detailed analysis achieved. The two companies have lately joined to
combine their skills.

(21T e]

Figure 2.4: Prozone software example (image from www.prozonesports.com)

*http://www.questec.com
“http://www.sport-universal.com
Shttp://www.prozonesports.com/index.htm]


http://www.questec.com/q2001/prod_main.htm
http://www.prozonesports.com/product-prozone3.html
http://www.questec.com
http://www.sport-universal.com
http://www.prozonesports.com/index.html
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2.4.5 AQuintic

Quintic® provides video analysis software for bio-mechanics, coaching, podiatry and education. It can
be used in a broad range of sports: archery, athletics, bobsleigh, cricket, cycling, equine, football, golf,
speed skating, rugby, squash, swimming. The software provides automated tracking and synchronized
multi-camera setups.

(a) Cycling: analysis of velocities, (b) Golf: analysis of a golf drive
rotations and accelerations

Figure 2.5: Quintic software examples (all images from www.quintic.com)

2.4.6 DataVideo

For volleyball, the most used software today is DataVideo’, which is no computer vision system, but a
statistics analysis system. A professional analyst has to enter every single activity of the player in form
of special codes, while watching a live or recorded game. The activities occur in fast succession, so the
analyst must be especially trained to distinguish the activities and assess the activity qualities. As even
the best analysts cannot enter the information simultaneous with the activities, there is always a light
delay which makes post game synchronization necessary. After codes and video are synchronized, the
coach can easily retrieve player or team statistics with complex filtering options to find weaknesses
of the opponents and strengths of his own team. With this information he can visually support his
tactical strategies with presentations in team meetings.

Figure 2.6: DataVideo

®http://www.quintic.com
Thttp://www.dataproject.com/Volleyball/DataVideo2007.aspx


http://www.quintic.com/software/
http://www.quintic.com
http://www.dataproject.com/Volleyball/DataVideo2007.aspx
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Chapter 3

Theory

In this thesis multiple methods are used, this chapter gives an detailed overview for a understanding
of the methods foundations. Influenced by many scientists and researchers, a conglomeration of theo-
ries make solving difficult computer vision tasks possible. The following chapter 4 presents methods
specially designed for the subject of indoor activity recognition in volleyball, while this chapter in-
troduces general methods that were developed by researchers and are successfully used in various
activity recognition tasks.

The first part of this chapter is about image preprocessing, such preparing the video frames for fur-
ther steps. Then different common descriptors are discussed, which try to extract visual information
like motion or shape for discrimination of the activity classes, which is explained in the last part as
classification task.

3.1 Image Preprocessing

Before the descriptors can efficiently extract information from the video frames, a preprocessing step
is needed. Within this step, the videos are calibrated, color models for the background and the two
teams are generated and player probabilities are generated via a bayesian-like model. The results help
to find players in the frames and to remove background or other regions of no interest.

3.1.1 Transformation of Image Coordinates to Court Coordinates

By calibrating the videos a homography projection from image coordinates @ = (z, y) to real-world
court coordinates & = (Z,7) is obtained. The mapping of image coordinates to court coordinates
via the transformation matrix 7" is needed for setting the proper scale for the bounding boxes around
players used for feature extraction and for calculation of the context descriptors which rely on real-
world positions of players on the court plane.

The correlation of the image and court plane is done by a representation called homogenous notation,
where any 2D point « is extended to a homogenous vector (x,y, z) with z = 1: (x,y,1). Such,
all points lie on the ’z-plane’, which is required for the transformations. In other words, a plane is
defined which all points (transformed and untransformed) share. In the context of the system, this
plane is the volleyball court.

For a projective transformation the following transformation can be found:

/

xr ajlp aiz2 ais T T

, N N
Y| = a2 a ax| || =T |y (3.1
2 az; asy asz] |1 1
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with ~ ~
_ oz + a217 + a3 (3.2)
a13T + a3y + ass .

&

, - -
Y a12T + a2y + asz

y=—-= po — (3.3)
z a13% + a3y + ass

Inferring the transformation matrix 7°

The 3x3 transformation matrix 1" consists of nine coefficients a;;. By normalizing T' such that a33 =
1, only eight coefficients are left, those can be calculated by the correspondences between (at least)
four points from a reference image and processed video frames. Equation 3.2 can be rewritten as

_ an® + ay + as
a13% + a3y + 1

x(a13% + a3y + 1) = a1 + a219 + as1
a13§7x + a23g$ +x = aui’ + aglﬂ + asy
T = a11T + a21y + as1 — a13TT — ax3yx (3.4)

Rearranging Equation 3.3 for y results in
Y = a12% + a2y + az2 — A13TT — a23yT (3.5)

[, yr] and [Ty, 9] with k = 0,1, 2, 3 yield the following system of equations

(o o 1 0 0 0 —Zoxo —Yoxo]| [an Zo

z1 y1 1 0 0 O —zx1 —wiz1| |a21 T

To yo 1 0 0 0 —XZoxe —yYox2 asi T2

r3 y3 1 0 0 0 —r3w3 —ysw3| |a2| _ |23 (3.6)
0 0 0 @ g 1 —Zoyo —Yoyo| |a22 Yo '
0 0 0 1 yn 1 =2y —tyt| |ase Y1

0 0 0 @2 g2 1 —Zoy2 —yoy2| |13 Y2

[0 0 0 z3 ys 1 —T3ys —ysys] Lagsl | Y3

The coefficients [a11, as1, as1, a2, a22, asz, a13, azs] of the transformation matrix 7" can be found by
solving the above equations for the corresponding points o and Zg.

3.1.2 Modeling Foreground and Background

For the later extraction of players a model for foreground and background is needed. The background
model is based on a number of video frames, that are filtered to remove foreground clutter and give a
clean image of the background without players present. For the foreground, which means the players
of the two teams, a gaussian mixture model (GMM) for each team is built.

Median Filtering

For automatically creating a clean background image, median filtering is used. Therefore multiple
frames are chosen equally distributed over the whole video. Note, that within these video frames the
appearance of players is no problem and no user interaction is needed. For each pixel the values of
the selected frames are stored and the median is used as a representative value. The Median is the
value that splits the sorted numbers into two halves of same size.

An example for the background extraction with 100 frames can be seen in Figure 3.1.
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(a) background after median filtering over 100 frames (b) example frame used for filtering

Figure 3.1: Median filtering for background modeling

Gaussian Distribution

Foreground and background should be modeled with respect to color values, an estimation of the
distribution and probability for each color pixel is needed. Gaussian distributions provide such in-
formation about the image pixels and can be calculated fast and efficient based on only few provided
images (or image patches). The Gaussian Distribution g for a data vector x and a parameter set 6 is a
continuous probability distribution, defined by:

1 _ (x—p)?

9(x[0) = e 202 (3.7)

oV 2w

The parameter set 6 consists of the two variables p (mean) and o (standard deviation) respectively o?
(variance). The mean is the peak value of the gaussian distribution, the standard deviation defines the
shape or width of the gaussian curve.

Gaussian Mixture Models (GMM)

Foreground models for the two teams are built by manual selection in some frames of the video. For
each of the teams the foreground and background are defined via rectangles, where the background
can and should also contain the other teams players for better distinction between the teams. As a
preprocessing step, the images are filtered to result in better separations.

From the previously defined rectangles all pixels are extracted and a Gaussian Mixture Model (GMM)
for each team is fitted separately to this data. The GMM is a joint function f of k Gaussian distribu-

tions:
K

K
Fx10) = " pr g(x16x) = pr 9(xpax; o) (3.8)
k=1

k=1
where py, are mixing probabilities fulfilling two constraints, they

1. are non-negative p; > 0
2. sumup toone YN pp =1

x is a D-dimensional, continuous data vector. ® contains the parameters of the Gaussian distribu-
tions. Finding the model parameters of the distribution is done by using the expectation maximization
algorithm.
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Gaussian distributions for background and foreground models of one of the used videos are displayed
in Figure 3.2. There are two background models, as for each team the other team is also considered
background. When modeling the foreground for one team, the user chooses image patches with and
without the team. Optimally the chosen background patches also include players of the opponent
team, making discrimination between players easier.

(a) foreground GMM built (b) foreground GMM built (€) background GMM built (d) background GMM built
from team 1 patches from team 2 patches from team 1 patches from team 2 patches

Figure 3.2: GMMs for foreground and background, each color channel separately displayed
(red/green/blue hulls). Note the difference between the foreground models of the two teams, while
the background models are quite similar as one would expect.

Expectation Maximization (EM) Algorithm

The EM algorithm is an iterative method to fit a statistical model to the given data, assuming the
data is generated by a certain probability distribution. The aim is to find the model parameters which
maximize the likelihood of the GMM for the data provided. In the expectation step, the association of
the data points with the model are improved, whereas in the maximization step the model is adapted
to fit the data better. As an initialization, the unknown parameters sets are guessed. In case of the
GMM, these k parameter sets 6 = (91, Hk) are the mixing probability pj, and the variables of the
n Gaussian distributions: Gk = pk, 0. With x = (z1,---,z;) as the available 7 data vectors, the
likelihood function A can be defined as follows:

N K
A(x]0) = Hfmnye = HZ 9(zn|tie, 5%) (3.9)
= n=1 k=1

To simplify solving the equation, often the log-likelihood estimation is used. The maxima stay the
same after applying the logarithm:

A(x|0) = ZlogZpkg T |k, k) (3.10)
n=1

The maximum likelihood estimate for the parameters is found with:

0 = arg mguXA(x|9) and 0 = arg max A(x(0) (3.11)

The basic idea of the EM algorithm is, beginning with an initial model 0, to estimate a new model
0, such that A\(x|0) > A(x|#). The new model then becomes the initial model for the next iteration

and the process is repeated until some convergence threshold e is reached: |A(x|0) — )\(x]é)‘ <e

To find the local maxima of A (or A) the derivatives of with respect to i, o, pi are computed (Bishop
[1995]).
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Expectation step: The mixing probabilities pi from Equation 3.7 are used to calculate the a posteriori
probabilities Pr, which are the conditional probabilities of a data vector x yielding the component k
in the model:
pig(wi|pi, o3)
M
> i=1pig(xjlpi, 05)

Pr(k|x,0) = (3.12)

Maximization step: With the a posteriori probabilities from the E-step, the new weighted means and
standard deviations (D being the dimensionality of the data points) can be computed (Tomasi [2004]):

T
1
P = ;Prwx, 0) (3.13)

_ Zthl PT’(MX, 0) Tt

(3.14)
M ST Pk, 0)
oL Pr(klx,0) |2 — 215
k= T (3.15)
D > i1 Pr(klx,0)

3.1.3 Bayesian Model for Player Blob Extraction

Under the assumption that the probabilities for foreground, background and players can be expressed
in terms of probabilities, a simple Bayesian model can be composed.

Bayes’ theorem

The Bayes’ theorem describes the relation between probabilities and results in a statistical model for
the posterior probability. Given two observations A and B, the a-priori probabilities or priors for
the observations are P(A) and P(B). By linking the two observations, one can describe so called
conditional probabilities or likelihood of A and B (P(A|B), P(B|A)). For example, P(B|A) is the
probability for observing B given observation A.

The joint probability of observing both, A and B is

P(A, B) = P(A|B)P(B) = P(B|A)P(A)
P(B|A)P(A)
P(B)

In the second equation, P(A) and P(B) are a-priori probabilities and P(B|A) the likelihood. P(B)
is used as a normalization term. The result in form of P(A|B) is the a-posteriori probability.
P(B) can also be expressed as a sum of possible outcomes giving

P(A|B) = (3.16)

_ P(BIA)P(A)
PUIB) = S b (5145 P(4;) G

Duda et al. [2001] put the problem in simple terms:

likelihood x prior

(3.18)

posterior = -
evidence
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Player Model

The posterior probability Ppqye, is the desired result of the player model (Figure 3.3(f)). It de-
scribes the probability of a pixel being part of a player of the front team. For the foreground and
background probabilities, Gaussian Mixture Models (GMM) are trained from front team patches one
the one and back team and background patches on the other hand. The prior probabilities for fore-
ground (Py4) and background () are taken from the probability density function of these GMMs
(Figures 3.3(d), 3.3(e)). Summing up the two prior probabilities yields the evidence term or nor-
malization term. For any pixel x a color similarity measurement Mg,,, describing non-static objects
(players, referees, ball, moving net, ...) is calculated from absolute differences between a median
filtered background model BG (Figure 3.3(a)) and the current frame F' at time ¢ (Figure 3.3(b)).

Meyn(z) = dax. |BG“(x) — FC(x)| (3.19)

The result is an image with blobs of the players (see Figure 3.3(f)).

_ Ppy(@) Myyn(@)
Prg(x) + Pog()

Pplayer () (3.20)

This resulting player probability image is later used for the descriptors. The SC descriptor uses if for
a non player specific probability estimate for the player positions and on court distribution, while for
the AC descriptor the player positions required for player activity classification are found via blob
extraction from Ppqyer-

3.1.4 Morphological Operations

After applying the Bayes’ theorem some morphological operations are needed to get the desired
result: clean player blobs. To remove noise and connect areas the image is morphologically closed,
which means first dilated and then eroded.

Dilation

The dilation of image A by a structuring element B is the set of all displacements.

AoB=] A4 (3.21)
beB

As result, the original image A is enlarged around the edges, the image becomes bigger and gaps
smaller than the structuring element B are closed. B can be one of different shapes, typical forms are
diamond, disk, rectangle or square. Also arbitrary shapes are possible.

Erosion

The erosion of image A by a structuring element B is the set of all displacements.

Ao B= ﬂ Ay (3.22)
beB

As result, the original image A is shrunk around the edges, the image becomes smaller and gaps are
widened. As with dilation, B can have arbitrary shape.
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(c) dynamic difference measurement (M gy ) (d) foreground probability for the team with the green jer-
seys (Pyg)

i S

- -

(e) background probability (Ppg) including opponents  (f) result (Ppiqyer) for the team with the green jerseys (after
morphological closing)

Figure 3.3: Application of Bayes’ theorem for extraction of player blobs. The processed frame is
shown in 3.3(b). Using only the dynamic difference measurement 3.3(c) introduces noise from shad-
ows, net, noninvolved persons (referee, coach) and advertising boards. On the other hand, the fore-
ground probability for the players also introduces noise, as the wall in the back has a similar color
(green) as the jerseys of the players. Combining the two and adding the background probability
3.3(e), the result 3.3(f) is apparently better.
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(a) example shapes, the red rectangle on top ist the structur- (b) dilation of (a) with original shapes in blue and resulting

ing element shapes in red

e =

(c) erosion of (a) with original shapes in blue and resulting (d) closing of (a) with original shapes in blue and resulting
shapes in red

shapes in red

Figure 3.4: Example of morphological operations. (a) shows some example shapes in light blue and
the structuring element in red. (b) shows the result in red after dilation. (c) shows the result in red
after erosion. (d) shows the result in red after closing. After closing, lines and circles smaller than
twice the size of the structuring element have disappeared while larger shapes are preserved.
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Closing

Closing is an important operator from the field of mathematical morphology. It consists of the two
previously discussed operations of erosion and dilation. First the image is dilated and then eroded.
This preserves regions with similar shape as the structuring element (or also larger areas) while re-
moving small artifacts and noise. Thanks to the erosion, the initial shapes are kept in similar form.
Closing of an image is defined by

AeB=(A®B)&B (3.23)

As showed in Figure 3.3(f) in the final player probability image much noise is removed. Morpholog-
ical closing helps removing net meshes or lines and connects homogenous player regions.

3.2 Descriptors

Descriptors are designed to find the best or at least a good description of objects. Therefore, as the de-
scription depends on the domain of the objects, knowledge about the domain is vital for finding a good
descriptor. Clearly descriptors are often very specific and only of use under certain circumstances or
in certain domains. Still, some descriptors in computer vision research have proven to be successful
over multiple domains and problems. For action and activity recognition, the Histograms of Oriented
Gradients (HOG) and the Histogram of Flow Orientation (HOF) are state-of-the-art methods. The
following sections describe these general descriptors, while Chapter 4 will provide information about
special designed descriptors for this subject, incorporating context.

3.2.1 Histograms of Oriented Gradients

Gradients have been widely used to build descriptors for the shape of objects. The Histograms Of
Gradients (HOG) descriptor was introduced by Dalal and Triggs [2005] for human detection from
images. Prior to the work of Dalal and Triggs [2005], the equally popular Scale Invariant Feature
Transform (SIFT) (Lowe [2004]) emphasized the use of gradients for object description. Both meth-
ods are still present in today’s object detection and recognition tasks.

By exploiting the distribution of edge directions and strengths, the descriptor describes local object
appearance without the need to know the exact position of the object itself. Therefore the investigated
image or image part is subdivided into smaller regions (cells). The edge information within these
cells is binned into histograms of n bins from 0° to 180°. The resulting cell histograms are combined
into blocks, each consisting of multiple adjacent cells. For building the descriptor, one cell is multiply
used in different blocks accounting for illumination or contrast changes by normalizing the blocks.
For the calculation of the HOG descriptor vector, first all edges are extracted by computation of the
gradients Vx and Vy with gradient filter masks.

-1
Vz:[-1 0 1] Vy:|O0 (3.24)
1
Then, magnitude m and orientation  are computed.
m(x) =1/ Vyx? 4+ Vyx2 (3.25)

o(x) = atan (gii) (3.26)
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Next, the orientations are quantized into bins within 0° to 180°, then collected within one histogram
per cell, weighted by their magnitudes. Finally, the block histograms are normalized over multiple
cells. The resulting normalized block histograms are concatenated resulting in the feature vector. See
Figure 3.5.

Input image

~a— Detection window

Normalise gamma & colour

Compute gradients

Cell —»

Accumulate weighted votes
for gradient orientation over
spatial cells

Normalise contrast within
Overlap overlapping blocks of cells

of Blocks

Feature vector, /= Collect HOGs for all blocks
[ S ] over detection window

Figure 3.5: HOG descriptor computation. Image taken from Dalal [2006] and altered.

The HOG descriptor has already been used for activity recognition in sport. For example, Lu and
Little [2006] used a PCA-HOG descriptor for tracking and classification players in ice-hockey and
soccer.

3.2.2 Optical Flow

Optical flow is a measure for movement between two images I; and I; 1, used to determine where,
in which direction and with which strength movements occur over time.

It(x7y) = It+1(.%' + Uz, Y +uy) (327)
Approximation by a Taylor series yields

dlyq dlyiq

dx iy dy
dliq dlyq

o dx Y dy
In these equations I; and [;;1 are the images, u, and u, the displacement fields. This last Equa-
tion 3.29 is referred to as the optical flow constraint, as it assumes the image intensities stay the same

(3.28)

It(xvy) ~ ItJrl(xvy) + Ug

~ 0 (3.29)
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during motion (displacement by u = (u,,u,)). This leads to the aperture problem, describing the
problem of assignment of pixels that can have moved in different ways yielding in the same image
result. For example, the movement parallel to an edge can not be determined. Using only intensity as
constraints makes the problem ill-posed, as it leads to an under-determined set of equations. To help
with this problem a regularization term is introduced. Horn and Schunck Horn and Schunck [1981]
presented a variational model for optical flow:

mm{/ A (|Vux|2 + |Vuy\2) aQ +/ (It (x + u) — I;(x))%dQ} (3.30)
voJa Q

The first part is for regulation of the smoothness of the displacement fields (regularization term).
Partial derivatives of each flow component are enforced to be small. The second part of Equation 3.30
is called the data term, as introduced before. A is a free cost parameter, a larger value results in a
smoother flow. A disadvantage of the Horn-Schunck-model is the sensitiveness to noise and problems
when discontinuities in the displacement field occur. This is due to the quadratic penalization. To
overcome these limitations, various methods have been proposed: Regularization can be image-driven
or flow-driven, homogenous or in-homogenous, or isotropic or non-isotropic. The common target is
to preserve edges while smoothing homogenous regions. For details refer to Beauchemin and Barron
[1995], Weickert and Schnorr [2001], Bruhn et al. [2005].

(a) image at time ¢ (b) image at time ¢ + 1 (c) flow result

Figure 3.6: Illlustration of flow as the difference in motion between an image at time t and an image
at time t + 1. Note that the image is the color coded result of the flow motions in two directions.

3.2.3 Histograms of Oriented Flow

The Histograms of Oriented Flow descriptor (HOF) is based on the idea of the Histograms of Ori-
ented Gradient (HOG) descriptor. The flow image is subdivided into cells. But instead of gradient
directions, the flow directions are collected into normalized histograms (Laptev et al. [2008]). The
combination of HOG and HOF features has become a standard approach for human activity recogni-
tion (e.g. Ikizler et al. [2008], Mauthner et al. [2010], Raptis and Soatto [2010]).

3.3 Classification

3.3.1 Support Vector Machines

A widely used method in supervised learning are Support Vector Machines (SVM). SVM is an ex-
ample for inductive learning, which means that samples (training data) are used to find a general
prediction rule that should classify new samples (test data) in an optimal way.
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Input image Consecutive image Detection window

Normalise gamma & colour

Compute optical flow

Compute differential flow
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for differential flow
orientation over spatial cells

Overlap
of Blocks

Normalise contrast within
overlapping blocks of cells

Feature vector, f=

[ i e e ] Collect HOGs for all blocks
over detection window

Figure 3.7: HOF descriptor computation. Image taken from Dalal [2006] and altered.

A mapping X — Y should be learned, where x € X is some object (respectively a n dimensional
data vector) and y € Y is a class label. A good generalization is needed, meaning to map the corre-
sponding classes correctly for ‘'new’ - meaning not previously used - examples. For good results often
many examples are needed to make the prediction usable. Basically: The more training examples, the
better the result (up to a certain degree). A classifier y = f(x, ) is sought, where « is the collection
of parameters of this classifier. If the classifier is chosen from the set of hyperplanes in R", this
results in:

f(x,{w,b}) = sign(w - x + b) (3.31)
Where w is the normal vector to the hyperplane from a given point, while b (or more precisely %)
defines its distance to the hyperplane. Given examples as pairs consisting of a vector (filled with
pixels, observations, features,...) x; € R, (i = 1...1) and a associated class y; € {—1,1} the
following equations for all points can be found:

X, w+b>1fory; =1 (3.32)
X, w+b<1 fory, =-1 (3.33)

These equations can be visualized as shown in Figure 3.8. It is easily to see, that only points satisfying
the Equations 3.32 and 3.33 lie on and influence the two parallel hyperplanes (dotted lines in Figure
3.8) - they are called support vectors. Removing points that are not on these hyperplanes do not alter
the solution found. The two equations from above can be combined into one set of inequalities:

yi(x;i - w+b)—1>0Vi (3.34)
The optimal separating hyperplane is the one with the largest margin. It separates the data without
error and the distance between the closest data points is maximal. The distance is given by
X; W+ b X; W+ b 2
mar ———— — Mmax =
Galyi=1} (W] ilyi=—13 [l [[wli

Thus the maximization of the margin ”% is found by minimizing ||w]||.

(3.35)




3.3. CLASSIFICATION 31

Figure 3.8: Separation of two classes (red and blue dots) by two parallel hyperplanes. In the middle

lies the separating hyperplane which has the margin ﬁ to the support vectors (circles).

The Kernel Trick

In general, data is almost never linearly separable. This makes finding a good decision boundary with
small error impossible. To overcome the limitation of linear separation planes, the data can be trans-
ferred into a feature space of higher dimensionality and a new linear decision function as a mapping
between this transfer function and the target classes is learned.

x> Px) = y=w-d(x)+b (3.36)

The problem with this solution is, a high dimensionality of the transfer function ®(x) makes holding
w in memory and solving the problem impossible.
With the Representer Theorem from Kimeldorf and Wahba [1971], for SVMs the following is valid:

n
W= ayd(x;) (3.37)
i
Instead of optimizing w, optimizing « gives the same result. The decision rule becomes:
n
Fx) =" ciyi®(x;) - D(x) + b (3.38)
i

x; are the n support vectors, x are the data vectors. By introducing a “’kernel function” K, the
expensive high dimensional computation of the dot products of ®(x;) - ®(x) can be avoided:

f(x) = Z iy K (xi,%) + b (3.39)

Some popular kernel functions are listed below.
Linear Kernel
The linear kernel function is the simplest kernel function and is denoted by the inner product of the
data.
K(a,b)=<a,b>=a-b
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Polynomial Kernel
The polynomial kernel is a non-stationary kernel, best suited for normalized data.

K(a,b) = (y < a,b>)?

Radial Basis Function (RBF) kernel
The RBF kernel is based on a gaussian distribution and adds a elevation around each data point with
~ determining the width of the Gaussian bell. It is widely used, as it operates like a low bass filter and
such delivers smooth results.
—y(la=bl?
K(a, b) —e ¥( 202 )
Sigmoid Kernel
The sigmoid kernel, also known as hyperbolic Tangent kernel or multilayer perceptron kernel, comes
from the field of neural networks where the bipolar sigmoid function is used to describe the activation
of neurons.
K(a,b) = tanh(az’b+ ¢)

x2-Kernel
As can be guessed by the name, the chi-squared kernel is derived from the x? distribution.
(4= b))’
Kab)=1-2Y
ab)=1-2) =b)

i=1

Many more kernels exist, for further information see Shawe-Taylor and Cristianini [2004]. As an

(a) data points in 2D space, not linearly separable (b) feature points (data points transferred to 3D
space), linearly separable by a hyperplane (green)

Figure 3.9: SVM kernel trick: The red and blue points are not linearly separable in 2D space, but a
simple transformation into a higher feature space (3D) solves the separation problem.

example some points in 2D might not be separable, but a transformation into 3D space makes the
data separable (see Figure 3.9). Consider the mapping ®(x) : x = (x1, x2) > (22, v/2w129, 23) and
a kernel function K (a,b) =< a,b >2, the result is:

K(a, b) =< a,b >2: (a1b1 + a2b2)2 = a%b% + 2a1by + a%b%
= (a?,V2a1a2,a3)(b%, V2b1bs,b3)T =< ®(a), ®(b) >
Obviously the dot product of ®(a) and ®(b) can be caluclated without explicitly using ®. The square
of a and b (=kernel function) is sufficient. In other words: A nonlinear separation of data using a

kernel function in a (mostly low dimensional) data space is equally to a linear separation using the
dot product in a (higher dimensional) feature space.



Chapter 4

Purpose-Built Methods

Every computer vision system demands for adapted methods. Besides the features described in the
previous Section 3.2, in this chapter three additional descriptors are proposed to model position and
activity relations amongst players. These player position and activity relations equate to context de-
scriptions of game situations where the team as whole tries to succeed and every player accomplishes
specific tasks at a corresponding position. The three descriptors are motivated by the inherent game
structure in Volleyball that has repetitive activity patterns. Every player has assigned tasks depending
on the situation of the play and these situations often reoccur in a similar manner (reception forma-
tions, block/defense formations, ...). Defense or offense activities in volleyball are always performed
by the whole team, not only one player. For example, if one player attacks the others try to spread
within the court such that a potentially blocked ball can be recovered. Similarly in defense situations
some players may block while others try to defend the rest of the court not covered by the blockers.
The first descriptor uses the position of a single player as clue for classification of his specific activity.
The second descriptor calculates the player distribution of all players on and around the court to help
recognizing one players activity. Finally, the third descriptor uses information about the locations and
activities of all players as summarized activity description of all players over a period of time.

After termination of a rally and before the next rally begins, players need to take defined positions
within the court. As soon as the ball is in play, the players move to their designated positions and
fulfill their assigned roles (attacker, blocker, receiver, setter, libero). While every player takes every of
the six positions in the court during the game process (rotating in the court, see Figure 5.1), when the
ball is brought into play every player moves repeatedly to the very same position. These positions are
connected to execution of specific activities. To make use of this structure for recognition, the Real
World Player Coordinates (RWPC) descriptor is introduced, consisting of two dimensional court
coordinates estimated from the image plane. This descriptor is a simple exploitation of the players
positions in and around the court. The real world player positions give hints about the performed
activities. The Spatial Context (SC) descriptor makes use of all players positions in the field while
a certain activity is performed by one player. By doing a dense grid search for foreground occupancy
throughout the court, the relation of the performing player and the other players is evaluated resulting
in a team distribution description. This is motivated by the fact, that not only the player in contact with
the ball is executing activities, but also the other team members need to fulfill their role by supporting
this player. While the SC descriptor only evaluates player distributions as foreground probabilities
without investigating the occurring player activities, the Activity Context (AC) descriptor uses the
results of the activity classification to determine the activities of all players. Additionally, the evalua-
tion is done over a number of frames to incorporate the temporal dimension into the descriptor. The
result is a collective description of the type and location of all player activities over time. Therefore all
players are first searched for via blob extraction and then the executed player activities are classified.

33



34 CHAPTER 4. PURPOSE-BUILT METHODS

This is repeated for a certain time span preceding the tested frame. Combining the information about
where and when all players on court perform which activities within this time span yields to the AC
descriptor.

4.1 Real World Player Coordinates (RWPC)

The player positions x in the image plane, inferred from projections of player blobs (resulting from
the Bayesian model, see Section 3.1.3), are transformed to real world positions & = (Z,¢) on the
ground plane (see Section 3.1.1) and then normalized.

r
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~n
%o
4l Il el .
C
Lt .
X - coordinates
1 | | | 1
I I | | 1
b 0 %
X W, w_+b
~r .
x - coordinates
1 | 1
I I 1
~
0 X 1

Figure 4.1: Extension of the court for normalization of player positions (example for & coordinates).
The blue point marks a player on the court, positioned at T from the left border of the court. After
normalization, T, is between 0 and 1, around 0.45 for this example. The first scale under the illustra-
tion indicates the T-coordinate scale while the second scale denotes the T,,-coordinates. For reasons
of clarity, the y coordinate is not visualized.

To account for players outside the court, the court of width w, is extended by adding a specific area
to the left, right, top and back of the court which will be referred to as border b. The & coordinates
are then normalized by adding b to any position & in court and subsequently dividing by the total
extended width (b 4+ w, + b). As a result the values range between 0 and 1, where 0 denotes the &
coordinate on the left edge of the border and 1 denotes the T coordinate on the right outside border
of the extended court. Normalization is similar for the ¢ coordinates, using the court height (same as
court width, as the volleyball court is a square) and a vertical border extension.

_ F4b 4D
bt w.+b 2xb+w,

I, Tn € {0,1} 4.1
Figure 4.2 shows the distribution of the different activities listed in detail in Table 5.2. Note, that due
to the planar homography jumping players appear to be on the opponents court. This is not resolvable
without added 3D information. A jump is therefore equally to a player moving very fast into and
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back out of the opponents court, as the player position is mapped to the location of his feet. To collect
all player activities, it is necessary to make the border as wide as needed, especially in direction of
the opponent. The figure shows the motive of this descriptor, as due to the game immanent structure
the activities take place on specific areas in the court. For example, while players might jump into
the court during service execution, all service activities start from behind the court. Also, blocking
activities always occur at the net, although jumping players seem to move into the other court due to
the transformation to the court plane. The classes stand, defense and move are spread on the court.
(That circumstance and the similarity of the two classes move and defense were part of the motivation
behind merging them together into one class.)

LA i
s " i
g’ }‘:‘~ g‘;&: EX d 'w'.; -
(a) stand (b) service (c) reception (d) setting (e) attack (f) block  (9) de-

fense/move

Figure 4.2: Position of players during specific activities: Courts are marked in green, positions are
shown as red dots. The black line indicates the net.

While for the RWPC descriptor the transformed coordinates are directly corresponding to the features,
for the Spatial Context (SC) and Activity Context (AC) descriptors these coordinates are binned into
groups for dimensionality reduction of the features. Therefore a grid of b, bins in x direction and b,
bins in y direction is distributed over the analyzed court area. Each of these subareas A;, ;, contains
multiple sampled points, the number of points within the subareas depends on the number of bins b,
and b, and on the sampling density. With the normalized player position &, = (Z,, ¥,) and the bin
parameters b, and by, the corresponding bin indices for the descriptors can be calculated.

by = |Tn *xbg], 1y = |Gn *by] 4.2)

4.2 Spatial Context Descriptor (SC)

The proposed SC descriptor is basically describing the on court distribution of all players during
execution of a player activity. Player positions are estimated by using the foreground probabilities at
dense sampled points. For dimensionality reduction, these probabilities are averaged within subareas
of the court. First the player probability image Ppqyer (see Equation 3.20) is used as input image.
A dense grid of equally distributed positions is laid on the court plane. To normalize for different
scaling artifacts of the perspective view, the grid is warped according to the underlying homography.
As aresult the sampling density in the image plane becomes denser with increasing distance from the
camera (see green grid lines in Figures 4.4(a) and 4.4(b)).

The coordinates of the grid points & on the court are transformed to coordinates x the image plane
and used as basis for the rectangular scaled areas {2, which vary in size dependent on the distance
from the camera (see red rectangles in Figures 4.4(a) and 4.4(b)). Within each area {2, spanned by
upper left and lower right corner points @, = (2, ¥, ) and &y, = (7, y;) the filled area percentage
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Figure 4.3: Binning: The investigated area containing the court and surrounding borders is horizon-
tally subdivided into b, bins and vertically into by bins. The light blue area A;, ;, is a bin with bin
index (i, iy), containing the blue example point & = (I, 7).

I1(25) is computed by summing up all foreground pixels from the probability image Ppjqye, and
normalizing the result by their area. As a result, for any point £ = (Z, §) on the court a probability
for the appearance A, of a player at that position is obtained. This probability is equivalent to the
filling percentage within the scaled area €2, in the image plane and can be denoted as I1(&) for the
corresponding point & on the court plane.

Z Pplayer(m)
P(A|E) = TI(F) = TI(Q) = == 3)
|2 |

This filling percentage or probability P(A,|Z) gives clues about presence or absence of a player at
a certain point. As dense sampling of points & results in up to hundreds of thousands of values,
the resulting probabilities are binned in x and y direction into areas A;, ;, (see Equation 4.2 and
Figure 4.3). These court subareas contain probabilities for all contained sampled points. Depending
on the number of subdivisions such areas typically cover 0.5 to 1 square meters. The SC descriptor is
the composition of all subareas and holds averaged player appearance probabilities within each bin,
defined by vertical and horizontal indices i, and i,,.

Sien,., P(AI)
|A

SC(ig,iy) = 4.4)

An method overview and an example result are shown in Figure 4.4, where the dense sampled points
are binned into 15 times 20 areas (see Figure 4.4(d)). Due to the camera position behind the court
and resulting scale dependency, ambiguities cannot be prevented. If a player is relatively close to the
camera, he fills out rectangles designed for player detections near the net. Such the probability for
players near the net are high, although the player is in the back of the court.

As stated before with the RWPC descriptor (and shown in Figure 4.2), players move in and out of
the court during the game depending on the actual situation. This needs to be addressed to collect all
players involved in the game. Therefore not only the court itself but also some space behind the court
(service), on both sides of the court (attack) and into the opponents court (attack/block) is examined.

Speedup 1: Look-up-table
As thousands of rectangles must be computed for this dense descriptor, a look-up-table is precalcu-
lated for each video. This table contains the rectangle dimensions for every point on the dense grid.
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(a) Frame with grid, exemplary points & (1 to 6) and scaled
rectangles ). The court is outlined in red.

(b) Player probability image Ppayer ()

0

(c) Top view of the grid and transformed (d) Final SC descriptor, binned into 15x20
bins

points &. Again the court is outlined in red.

Figure 4.4: SC descriptor calculation: After calculating the player probabilities Ppyiqyer for the evaluated
frame, for every point on the grid a corresponding rectangle 2, and the filled area percentage 11 is computed.
Then the results are binned for dimension reduction. Note: Players closer to the camera (rectangle 5) also
fill out rectangles further away (6), such blurring the descriptor. Also, players at the net (partly) fill multiple
rectangles around them, as the step size is getting smaller with the distance from the camera (2,3).
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This way the transformed top-view points of the rectangle corresponding to a certain position in the
court need not be calculated for each of the processed video frames.

Speedup 2: Integral image For better performance, the values in the rectangles are calculated with
an integral image. Typically an integral image I;,,; is constructed by starting from the top left corner
of an image [ and summing up all the pixel values (greyscale or binary) row and column wise:

Lint (2, y) ZZIZJ 4.5)

The integral image can be calculated in one pass, as every point in the integral image is a sum of its
top and left neighbor plus the value of the pixel at the same location of the input image.

After the image is constructed one does not need to access all points within an area, but only those on
the border of the area. A certain point in the integral image corresponds to the sum of all set pixels
in the rectangle spanned from this point as the bottom right corner to the top left corner of the image.
For an arbitrary rectangle within the integral image, these points are the four corners of the rectangle.
Thus, only three operations are needed to compute the sum within a rectangle - independent on the
size of the rectangle or the number of pixels within this area. See Figure 4.5 for an illustration.
Using the integral image, the calculation of the filling percentage can be simplified and accelerated

(a) image with 4 points A,B,C,D (b) gray area of interest (c) point A corresponds to sum of pix-
els in blue area

(d) point B corresponds to sum of pix- (€) point C corresponds to sum of pix- (f) point D corresponds to sum of pix-
els in red area els in brown area els in cyan area

Figure 4.5: Illustration of calculation with an integral image. The gray area can easily be computed
with only three operations: A-B+C-D.

by changing the numerator in Equation 4.3 from

x
Z Pplayer Z Z layer z y) (4.6)

ey T=Ty Y=Yu

to
Z layer =1 (l'u, ?/u) - Ip($la yu) + Ip(xla yl) - Ip(mua yl) 4.7

ISP
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after calculating the integral probability image I, from the foreground probability image Ppqyer
(Equation 3.20).
1<z j<y

Ip(xvy) = Zzpplayer(i7j) 4.8)

i=0 j=0

4.3 Activity Context Descriptor (AC)

The previously proposed SC descriptor makes use of other players positions in the same video frame
and supports the classifiers decision. In comparison, the activity context descriptor intends to improve
prediction results by gathering information about the other players activities and connected positions
over time. There are some main activities in volleyball, although always only one player is in direct
relation to the ball, the other players behave according to the specific activity. These defined team
activities are deduced from game situations. The dataset presented and used in this thesis consists of
seven classes. Five of them are volleyball specific activities and two are general activities. A short
introduction about the relationship between the activities follows, motivating the exploration of tem-
poral and spatial activity context between players on the court. Service: While one player brings the
ball into play, the other players wait in the court and move to their designated positions. Reception:
When the opponent serves, the 3 receivers position to play the ball to the setter. During the ball flight
from server to receivers and on to the setter the other players position themselves such that they are
ready for attack. Setting: The setter passes the ball to one of the attackers on court, simultaneously
the attackers begin with their approach. Attack: The attacker who receives the ball for attack exe-
cutes the attack. In the meantime all other attackers abort their attack movements and try to cover
the attacker in case of successful opponent block. Block: One to three blockers try to build a block
against the opponents attacker. The other the players spreads in the court trying to defend the space
not covered by the blockers. While the previous five activities are volleyball specific and occur within
attack or defense patterns, the remaining two activities are very general and do mostly not occur in
specific moments. Stand: A player standing on the court. Usually happening between points while
waiting for a service or for moving to ones designated position. Defense/Move: Activities within this
category are collected unspecific motions occurring throughout the game. Any movement that does
not fall into the above five specific categories is contained within this class.

In this thesis it is believed that studying the other players while investigating one player executing
a specific activity might support recognition of this activity. Some of the activities are exclusive
(service, attack, setting), while others can be performed by multiple players simultaneously (stand,
move/defense, reception, block). Often a temporal overlap of two activities is needed for successful
play. For example, while the setter is playing the ball, the attacker already approaches the net and
jumps as the ball leaves the setters hands. This timing allows the attacker to hit the ball at his highest
position during the jump. As the interaction between players is dependent on the current game situa-
tion and the transitions between activities are rather smooth, the length of the temporal investigation
prior to the actual frame is important and modeled by the parameter 7.

The proposed activity descriptor works as follows: To obtain the unknown player positions, the upper
body blobs are extracted via player foreground probabilities P4y e and the positions are estimated.
With these estimates the corresponding scale dependent bounding boxes can be calculated for feature
extraction. The shape (Section 3.2.1), motion (Section 3.2.3), position (Section 4.1) and spatial con-
text (Section 4.2) features are then put into the previously trained SVM classifiers for evaluation of all
activities A. Such, for every blob in the image, a classification result containing probabilities for all
activities is available. As the number of blobs (players) and such the number of evaluated positions
on the court is small - typically between 5 and 10 classifications per frame, dependent on the number
of extracted blobs - these positions are binned resulting in a compact descriptor size. Like before,
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the spatial binning is done in b, horizontally and b, vertically partitioned bins by translating the nor-
malized position &, = (Z,, ¥n) (Equation 4.1) of every player on the court to the corresponding bin
indices 7, and ¢, (Equation 4.2). While for the SC descriptor only the player position probabilities
are binned, the AC descriptor additionally contains information about the player activities. The AC
descriptor matrix is of size b, x b, x a, where b, and b, denote the number of partitions in verti-
cal/horizontal direction and can be seen as subdivisions of the court while « is the number of activity
classes in A. Each matrix cell is describing the average probability of all occurrences © for each
activity class c in the bin (i, 3,) within the chosen time span of 7 previous frames.

0 < iy < by, 0 <i, <b, ceA

(E]
AC(ig, iy, ) Z c|zx,zy (4.9)

To control the possible introduction of noise by weak classes, an additional parameter p is introduced.
This parameter controls the number of class responses for a evaluated player, that should be integrated
into the descriptor while the other weaker responses are omitted. When p is set to the number of
classes in A, no restrictions are imposed on the classification result.

p=|A| ce A (4.10)

As pis set to 1, only the strongest class response from the classification is used. This is equivalent to
non-maxima suppression.

p=1 ¢ = arg max P(cliy,iy) 4.11)
ceA

For soft-pooling, the strongest p class responses of A are collected within a subset B and the weaker
responses are omitted.

p=|B| ceB  BCA  |B|<|A 4.12)

Figure 4.6 illustrates the method for a sample frame where the front team is in receiving activity.
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Setting

Block Def/Move Attack

Activity Context Descriptor (bx x by x c)

Figure 4.6: Illustration of the AC descriptor: Blobs from a series of k frames are extracted, each
blob is classified and the results saved in a bx x by map (averaged by k). For the receiving players
numbered 1,2 and 3 (red arrows), the probability for the class ”Setting” is expectedly low, whereas for
the setter at the net (4, green arrow) the probability is high. The AC descriptor is the combination of
all c class probability maps. The response for the three receiving players is evident by the high values
in the ”Reception” map, but also the related ”Defense/Move” class shows strong responses (green
rectangles). Due to the proximity to the net, the opposite players influence the ”Block” map. This
can be considered noise (red rectangle). The player marked with number 5, although standing causes
a strong response in the "Attack” class, as this is a typical position for attack and the classification
framework is biased by spatial information. The sixth player on the court is not marked as he is
behind player 3, and is a good example for occlusions in the video data.
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Chapter 5

Activity Recognition in Volleybali

5.1 A Brief Explanation of the International Volleyball Rules

With an estimated number of almost 1 billion participants, Volleyball is on of the most popular team
sports worldwide. This includes beach volleyball, played by 2 players per Team, and indoor volley-
ball, where 6 players team up. As this thesis focuses on indoor volleyball, only indoor rules will be
explained as simple as possible.

Two teams are separated by the net, defending a 9x9m area (court). The goal is to keep the ball from
touching the court on your side of the net, while trying to ground it on the opponents floor. Each
team is allowed 3 short contacts with the ball. A team loses a point by either having the ball touch
inside the own court or making another illegal move like touching the net. Also penalties can be
given by the referee. The ball is brought into play by a player from behind the court who has to hit
the ball over the net into the opponents court (service). On the other side the players try to control
the served ball by receiving and placing it - if possible - within a certain area at the net (reception).
There, another player takes control of the ball and passes it on (setting), acting as the mastermind of
the game. He decides which player will get the chance to score the point and tries to present the ball
in a best possible way. The player with the last contact then hits the ball over the net and a) directly
into the field or b) outside the field having an opponent touch the ball (attack). The second option is
often used when the defending team forms a block at the net, then the attacker tries to hit on the top or
side of the block. The resulting deviation often makes it impossible for the defending team to recover
the ball before it touches ground. At the begin of each set, the coach must choose 6 players from the
team - a total of twelve players are allowed to be listed on the score sheet. These 6 players take up
positions in the field. At the moment the ball is hit by the server, each team must be positioned within
its own court in the rotational order (except the server). Figure 5.1 shows the positions in court.

As in other team sports, the coaches can substitute players and take timeouts to influence the game.
Furthermore, there is the special position of the so called Libero player - he is a defense specialist and
can substitute for the back-row players (positions 1,5,6) at any time between two rallies.

Referees

A rally always begins and ends with the whistle of a referee. There are two referees at each game and
up to four line judges supporting the referees at their decisions. The first referee is elevated on a chair
on one side of the net and makes all decisions. The second referee is standing on the other side, han-
dling time-outs, substitutes, line crossings, rotation and position errors and supports the first referee
in his decisions. There are 25 hand signals (referees) and 5 flag signals (line judges) in volleyball !.

'A poster with all the signals can be found at  http:/www.fivb.org/EN/Refereeing-
Rules/Documents/FIVB_Volleyball_Hand_Signal _Poster_2013.pdf
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Figure 5.1: Volleyball court measures and player positions (1-6). The rotation order is indicated by
arrows.

Illegal moves
Illegal moves that directly lead to a point loss:

Touching the net while playing the ball.

Playing the ball over the net outside of the antennas.

Step on the back line while serving (foot fault).

Step over the middle line into the opponents court.

Catch, hold or lift the ball.

More than three contacts. Special case: a block touch does not count as a contact.

More than 1 contact from one player in a row. Special case: block as first touch is allowed.
Positioning faults: Every player must start a rally in a certain position.

Rotational fault: Every player must follow the serving order determined at the start of the set
by the initial lineup.

Receiving a penalty by the referee.

Scoring

Volleyball is played in a running score manner. Each point counts, no matter who serves or made the
last point. To win the game one team must win 3 sets (best-of-five system), a set is won if a team can
score at least 25 points with a 2 points difference (or more). If one team reaches 25 and the other is
only one point behind, the set continues until one team can reach the 2 point gap.
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A detailed collection of up-to-date official international rules can be found on the web page of the
International Federation of Volleyball (Fédération Internationale de Volleyball, FIVB) 2.

5.2 Annotation Framework

As this thesis is based on indoor volleyball - a sport previously not on the radar of computer vision
research - there existed no data sets for evaluation of methods. The need for annotated data was sat-
isfied by the use of a special designed Matlab annotation framework. The target of activity extraction
from video files was achieved by allowing the user to navigate within the video and annotate the dif-
ferent activities with simple mouse clicks. An example can be seen in 5.2. An annotation depicts a

r = _
[ Volleyball video annotation tool =)

Player Action
18 ~iStand

5 ~iStand
2 ~iStand

delete annotation (of selected player)

move right: 0

move left: 0

move forward: 0
move backward: 0
jump: 0

hit: 0

stand: 0

move right forward: 0
move right backward: 0
move left forward: 0
= move left backward: 0

Stand: 458
fame: 208152542, 000122 o1 | [ rewous smoses rame ) | ) [ |1 7 R
Reception: 112
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Attack: 172
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Defense: 43
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i
g
g
£
3
i
E

first basic annotation: Inf

last basic annotation: -1

first complex annotation: 6

last complex annotation: 31986

Figure 5.2: Matlab annotation framework: The user has detailed options to annotate volleyball
videos. A list of annotated activities is maintained and all annotations of the actual frame are dis-
played. Navigating through a video is eased with keyboard shortcuts.

bounding box around a player. Together with such a bounding box the user chooses player number,
executed activity, if the marked player belongs to the home or opponent team and if he is occluded by
other players or not. Although it is also possible to assign simple actions (jump, hit, land,...) to the
players, only complex activities consisting of a sequence of such actions were annotated. This makes
annotation simpler but presumably complicates the recognition task as some actions occur in multiple
classes introducing intra class variances.

Activities

The following activities are used in the annotation (and such in the proposed method), character-
izing the volleyball sport: ”Stand”, ”Service”, ”Reception”, "Setting”, “Attack”, ”"Block”, ”De-
fense/Move”. A detailed description of the activities is given in Section 5.4.

ZFor official international rules see http://www.fivb.org/EN/Refereeing-Rules/RulesOf TheGame_VB.asp
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5.2.1 Calibration

The video camera is mounted behind the field on different positions. Therefore first a calibration of
the view is needed, which is done by selecting points on the field (see Figure 5.3). This calibration is
later also used for the context descriptors (see Sections 4.2 and 4.3 for details).

For the forward spatial transformation at least four point pairs are required (see Figure 5.3). The points

SANANL AN
AR ACRRRAL A

Figure 5.3: Video calibration: Four corner points of the court need to be marked for a proper cali-
bration of the ground plane, needed for calculation of the planar homography. After choosing the 4
points on the middle and base line the video is ready for processing.

x = (z,y) selected by the user then are projected via the transformation function to corresponding
points & = (Z, ¢) on a rectangular grid, resulting in a top view transformation:

7 = T(x) 5.1)

For details about inference of the transformation matrix see Section 3.1.1.

5.3 System Overview

The proposed system consists of three main parts: Preprocessing, spatial context player activity recog-
nition and activity context player activity recognition. First the videos are prepared and annotated.
After the manual annotation process (Section 5.2), geometry estimation (Section 3.1.1) and creation
of foreground and background models (Section 3.1.2), the videos are ready to be examined under
the proposed methods (Sections 3.2.1, 3.2.3, 4.1-4.3). The classification models (Section 3.3) are
tested with previously “unseen” data to give performance results of the proposed methods. For the
spatial context player activity recognition a SVM is trained with manually annotated data only. For
the activity context player activity recognition a new SVM is trained, using classification results from
the previously trained SVM that are evaluated on manual annotated data as well as on automatically
segmented players. In each case a 50%/50% split between test and training data is used. This section
provides an overview of these tasks.

5.3.1 Preprocessing

As automatic tracking of the players is beyond the scope of this thesis, the videos are annotated
within a built Matlab annotation framework. Therefore the videos are calibrated on a ground plane,
to ensure the bounding boxes, which are marking the players during their executed activities, are
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adapted to different scales. Since the video camera is mounted behind the court, players at the net
appear smaller on the video than players in the middle or behind the court. Figure 5.4 displays the
process.

= Calibration
pd > Preprocessing
Video
- AN ( - Median filtering
e Annotation

/ - Gaussian mixture models
- Bayesian fore-/background models
- Morphological operations

Figure 5.4: Preprocessing: The input videos are calibrated (Section 5.2.1) and the players annotated
(Section 5.2) as tracking substitution. Then the color models for the background and foreground
is learnt (Section 3.1.2) and together with a median filtered background image a bayesian player
probability image is calculated (Section 3.1.3).

5.3.2 Feature Extraction Pipeline

The feature extraction process starts with interpolation of the manually annotated frames. Position and
size of each bounding box around the player are interpolated between the marked key frames (Figure
5.5). Typically, every fifth to tenth frame is manually annotated. These intervals stand for a good
offset between accuracy and annotation effort. As second step, the interpolated frames are cropped to

Figure 5.5: Interpolation of annotations: Key frames are marked green, the interpolations are shown
as blue rectangles.

bounding box size, scaled depending on the player position using the reckoned homography. This is
important for limiting the calculation area to the region of interest as the videos are available in HD
resolution. The bounding box clippings are of small size compared to the full HD frames such the
features from the HOG descriptor are calculated more efficiently. The RWPC and SC descriptors are
calculated from the whole frame, as well as the optical flow that was pre-calculated for each frame
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separately. The HOF descriptor is then calculated from the cropped region in the flow image, similar
to the HOF descriptor.

5.3.3 Spatial Context Player Activity Recognition

For the first main task, multiple features are extracted from each annotated player. Due to the manual
data preparation a good annotation accuracy is assumed that motivates the use of HOF features for
motion and HOG features for shape description. Besides these two descriptors this thesis on the one
hand proposes player coordinates (RWPC) calculated via real world geometry and on the other hand
the use of a spatial context descriptor (SC) that models the on court player distribution. These features
are concatenated into a vector for each annotation and classified via a SVM, trained on one half of
the manually annotated data. See Figure 5.6.

- Feature calculation (single frame) )

Shape Motion ' | Spatial distibution . Position

A,

HoF | RWPC |
_
!
— ™~
Support Vector Machine |
features ~
SPATIAL 4 HoG HoF SC RWPC
CONTEXT ]
PLAYER § HoG HoF sC RWPC
RECOGNITION . . .

HoG HoF SC RWPC

— _

Figure 5.6: Spatial context player activity recognition: Features for an annotation in a frame are
calculated (HOG, HOG, RWPC and SC). Then the SVM is trained and the results are verified.

5.3.4 Activity Context Player Activity Recognition

As second main task this thesis tackles activity context recognition. Therefore activities over time of
all players on the court are examined and this information is used via the AC descriptor to improve
the results of the examined annotated players. The classification process is similar to the one in the
previous described task, only AC features are added to the single frame features to incorporate activity
information of all players over time. A graphical visualization is shown in Figure 5.7.

5.4 Data

The videos used in this thesis were recorded from matches in the 13! volleyball league of Austria. The
videos are in HD resolution (1920x1080) at 25fps, compressed with the DivX codec(www.divx.com).


http://www.divx.com/
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Figure 5.7: Activity context player activity recognition: For activity recognition additional features
are calculated that describe what the other players on the field do while the annotated player executes
some activity. These features are added to the previously calculated feature vector and improve the
results when using a special trained SVM.

Six video clips are used from three different games. The typical procedure of play was followed to
determine which activities were chosen and where the temporal divisions between activities needed
to be set: First a ball is served from one side of the court to the opponents side, then the receivers try
to control the ball, the setter passes it on to the attackers which hit the ball trying to score a point.
The serving team tries to avoid a point by blocking the ball directly a the net or prevent the ball from
touching the floor within the court.

1. Stand
A player standing on the court. Not much movement and upright stand. This activity occurs
mostly before a service activity (opponent or own team) when the players wait for the ball to
be brought into play, so they can leave their position and move to specific positions in the field.

2. Service
A player must bring the ball into play from behind the court baseline. After a team wins the
point, it has to serve the ball over the net to continue the game. As soon as the server touches
the ball, all players are allowed to move into their specific positions on the court. For example,
a setter runs to the net awaiting the ball coming from the receivers.

3. Reception
A player receives a ball brought into play by a server from the opponent team and passes it on
to the setter (1% touch). The receivers try to place the ball to the setters position as accurate as
possible.

4. Setting
The setter brings the attackers into play by distribution of balls to specific positions, mostly at
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the net (2" touch). While the ball travels from server over the net and to the receivers, the setter
moves to a previously arranged position at the net. The setter passes the balls to the attackers,
choosing from different previously communicated attacking scenarios.

5. Attack
The attacker hits the ball and tries to win the point for the team by hitting it down into the
opponent court (3™ touch). He can also try hit the ball out via the blockers hands. If an
opponent last touches the ball before it hits the ground (inside or outside the field), it is a point
for the attacker.

6. Block
The blocker tries to protect area of the own field while the opponent attacker tries to hit the
ball. If the block can send the ball back into the opponents court, touching the floor (inside the
court) it is a direct point. If the ball goes out the court from the blockers hands, the point is lost
to the opponent.

7. Defense/Move
All other movements on the court with and without ball interaction are collected into this class:
A defense is an attempt to avoid the hit ball touching the floor. As this activity is very variable,
also the different moving activities without ball are out together into this category. For example,
players not involved in the attack try to distribute on the field such that balls coming back from
the opponents blockers can be saved.

After hours of annotation, a total of approximately 2,5 hours (2:23:53, see Table 5.1)) of video ma-
terial was accurately annotated yielding 7999 activity annotations. A subsequent set of annotations

video name length (mm:ss) ‘
graz-arbesbach_2.avi 21:41
graz-arbesbach _3.avi 21:38
graz-arbesbach_4.avi 21:35
graz-arbesbach_5.avi 21:44
graz-gleisdorf_1.avi 35:33
graz-klagenfurtl 2.avi 21:42
total 2:23:53

Table 5.1: Video data

of the same player and activity are collected in a short video clip, called a tracklet. A tracklet such
contains one player performing a complete activity over approximately 40 frames on average. As the
annotations were made every 5 to 10 frames, a larger set was generated by interpolating the players
positions. With a frame rate of 25fps the interpolated activities are precise enough. As a result, start-
ing with 8000 manual annotations, the data set generated contains over 36000 annotations or 1000
tracklets. The number of annotated frames (4399) is far smaller than the number of annotated activi-
ties (7999), as often only one key player per frame is annotated but for the activities “Block”, ”Stand”
or "Defense/Move” often up to three players are annotated per frame. This is also the reason for the
dominance of "Block” annotations within the data, as a block is more often executed by two or three
than by one player alone. The alert reader might notice, that the classes ”Stand” and "Defense/Move”
depict very general classes of activities. They are not volleyball specific and can be found in various
other sports or even every day live situations. This is due to the fact, that neutral activities should
be added to the specific Volleyball activities. This should show the generalization possibilities of the
proposed methods.
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Figure 5.8: Examples for all activities, randomly chosen from the dataset. Each row contains ac-
tivities from one video. The columns present the seven activity classes from left to right: "Attack”,
”Block”, ”Defense/Move”, ”Reception”, ”Service”, "Setting”, ”Stand” .
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Due to the game immanent structure, the activity occurrences differ. Also some activities like “Block”
or ”Stand” can be executed by multiple players simultaneously. Still, the number of activities is quite
balanced with around 1000 samples per activity class. Table 5.2 shows a list of all activities and their
quantities.

The annotations work was done by one expert (the author) and two persons without prior knowledge
about the volleyball game structure. Compared to many papers this dataset can be considered rather
large. This supplies a good basis for evaluation of the proposed methods as the videos differ more or
less in terms of camera position, jersey colors, involved players/teams or illumination, all being real
world problems for a computer vision application.

activity name number of number of number of number of
tracklets annotated frames annotations interpolated annotations

Stand 146 694 1339 6181
Service 126 811 868 3911
Reception 94 761 767 3482
Setting 151 850 891 3903
Attack 148 1108 1157 5233
Block 241 1039 1847 8332
Defense 174 825 1130 5062
total 1080 4399 7999 36104

Table 5.2: Activity quantities: This table displays information about the dataset. The left column
shows the activity labels as previously defined. Tracklets are player activity clips, the number of
frames depicts the total count of frames containing at least one annotation, the number of annota-
tions shows the quantity of manual annotations per class and the interpolated value denotes the total
number of annotations per class available within the dataset.



Chapter 6

Experiments

This chapter contains the experiments conducted on the data set. First, various parameters of the
descriptors and the classifiers had to be determined and empirically evaluated to find good values.
Then, the performance was evaluated on a 50/50 data split. One half of the data was used for training,
the other half for testing the system with unknown data. To avoid the appearance of similar data in
training and testing the data was split after the tracklet in the middle of the dataset, resulting in slight
shift of the 50% border to 50.32% training and 49.68% testing data.

6.1 Parameter Configuration

For testing the methods, many parameters need to be evaluated and set. For the spatial context player
activity recognition (Section 6.2) the HOF, HOG, SC and RWPC descriptors and the SVM classifier
can be configured in a number of ways for optimally matching the task. For activity context player
activity recognition (Section 6.3) the AC descriptor can be parametrized in various possibilities. This
parametrization was tested excessively and will be introduced in this section.

6.1.1 RWPC

The position coordinates from the RWPC descriptor (Section 4.1) were normalized to values between
0 and 1. As they contain only two dimensional x and y coordinates, these features did not need any
special parameter set. Only the area of the included border outside the field had to be declared, for
simplicity and to avoid exclusion of any point it was set equally to the field width.

6.1.2 SC

To include the field and the outside areas in the SC descriptor, a grid of 300x250 evenly distributed
points was used. After calculating the fill percentages for these 75000 rectangles, they were binned
into 15 times 20 bins resulting in 300 features. Other binnings were tested but did either not improve
the results or only by a small amount while greatly increasing the number of features.

The calculation of the rectangles is very time consuming, down-scaling of the images would improve
the speed while deteriorating the results. As this thesis emphasis lies more on accuracy than on speed,
during the experiments the scale was set to 1.0.

53
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6.1.3 HOG/HOF

Setting the parameters for the HOG and HOF descriptors is vital, as very small cells create much
noise in the descriptor while too big cell sizes result in only vague estimation of the shape and motion.
Within the works context and due to adaption on the dataset, where the inner-class variability is very
large because of a rather coarse annotation, better results are achieved with larger cell sizes.

Different sets were tested, as can be seen in Table 6.1 and are illustrated in Figure 6.1. Four parameters

(a) cell size: 32, window (b) 64, 192x320,4,9 (c) 70,210x280,4,9 (d) 88, 176x264, 4,9
size: 160x320, cells per
block: 4, orientation bins: 9

Figure 6.1: Illustration of different parameter sets for HOG/HOF descriptor. One block per example
is marked red, consisting of multiple cells (in this case four cells). The window size (bounding box
containing the player) was slightly adapted to be a even multiple of the cell size.

were to be set, the patch size (width and height) to which each bounding box including a player in
activity should be resized for further processing. The cell size within the bounding box, the number
of cells combined to a block and the number of bins the orientations should be sorted. The number of
cells per block was set to 4 and the number of bins to 9 (40°steps), as the number of features should
not become to large and a smaller number did not seem to suffice.

cell size patch width patch height cells per block bins \ blocks H dimensionality of features

32 160 320 4 9 36 1296
64 192 320 4 9 8 288
70 210 280 4 9 6 216
88 176 264 4 9 2 72

Table 6.1: Parameter sets for HOG and HOF descriptors

6.1.4 AC

The activity context has four parameters to be set. The first and most influencing parameter 7 is the
number of frames examined (and included) by the descriptor. The more frames are used, the more
information but also more noise is included. One second corresponds to 25 frames. The second
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parameter determines how many votes are included in the descriptor for every player. For every blob,
the classification returns seven class probabilities. With the parameter, one can sort out the weak
votes and only keep the p best votes. The last two parameters influences the number of features, they
control the binning of the activity context in two directions (field width and field height). An overview
of the tested parameters can be seen in Table 6.2.

[ p | k | bins ]
[ 13,7 [ 10-250 [ 10x10, 15x10 ]

Table 6.2: Parameters for AC descriptor.

6.1.5 SVM

Within the SVM framework overall three parameters were evaluated: ¢, v and the kernel type. The
type of the kernel used is a very important parameter. Using the freely available library LIBSVM!
five kernels are available: linear, polynomial, radial basis function (rbf), sigmoid and precomputed.
Out of these, four were tested: linear, polynomial, rbf and sigmoid. The y2-kernel, broadly used for
computer vision classification tasks, could not be evaluated as it is not included in the used Matlab
SVM library. Details about motivation of kernel choice can be found in Section 3.3.1. While being
slower, the polynomial and rbf kernels outperformed the two others in most cases. This is due to the
great class intra-variability, making a linear decision hard.

The cost parameter ¢ controls the degree of allowed misclassification. Allowing no errors (large
value) on the training set creates a so called hard-margin SVM but decreases generalization and leads
to overfitting. As a result the performance on the test set is mostly bad. On the opposite, allowing
some errors (smaller value)leads to a soft-margin SVM. The value of c is the cost a misclassified point
adds in dependance to its distance from the margin - the distance is multiplied with c so that wrong
classifications further away are more costly than near ones. A low ¢ makes the decision surface
smooth, while a high c aims at classifying all training examples correctly and such increases the
complexity of the separating hyperplane.

The third parameter v also controls the shape of the hyperplane by setting the influence of a single
training example on the hyper plane. Increasing the value causes a higher number of support vectors
to closely adapt to the examples, possibly causing overfitting. A low values means that the influence
of single training examples is small and the hyperplane is not fitted exactly to the data. This might
cause underfitting.

Such, increasing both parameters leads to overfitting. This is why when increasing one parameter,
one should decrease the other. Setting both parameters to a high value will work well on the training
data but fail on test data. Of course, the terms high or low depend on the underlying data and need to
be evaluated for every application separately.

For the results a adaptive grid search was executed on (portions of) the data. As the features, kernels
and descriptor parameters change, different configurations were used. Three value pairs were tested
for the parameters ¢/ y: 5.66/1.05, 32/ 0.18558 and 181.02 / 0.03. With the above mentioned four
kernel types, the number of tested SVM configurations multiplies to 12. For evaluation a one-vs-all
multi-class SVM was used, learning a distinct model for every class and assigning the label with the
highest response from all class models.

The SVM for the activity context player activity recognition is trained with similar parameters as the
SVM used for the spatial context player activity recognition, where the most successful parameters
are ¢ = 181.02, v = 0.03 and a polynomial kernel. The rbf kernel could have been used as well as
the performance of these two kernels is comparable good.

"Version 3.12, http://www.csie.ntu.edu.tw/ cjlin/libsvm
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6.1.6 Descriptor Combinations

To test which descriptor and which combination of descriptors has the best impact, all descriptors
were cross-evaluated. Choosing from four descriptors (RWPC, HOF, HOG and SC) yields 15 combi-

nations to test. Table 6.3 lists all combinations.
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|

descriptor combinations

SC RWPC HOF HOG SC-RWPC
HOF-SC HOG-SC HOF-RWPC HOG-RWPC HOF-HOG
HOF-SC-RWPC | HOG-SC-RWPC | HOF-HOG-SC | HOF-HOG-RWPC | HOF-HOG-SC-RWPC

Table 6.3: Possible combinations from all four descriptors.

6.1.7 Tracklet Cuts

As the annotations start about one second before the player makes contact with the ball and end about
one second after the contact, they include acceleration and deceleration motions. For example for
the activity ”Attack” or ”Service”, the annotation includes the approach, jump, hit and landing. For
”Block”, the annotations include the movements of the players parallel to the net to the position where
they jump, reach over the net and land back on the floor. The ”Setting” annotation follows the setter
running in position, jumping, setting the ball and landing.

To evaluate the influence of this activity noise to the overall activity recognition rate, the tracklets
were cropped to the core of the activity. The core describes the short period of time, when the player
makes contact with the volleyball and is located mostly in the second half of the tracklet. Like
before, different parameter values were tested: 0%, 20%, 33%, 50%. Here, 0% means no cropping
is applied, and for example 30% means that the first 30% of the tracklets frames are removed. Of
course, cropping the tracklets reduces the number of examples.

6.2 Results for Spatial Context Player Activity Recognition

The frame by frame recognition task is the basis for the following extended recognition (time- and
context-wise). With widely used descriptors and a purposely designed spatial descriptor, every activ-
ity frame was classified. For the single player activity recognition a total of 1415 experiments were
conducted. This part shows the results of the spatial context player activity recognition in detail.
Many parameter sets were tested to have a broad foundation of the discussion of the results. First, a
general overview is presented. Then the influence of SVM parameters is described and finally each
descriptor is discussed separately.

6.2.1 Results for Differing Descriptor Combinations

Figure 6.2 displays all evaluations within one image. The horizontal axis lists different descriptor
combinations, while the vertical axis shows the performance of correct classified activities. From left
to right, descriptors are added for evaluation. The HOG descriptor performs best, while the HOF
descriptor is of inferior performance. This might be because many activities are executed mirror-
inverted, once from the right side of the field, the other time from the left side of the field. " Attack” is
a typical activity that can be executed from various positions on the court and such the movement in
relationship to the camera is varying. The SC and RWCP descriptors, both focusing on player position
information only, are performing just around 50% for most cases and considering that no activity
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description is involved this is a good result. Maybe this exclusion of activity specific information
is also the strength of these descriptors, as many classes have strong intra-class differences while
having similar player positions on court. Within the groups of descriptor combinations, using one,
two, three and four descriptors, the best results are achieved by combinations containing SC and HOG
descriptors. As depicted in the figures, adding descriptors steadily improves performance.

The results are strongly influenced by the choice of the svm kernel. The sigmoidal kernel is almost in
any case worse than the other three kernels, where rbf and polynomial kernels are equally good and
the linear kernel is not as competitive. The ups and downs of the mean values are due to the sigmoidal
kernel results, which performs very different depending on the involved descriptors.

results for 0% crop - linear: red, polynomial: green, RBF: blue, sigmoid: cyan
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Figure 6.2: Results overview: adding descriptors increases performance. Polynomial (green) and rbf
(blue) kernels perform better than the linear (red) kernel and the sigmoidal (cyan) kernel performs
worst. The deviation for the sigmoidal kernel under different parameter sets is large, while for the
other kernels the deviation is smaller.

6.2.2 Influence of Tracklet Cuts

For the tracklet cuts, various parameterizations were tested. Although the performance is slightly
better when cropping the first frames of a players activity, a significant performance of more than a
few percents could not be observed. The maximum improvement for best results between 0% and
50% is only 2.41% (78.74% versus 81.15%), the average difference is even smaller. This might be
due to the strong influence of context features (SC) and location cues (RWCP) which can make up
for movement variabilities. This consideration is further supported, as only when using the HOF
features alone the results improve significantly due to the reduced variability in activity execution
and when combining features the difference vanishes. See Figures 6.3 (20% crop), 6.4 (33%) and
6.5 (50%) for comparison. The proposed method seems to handle movement noise well through
information encoding by four very different descriptors. Figure 6.6 contains all information about the
different tracklet cuts within one single figure and makes obvious that the frames at the beginning or
before an activity are well modeled by the proposed method (and such the descriptors) so that a wide
performance variance could not be observed.
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results for 20% crop—llnear red, polynomial: green, RBF blue, sigmoid: cyan
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Figure 6.3: Crop results for 20% removal
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results for 50% crop - linear: red, polynomial: green, RBF: blue, sigmoid: cyan
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Figure 6.5: Crop results for 50% removal
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Figure 6.6: Results for all evaluated tracklet cuts within one figure: The results are quite similar
and the improvement of only 2.31% shows that the movement noise at the beginning of the activities
does not negatively impact the classification process. Again, the kernels are color coded (linear: red,
polynomial: blue, RBF: green, sigmoid: cyan).
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6.2.3 Influence of SVM Parametrization

As the previous part showed, the choice of one of the four tested SVM kernels has big influence on the
classification results. Also the previously presented parameters c and -y are vital for good classification
results. For the three evaluated SVM parameter sets 5.66/1.05, 32.00/0.19 and 181.02/0.03 all
results are collected in Figure 6.7. Obviously some kernels are more capable of adaption to data than
others, as the average performance of rbf and polynomial kernel only differs slightly while the linear
kernel works best with a small ¢ and large v value and the sigmoidal kernel performs in contrary
fashion (nest with big ¢ and small ~y value).

all results with differing svm parameters sets for c and y
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Figure 6.7: Results for different SVM parameter sets: Best performance is achieved with ¢ = 181.02
and v = 0.03. Differences of rbf and polynomial kernel are rather small compared to linear or
sigmoidal kernels, which perform in contrary manner. (linear kernel: red, polynomial kernel: blue,
RBF kernel: green, sigmoidal kernel: cyan, no tracklet cut)

6.2.4 Influence of Descriptor Parametrization

As stated above, for every descriptor and all descriptor combinations experiments were conducted.
The following pages will give a detailed overlook for each of these experiments. To present the results
in a clear fashion, the results were made up in bundles corresponding to kernel types and the SVM
parameter sets were color coded. The best results for each kernel as well as the overall average result
for the descriptor (combinations) are marked.

Results Using 1 Descriptor

Testing single descriptors, with a top result of 63.46% and an average of 52.84% over all experiments
the HOG descriptor seems to express the activities best. The other descriptors result in about 10%
lower performance: RWPC yields 49.82%/38.07%, HOF 55.07%/39.82% and SC 53.77%/47.25%.
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The best results of the SC and HOF descriptor are comparable and after all half of the activities can
be classified correctly using only information about players projected positions onto the court plane
(RWPC). Still the results show, that any of the descriptors alone is not capable of good classification.
Figures 6.8 (RWPC), 6.9 (HOG), 6.10 (HOF) and 6.11 (SC) display overall results separated by
kernel types and with best and average results over all conducted experiments indicated. In most
cases the sigmoidal kernel is not competitive and depends strongly on the SVM parameters while the
polynomial and RBF kernels perform best.

RWPC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.8: Results for using RWPC descriptor only: Best results are achieved in combination with
the rbf kernel with 49.82% at the top.

Results Using 2 Descriptors

Combining two descriptors raises the average performance to around 70% with a top performance of
71.83% and an average result of 61.22% by combination of HOG and SC. The combinations of two
descriptors deliver results that are not as differing as the single descriptor results. This shows, that
every descriptor has potential in different areas and the combination reinforces the overall strength
for recognition. Combinations with RWPC are slightly inferior to combinations of the other three
descriptors. The following Table 6.4 shows the results in descending numbers and the Figures 6.12,
6.13,6.14, 6.15, 6.16 and 6.17 show all results in a graphical overview.

descriptor combination | best result | average result

HOG-SC 71.83% 61.22%
HOF-HOG 69.47% 55.82%
HOF-SC 69.39% 55.76%
HOF-RWPC 67.73% 52.62%
SC-RWPC 66.88% 55.77%
HOG-RWPC 65.59% 55.42%

Table 6.4: Results for combinations of two descriptors.
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HOG with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.9: Results for using HOG descriptor only: Best results are achieved in combination with
the polynomial kernel with 63.46% at the top, which is also the best result obtained with a single
descriptor.

HOF with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)

© 181.02x0.03
80/ e 32.00x0.19
® 5.66x1.05

70
260~
2 55.07 54.03
I 5227  _eemmmmmmmooT O

-0 )

550 e T o
2 R H
Qo o P e b
= o P T o)
§4o — 39.82%[ -
s p

30.29-26 - PR

_/‘5/
20
| | |
sig lin rbf poly
kernels

Figure 6.10: Results for using HOF descriptor only: Best results are achieved in combination with
the rbf kernel with 55.07% at the top. Results with sigmoidal and linear kernels are clearly inferior.
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SC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.11: Results for using SC descriptor only: Best results are achieved in combination with the
polynomial kernel with 53.77% at the top. Obviously this descriptor is not as strongly dependent on
the chosen kernel than others.

HOG-SC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.12: Results for using HOG and SC: Three kernels are comparable, only the sigmoidal kernel
varies. This combination is best, both on average (6% or better than the other combinations) and top
(over 2% better than the next best) result.



64 CHAPTER 6. EXPERIMENTS

HOF-HOG with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.13: Results for using HOF and HOG: Compared to HOG/SC, the best result of this popular
descriptor combination has a 2.36% lower score. Still a 5-14% increase compared to the results of
HOF or HOG alone.

HOF-SC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.14: Results for using HOF and SC: This pairing performs almost identical to the HOF/HOG
result, pointing out the relevance of context information for activity recognition.
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HOF-RWPC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.15: Results for using HOF and RWPC: With 67.73% top result, this combination is not too
far from the other HOF combinations (HOF/HOG, HOF/SC). On average however the results are
slightly worse.

SC-RWPC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.16: Results for using SC and RWPC: Position information alone does not provide the same
quality of information for recognition. Although the average is comparable, the best result is more

than 6% worse than the HOG/SC combination.
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HOG-RWPC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.17: Results for using HOG and RWPC: Surprisingly, the winner of the single descriptor
evaluation (HOG) is worst when combined with RWPC. As the result is comparable to the SC/RWPC
combination, the RWPC descriptor seems to be less discriminative than the other three descriptors.

Results Using 3 Descriptors

Adding one more descriptor to the test set increases performance around 75%. The increase in per-
formance is not so evident as before, still any combination of an three descriptors is superior to the
best result with two descriptors, meaning that additional exploitable information has been added. Un-
surprisingly the best combination is made up of the three best descriptors from before. HOF, HOG
and SC yield 75.05% at best, while the top average result is achieved by the combination of HOG,
SC and RWPC (63.57%). Again, the rbf and polynomial kernels are superior to the others. Table 6.5
shows average and best results and Figures 6.18, 6.19, 6.20 and 6.21 show the according graphical
interpretations.

descriptor combination | best result | average result

HOF-HOG-SC 75.05% 61.54%
HOG-SC-RWPC 74.46% 63.57%
HOF-SC-RWPC 74.36% 61.62%

HOF-HOG-RWPC 72.13% 58.74%

Table 6.5: Results for combinations of three descriptors.

Results Using all Descriptors

Finally, using all four descriptors yields the best result of 77.56% and again increase in classification
performance. Thus, any of the used descriptors contains information for the recognition task that
cannot be fully supplied by another descriptor. Figure 6.22 shows the results with an overall average
of 64.52%. Again, the rbf and polynomial kernels perform best while the sigmoidal kernel is strongly
dependent on the choice of the SVM parameters c and .
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HOF-HOG-SC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.18: Results for using HOF, HOG and SC: With 75.05%, this combination of three descriptors
adds some more percentage to the correct classified data.

HOF-SC-RWPC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.19: Results for using HOF, SC and RWPC: With 74.36% there is again clear improvement
compared to the twin combinations.
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HOG-SC-RWPC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.20: Results for using HOG, SC and RWPC: This combination is comparable to the above
one. It is remarkable, that the average performance of this combination is best.

HOF-HOG-RWPC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.21: Results for using HOF, HOG and RWPC: Again, the combination of RWPC/HOG (and
HOF) is worst. Both, average and top result, are clearly inferior to the other combinations.
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HOF-HOG-SC-RWPC with differing svm parameters c/g (181.02/0.03 = green, 32.00/0.19 = blue, 5.66/1.05 = red)
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Figure 6.22: Results for using all four descriptors: Adding another 2.5% to the former best result,
the overall best result of 77.56% is achieved by combination of all four descriptors. Also, the average
over all experiments is higher than for any other descriptor combination.

Summary of Descriptor Combinations

A detailed table of all results from the descriptor combinations is shown in Table 6.6. The table lists
all 15 possible combinations along with the four evaluated SVM kernels. For every kernel, the mini-
mum, maximum and average result on a descriptor set is displayed as different configurations for the
HOG, HOF and SC parameters were evaluated. Overall averages for descriptor sets are listed in the
outright column, while overall averages for the kernel types are displayed in the lowest row of the
table.

As stated before, the polynomial and rbf kernels perform better on any test set than the linear and
sigmoidal kernels. On average, both kernels are equally good, with 66.71% for the rbf kernel and
66.17% for the polynomial kernel. The overall best result of 77.56% with all four descriptors used
is achieved with a polynomial kernel, but is just marginally superior to the rbf result of 77.06%.
While the linear kernel is about 5% worse on average for the best results over the descriptor sets, with
54.39% the sigmoidal performance is approximately 12% worse. Considering the averages over all
kernels (outright column in the table), it is obvious that using more descriptors improves results.

6.2.5 HOG/HOF Parametrization Results

The parameter for the HOG and HOF descriptors, as visualized before in Figure 6.1, have also been
evaluated. As the first results showed, that a small subdivision in cells gave resulted in low recognition
rates, the testing of the parameters was subsequently limited to cell sizes of 70 and 88 and window
sizes of 210 x 280 and 176 x 246 respectively. Figure 6.23 gives an overview and shows that the
difference of 1.53% between the parameter configurations is negligible and the configuration with
cell size 70 (78.74%) is slightly better compared to that with cell size 88 (77.21%). For linear,
polynomial and RBF kernels, the 70/280x210 configuration is 2-3% better. Only for the sigmoidal
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descriptor set . lin . poly . rbf . Sig overall
min max avg min max avg min max avg min max avg
Ne 46.89 5325  49.88 | 4225 < 53.77 49.13 | 5177 5347 5278 19.45 5248  37.23 47.25
HOF 25.58 5227 3735 | 4238 5403 48091 4728  55.07  50.99 1590 2926  22.04 39.82
HOG 50.62  58.61 5422 | 4638 6346  57.15 | 5457 6274  59.08 | 27.22 5422 4092 52.84
RWPC 3588 3837 3741 3443 4131 3847 | 4728  49.82  48.63 18.51 38.62  27.76 38.07
HOF-SC 53.14 6347  58.87 | 62.02 68.60 6508 | 61.07 69.39 6543 15.60  53.75  33.65 55.76
HOG-SC 5897  68.19  63.75 | 6222 71.83 6748 | 6510 7090 67.96 | 25.19 63.78  45.71 61.22
HOF-HOG 56.81 62.72 5937 | 6223 6937 6572 | 6138 6947 6522 18.76  49.19 3295 55.82
SC-RWPC 50.02 6145  56.77 | 5230 @ 64.81 59.41 6576  66.88  66.15 18.44  61.02 40.73 55.77
HOF-RWPC 4753 5691 52.17 | 5550 6644 6293 | 61.84 67.73  65.19 1577 4574  30.18 52.62
HOG-RWPC 5459 6143  57.81 4928  65.59 5992 | 59.78  63.72  61.77 | 25.16 57.82  42.17 55.42
HOF-HOG-SC 6330 7053 6697 | 68.64 7497  72.09 | 59.42 7505  69.67 17.27  61.51 37.45 61.54
HOF-SC-RWPC 61.70  69.11 6598 | 7023 7436 7227 | 6477 7423  71.60 12.61 62.69  36.64 61.62
HOG-SC-RWPC 60.71 71.05 6692 | 68.03 7446 70.85 | 6823  73.04 70.73 | 23.05 67.07 45.80 63.57
HOF-HOG-RWPC 61.94  66.09 63.64 | 66.00 7197 6922 | 6257 7213  68.32 1599 5345  33.79 58.74
HOF-HOG-SC-RWPC | 66.98 7377 7030 | 7226 7756 7528 | 60.10 77.06  73.77 16.12 6526  38.72 64.52
[ average [ 5298 61.81 5743 [ 56.94 66.17 62.26 [ 59.39  66.71 63.82 [ 19.00 54.39  36.38 H 54.77

Table 6.6: Results of the spatial context activity recognition (without cropping): polynomial and rbf
kernels perform best. Adding descriptors improves performance, all four combined yield the best
result.

kernel the configuration 88/256x177 is better by 2.5%. The other two configurations (32/320x160 and
64/320/192) were omitted during testing for reduction of configuration possibilities, as the first results
with a finer subdivision were not promising and the two coarser configurations were considerably
better.

all results with differing HOG/HOF parameters
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Figure 6.23: Results for differing HOG/HOF parameters: The combination of cell size 70 and window
size of 280 x 210 is apparently better for three of the kernels (linear, polynomial, rbf) than 88 /264 x
176. The average result over all kernels is better by 2%. The two other configurations (32/320 x
160, 64 /320 x 192) were not competitive and omitted to reduce the number of conducted experiments.
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6.2.6 Detailed Results for Spatial Context Player Activity Recognition

While the previous pages displayed average results over all classes, kernels, SVM parameters, tracklet
cuts, this part shows and discusses some results in detail. The following Figure 6.24 shows detailed
class performance for the best result achieved with spatial context activity player recognition. The best
results are received for the classes ’Service” with 91.01% and ”Block” with 92.96% correct classified
activities. The next best performance is on class ~Attack” with 82.74%, followed by three classes with
about 75% performance: ”Stand” (75.37%), “"Reception” (73.27%) and Setting” (74.95%). Only the
very inhomogeneous and such difficult class ”Defense/Move” obtains a score of 52.36%. On second
sight, the confusion of this class with the ”"Reception” class is apparent. Almost 18% are misclassified
in both ways, equally leveling down results of “Reception” and ”Defense/Move”. The reason for this
correlation is that the movements in “Reception” and "Defense” are quite similar, as once the players
try to decelerate the service and once the attack of an opponent player.

77.56% (kernel: poly, descriptors: HoF, HoG, C, XY)

Stand I 75:37% 0.69% 5.82% 3.07% 7.01% 1.42% 6.61%
and B z25013025) [l (21/3025) {176/3025) {93/3025) (212/3025) {4313025) {200/3025)

Servi 0.37% 91.01% 1.65% 0.16% 3.40% 0.00% 3.40%
CIVICE I (7/1830) (171111330) [ (31/1880) (3/1880) (6411880) {0r1880) (64/1380)
Reception (5?1'111%;]5) (1?1'2‘;?5) " 32?17 6/;5) (215';:2?5) (5%31?5) (1?1'::::5?5) (zllzltﬁtfs)

Setti 1.91% 1.28% 4.20% 74.95% 7.93% 3.19% 6.54%
Sing M (3611830) {24/1880) {79r1880) [N (1409/1830) Nl (149/1830) {60/1880) {123/1880)

Attack W 119% 0.44% 1.83% 5.60% 82.74% 5.24% 2.98%
ACK M (30/2520) {11/2520) {46/2520) (14172520 [l (2085/2520) [ (132/2520) {75/2520)
Block B 1.06% 0.00% 0.05% 1.26% 341% 92.96% 1.26%

OCK Bl (4314050) {0/4050) {2/4050) (51/4050) (13814050 [ (3765/4050) [ (51/4050)

DefMove B 4:07% 2.60% 17.95% 5.90% 2.99% 7.86% 52.63%
{100/2457) {64/2457) {441/2457) [ (145/2457) [ (221/2457) [ (193/2457) [l (1293/12457)

actual class label

Stand Service Reception Setting Attack Block Def/Move
predicted class label

Figure 6.24: Best result from spatial context activity recognition: Only the very inhomogeneous class
”Move/Defense” has a low performance of 52.63%. The other six classes perform rather well, from
73.27% to 92.96% correct classified activities. The "Move/Defense” class is mostly confused with
the "Reception” class and vice versa. This is no surprise as these activities are often very similar in
execution and position.

Figure 6.25 shows the two worst results. While the first illustrates the worst result with sigmoid
kernel (12.61%) and a three descriptor combination of HOF, SC and XY, the second displays the
worst result generated from a linear SVM using HOF features (25.58%). For the sigmoidal kernel
under this parameter configuration this result is meaningless. The linear kernel shows one good class
performance for the ”Stand” class, which is comprehensible as almost no motion is encoded. All
other classes (except of "Block™) are comparable to randomly choosing from 7 classes.
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12.61% (kernel: sig, descriptors: HoF, C, XY) 25.58% (kernel: lin, descriptors: HoF)
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(347/3025) (I (24513025)| (2145/3025) [l (113/3025) RN (70/3025) [ (100/3025) (21013025)

61.9: 7.04
(513025) 8/3025) [N (334/3025) [l (1873/3025) (M (213/3025)

12.82%
(203/2520) [l (323/2520)|
11.51% 39.11%
(591/4050) (1584/4050)
1.80%

82
39.70% 8.84% 9.16%
(11/4050) [ (151/4050) JlN (762/4050) [N} (1608/4050) [l (358/4050), (34014050) [l (371/4050)|
1 10.70 ) 0.81% 1 48.64% 10.09% 11.80 4.52% 8.26 24.22%
DefiMove [ ssorzas7) (MMl 26312457) [ (1172457) [ (201257) W (ss1/2457) [l (119512457 | [l 2a012a57) DefiMove [ uz4izas7) Sl 200r2457) [l (11112457) [ 20312457) (59512457)

Stand Service Reception  Setting Attack Block Def/Move Stand Reception ~ Setting Attack Block Def/Move
predicted class label predicted class label

(a) (b)

71
.33

(37814050
52

1.47% % 017% 0.26% 11.04% 1.92% % 7091% 331%
It 34/3
s 5.60% 12.29% 0.32% 2.82% 10.43% 55.96% 12.55% s 4.52% 15.87% 5.96% 18.08% 25.48%
ervIce M (107/150) [l (230/1880) (6/1880) (5311530) [ (196/1880) [l (1052/1850) [l (236/1880) ervice [ g511850) [ (2891550) [ (11211850) [l (339/1880) (479/1880)
4.72% 560% 0.65% 0.00% 9.97% 69.68% 9.38% 1947% 6.61% 10.97% 11.15% 2230%
E Reception M so/1605) (95/1695) (11/1695) (0/1695) (169/1695) [l (1181/1695) [ (159/1695) E Reception § (375/1595) [l (112/1695) [ (126/1605) [ (185/1695) (378/1695)
] )
7y 7]
& set 7.50% 5.69% 0.16% 3.51% 18.62% 59.47% 5.05% & sett 11.70% 8.51% 9.10% 17.07% 26.81%
| Stting B 141/1500) [l (10711330) [N (3/1350) (66/1650) Jll (35011380) [ (1116/1530) [ (95/1380) 2 etting | (22011350) [l (150r1850) [l (171/1050) JM (321/1380) (504/1380)
= T
2 2
g 10.83% 8.57% 0.48% 3.65% 10.63% 54.92° £ 8.06% 6.71% 16.59% 28.81%
(27312520) [l (21672520) [N (1272520) [N (9212520) [ (265/2520) [ (138472 (169/2520) M (418/2520) (72612520
19.16% 9. 0.27% 3.73% 18.81% 8.40% 16% 9.33% 14.50%
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Figure 6.25: Worst results from spatial context activity recognition: (a) Using a sigmoid kernel and
HOE SC and XY features is with 12.61% average result the worst tested parameter set. All classes
are strongly biased to the "Block” class, so that this result is useless and only an indication for the
importance of parameter selection. (b) For linear kernel and HOF features only, the result is a little bit
better with 25.58% correct classified average percentage. Only the ”Stand” class is recognized well,
probably due to the exploitation of (missing) motion in this class by the HOF descriptor. The other
classes are presumably too similar and have to big intra-class variance to be linearly discriminated.

Figures 6.26 to 6.40, present the mean performance of the descriptor combinations presented on the
previous pages. Each of the figures contains one descriptor (combination) and the results for every
class and averaged over all runs with different parameter sets. This should give an impression about
the class-wise strengths of the descriptor sets independent of the parameters chosen. Bear in mind,
that these figures express an overall average over all executed runs and while not being representative
for the final results they give some general view about the operation of descriptors and their various
combinations. Also, as presented in the previous Figures 6.9 to 6.22, the different kernels influence
the results in varying manner and operate differently on the descriptor sets.
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Service
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Setting

actual class label

Attack

Block

Defense/Move

Stand Service Reception Setting Attack Block Defense/Move
predicted class label

Figure 6.26: Average over all runs with RWPC descriptor: Obviously it is hard to discriminate
activities solely by the players position. This becomes apparent as " Setting”, "Attack” and ”Block”
are all more or less classified into the class ”Block” due to the proximity to the net. On the other
hand, ”Service” can be good discriminated from other classes as many positions are behind the court,
opposite to all other classes. ”Stand”, ”"Move/Defense” and ”Reception” can be distributed on the
court such that a clear distinction is hard to make.

Stand 62.39% 13.26%

Service 556%

Reception 14.61%

Setting

actual class label

Altack
Block

Defense/Move

Stand Service Reception Setting Attack Block Defense/Move
predicted class label

Figure 6.27: Average over all runs with HOF descriptor: As expected, ”Stand” can be discriminated
best, as there is far less motion compared to any other activity. “Service” is well classified, maybe
because of the proximity to the camera and such a slightly better characterization of the motion.
”Block” is also rather good, as the players mostly only move in a up/down manner and with arms
above the head. The other classes are very mixed concerning the movements and are such hard do
differentiate.
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Service
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attock [l 00
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Figure 6.28: Average over all runs with SC descriptor: ”Service” is good distinguishable as the non
serving players gather in the middle of the court awaiting the serve to take positions. ”Block” also
works good, as mostly in blocking situations the middle of the court is empty and players distribute at
the borders of the court for defense. ”Setting” and ”Attack” have very similar player distributions,
as the attackers move out of the court awaiting the set. This is also indicated by the confusion of
20% between those classes. The rest of the classes are harder to discriminate, as there exist multiple

lineups for "Reception” and the two other classes do not follow any lineup or player distribution
rules.
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service [ll°

Reception % 4154%

Setiing

Attack [l
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Stand Service Reception Setting Attack Block Defense/Move
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Figure 6.29: Average over all runs with HOG descriptor: ”Service” and ”Block” are best discrim-
inated, the first probably because of the proximity to the camera (similar to HOF) and the latter
because of the straightened body form with raised hands above the head. ”Stand” is rather good but
confused with ”Attack” and " Defense/Move” maybe due to similar upright body posture. "Attack” is
mostly confused with ”Block”, again probably because of the similar body posture when jumping, the
same way " Setting” is confused with "Block”. ”Reception” is often confused with ”Move/Defense”
due to similar stooped body positions.
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Figure 6.30: Average over all runs with HOF-RWPC descriptor set: Unsurprisingly this combination
works good for classes the single descriptors perform good on. RWPC works good for ”Service” and
”Block” and HOF is best on ”Stand” such that these classes prevail. For the rest the performance is

only mediocre.
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Figure 6.31: Average over all runs with HoG-RWPC descriptor set: Like before, the combination
of the single descriptor results is evident. Classes where both perform bad are not improved with
exception of the ”Defense/Move” class.
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Service 7 % 1.15% 0.68% 135%
Reception % % 3.56% 3.60%
Setting % 4 58.18% 14.46%

Attack % % 19.30% 55.26%

actual class label

Defense/Move % % 835% 15.14%

Stand Service Reception Setting Attack Block Defense/Move
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Figure 6.32: Average over all runs with SC-RWPC descriptor set: This combination of spatial infor-
mation descriptors is obviously weak for activities without position specific background like ” Stand”
or "Move/Defense”. As with the single descriptors the two classes ”Service” and ”Block” are clas-

sified best.
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Figure 6.33: Average over all runs with HOF-SC descriptor set: As the SC descriptor cannot help with
activities that have divergent on court player distributions like ” Defense/Move” and ”Reception”, the
HOF results are bettered for ”Block” (+30%), ”Attack” (+30%), ”Setting” (+25%) and ”Service”
(+25%). ”Stand” is negatively influenced by the SC descriptor (-10%).



6.2. RESULTS FOR SPATIAL CONTEXT PLAYER ACTIVITY RECOGNITION 77

stend Ml 51
service [0
Reception b 43.52%

etting [l o 1025

Atack ll 5 1405

actual class label

Biock [l 5%

Defense/Move %

Stand Service Reception Setting Attack Block Defense/Move
predicted class label

Figure 6.34: Average over all runs with HOF-HOG descriptor set: This popular computer vision
combination leads to only a slight improvement over all classes compared to the single descriptors.
Obviously the use of spatial information is needed for the recognition task examined within this thesis.
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Figure 6.35: Average over all runs with HOG-SC descriptor set: This combination improves all class
results (2%-18%), only worsening the result of ”Stand” due to SC influence (like with HOF-SC).
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Figure 6.36: Average over all runs with HOF-HOG-RWPC descriptor set: While many classes are
rather good discriminated by this three descriptor set, ”"Reception” is again often confused with
”Defense/Move” (19% and 26%). Situation is similar for the classes "Attack” and "Block” with a
confusion of 12% and 16% respectively.
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Figure 6.37: Average over all runs with HOF-SC-RWPC descriptor set: “Service” and "Block”

are best classified, followed by "Attack”, ”Setting”, ”Reception” and "Stand”. ’Defense/Move”
remains the hardest class for most descriptor sets.
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Figure 6.38: Average over all runs with HOF-HOG-SC descriptor set: Like before, the classes
"Block”, ”Service” and “Attack” are classified best, followed by ”Setting” and ”Stand”. It seems,
that ”Reception” needs the RWPC descriptor for better results. As usual ”Defense/Move” is the

hardest class.
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Figure 6.39: Average over all runs with HOG-SC-RWPC descriptor set: Opposite to the previous
combination, ”Reception” is classified better while the top three (”Block”, ”Service”, "Attack”) and
”Setting” remain the same. Classification of "Stand” is worse than with the HOF descriptor since

the typical lack motion is not utilized with this combination.
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Figure 6.40: Average over all runs with HOF-HOG-SC-RWPC descriptor set: With the highest av-
erage result and at least similar results for single classes compared with other descriptor sets the
combination of all four descriptors again yields the best overall performance. Except for the ”De-
fense/Move” class, all activities are classified with notable performance.

6.2.7 Discussion of Spatial Context Player Activity Recognition Results

The results of the single frame activity recognition have proven the context information to be very
valuable. Especially the HOF descriptor alone, evaluated with multiple different parameter sets, is
not capable of classifying the activities. The best descriptor (when used alone) is the HOG descriptor
with a 63.46% recognition rate, followed by HOF (55.07%), SC (53.77%) and RWPC (49.82%). For
combination of two descriptors the results range between 71.83% (HOG-SC) and 65.59% (HOG-
RWPC), such improving in every case over the best one descriptor result. Using three descriptors
gives 75.05% (HOF-HOG-SC) to 72.13% (HOF-HOG-RWPC) raising the performance for another
3.22% and the use of all descriptors together gives the best result of 77.56%. This proves that all four
descriptors add exploitable information for the recognition task and using more descriptors correlates
to better description of the activities.

The choice of the SVM kernel is crucial for the classification result. A linear kernel is obviously
not able to separate the activities, while the rbf and polynomial kernels yield the best results. Worst
results are generated by the sigmoidal kernel, which is alternating for different descriptor sets but in
any case is far from top performance of the rbf and polynomial kernels.

The best result of 77.56% shows that six of the seven classes can be differentiated quite good with
results of 73.27% to 92.96%. Only the class "Move/Defense” has a relatively low performance of
52.63%, as this is a very inhomogeneous class and defending postures and movements look like
activities from the class "Reception”.

6.3 Activity Context Player Activity Recognition

The activity context player activity recognition introduces the time component into the description of
the activities. Like the SC descriptor that uses information about locations of other players, the AC
descriptor includes information about all player activities and positions over time.

This can be seen as a higher level recognition task, as it uses the previous trained SVM as underlying
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base for estimating the persons activities on court. From the seven annotated and learnt activities,
two are no specific volleyball situations and such are not target of this recognition task as they can
happen along with any of the other classes: ”Stand” and "Move/Defense”. These two activities can
occur at any time of play and do not correlate with neither activity happening within a certain time
period, nor with position (distributions) on the court. The other five express state of play situations in
volleyball, executed by the team as whole. These five activities are the ones that should be improved
within the activity context player activity recognition. An overview about the activities is presented
in Section 4.3.

6.3.1 Verification of Player Localization

The AC descriptor is built on examination of all players in an activity scene. Therefore the player
positions need to be known. As during the annotation mostly only one player was manually marked
per video frame, the other players - or more specifically their on court positions - needed to be found.
This was realized by using the segmented foreground areas found in Section 3.1 to get approximate
positions of the non-annotated players.

To test the correctness of the player localization, a number of correct classified frames from the spatial
context activity recognition was taken and examined with offsets. The offsets were calculated on the
court plane, and mapped back into the image plane. Up to a certain offset the performance is very
good, for an offset of 15cm left/right, 15cm back and 30cm forward, the accuracy remains at 93.25%
on average. This is approximately the range of the foreground area projections on the court. For the
total investigated offset of 60cm left, right and forward and an offset of 15cm backward, the average
accuracy stayed at 79.28%. Figure 6.41 shows the detailed results along with some examples.

Figure 6.41: Accuracy of the classification in dependence of projected location. 200 tested frames
where chosen randomly from the correct classified activities and put into the SVM with different
offsets. (a) Example for offset results (top: reception, bottom: service). The blue dashed line denotes
the original annotation, green boxes are correct and red false classified offset samples. (b) Overall
results (top view), 100% at the origin and slowly decreasing with added offset. Offset in direction of
the net has more impact on the results, as the scale changes opposed to vertical offset.
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6.3.2 Results for Activity Context Player Activity Recognition

The results obtained with the AC descriptor vary for each of the classes. For some classes, few
investigated frames improve performance while many decrease performance. Other classes need
information about many frames to be collected so that the classification result reaches its optimum.
The same is valid for the number of votes parameter (p). Including all 7 classes introduces noise, using
only 1 class is not sufficient as possible correct classes might be suppressed. The best parameter for
p was found with 3 classes included for description. The best parameter for 7 was 40, meaning 1.6
seconds of video occurring before the activity were incorporated forming the descriptor.

Tables 6.7 and 6.8 show the best results achieved with use of the AC descriptor with variable binning
(10x 10 and 15 x 15). Obviously for the two no-specific classes, the results get worse as the descriptor
can not support classification of these classes because of their random appearance during the game.
For ”Stand” this means a decline of -20.43% (10 x 10)/-27.07% (15 x 15) and -15.97%/-22.16%
for "Defense/Move”. For the rest of the activities more or less improvement is achieved so that
for the five main volleyball classes an average result of 90.19%/87.57% is accomplished, equaling
7.20%/4.59% average recognition enhancement compared to the results without AC descriptor. With
18.35%/12.57% the most profit from the AC descriptor is produced for the "Reception” activity, while
”Attack” has the least benefit with 1.15%/-2.90%. The other three activities ’Service”, ”Setting” and
”Block” improve by around 5%.

The last three columns of the table show the best performance of different activities over all runs
with varying parameter sets. The second last column points out how different the parameters for
optimal results are. Three classes perform best with many frames considered for the AC descriptor
(parameter k), while the others are best differentiated by investigating half or less frames. Also the
second parameter p varies within the class-wise optimal results.

class accuracy accuracy with best difference best accuracy over | best parameter difference
before! parameter set (7=40, p=3)2 all parameter sets set 7/p
Stand 75.37% 54.94% -20.43% 66.58% 200/3 -8.79%
Service 91.01% 97.13% 6.12% 97.93% 40/1 6.92%
Reception 73.27% 91.62% 18.35% 91.68% 200/7 18.41%
Setting 74.95% 80.69% 5.74% 82.29% 200/7 7.34%
Attack 82.74% 83.89% 1.15% 85.83% 100/7 3.09%
Block 92.96% 97.60% 4.64% 99.16% 70/1 6.20%
Def/Move 52.63% 36.39% -16.24% 45.05% 100/3 -7.58%
average | 77.56% 77.47% -0.09% 81.22% - 3.66%
(all classes)
AVOrase | 82.99% 90.19% 7.20% 91.38% - 8.39%
(5 classes)

Table 6.7: Results from spatial context activity recognition' compared with activity context player
activity recognition® and 10 x 10 binning: Best result is achieved with =40, p=3. For the non-
specific classes the performance decreases strongly while the five specific classes improve by up to
18.35%.

The following Figures 6.42 to 6.47 show results of different parameter sets for the activity descriptor.
Parameters on the = axis denote number of winners (p=1,3 or 7) and the number of frames used (7=10-
200). The dashed lines denote the average recognition results before using the AC descriptor for five
(black, 82.99%) and seven (orange, 77.56%) classes respectively. The solid orange line shows results
for all seven classes with use of AC descriptor. The solid black line depicts the average over the five
volleyball specific activity classes with AC context and has results of the configurations displayed.
The other colored lines (purple="Stand”, pink="Service”, cyan="Reception”, blue="Setting”, dark
green="Attack”, brown="Block”, light green="Defense/Move”) denote results with AC descriptor
dependent on parameters and have the top results for each class indicated. This coloring makes it
easy to compare which classes profit from the AC descriptor and which don’t. With about 90% on the
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class accuracy accuracy with best difference best accuracy over | best parameter difference
before! parameter set (7=60, p=3)2 all parameter sets set 7/p
Stand 75.37% 48.30% -27.07% 70.31% 200/1 -5.06%
Service 91.01% 96.76% 5.75% 96.76% 20/7 5.75%
Reception 73.27% 85.84% 12.57% 89.73% 200/7 16.46%
Setting 74.95% 79.15% 4.20% 80.90% 70/1 5.95%
Attack 82.74% 79.84% -2.90% 86.43% 150/7 3.69%
Block 92.96% 96.27% 3.31% 98.05% 150/3 5.09%
Def/Move 52.63% 30.20% -22.43% 45.34% 10/7 -7.29%
average | 7756% 73.76% -3.80% 81.08% - 3.51%
(all classes)
average | 82999 87.57% 4.59% 90.37% - 7.39%
(5 classes)

Table 6.8: Results from spatial context activity recognition' compared with activity context player
activity recognition® and 15 x 15 binning: Best result is achieved with =60, p=3. For the non-
specific classes the performance decreases strongly while the five specific classes improve by up to
12.57%.

five specific classes the results for 10 x 10 are approximately 3% better than for 15 x 15 with around
87%.
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Figure 6.42: Results for activity recognition with AC (bin size 10x10 and p=1): Best result is achieved
with T = 40 frames and 88.28% performance. All five important classes are better than before, the
two general classes are always worse than without AC.

6.3.3 Discussion of Activity Context Player Activity Recognition Results

Use of the AC descriptor improves the overall recognition rate on the volleyball specific activities by
over 7% on average compared to exclusive use of spatial information, showing that the context sup-
ports discrimination of complex activities involving multiple persons (players). It seems that using
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Evaluation of activity context (10x10, p=3)
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Figure 6.43: Results for activity recognition with AC (bin size 10x10 and p=3): With 90.19% best
result and also overall best result of all AC parameter configurations is achieved with 7 = 40.
Three classes (”Service”, ”Block” and "Reception”) are above 90%, the other performances are
with 80.69% (" Setting”) and 83.89% (”Attack”) also very high.
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Figure 6.44: Results for activity recognition with AC (bin size 10x10 and p=7): Again T = 40 yields
best results. The average performance is around 2% worse than in the previous optimal case but still
an improvement.
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Figure 6.45: Results for activity recognition with AC (bin size 15x15 and p=1): The results for this
binning are best with T = 50. Again, except for "Stand” and ”Defense/Move” all classes improve.
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Figure 6.46: Results for activity recognition with AC (bin size 15x15 and p=3): Like for 10 x 10, the
best results are achieved with p = 3. In this case T = 60 gives best results for the five interesting

classes.
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Evaluation of activity context (15x15, p=7)
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Figure 6.47: Results for activity recognition with AC (bin size 15x15 and p=7): The results are best
with T = 60 again, yet a performance of 86.02% is the worst of the tested configurations.

40-60 frames before the actual evaluated frame is best for recognition. This is plausible, as the previ-
ous activity usually takes place within this timespan of 1.5-2.5 seconds. Looking back further in time
by increasing the numbers of frames investigated, for activities like Service” or ”Setting” no further
activities occur but only unclassified player movements. This is due to the fact that for example ”Ser-
vice” marks the begin of a new rally. The general classes ”Stand” and "Move/Defense” deteriorate
more and more as n is increased. This is conclusive, as those classes do not occur within the rally
at specific times or orderings but almost randomly between or during rallys. So the incorporation
of context about other activities is not helpful. For the other five activities, with over 90% correct
classified samples the motivation of using context to improve the recognition results is confirmed.

6.4 Overall Discussion

This section detailed all evaluated experiments and used parameters for descriptors and classifiers.
The introductory section 6.1 gives an overview on the possibilities for parameter selection. With an
optimum of 78.74% the results for spatial context player activity recognition (Section 6.2) are good,
regarding that the recognition is done frame wise and only spatial context is employed. The idea of
adding information about the other player activities is tested in the result section of activity context
player activity recognition (Section 6.3), where the automatically localized surrounding players are
evaluated with respect to their activities over time. While the average for all classes stays the same,
the recognition rate shifts away from the neutral classes ”Stand” and "Move/Defense” towards the
other five discriminative classes. For these five volleyball specific classes the result is improved by
7.20% to 90.19%. This proves that the information provided by the other players strongly supports
the classification of the investigated player activity.



Chapter 7

Outlook

Although this thesis presents extensive work on activity recognition in sport with focus on Volleyball,
there are always ideas that could be applied for alternate or enhanced solutions to the posed problem
or improvement of the presented results. The following points are suggestions for possible future
work on the task of sport activity recognition in volleyball.

7.1 Finer Division of Classes (Action- and Location-Wise)

A further division into action (sub activity) classes like jump, land, move right/left/back/forward,
bend, squat and subsequent recombination into the activity classes defined in this thesis would facil-
itate the classification job. Clearly this would mean much more effort - especially in the annotation
process which was already a very time consuming step.

A finer declaration of classes position-wise could help. For example introduction of three service
positions (left, middle, right) or several attack positions (left, middle, right plus same for backrow
attacks) would raise the impact of the position descriptors. At the moment, attack, block and setting
classes are somewhere in front, service somewhere in the back and move/defense is spread across the
field. Thus more detailed spatial information could help to improve determination of the other players
activities.

7.2 Merging Information about Second Team

Combination of own activities with the other teams activities could lead to more information about
the occurring overall game activity. If one team is in attack formation, it is very likely that the other
team is in block/defense formation. Same for service and receive.

7.3 Information about Referees

Involving the referees would help prediction of the future and past activities. For example, the referee
must allow the service player to start the rally. After the end of the rally the referee decides which
team wins the point and supports his decision with explicit gestures.
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7.4 Adaptive Classification

The presented results showed, that the performance on a class depends on the parameter set of the
descriptors and the SVM. A weighted classification scheme with adapted parameters for each class
might further improve the recognition performance.

7.5 Tracking/3D Information

Tracking needs to be solved. The foreground segmentation results are promising, but for example a
multi-camera setup would lead to 3D information (depth, distance). This information could also be
used for the activities - a block activity can only occur at the net and such could no more be confused
with service activities from behind the court. Also, blocking activities do not involve movement to
the net but only parallel to the net, while service and attack activities involve movement in orthogonal
direction. The distance from net would discriminate service against attack activities.

7.6 Ball Detection and Tracking

Within this thesis the presence of the ball was ignored. Adding the position of the ball as context
information should further improve results. Other features like direction or velocity should give clues
about preceding and future activities and game states.

7.7 Automated Calibration and Preprocessing

To reach the goal of an autonomous software, as much work as possible should be undertaken by the
computer system. For example, a initialization phase could be started to learn the background model
and afterwards the player models. Having learnt the background model, the estimation of the court
boundaries, marked by lines, could be started as the background also includes the lines on the floor.
This would also allow for some change in camera position.

7.8 Additional Spatial-Temporal Features

Within this work, only positions on the field are used as spatial features, once solely within one
frame, once over multiple frames. One could extend the players position information to give infor-
mation about velocities, directions and also measure the distances to other players while executing
one distinct activity. As use of the four presented descriptors together yields best performance for
recognizing the activities, adding more descriptors and such information could further improve the
results.

7.9 Inclusion of Audio Information

In many ball sports the referees make calls supported by whistles. The average used camera for
recording sport games is capable of recording a synchronized audio stream. This information could
be easily extracted and would give strong clues about beginning and ending of rallies and such about
the possible activities that follow a whistle. In volleyball this could be a service activity or a timeout
activity. Furthermore, the cheering of the crowd could be incorporated, as normally during the rallies
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the crowd is silent and cheers more should the home team scores than in case of a point for the
opponent.

7.10 Parameter Optimization

Although the parameters have been tested in various variants, there might be still place for improve-
ment. Especially the not tested y2-kernel or other kernel variants could improve performance. Due to
the number of possible combinations not all parameter sets could be evaluated and had to be limited
in some way.
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Chapter 8

Concluding Remarks

This section gives a short summary about the ideas presented and implemented within this thesis, a
presentation of my work in the field of activity recognition for sport analysis. After a introductory
Section 1, a summary of related work has been presented in Section 2. Research on activity recog-
nition has been conducted since the beginning of computer vision science and is still a partly solved
topic needed for various applications. Activity recognition in sports is a topic of interest for multi-
ple parties like athletes, coaches, referees or TV broadcasters. Within the big variety of sports, all
of them underlie certain game rules and these specify a scheme of play that should be exploited for
recognition. In every team sport, an insulated view on single players is not sufficient, as the team
is performing as whole. Every team sport has certain formations to maximize winning probability,
mostly categorized into defense (trying to prevent opponents success) and attack (trying to score).
This motivated the use of contextual information for recognition of player activities.

For the evaluation of the methods presented within this thesis, an adequate dataset was required. As
sport datasets are rare, much effort was put into generating a Volleyball dataset with sufficient data for
a serious evaluation of activity recognition methods. For the annotation of the available six videos,
a simple Matlab framework (Section 5.2) has been designed and three users (of these one volleyball
expert) have made 8k manual annotations that were interpolated resulting in a dataset of 36k annota-
tions in seven activity classes. Of these seven classes, two are very general motion classes (’Stand”,
”Defense/Move”) and five are volleyball specific activities (”Service”, “Reception”, ”Setting”, ”At-
tack”, ”Block™). Section 5 gives a short information over the international volleyball rules for a better
understanding of the evaluated data, which is summarized in Section 5.4.

For a consistent interpretation of the data, the videos were first calibrated to a common court plane
via a planar homography calculation. This procedure, as well as the generation of foreground and
background color models is outlined in Section 3, along with two prominent descriptors that have
been proven to be working well for activity recognition (HOG, HOF). Section 4 then proposes three
purposely designed descriptors. Two of them exploit spatial information: Position of the players on
the court (RWPC) as well as spatial context information in form of player distribution probabilities
(SC). The third introduces the behavior of players as activity context information over time (AC).
The structure of the recognition system consists of three steps: Preprocessing, spatial context player
activity recognition and activity context player activity recognition. The first step is needed to prepare
the data for examination. In the second step, a SVM classifier is trained on features from four descrip-
tors (HOG, HOF, RWCP, SC) to generate predictions about executed activities. This classification is
based on shape, motion and spatial information. In the third step, first the foreground and background
models are used to find all players on and around the court. Then these players are classified in terms
of their activity using the SVM trained in step two. This is repeated over multiple frames prior to
the evaluated one, such generating temporal activity context information. Supported with this activity
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context, a new SVM is trained including the features from the previous step. Both SVMs were trained
with a 50% training and 50% testing split. All parameter configurations were extensively tested (see
Section 6).

The results of the conducted experiments are promising. Compared to a classification result of
69.47% for sole description of motion and shape through the HOG/HOF descriptor combination,
for spatial context player activity recognition an average rate of 77.56% correct classified samples
could be achieved. For the activity context player activity recognition task, due to the bad results
on the general classes ”Stand” and "Move/Defense” the average over all seven classes remains the
same. For the five volleyball specific classes however, the results could be improved by 7.20% on
average and up to 18.35% for "Reception”, resulting in an classification accuracy of 90.19% on
these classes. This shows, that the exploitation of spatial and temporal context improves the recogni-
tion rate significantly. Clearly the availability of information about the sport scene is very important.
Although only one single camera in the rear of the field was available to supply data, the results are
promising and prove the success of the presented methods. The final section 7 intends to illustrate
some thoughts about further research, that could be carried out in future within the context of sport
activity recognition on volleyball.

The proposed activity recognition system should be extendable to other activity recognition tasks like
surveillance or medical homecare where the observed persons interact with surrounding persons or
objects making the exploitation of spatio-temporal context reasonable. For (team) sports, only slight
adaptions should be needed to evaluate the presented methods. Although the player executions in
game differ from sport to sport, every sport has reoccurring movement patterns and interactions with
other players or objects (ball, racket, bat,...).
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