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Abstract

The ever growing number of surveillance cameras and the concomitantly increasing

amount of video footage have led to a steady growth of research in the field of auto-

mated outlier detection in video. Typically this is thought of as a Computer Vision

system taking over the tedious task of filtering unexpected events that may require

attention of a human operator. Traditionally, mostly models based on object track-

ing were investigated, which are likely to break down in cluttered scenes with signifi-

cant occlusions. To circumvent these problems methods based directly on low-level

features like motion or texture have been proposed in recent years.

In this thesis an overview of the current state of the research on automated video

surveillance based on-low-level features is given and three methods allowing for un-

supervised, on-line outlier detection are investigated. Detailed analysis has led to

significant performance improvements by algorithmic modification and extension

of the original work. To simplify analysis a unified feature is used for all approaches

and the most suitable confusion-matrix-based performance measure to assess de-

tection performance is identified.

Two of the three methods are found to perform well on five datasets used in out-

lier detection literature. One in its original form, the other one improved by exten-

sions proposed in this work: (i) Employing the best suitable distance measure for a

given scene and (ii) maintaining multiple scene models instead of one to enhance

the modeling of local normality. The third method can be applied to a limited ex-

tent, but still significant performance improvements are made due to algorithmic

adaptations.

Keywords. Outlier detection, unsupervised on-line learning, model of normality,

automated video surveillance, CCTV.





Kurzfassung

Die immer größer werdende Zahl von Überwachungskameras und der damit

verbundene Zuwachs an Videomaterial hat zu einem stetigen Wachstum des

Gebiets der automatischen Videoüberwachung geführt. Hierbei übernimmt ein

Computer-Vision System die für Menschen anstrengende Aufgabe der Filterung

von unerwartetem, eventuell sicherheitsrelevantem Verhalten. Bisherige, auf

Objektverfolgung basierende Verfahren scheitern an Szenen, in denen höhere

Objektdichte zu Verdeckungen führt. Dies hat in den letzten Jahren zu Methoden

geführt, die direkt auf Low-Level-Merkmalen, wie Bewegung oder Textur, basieren.

Diese Arbeit gibt einen Überblick über den aktuellen Stand der Forschung

auf dem Gebiet der automatischen Videoüberwachung basierend auf Low-

Level-Merkmalen und untersucht drei Methoden, die unbeaufsichtigte, adaptive

Erkennung von unerwartetem Verhalten ermöglichen. Detaillierte Analyse hat

zu signifikanten Verbesserungen der Originalmethoden geführt, einerseits durch

algorithmische Modifikationen, andererseits durch Erweiterungen. Um die Analyse

zu vereinfachen, wird ein einheitliches Bewegungsmerkmal verwendet sowie

das zum Vergleich am besten geeignetste Maß basierend auf Wahrheitsmatrizen

identifiziert.

Zwei der drei Methoden liefern auf fünf Videos aus der Literatur gute Ergebnisse.

Eine in ihrer ursprünglichen Form, die andere durch Veränderungen, die in dieser

Arbeit vorgeschlagen werden: (i) Einsatz des bestgeeignesten Distanzmaßes für eine

gegebene Szene und (ii) Verwendung von mehreren Szenemodellen, um die Model-

lierung von lokalen Szenegegebenheiten zu verbessern. Die dritte Methode ist zwar

nur begrenzt einsetzbar, dennoch konnte durch Modifikation des Algorithmus eine

signifikante Leistungssteigerung erreicht werden.

Schlüsselwörter. Erkennung von Ausreißern, Detektion von Anomalien, on-line

Lernen, automatische Videoüberwachung
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Chapter 1

Introduction

Contents

1.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

Our world has seen an enormous growth of surveillance in the past decades.

Large networks of Closed Circuit Television (CCTV) cameras have been deployed in

key infrastructure such as underground transportation and airports, and a massive

spread of surveillance in all areas of the urban space is recognizable. In 2002 nearly

one third (29%) of 1.400 publicly accessible spaces in the capitals of six European

countries were found to operate a CCTV surveillance system. While the diffusion of

CCTV in private, but publicly accessible spaces is similar throughout Europe, its ex-

tent in public areas differs significantly. In 2004, in more than 500 cities in Britain an

estimated 40.000 cameras monitored public space compared to less than 100 cam-

eras in around 15 German cities, and no open street CCTV in Denmark (Hempel and

Töpfer [47]).

In practice only a fraction of installed surveillance cameras is ever watched in

real-time. Reported screen to camera ratios lie between 1:4 and 1:78, and the ratio

of operatives to screen can be as high as 1:16. Consequently, the majority of CCTV

footage is only watched following an incident for investigative purposes rather than

using it as a mechanism for real-time alerts during an event (Dee and Velastin [29],

Adam et al. [1]).

1



2 Chapter 1. Introduction

Furthermore, it is practically acknowledged that an operative can monitor only

1-4 screens at a time, therefore in a typical installation with 100 cameras and 3 op-

eratives the probability that a camera is actively monitored by an operator is ap-

proximately 3%. Moreover most current CCTV systems leave the decisions about

which camera to monitor to the operators themselves, who often decide which cam-

era to watch based upon the appearance rather than the behavior of the people on

the screen. This can leave the system open to abuse (such as the targeting of mi-

nority groups) and has attracted the attention of human rights and anti-surveillance

groups.

Also, health aspects have to be taken into consideration: Naturally, concentra-

tion time is a limiting factor – the optimal span for a person is generally about 25

to 30 minutes – breaks away from the screen are recommended (5-10 minutes each

hour), fatigue, operational stress and change blindness greatly affect performance.

And, CCTV operators suffer from the obvious problem of boredom: monotonously

viewing hours of routinized, uneventful televisual images and – in the vast majority

of surveillance situations – nothing happens (McCahill and Norris [70], Noyes and

Bransby [81], Scott-Brown and Cronin [90], Smith [97], Wallace and Diffley [105]).

1.1 Problem statement

Apart from human limitations like for example poor concentration or boredom, the

ever increasing number of surveillance cameras makes it impossible to have humans

constantly monitor all captured video streams. It would be desirable to filter these

large amounts of data in order to generate alerts, that is, identifying instances that

need further attention from a human operator. This would enable a single opera-

tor to effectively supervise a large number of cameras. Algorithms performing such

filtering with proper detection and false-alarm rates would allow for presenting or

recording only the interesting or potentially anomalous sequences of the video feed

and using the system as an attention mechanism (Tziakos et al. [102], Adam et al.

[1]).

Traditionally, Computer Vision technologies applicable to the problem of auto-

mated surveillance are based on object tracking and a problem closely related to it,

occlusion handling. Nowadays, however, it is widely agreed that this classical ap-
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proach has some shortcomings (Zhan et al. [115]). Detection and tracking of in-

dividuals break down when the scenes get crowded and are likely to create false

alarms due to the creation of false targets (shadows, clouds, ...) or tracking fail-

ure. For this reason, in recent years a variety of methods directly based on low-level

features instead of tracking have been proposed. Conventional systems deploying

trajectories are usually organized in the following hierarchical way: low-level feature

extraction, tracking and occlusion reasoning, scene modeling, behavior analysis and

finally event detection. With low-level feature based systems tracking and occlusion

reasoning is omitted. This methodology allows to circumvent the problems associ-

ated with tracking approaches and, additionally, leads to systems that are generally

simpler in terms of computational complexity.

While several reviews of approaches based on object tracking are available that

outline the methodology as well as summarize the proposed algorithms, e.g.Dee and

Velastin [29] or Morris and Trivedi [73], to our knowledge neither an overview on out-

lier detection methods directly based on low-level features nor a comparison regard-

ing their individual performance exists.

Therefore, the intent of this work is twofold: On the one hand, to give a litera-

ture review on low-level outlier detection methods and on the other, to conduct a

comparison of a suitable subset of these methods.

1.2 Contribution

The contributions of this work to various areas of outlier detection on video data are

detailed in the following:

• Literature review. Recent work in the area of outliers detection based

on low-level features is summarized and categorized. In addition to a

description of each work, the theoretical foundation is outlined briefly to give

a self-contained overview.

• Extension of existing work. A detailed description of the implementation of a

number of methods chosen based on a list of evaluation criteria is given. Ad-

ditionally, several extensions to enhance their detection performance are pro-

posed. These include the modification of the modeling algorithms as well as
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the extension of the filtering algorithm used to eliminate volatile outliers. On

one of the methods, the usage of various difference measures plugged in the

modeling algorithm is proposed and the maintenance of multiple models to

improve the representation of normal scene behavior is introduced.

• In-depth performance analysis. First, a suitable measure to assess outlier de-

tection performance is identified by evaluation of experimental results. Finally,

using this performance measure, a comparative analysis is conducted that cov-

ers diverse aspects of the methods, like original vs. modified method perfor-

mance and off-line vs. on-line performance.

1.3 Outline

This thesis is organized as follows: in Chapter 2 a self-contained literature review

is given, methods are categorized and their theoretical background summarized.

Three basic categories of approaches are identified: methods based on statistical

models, methods based on neural network models and, finally, those based on

Bayesian network models. Moreover, two approaches not assignable to these

categories are presented.

Next, Chapter 3 presents a list of – partly qualitative – criteria to guide the selec-

tion of methods to be implemented. Based on the type of low-level features used,

the localization capabilities, the method’s efficiency and most importantly, its on-

line adaptiveness, three methods are chosen and their implementation as well as

modification to improve performance are described in detail. In addition, a unified

feature extraction procedure is introduced, which is used as a common feature sup-

plier to simplify method comparison in the final performance comparison. To that

end, the different motion feature extraction procedures are compared and the most

expressive one is identified.

Chapter 4 describes five video datasets used in the literature and their subse-

quent usage to evaluate the implemented methods. First the procedure used to

obtain ground truth for these datasets is presented, then a comparison of differ-

ent statistics based on confusion matrix statistics is conducted to identify the most

appropriate performance measure. Using this measure, the five video datasets are

tested and various aspects examined in detail. Primarily, the comparison is focused



1.3. Outline 5

on the performance improvements possible with the modified methods and the per-

formance differences between on-line and off-line variants. At last the best perform-

ers for each dataset are presented.

Finally, Chapter 5 gives a summary of findings and insights gained in this work

and an outlook of possible future work.





Chapter 2

Literature Review

Contents

2.1 Statistical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.2 Neural network models . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3 Bayesian network models . . . . . . . . . . . . . . . . . . . . . . . 18

2.4 Other approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

In this Chapter an overview of different outlier detection techniques applied in

the literature is given. Methods are categorized according to the main principle used:

statistics, neural networks or Bayesian networks. Although outlier detection is a wide

field and the approaches proposed to solve it are diverse, the basic scheme depicted

in Fig. 2.1 is common to all methods.

Figure 2.1: Basic outlier detection diagram: Features are extracted and
represented appropriately before they are either (1) used for model con-
struction while training or (2) used for outlier detection while testing.

7
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First, features are extracted and represented in a suitable form. Then, while train-

ing, a model of normality is fit to the extracted feature instances, whereas while test-

ing the deviation of observed data instances as measured by the model is used to

carry out outlier detection.

The number of methods proposed in the wide field of outlier detection is large,

therefore several restrictions were applied when selecting methods to narrow the

scope of this review:

• Feature-based approaches. Feature-based approaches are described to avoid

shortcomings in connection with object-based approaches, i.e., methods that

rely on object tracking.

• Video context. We describe techniques used in video context only.

• Representative methods. Whenever a larger quantity of methods is available,

only a few representative methods are described.

In the following overview, each method is illustrated by (i) the feature extraction

and representation used and (ii) the model of normality deployed to describe scenes.

The principle used to model normality is used to classify a method into one of three

categories: statistical models, neural network model and Bayesian network mod-

els. Whenever a presented approach employs more than one technique in modeling

data, the central technique is used to categorize the method. Additionally, two meth-

ods are presented that do not fit into any of these three categories.

2.1 Statistical methods

When using statistical methods, given data is fit to statistical models during training.

Subsequently, statistical inference tests are applied to decide whether an unseen in-

stance is an outlier. Instances that have a low probability of being generated by the

learned models are declared anomalies. Hence statistical methods are deployed un-

der the assumption that normal data instances populate high probability regions of

a model, while anomalous instances lie in regions with low probability. Chandola

et al. [26] differentiate two different method categories:
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• Parametric methods. Training data is modeled using stochastic distributions

and, subsequently, outliers are labeled depending on their relation to this

model. Parametric methods assume certain properties of the data, i.e.,

regarding its smoothness. For this reason, parametric models have been found

to be unsuitable in a range of applications as they require extensive knowledge

of the problem and do not necessarily fit real data.

• Nonparametric methods. When using nonparametric statistical methods, a

model’s structure is not defined a priori, but is determined from the given data

instead. In addition, nonparametric methods do not assume knowledge about

the underlying distribution and make fewer assumptions regarding the data.

2.1.1 Parametric models

Parametric techniques assume that the normal data is generated by distributions de-

fined by parameters that can be estimated from the given data. The most prominent

parametric models are mixture models, which use a mixture of parametric statistical

distributions to model data. An important technique belonging to this category is

the Gaussian Mixture Model (GMM), a probability density function consisting of a

weighted sum of Gaussian distributions. During training, a GMM’s parameters are

estimated from the training data. A popular algorithm to estimate these parameters

is the iterative Expectation-Maximization (EM) algorithm.

Singh and Markou [96] argue that the main limitation of GMMs is that given high

data dimensionality, a large number of training samples is needed to estimate all free

parameters of each Gaussian’s mean and covariance matrix. When training data is

limited, fitting a model may be impossible. Additionally, the computational effort is

higher than that of nonparametric techniques. In the following two methods using

GMM’s are detailed.

2.1.1.1 Spatial-temporal co-occurrence GMM

Shi et al. [95] propose a spatial-temporal co-occurrence Gaussian mixture model

(STCOG). The video is divided into local, non-overlapping regions and phase corre-

lation introduced by De Castro and Morandi [28] is used to calculate the local veloc-

ities in each region of each frame. The velocities of L subsequent frames combined
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from two adjacent regions form what is termed a pair-wise cuboid. For each pair-

wise cuboid in a four-neighborhood one GMM is trained using an online K-means

approximation similar to that used by Stauffer and Grimson [99].

When detecting, the co-occurrence probability for each cuboid is calculated and

averaged over the four-neighborhood. This probability is then thresholded to detect

outliers while the parameters of the model are still updated.

2.1.1.2 GMM using PCA and LPP subspaces

Tziakos et al. [102] deploy multiple non-overlapping local motion detectors similar

to those Adam et al. [1] use, although the monitors are not directly adjoined. Mo-

tion vectors are extracted using block matching and are grouped spatially. Finally,

the matrix of motion vectors is concatenated to form a high dimensional feature

vector. Training and outlier detection take place in a subspace. Two methods are

compared: Principal Component Analysis (PCA) and Locality Preserving Projections

(LPP) introduced by He and Niyogi [45]. The results show that due to locality pre-

serving characteristics LPP is insensitive to abnormal instances in the training data

as long as normal instances are the majority of the sample. This behavior is not to be

expected in global methods like PCA which are sensitive to outliers. Another short-

coming of PCA compared to the LPP approach is that it assumes that the direction

of the maximum variance is also the direction of importance.

After subspace projection, a GMM is trained for each monitor using Expecta-

tion Maximization (EM) while determining the number of components using the

Bayesian Information Criterion (BIC). Outlier detection is then carried out by map-

ping new instances into the subspace and thresholding their probability of being

generated by the GMM. Finally, to reduce false alarms, the integration procedure in-

troduced by Adam et al. [1] is applied. See Chapter 3.3.1.1 for a detailed description

of Adam’s integration procedure.

2.1.2 Nonparametric techniques

When nonparametric techniques are used the model structure is not defined before-

hand but determined from the data. The simplest nonparametric method is to use

histograms, a technique also referred to as being frequency-based or counting-based.
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It consists of two steps: First, a histogram is built based on the training data. Second,

outlier detection is conducted: either an outlier is reported if a test instance does not

fall in one of the histogram bins or if it falls in a bin with a low frequency. Evidently,

the width of the bins is the key for anomaly detection. A histogram-based outlier

detection method is discussed as follows.

2.1.2.1 Unusual Event Detection Using Monitors

Adam et al. [1] extract optical flow at fixed spatial locations. To avoid the aperture

problem the following procedure is used to compute reliable motion:

1. The Sum of Squared Differences (SSD) error between two patches with differ-

ent displacements is calculated.

2. The resulting error matrix is transformed into a probability distribution – sim-

ilar to the approach of Rosenberg and Werman [87].

3. Either angular or radial binning is applied to aggregate the distribution.

4. Then, the most likely displacement is checked using an ambiguity test. If the

ambiguity exceeds a predefined threshold, the monitor does not produce a mo-

tion output.

Afterwards, motion features are binned depending on the video processed: if mo-

tion direction is prevalent in the video radial binning is applied, otherwise the mag-

nitude of the motion is binned. Each of the monitors uses a cyclic, fixed length buffer

to sequentially collect the observations. Once the buffer is full, the oldest observa-

tion is replaced by the new one. When operating in detection mode, the likelihood

of a new observation is evaluated using the observations that are currently in the

buffer. If its probability drops below a predefined threshold an alert is triggered.

Finally, alerts produced by local monitors are integrated using a simple integra-

tion procedure before an event is reported to the user. A detailed explanation of the

procedure can be found in Chapter 3.3.1.1.

According to Adam et al. [1] an advantage of their approach is the use of low-

level measurements at fixed spatial locations instead of object-based measurements.
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Moreover, they claim their algorithm to be computationally undemanding, highly

adaptive, simple and intuitive. On the other hand, they point out that the method

cannot detect events that are characterized by an unusual sequence of short-term

normal actions. Tziakos et al. [102] substantiate this assessment by adding that al-

though the approach has a low complexity, it only considers abnormality based on

recent (temporal) motion history and thus detected abnormal events might not be

consistent, e.g., what is abnormal at a certain time instant might not be abnormal in

the future.

2.2 Neural network models

The second category of approaches described in this overview comprises methods

based on neural networks to model scene normality. These techniques operate in

two basic steps:

1. Training. The neural network is trained on normal data to learn different nor-

mal classes. During training, the neurons are adapted to represent the training

data in a compressed way.

2. Testing. A test data instance is provided as an input to the neural network.

If the network accepts the test input, it is normal, otherwise it is an anomaly.

As a measurement of acceptance the reconstruction error – the ability of the

network to reconstruct a given input – can be used. A predetermined threshold

can then be employed to detect abnormal instances.

One of the advantages of using neural networks for outlier detection is that dur-

ing training no a priori information is needed on data distribution and no specific

parameters related to data need to be set.

For outlier detection the neural network subclass of topology preserving feature

maps is used in the literature. Topology preserving feature maps project input data

instances onto a network of neural units such that similar instances are projected

onto adjacent units and, vice versa, adjacent units code similar instances. Moreover,

Martinetz [68] shows that topology preserving maps can be learned using Compet-
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itive Hebbian Learning (CHL)1 in combination with a vector quantization method.

In this work methods based on two different topology preserving feature maps are

presented: Self-Organizing Maps (SOMs) and Growing Neural Gas (GNG).

2.2.1 Self Organizing Map

The first of the topology preserving feature maps applied to the problem of outlier

detection in the literature is the SOM, which is introduced in Kohonen [56]. Theoret-

ical background information on SOM is found in summary box Sum. 2.1. An on-line

variant for outlier detection is illustrated in the following.

2.2.1.1 On-line SOM

Feng et al. [33] propose an on-line SOM to model crowd scenes, which is based on

the Time Adaptive Self-Organizing Map (TASOM) introduced by Shah-Hosseini and

Safabakhsh [92]. To improve the SOM’s capabilities of handling non-stationary input

distributions and changing environments the learning rate α(t) and the size of the

neighborhood Nc(t) are adapted independently for each neuron.

Figure 2.3: Spatial-temporal division of the video: The image plane is
divided intoP×Q non-overlapping cells of r×s pixel size. m temporarily
consecutive cells form a volume referred to as m-cuboid in this work.

1The basic principle that governs the change of interneural connection strength has been formu-
lated by Hebb [46]. According to Hebb’s postulate a presynaptic unit increases the strength of its synap-
tic link to a postsynaptic unit if both units are concurrently active, i.e., if both activities correlate.
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Self-Organizing Map

A SOM – depicted schematically in Fig. 2.2 – is aK×L grid of neurons that is trained

using CHL, its size is fixed and has to be defined beforehand. Weights mi associated

with the neurons ωi have the same dimension as the input data instances and are

properly initialized, i.e., random initialization will often suffice.

Training. Given a data instance x and a distance function d(x,mi), the “winner”

neuron mc is identified such that

d(x,mc) = min
i
{d(x,mi}.

A – possibly time-variable – neighborhood Nc(t) of the winning node mc is defined

by a width or a radius. The net is trained by adapting the weight vectors mi of the

neurons in Nc, all other neurons are left unchanged:

mi(t+ 1) =

{
mi(t) + α(t)[x(t)−mi(t)]

mi(t)

}
if i ∈ Nc(t)

if i /∈ Nc(t)
,

where α(t) is a scalar-valued “adaptation gain” 0 < α(t) < 1, which decreases in time

and is often Gaussian in practice.

SOM is an unsupervised technique that identifies clusters in a data set and performs

topological ordering while computing the feature map.

Testing. After training, a distance measure of neurons representing clusters can be

thresholded to perform outlier detection. The main limitation of this method ac-

cording to Singh and Markou [96] is the selection of an appropriate threshold.

Figure 2.2: Scheme of a SOM while training.

Summary 2.1: Self-Organizing Map.
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First, the extracted motion data is split into non-overlapping spatio-temporal

volumes, each consisting of m frames, referred to as m-cuboid in this work (see

Fig. 2.3 for an illustration). To increase the robustness to noise as well as occlu-

sions two dimensional Gaussian distributionsN (µ,Σ) are used to fit the motion flow

vectors (∆x,∆y) of each clip, referred to as a motion pattern MP. Subsequent mo-

tion patterns are then concatenated in temporal order to form behavioral patterns

BPi = {MPij}, j = 1 . . .m. The distance between behavioral patterns is measured as

an averaged sum of Kullback-Leibler (KL-) divergences2 between pairs of matching

motion patterns.

A K ×K two-dimensional lattice of neurons is trained using behavioral patterns

as weights. Behavioral patterns acquired in the training phase are drawn randomly

and used to train the network. Adaptation of a behavioral patterns is realized by

adaptation of the µ and Σ of its motion patterns. After training, the distances of all

training behavior patterns are calculated and used to determine a distance distribu-

tionNd(µd, σd).

Finally, in the detection phase, the distance distribution is used to decide

whether a given test behavioral pattern is an outlier, i.e., all instances with a larger

distance than n · σd are reported as outliers. Even though topological ordering

it performed while learning the model, it is not relevant to the outlier detection

capabilities of the TASOM.

2.2.2 Growing Neural Gas

The second topology preserving feature map employed is GNG, proposed by Fritzke

[34]. GNG is a combination of CHL and Neural Gas (NG) introduced by Martinetz

and Schulten [69]. Unlike NG, GNG has no parameters that change over time and

continues learning until a performance criterion is met. Since non-stationary data

2The Kullback-Leibler Divergence is a natural way of computing a similarity measure between dis-
tributions. Myrvoll and Soong [76] propose the following symmetric, positive semi-definite form

d(f, g) =

∫
f(x) log

f(x)

g(x)
dx+

∫
g(x) log

g(x)

f(x)
dx.

Using multivariate normal distributions, its closed form is

d(f, g) =
1

2
trace

{
(Σ−1

f + Σ−1
g )(µf − µg)(µf − µg)T + ΣfΣ−1

g + ΣgΣ−1
f − 2I

}
.
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distributions are often found in real-world processes, this extension of the NG model

enables continuous adaptation.

GNG is deployed in the context of outlier analysis exploiting its ability to learn

topologies in a subspace, which reflect the topological structure of the data. The

dimensionality of the subspace has to be chosen a priori. Background information

on GNG is found in summary box Sum. 2.2, two approaches based on GNG are de-

scribed below.

2.2.2.1 Incremental Neural Network

One method based on GNG is found in Shen and Hasegawa [93], who argue that un-

like SOM and NG methods, GNG-U can follow a non-stationary input distribution,

but the previously learned prototype patterns are completely destroyed. Therefore

the removal of nodes prevents GNG-U from being used in the context of life-long

learning. In this context, dead nodes play a major role in that they preserve knowl-

edge of the previous situations for future decisions. They propose an adaptation of

the GNU-U: One part of this adaptation is the reformulation of the removal crite-

rion to remove only nodes in regions with low probability density resulting in cluster

separation. Additionally, they claim that a periodical application of this strategy re-

moves nodes caused by noisy input data.

The method is deployed in two layers where the first one generates a topological

structure of the input patterns and the second reports the number of clusters and

gives a typical prototype for each cluster. The advantages of the proposed method

are that no a priori decision about network size is needed and, additionally, the per-

manent increase in the number of nodes and the constant drift of the centers to

capture the input distribution are circumvented.

2.2.2.2 Computing trajectory prototypes using GNG

Widhalm and Brändle [107] use particles moved according to optical flow to

generate trajectories. Points on the extracted trajectories are represented as a

five-dimensional feature

f = [x, y, ux, uy, s],
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Growing Neural Gas

The GNG algorithm operates a network consisting of

• a set A of nodes, where each node c ∈ A has an associated reference vector wc ∈
Rn representing the position of the node in input space.

• a set N of connections between pairs of nodes that are not weighted, but only

define the topological structure.

The basic idea of the GNG model is to construct and track this network represen-

tation of the underlying distribution by successively adding new units and applying

the following three actions:

• Adapting the network by moving the nodes towards the given training instances

and adapt local errors.

• Inserting new nodes halfway between the nearest and the second-nearest node

that accumulated the maximum local error. The accumulation of local errors

aids in identifying underrepresented areas.

• Removing edges and nodes that are deserted because the network moved.

The resulting net is a subgraph of the Delaunay triangulation covering those areas

of the input space that is populated by the training data distribution. It is called

the “induced Delaunay triangulation”, which has been shown to optimally preserve

topology in a general sense by Martinetz [68].

(a) (b)

GNG is able to follow non-stationary distributions as long as the changes are slow.

Rapid changes cannot be handled properly, so-called dead units remain (see Fig.

2.4 (a)). To overcome this problem Fritzke [35] proposes to use a local utility mea-

sure – analogous to the local error measures introduced with GNG – to formulate a

removal criterion and enable modeling non-stationary data distributions by deleting

nodes that are located in regions of low input probability densities (see Fig. 2.4 (b)).

This extension is referred to as Growing Neural Gas with Utility Criterion, GNG-U.

Figure 2.4: (a) GNG, (b) GNG with Utility criterion.

Summary 2.2: Growing Neural Gas.
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using the image coordinates (x, y), normalized direction components (ux, uy) and

speed s. Then GNG is used to find prototype trajectories that represent the collected

data sufficiently. Subsequently, particle trajectories are expressed using the proto-

types obtained and clustered using the self-tuning spectral clustering algorithm pro-

posed by Zelnik-Manor and Perona [114] using a Dynamic Time Warping (DTW) dis-

tance measure. The clusters obtained are then represented using their means µc and

covariances Σc and any trajectory which can not be expressed using these clusters is

reported as abnormal.

2.3 Bayesian network models

The third category of approaches presented in this overview are Bayesian Networks

(BNs). A BN is a probabilistic Graphical Model (GM) that represents knowledge

about an uncertain domain in a structure known as a Directed Acyclic Graph (DAG).

Each node in the graph represents a random variable, while the edges between the

nodes represent probabilistic dependencies among the corresponding random vari-

ables. The conditional independences represented by BNs allow for reduction of the

parameters necessary to characterize the Joint Probability Distribution (JPD). This

reduction enables an efficient computation of the posterior probabilities when evi-

dence is given.

By marginalization, i.e., summing out over variables, one can evaluate all pos-

sible inference queries. But even for the case of binary variables, the JPD has size

O(2n), where n is the number of nodes. Summing over the JPD takes exponential

time, full summation over discrete variables is known to be an NP-hard problem.

Some efficient algorithms exist to exactly solve the inference problem in restricted

classes of networks. Alternatively, approximate inference methods are proposed,

such as Monte Carlo sampling that gives gradually improving estimates as sampling

proceeds. A variety of standard Markov chain Monte Carlo (MCMC) methods, in-

cluding the Gibbs sampling and the Metropolis-Hastings algorithm, are also used for

approximate inference (Ben-Gal [9]).

The Bayesian networks in the following are illustrated in plate notation intro-

duced by Buntine [18] and Gilks et al. [40]. Plate notation provides a language for

encoding models with repeated structure and shared parameters. Identically dis-
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tributed variables that are repeated together are enclosed in a box – or plate. Plate

models induce (possibly infinite) sets of Bayesian networks (Koller and Friedman

[57]).

2.3.1 Probabilistic Latent Semantic Analysis

Probabilistic Latent Semantic Analysis (PLSA), introduced by Hofmann [50], is a gen-

erative document model that is widely used because of its simplicity. In the following

two approaches using PLSA are summarized. Again, see summary box Sum. 2.3 for

basic theoretical information on the model.

Probabilistic Latent Semantic Analysis

PLSA is a generative document model that associates each word w ∈ W =

{w1, . . . , wM} in a document d ∈ D = {d1, . . . , dN} with an unobserved topic

z ∈ Z = {z1, . . . , zK}. Terms like “words”, “documents”, and “topics” are used to

guide intuition, in the context of video analysis features are words, clips – m succes-

sive video frames – are documents and topics typically relate to specific behaviors in

a scene. A schematic illustration of PLSA in plate notation is shown in Fig. 2.5.

The model postulates that a document d and a wordw are conditionally independent

given a latent topic z. Unlike simpler latent variable models, i.e., the Unigram model

or the Mixture of Unigram model, PLSA allows to associate multiple topics with one

document. The standard procedure for Maximum Likelihood Estimation (MLE) in

latent variable models is the EM algorithm.

Figure 2.5: PLSA in plate notation.

Summary 2.3: Probabilistic Latent Semantic Analysis.
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2.3.1.1 Anomaly Detection using hierarchical PLSA

Li et al. [62] propose a two-stage hierarchical PLSA model for anomaly detection

based on semantically segmented image regions. To extract features, background

subtraction is performed and blobs of foreground pixels are represented by a 10-

dimensional vector as

vf = [x, y, w, h, rs, rp, u, v, ru, rv],

with (x, y) the centroid position, (w, h) the width and height of the bounding box,

rs the blob ratio, rp the percentage of foreground pixels, (u, v) the mean optic flow

and scaling features ru = u/w as well as rv = v/h. Extracted from non-overlapping

temporal video clips these features are clustered usingK-means, where the number

of clusters is set to be the average number of image events across all frames of the

clip. Clusters are then represented by a 20-component-feature-vector referred to as

atomic events:

v = [mean(vf ), var(vf )].

Scene segmentation is then performed based on the atomic events using a mod-

ification of the spectral clustering proposed by Zelnik-Manor and Perona [114]. Fi-

nally, the following two-stage hierarchical PLSA model is applied:

1. Each segmented region is treated as a document and one PLSA per region is

used to learn the local behavior correlations.

2. The local topics obtained from all regions in the first step are regarded as the

visual words and a global PLSA is used to learn global correlations.

Global behavior topics are inferred using the second stage PLSA and anomaly

scores for clips are computed.

2.3.1.2 PLSA scene segmentation

Varadarajan and Odobez [104] argue that though PLSA is not a fully generative

model, its tractability make it an attractive alternative to fully generative models.
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In their work, PLSA is used to model visual words from video using three

types of features: location, motion and size. Pixel positions are quantized into

non-overlapping cells of 10 × 10 pixels, e.g., for 360 × 280 a set of 36 × 28 cells is

obtained. Motion is computed using the Lucas-Kanade algorithm on all foreground

pixels remaining after background subtraction. Then motion is thresholded and

either categorized as static or as one of the four cardinal directions leading to five

motion words. Finally, a size word is computed by applying a simple K-means

clustering with K = 2. The vocabulary of 36 × 28 × 5 × 2 = 10080 is reduced by

assuming independence between motion and size given an activity and its location.

Then the codebook size is 36× 28× (5 + 2) = 7056.

The model is learned using EM. Different abnormality measures are evaluated,

including the log-likelihood measure at the end of the fitting phase, the normalized

log-likelihood measure and measures based on the Kullback-Leibler divergence as

well as the Bhattacharyya distance.

2.3.2 Latent Dirichlet Allocation

Blei et al. [14] propose Latent Dirichlet Allocation (LDA), a generative model with

greater modeling flexibility than PLSA. LDA overcomes the overfitting difficulties of

PLSA – the number of parameters to be estimated grow linearly with the number of

training documents – in that it allows for a continuous mixture of topics associated

with a document. Additionally, it can handle unseen documents. see summary box

Sum. 2.4 for further information. For these reasons, the LDA model has recently

received attention in the literature. The following two subchapters give a closer look

at two methods employing LDA.

2.3.2.1 Temporal Order Sensitive LDA

Li et al. [63] propose a framework using LDA to detect anomalies across a distributed

camera network. First, frame differencing is performed and low level features are

extracted on “moving” pixels. Location is encoded as cell index g in the uniformly

– in cells of size l × l – divided image plane g ∈ [1, G]. Motion p is quantized into

P cardinal directions, p ∈ [1, P ]. These features form the codebook of G × P words.
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Latent Direchlet Allocation

LDA is a three-level hierarchical Bayesian model introduced by Blei et al. [14], in

which each item of a collection is modeled as a finite mixture over an underlying set

of topic probabilities.

(a) (b)

An LDA model representation in plate notation can be seen in Fig. 2.6 (a). The three

hierarchies of the model are:

• Corpus-level parameters: sampled once in the corpus generation process

– α, the parameter of the Dirichlet prior on per-document topic distribution

– β, the parameter of the Dirichlet prior on per-topic word distribution

• Document-level parameter: sampled once per document

– θ, the topic distribution of document d

• Word-level parameters: sampled once for each word in a document

– w, the word and z, its topic

The LDA model allows for a continuous mixture of topics, defined using parameter θ,

to be associated with each document d. This approach largely avoids the overfitting

problems of other Bayesian models and enables the LDA model to provide better

results than other unsupervised methods. Notably, the assignment flexibility allows

for words to have low probability relative to a particular topic (Koller and Friedman

[57]).

A new document will likely contain words that did not appear in the training corpus.

Since the multinomial parameter probability of such words is zero, these documents

will be assigned zero probability. Blei et al. [14] suggest to apply variational inference

methods to the extended model. Then the model shown in Fig. 2.6 (b) is obtained,

where φ is a matrix denoting the word distributions for all topics.

Figure 2.6: (a) LDA and (b) its smoothed variant.

Summary 2.4: Latent Direchlet Allocation.
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Local behavior topics are computed using LDA on feature words extracted from doc-

uments of 25 frames length.

Next, a cell representation is computed where each cell is represented by a fea-

ture vector composed of the likelihoods of observing the P possible words with the

kth local topic. The similarity between pairs of cells is measured and used as input

for spectral clustering (Zelnik-Manor and Perona [114]). This clustering process is

carried out on all camera views and returns semantic regions for all views.

Finally, global behavior representation is carried out using standard LDA, but on

documents that are composed of a set of successive sliding windows. Specifically,

each visual word of a document is indexed by both the region label and the sliding

window index t.

Anomaly detection is carried out by predicting the likelihood of local behavior

occurrences for all semantic regions and thresholding their probability. In a final

step, the contributing local behaviors are identified.

2.3.2.2 Region LDA

Haines and Xiang [42] propose a regional LDA variant – rLDA. The original LDA

model is augmented with an identifier i to additionally store the position of a word.

Instead of modeling the words as tuples of position and motion, the separation of

position and motion is maintained. Position is used to cluster locations and subse-

quently, each of these clusters is forced to share a single distribution over motion.

Both region and topic are then used to index the distribution to draw the word from

(see Fig. 2.7 for the rLDA extension of the smoothed LDA).

Each frame is divided into a spatial grid and optical flow is computed and quan-

tized into four cardinal directions. A document is constructed for every clip (5 sec-

onds each) by combining samples from all frames. The standard LDA model is aug-

mented with an identifier, which encodes the quantized position.

Gibbs sampling is applied to estimate the model parameters as in Griffiths and

Steyvers [41]. To detect abnormalities multiple samples of region probability are cal-

culated and averaged, normalized and thresholded to find abnormally low probabil-

ities.
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Figure 2.7: Region LDA: The smoothed LDA model is extended with
identifiers i to store a word’s position. Each sample consists of two parts,
the identifier i, which encodes the position, and the word w, which en-
codes the direction of motion. Each identifier i is associated with a dis-
tribution over regions ρ and a region r. After Haines and Xiang [42].

2.3.3 Hidden Markov Model

A Bayesian network model that allows for modeling temporal dependencies is the so

called Hidden Markov Model (HMM). In contexts where successive data instances

are dependent, the assumption that instances are independent and identically dis-

tributed does not hold anymore. In English ’h’ is very likely to follow ’t’ but not ’x’.

Such processes consisting of sequences of observations – for example, successive

frames of object behavior – cannot be modeled with simple probability distributions.

However, a sequence can be characterized as being generated by a random process

modeled by a HMM. See summary box Sum. 2.5 for theoretical background infor-

mation about the HMM. Two approaches employing HMM as a modeling technique

are summarized in the following.

2.3.3.1 Temporal Statistics of Spatio-Temporal Motion using HMM

Kratz and Nishino [59] model spatio-temporal relationships with a distribution-

based HMM that describes natural motion transitions. A second coupled HMM is

used to model spatial relationships between adjoining neighbor cells.

First, the video is divided into local spatio-temporal volumes of fixed size, re-

ferred to as cuboids. The motion of each cuboid is then represented as a 3D-Gaussian

distribution of the spatio-temporal gradient at every pixel of the cuboid. A set of

motion distribution prototypes is collected by thresholding the Kullback-Leibler-
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Hidden Markov Model

The HMM is a conditional Bayesian Network that represents sequences of variables.

The Markov property is assumed: The past has no impact on the future given the

present, that is, the model is the same for all t. Therefore an HMM is called a 2-

time-slice Bayesian Network, which can be thought of as a sequence of Bayesian

network models – or time slices – each representing one unit in time. See Fig. 2.8

for an illustration of a 2-TBN where the time slices are connected through temporal

links.

The HMM is the simplest example of a temporal model having only a single state

variable S and a single observation variableO. The network is represented given the

initial state distribution and the transition model (Jensen and Nielsen [54], Koller

and Friedman [57]).

Figure 2.7: HMM as a 2-TBN (after Koller and Friedman [57]).

Summary 2.5: Hidden Markov Model.

divergence. If the KL-divergence exceeds a predefined threshold the new pattern

is added to the prototype set, otherwise the prototype set is updated with the new

observation.

Afterwards, based on the prototype set, HMMs are trained using EM. One HMM

per tube is trained to capture temporal relationships, and a coupled HMM – map-

ping the spatial relationships between neighboring cells of a tube – is trained to

capture spatial relationships. Finally, spatial and temporal confidence measures are

combined to identify unusual relationships between motion patterns.
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2.3.3.2 Markov chained LDA

Hospedales et al. [51] extend the smoothed LDA model by introducing a third layer

that captures co-occurring topics to form what is termed a document category. Ad-

ditionally, they add a Markov chain to model the change of the behavior category

from clip to clip. The model, termed Markov Clustering Topic Model (MCTM), is

intractable, but a collapsed Gibbs sampler can be used to approximately learn the

model and draw inferences.

The image plane is divided into C × C cells and motion is quantized into four

cardinal directions. Together with a fifth, stationary motion state (calculated using

background subtraction) on a 320 × 240 frame and C = 10 a codebook of size 32 ×
24× (4 + 1) = 3840 is derived.

Learning is performed offline assuming that the training dataset is representative

and takes about 4 hours for a 5-minutes-video. The authors claim that without the

iterative sweeps of the Gibbs sampler outlier detection can be performed online by

calculating the Bayesian surprise of the marginal likelihood of the new observation

given all other observations.

2.4 Other approaches

Finally, two methods are described that can not be categorized in any of the three

preceding areas. The first uses a Markov Random Field (MRF), which, in contrast

to the Bayesian networks described earlier, is a network formed by an undirected

graph connecting random variables. The second one is the only method not based

on motion as a low-level feature, but on texture. It uses Dynamic Textures to model

scene normality.

2.4.1 Co-occurrences using Markov Random Fields

Benezeth et al. [10] use a Markov Random Field (MRF) to model co-occurring events

in a spatio-temporal volume and detect outliers.

First, using a background subtraction method, a motion label field Xs ∈ {0, 1} is

obtained where ones denote motion and s = (x, t) is a pixel at location x and time t.
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The motion label sequence of length 2η + 1 centered at pixel s is

Xs = [Xx,t−η, . . . , Xx,t+η]. Given a video of size Q0 × R0 × T0 and a spatio-temporal

neighborhood of a pixel s,Ms of sizeQ×R× T , whereQ < Q0,R < R0 and T � T0,

the co-occurrence matrix αuv of two spatio-temporal locations u, v ∈Ms is

αuv =
βuv

T0 − T

T0−T/2∑
t=T/2

sim(Xu,Xv),

where sim(Xu,Xv) is the mutual information between motion label vectorsXu and

Xv. Benezeth et al. [10] show that the co-occurrence between two sites u and v can

be determined using motion label values Xu and Xv instead of sequences Xu and

Xv. Then u and v co-occur whenever Xu = Xv = 1 and αuv can be easily computed.

Given motion label observations Os of a pixel s, a simple likelihood ratio test is

derived to determine if observationOs is normal according to the co-occurrence ma-

trix α. To be able to deal with multiple moving objects, those sites r are reported

which not only co-occur with site s, but are also connected to s, that is, a connected

graph of ones between the sites exists in Os.

2.4.2 Mixtures of Dynamic Textures

Mahadevan et al. [66] use a grid of Mixtures of Dynamic Textures (MDT) to model

temporal abnormalities. Spatio-temporal patches are extracted on a finer grid and

used to train the nearest MDT. During outlier detection, patches of low probability

under the cells MDT are considered anomalies.

Mixtures of Dynamic Textures are based on a characterization of Dynamic tex-

tures proposed by Soatto et al. [98], which are generative models for the dynamics

and the appearance of video sequences. A linear dynamical system is defined by

{
xt+1 = Axt + vt x0 ∈ Rn, vt ∼ N (0, Q)

yt = Cxt + wt w(t) ∼ N (0, R)
,

where yt ∈ Rm is the observed variable encoding the video frame at time t and

xt ∈ Rn is a hidden state variable encoding the evolution of the video, typically

n� m. The parameter A ∈ Rn×n is a state-transition matrix, and C ∈ Rm×n is an

observation matrix. Q and R are symmetric positive-definite matrices. According
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to Chan and Vasconcelos [24] different methods to estimate the model parameters

Θ = {A,C,Q,R} from observation measurements yτ1 are available.

Chan and Vasconcelos [24] sample the observed video sequence from one of K

dynamic textures associated with component priors α = α1, . . . , αK , with
∑K

j=1 1.

First a component index z is sampled, then an observation yτ is sampled from the

dynamic texture component Θz = {Az, Cz, Qz, Rz, µz, Sz}.

The probability of a sequence yτ1 = [y1, . . . , yτ ] under this model is

p(yτ1 ) =

K∑
i=1

αip(y
τ
1 |z = i),

where p(yτ1 |z = i) is the class conditional probability of the jth dynamic texture com-

ponent parametrized by Θj .

An algorithm for parameter estimation of the MDT using EM can be found in

Chan and Vasconcelos [24].
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3.1 Evaluation and selection

The main goal of this work is to compare different approaches from the field of low-

level feature based outlier detection methods. As described in the literature review,

the following restrictions are applied to narrow the scope of existing work taken into

consideration: The method is applied to video stream analysis in the literature, it

works unsupervised and is based on low-level features. More than a dozen methods

meeting these criteria are described in Chapter 2. To guide the selection as to which

of these methods are implemented, a simple, straightforward strategy is applied. A

number of desirable – partly qualitative – properties are collected and evaluated on

each method. In the following the properties used are described in detail as well as

their assignment for the individual approaches explained. The results are then sum-

marized and those method meeting the most criteria are chosen to be implemented.

• Usage of motion-based features. Since outlier detection based on motion as

a low-level feature is the most common approach in the literature, comparing

29
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those methods provides a wide range of works. Since the goal of this work is to

provide a comparison using a unified feature, methods using common motion-

based features are ranked higher than methods based on other low-level fea-

tures.

Adam et al. [1] use an SSD-based probabilistic motion measure, Benezeth et al.

[10] a binary motion label using simple background subtraction. Feng et al. [33]

use smoothed optical flow to estimate Gaussian flow distributions, Hospedales

et al. [51] optical flow quantized into one of four cardinal directions. Li et al.

[62] perform background subtraction and use the mean optic flow vector of

blobs of foreground pixels besides other low level features. Similarly, in Li

et al. [63], optical flow is computed on “moving” pixels detected using frame

differencing, which is then quantized in both motion direction and location

using a codebook. Shi et al. [95] apply phase correlation for motion estimation,

Varadarajan and Odobez [104] use the Lucas-Kanade algorithm to compute op-

tical flow of foreground pixels detected using background subtraction. Finally,

Widhalm and Brändle [107] employ particle trajectories based on optical flow.

The diversity of motion-based features used is impressive and only two meth-

ods in our review use different feature approaches: Kratz and Nishino [59],

who use distributions of spatio-temporal gradients and Mahadevan et al. [66],

where dynamic textures are used.

• Localization of outlier detection. Methods that inherently report regions re-

sponsible for triggering outliers are preferred to methods that report the frame

as a whole or require post-processing to localize outliers.

Adam et al. [1] and Tziakos et al. [102] report outliers localized at predefined

spatial positions. Benezeth et al. [10] localize outliers in a sub-window of the

video, but require post-processing to handle multiple objects.

By far most common approach is to divide the image plane in non-overlapping

cells and report those which witness outlying behavior. This approach is em-

ployed in Feng et al. [33], Haines and Xiang [42], Hospedales et al. [51], Kratz

and Nishino [59], Mahadevan et al. [66], Shi et al. [95] and Varadarajan and

Odobez [104].

Finally, Widhalm and Brändle [107] report abnormal trajectories, hence, local-

ized outliers.
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In Li et al. [62] and Li et al. [63] localization is provided only indirectly through

calculating probabilities of local behavior contributing to a global anomaly,

therefore these approaches are not considered localized.

• Efficiency. Efficient methods are favored. A method’s efficiency is used in the

same sense as used in Adam et al. [1]: “. . . the algorithm is computationally

non-demanding, allowing it to perform real-time analysis of the video stream

. . . ”.

Adam et al. [1], Benezeth et al. [10] as well as Shi et al. [95] report that their

algorithms run in real-time.

According to Hospedales et al. [51] the computational cost of MCMC model

learning is hard to quantify, because convergence assessment is an open ques-

tion. Based on the runtime reported in their work – training on 5 minutes of

data required 4 hours – the method was categorized as inefficient. Mahadevan

et al. [66] report that training the mixtures of dynamic textures takes around 2

hours, while testing per frame is about 25 seconds on a 3GHz CPU and hence

is also categorized as inefficient in the sense used in this work.

Since the rest of the approaches considered does not report performance eval-

uations, their efficiency assessment is deferred.

• On-line. Methods that are able to adapt in a life-long learning sense are pre-

ferred to methods whose model is trained off-line and is not adapted later.

Adam et al. [1] achieve constant adaptation in that cyclic buffers are employed.

Although normal behavior already seen is lost using this approach it is still

considered an adaptive approach. Feng et al. [33] update the neurons of the

SOM whenever new data is available and Shi et al. [95] keep updating the set of

GMMs maintained.

The rest of the methods learns the model of normality off-line, i.e. on a limited

footage.

• Spatially unrestricted. Methods that are able to report outliers on the whole

frame are chosen over those which report outliers only on some fixed spatial

locations. As already described under localization aspects, only three methods

report outliers on a subset of the image plane: Adam et al. [1], Benezeth et al.

[10] and Tziakos et al. [102].
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The results of the evaluation are summarized in Tab. 3.1, all methods lacking an

efficiency assessment are declared inefficient. Based on this table the top ranked

methods fulfilling more than three criteria were chosen to be implemented, these

methods are those proposed by Adam et al. [1], Feng et al. [33] and Shi et al. [95]. In-

terestingly, all other methods are not adaptive, arguably a key requirement of outlier

detection.
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Shi et al. [95] X X X X X 5
Adam et al. [1] X X X X 4
Feng et al. [33] X X ? X X 4

Haines and Xiang [42] X X ? X 3
Hospedales et al. [51] X X X 3
Varadarajan and Odobez [104] X X ? X 3
Widhalm and Brändle [107] X X ? X 3
Benezeth et al. [10] X X X 3
Kratz and Nishino [59] X ? X 2
Li et al. [62] X ? X 2
Li et al. [63] X ? X 2
Mahadevan et al. [66] X X 2
Tziakos et al. [102] X X ? 2

Table 3.1: Method property summary.

3.2 Feature extraction and representation

During method analysis the usage of a single motion feature would simplify method

comparison and reveal a method’s individual strengths and weaknesses. Since all

three methods identified in the evaluation employ different types of motion features,

their feature extraction processes are reviewed in the following to be able to identify

one unifying motion feature. Terms used in the review are illustrated in Fig. 3.1.



3.2. Feature extraction and representation 33

Figure 3.1: Image plane division in a grid of P ×Q non-overlapping cells
of r × s pixels size. The temporal extension of one cell is termed a tube,
aggregated spatio-temporal volumes of m cells are referred to as an m-
cuboid.

• Adam et al. [1] define fixed spatial locations to extract flow measurements and

apply a method similar to the one used by Rosenberg and Werman [87] to avoid

the aperture problem. A cell around a fixed location – referred to as a “mon-

itor” – is used to estimate motion. In this cell the SSD(u, v) error matrix of

corresponding discrete shifts is calculated and transformed into a probability

distribution.

Flow is then calculated by aggregating the probability in either radial or angular

bins and finally verified using an ambiguity test.

• Feng et al. [33] calculate dense optical flow using the technique by Zach

et al. [113]. Subsequently, the obtained flow is divided into m-cuboids and

smoothed by median filtering. Modeled using two-dimensional Gaussian

distributions N (µ,Σ), these motion patterns are then used as basic building

blocks for behavioral patterns – concatenations of motion patterns in

temporal order.

• Shi et al. [95] divide the image plane into non-overlapping cells of 16×12 pixels.

Then, phase correlation (De Castro and Morandi [28]) is used to calculate the

shift between two temporally successive cells.
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The feature extraction procedure by Feng et al. [33] can be seen as a common

denominator, provided that the fixed spatial positions used by Adam’s method are

placed at the center of individual cells of the grid. The final unified motion extraction

procedure is summarized as Alg. 3.1 and illustrated in Fig. 3.2.

Unified motion feature extraction

1. Crop and resize the video frames to a unified size, Fig. 3.2 (a) - (c).

2. Extract dense optical flow using the freely available optical flow technique pro-
vided by Chambolle and Pock [23], Fig. 3.2 (d).

3. Split the optical flow in P ×Q fixed-sized regions of r× s pixels size, Fig. 3.2 (e).

4. For each region, Fig. 3.2 (f):

(a) Merge allm× r× s flow vectors of anm-cuboid and apply median filtering.

(b) Estimate the two-dimensional Gaussian flow distribution N (µ,Σ) using
maximum likelihood.

Algorithm 3.1: Unified motion feature extraction.

While for Feng et al. [33] and Shi et al. [95] the distribution N (µ,Σ) is used, for

Adam et al. [1] only the estimated mean µ is utilized.

3.3 Implementation

Based on the method evaluation summarized in Tab. 3.1 three method are chosen to

be implemented: Adam’s HIST method is based on histograms calculated on cyclic

buffers, Shi’s STCOG maintains a GMM for each pair of adjacent cells to model the

scene and Feng’s TASOM uses a SOM to express scene normality.

Implementation details are found in the following. Additionally, with each

method modifications and extensions originating from detailed performance

analysis are presented.
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(a) (b)

(c) (d)

(e) (f )

Figure 3.2: The unified motion extraction procedure: The unified motion
extraction procedure: (a) video frame, (b) cropped and (c) rescaled to the
unified size of 160 × 120 pixels. (d) extracted optical flow - color-coded,
(e) flow divided into P × Q cells and (f) N (µ,Σ) estimated in each cell -
µ pictured.

3.3.1 Anomaly Detection Using Multiple Fixed-Location Monitors

Adam et al. [1] propose to use local “monitors” at fixed spatial positions to detect out-

liers. At those positions, which in this work are replaced by P ×Q cells on the image

plane, motion information is monitored to detect abnormal instance occurrences.

Depending on the scene to be processed, the system designer or the user decides

whether motion direction or speed is monitored. If direction is chosen, then angu-

lar binning is applied, otherwise the magnitude is binned radially. The number of

bins used is denoted as Nbins, a binned observation as µb. The binned observations

are then committed to a set of cyclic, fixed length buffers, i.e., one buffer of length

Lbuffer for each cell. Provided the scene contains phases, i.e., a light-controlled traffic

junction, Lbuffer is set to cover at least one phase.

Once the buffers are filled, outlier detection can be performed by thresholding

an observation’s probability poutlier using a predefined threshold thalert :
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Noccurrences =
∣∣∣{µb|µbt = µbt−i}

∣∣∣, i = {1 . . . Lbuffer},

poutlier = 1−Noccurrences/Lbuffer .

When a new observation is available it replaces the oldest one in the cyclic buffer.

This enables the method’s adaptation to scene changes as the video stream is pro-

cessed.

Name Typical
value

Remarks

type speed or
direction

speedmax Only necessary if type = speed

N bins 8
Lbuffer Depends on the phases present in the scene, usually at least one

complete phase is covered
thalert 1/100

Table 3.2: Parameters of Adam’s method.

3.3.1.1 Integration procedure

Subsequently, alerts produced by individual cells are integrated using a simple pro-

cedure to ensure that volatile outliers are filtered before reporting an event:

1. Detecting “alarming” frames. If the number of alerting cells in the current

frame is at least Z, then the frame is considered an “alarming frame”. The

choice of Z is related to the number of cells used as well as the expected num-

ber of cells that will observe an “unusual" observation at the same time. Adam

et al. [1] suggest to use at least five monitors covering an object and to useZ = 1

to handle occlusions and nonobservations.

2. Filtering reliable events. If at least K of Y preceding frames were “alarming

frames” the algorithm produces an alert to the user (typical values are K = 7

and Y = 10). Y is related to the expected duration of the unusual activity,

but also to the delay in reporting an alarm to the user. Adam et al. [1] suggest

that K should be defined lower than Y to make the procedure more robust to

occlusions or missing observations.
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In this work an extension of the procedure is used, in which an additional param-

eterN is used to control the minimal number of cells that finally trigger an alarm, i.e.,

to avoid “small” events to be reported.

The procedure is then extended by a third step:

3. Filtering “small” events. If the number of alarming cells in the frame is greater

than N , an alarm is triggered. Using N = 0 results in the original integration

procedure.

Name Typical
value

Remarks

Z 1 minimal # of alerts in a frame to be “alerting”
Y 10 # of frames taken into account when calculating alarms
K 7 minimal # of “alerting” frames of Y preceding frames to trigger an alarm
N 1 minimal # of “alerting” cells in an “alarming” frame (filtering small events)

Table 3.3: Parameters of Adam’s integration procedure.

3.3.2 Spatial-temporal co-occurrence GMMs

Shi et al. [95] use spatial-temporal co-occurrence GMMs (STCOGs) to detect outliers

using pair-wise cuboids. A pair-wise cuboid at time t and adjacent cells p and q is

denoted Ctp,q. Adjacency is defined as being a four-neighborhood, therefore every

cell is part ofNc = 4 pair-wise cuboids. See Fig. 3.3 for an illustration of this concept.

The mean motion vectors µ = (∆x,∆y) at two adjacent locations p and q and L

successive frames are concatenated to form the pair-wise cuboid

Ctp,q = {µtp, . . . ,µt−L+1
p ,µtq, . . . ,µ

t−L+1
q }T , (3.1)

a 4 · L dimensional vector.

While processing the video stream pair-wise cuboids are extracted and a set of

GMMs is adapted to reflect changes in the scene. For every pair of cells on the P ×Q
grid one GMM is maintained, therefore the total number of GMMs is

NGMM = Q · (P − 1) + P · (Q− 1) = 2 · P ·Q−Q− P .
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Figure 3.3: Four pair-wise cuboids of L frames depth, each covering the
center cell p and one adjacent cell. Pair-wise cuboid Ctp,q at time t and
positions p and q in yellow.

Each of the GMMs consists of maximally Kmax components, the ith component

is denoted asN (µi,Σi) and associated with weight ωi.

For every incoming cuboid Cti , i = 1 . . . NGMM , an online K -means approxima-

tion (inspired by Stauffer and Grimson [99]) is applied to the associated GMM. See

Alg. 3.2 for a summary of the learning procedure.

3.3.2.1 Outlier detection

For each cell, the probability p of an observation is calculated and thresholded to

detect outlying instances. It is computed by averaging the probabilities pCj of all NC

pair-wise cuboids:

p =
1

NC

NC∑
j=1

pCj .

Probabilities PCj are computed as a weighted sum of the components of the as-

sociated GMM:

pCj =

kj∑
i=1

ωi · exp
(
−1

2
(Cj − µi)T · Σ−1

i · (C
t
j − µi)

)
, j = 1, . . . , NC .



3.3. Implementation 39

GMM update procedure

A GMM with k components, N (µi,Σi), i = 1, . . . , k, each of them associated with

a weight ωi, as well as the incoming pair-wise cuboid Ct and the threshold pmax for

creating new components are given.

1. The probabilities of all components are computed:

pi = exp
(
−1

2
(Ct − µi)T · Σ−1

i · (C
t − µi)

)
, i = 1, . . . , k. (3.2)

2. If ∃pi > pmax

(a) Choose the component with the highest probability:

k = arg max
i

pi.

(b) Update the kth componentN (µk,Σk):

µtk = (1− β) · µt−1
k + β · Ct, (3.3)

Σt
k = (1− β) · Σt−1

k + β · (µt−1
k − Ct)T (µt−1

k − Ct), (3.4)

ωk = ωk + ∆ω. (3.5)

3. If pi ≤ pmax∀i = 1, . . . , k

(a) If k < Kmax add a new component:

µk = Ct, Σk = I4·L and ωk = ∆ω. (3.6)

(b) If k = Kmax replace the component with the lowest probability:

k = arg min
i

pi

with a new component constructed using Eq. 3.6.

4. Normalize the weights ωi = ωi/
k∑
i=1

ωi.

Algorithm 3.2: GMM update procedure.
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Name Typical
value

Remarks

Nc 4 Neighborhood relation used
L 3 . . . 8 Number of frames used to form a pair-wise cuboid
Kmax 100 Maximal number of components of one GMM
β 1/10 The learning rate
∆ω 1/10 The weight reward
pmax 1/10, 1/100 Probability threshold for creating a new component
thalert 1 − 10−2 Probability threshold for outlier detection

Table 3.4: Parameters of Shi’s method.

3.3.3 Modified STCOG

The following observations lead to a modification of the STCOG (M-STCOG):

• Issues arising because of constant reward ∆ω in Eq. 3.5: The later a component

is

1. updated, the greater is its relative weight gain.

2. initialized, the greater is its weight in relation to already existing compo-

nents.

• Since the unified motion extraction procedure provides a Gaussian motion dis-

tributionN (µtk,Σ
t
k) that was not available in the work of Shi et al. [95], motion

variance can be incorporated in the learning procedure (Eq. 3.4). Variance is

used two-fold: First, to initialize new components, second, to avoid Σ shrink-

age when updating component k with Ctk ≈ µtk.

The following modifications were implemented:

• Aging concept. Each component is associated with an agei, which is incre-

mented every time the component is updated. When adding a new compo-

nent, its weight is initialized relative to the total age agesum of all k components,

agesum =
k∑
i=1

agei.

Additionally, when updated, a component’s weight reward ∆ω reflects the total

age of the GMM – it is dynamically adapted using ∆ω = 1/agesum.
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• Incorporation of variance. Following the concatenation principle in Eq. 3.1,

the Σs of the distributions are placed at the diagonal of a 4 · L× 4 · L matrix to

form

Stp,q =



Σt
p 0 . . . . . . . . . . . . . . 0

0 Σt−1
p 0 . . . . . . . . . . . 0

0 0
. . . 0 . . . . . . . 0

0 . . . 0 Σt−L−1
p 0 . . . . 0

0 . . . . 0 Σt
q 0 . . . 0

0 . . . . . . . . . 0 Σt−1
q 0 0

0 . . . . . . . . . . . 0
. . . 0

0 . . . . . . . . . . . . . . . 0 Σt−L−1
p


. (3.7)

The Σk adaptation step is then carried out identically toµ adaptation in Eq. 3.3.

See Alg. 3.3 for a summary of the modified steps of the STCOG update scheme.

Modified steps of the GMM update procedure
2. (b) Update the kth component:

agetk = aget−1
k + 1, ωtk = ωt−1

k + 1/agesum,

µtk = (1− β) · µt−1
k + β · Ct,

Σt
k = (1− β) · Σt−1

k + β · St.

3. (a) Initialization of a newly added component

agek = 1, ωk = 1/agesum, µk = Ct and Σk = St.

Algorithm 3.3: Modified steps of the GMM update procedure.



42 Chapter 3. Method Selection and Realization

3.3.4 Self-Organizing Maps for Anomaly Detection

Feng et al. [33] introduce outlier detection using the Time Adaptive Self-Organizing

Map (TASOM) proposed by Shah-Hosseini and Safabakhsh [92]. The TASOM, in con-

trast to the original SOM, adapts each neuron’s neighborhood size σi and learning

rate ηi individually. Its lattice consists of K ×K neurons each holding a behavioral

pattern

BPi = {MPj}, j = 1 . . .m,

which is a concatenation of m motion patterns MPj in temporal order. Each of the

MPj is a Gaussian distribution estimated from a d-cuboid using Alg. 3.1:

MPj = N (µj ,Σj).

Employing the closed form of KL-divergence proposed by Myrvoll and Soong [76]

the distance between two motion patterns MPi and MPj is computed as

DKL(MPi,MPj) =
1

2
trace

{
(Σ−1

i + Σ−1
j )(µi − µj)(µi − µj)T + ΣiΣ

−1
j + ΣjΣ

−1
i − 2I

}
and in turn used to calculate the distance between two behavioral patterns BPa and

BPb as

D̂BPKL (BPa,BPb) =

√√√√ m∑
k=1

DKL(MPak,MPbk)
2.

As in Shi et al. [95] the log of the distance D̂BPKL is taken to constrain the values

within a small range. The final distance measure is

DBPKL (BPa,BPb) =

 D̂BPKL if D̂BPKL ≤ 1

1 + log(D̂BPKL ) if D̂BPKL > 1
.
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3.3.4.1 Learning the TASOM

Before the learning algorithm is applied, a pool of motion patterns is collected, i.e.,

all possible overlapping MPi are calculated using d-cuboids. Each of theK×K neu-

rons of the TASOM lattice is initialized with a behavioral pattern BP drawn randomly

from the pool. As long as none of the motion patterns of BP exceeds the dataset’s

motion magnitude threshold, the draw is repeated. In addition, the neuron’s learn-

ing rate η is set close to a predefined maximal learning rate ηmax , i.e., η = 9/10 · ηmax ,

and its neighborhood size σ is set to a predefined neighborhood size σmax ≤ K.

Behavioral pattern update scheme
Given learning rate α and two behavioral patterns

BPa = {MPai} = {N (µai ,Σai)} and

BPb = {MPbi} = {N (µbi ,Σbi)}

consisting of i = 1, . . . ,m motion patterns. The update

BP = (1− α)BPa + αBPb

is carried out on each of the m individual motion patterns

{N (µi,Σi)} = (1− α){N (µai ,Σai)}+ α{N (µbi ,Σbi)}

using

µi =
(1− α)naµai + αnbµbi

(1− α)na + αnb
and

Σi =
(1− α)

(
(na − 1)Σai

)
+ αnbΣbi

(1− α)na + αnn − 1

with na and nb the individual sample numbers and (1− α)na + αnb the total sample

number.

Algorithm 3.4: Update scheme for behavioral patterns.

After initialization an iterative learning scheme is executed to adapt the model

to the collected pool of training data. In each step the neuron ic closest to a ran-
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domly drawn behavioral pattern x is determined. Again, only behavioral patterns

containing significant motion are considered. Then, the learning rates and behav-

ioral patterns of all neurons in a neighborhood of ic are updated. See Alg. 3.4 for

a detailed summary of the update procedure applied when adapting a neuron’s be-

havioral pattern.

At last, the learning rate of ic is adapted. Overall, a predefined number Nit of

learning iterations is carried out to allow for model convergence. A summary of the

entire learning process can be found in Alg. 3.5.

3.3.4.2 Outlier detection

After the learning procedure is completed, the minimal distances between the neu-

rons of the SOM and all behavioral patterns BPi in the pool are computed:

di = arg min
j

DBPKL (BPi,BPj), j = 1, . . . ,K2. (3.11)

Again, only those patterns that contain at least one motion pattern which exceeds

the dataset’s motion magnitude threshold are considered. Afterwards, a Gaussian

distribution of the collected distance values di is estimated

D ∼ N (µd, σd). (3.12)

Using these distribution parameters outlier detection is performed. Given a be-

havioral pattern BP to examine, the minimal distance dBP between the given pattern

and the model is determined using Eq. 3.11. Finally, using a predefined constant pa-

rameter thm, the threshold multiplier, and distribution parameters µd and σd classi-

fication is performed:

coutlier = (dBP − µd) > thm σd.



3.3. Implementation 45

Iterative TASOM learning scheme

1. Draw a behavioral pattern x from the pool in a random fashion.

2. Identify the winning neuron ix:

ix = arg min
j

DBPKL (x,BPj), j = 1, . . . ,K2. (3.8)

3. For each neuron ij in the σix-neighborhood ∆ix and ix itself:

(a) Adapt the learning rate:

ηj = (1− α)ηj + αηmax f

(
DBPKL (x,BPj)

dmax

)
, (3.9)

where α is a constant parameter, ηmax the upper bound of update speed,

f(x) a monotonically increasing function, i.e., f(x) = x/(1 + x) and dmax

the maximum distance between two patterns.

(b) Adapt the behavioral pattern using Alg. 3.4:

BPj = update(αlr ,BPj ,x),

with αlr = ηj hj(ix, ij). As in the basic SOM, hj is a Gaussian weighting

function involving the center neuron ic and the current neuron ij :

hj(ic, ij) = exp
(
−||ic − ij ||

2

2σic

)
.

4. Adapt the neighborhood size of the winning neuron i(x):

σix = (1− β)σix + β σmax f
(avgD(ix)

dmax

)
,

where β is a constant parameter, σmax the maximum neighborhood size and

avgD(i) the averaged distance in a neighborhood ∆i calculated as

avgD(i) =
1

|∆i|
∑
j∈∆i

DBPKL (BPi,BPj). (3.10)

Algorithm 3.5: Iterative TASOM learning scheme.
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Name Typical
value

Remarks

K 4, 6, 8 Size of the lattice
m 1, . . . , 3 Number of motion patterns that form one behavioral pattern
d 1, 3, 5 Number of frames used to estimate a motion pattern
α 1/10 Constant parameter controlling the change rate of the learning rate
ηmax 1 The upper bound of learning rate update speed
β 1/10 Constant parameter controlling the change rate of the neighborhood

size
σmax 2, 4, 6, 8 The maximal neighborhood size. Also used to initialize a neuron’s

neighborhood size
thm 2, . . . , 12 Threshold multiplier used during outlier detection

Table 3.5: Parameters of Feng’s method.

3.3.5 Modified TASOM

In the original TASOM model the update rule for the learning rate ηj is

ηj = (1− α)ηj + αηmax f

(
DBPKL (x,BPj)

dmax

)
,

leading to monotonically decreasing learning rates. To increase the adaptability of

the model, in the modified model only the last term is used:

ηj = ηmax f

(
DBPKL (x,BPj)

dmax

)
.

Additionally, the usage of different distance measures is proposed. First, the KL-

divergence used in the original model is computationally expensive, since it is com-

plex and matrix inversions are necessary. Second, different measures might be suit-

able for different scenarios.

The following measures, which only use the mean µ of the motion pattern

MP = N (µ,Σ) are used in the comparison:

DA(MPi,MPj) = arccos
(
µi · µj
|µi| |µj |

)
/π,

DR(MPi,MPj) =
∣∣|µi| − |µj |∣∣/dmax and

DAR(MPi,MPj) =
1

2

(
DA(MPi,MPj) + DR(MPi,MPj)

)
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Finally, the two following aggregated measures used in the analysis are:

DBPA (BPa,BPb) =

√√√√ 1

m

m∑
k=1

DR
(

MPak,MPbk
)2 and

DBPAR (BPa,BPb) =

√√√√ 1

m

m∑
k=1

DAR
(

MPak,MPbk
)2.

These measures replace DBPKL in Eqs. 3.8, 3.9 and 3.10.

Furthermore, the modeling of multiple models is proposed for different parts of

the scene. The original TASOM model misses outliers that constitute a normal event

in another part of the scene. In this work multiple models based on a subset of cells

are maintained to solve this problem. See Fig. 3.4 for an illustration of the concept,

each rectangular area depicted in blue and green forms the basis for one model. To

avoid false positives at the borders between models, each model is trained with data

from its inner cells as well as its surrounding neighbor cells.

Figure 3.4: To enable modeling localized normal behavior, the usage of
multiple TASOM models is proposed. Each of the models represents one
of the rectangular areas depicted in green and blue.
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3.3.6 Baseline method

In addition to the three previously described methods a fourth method – the

BASELINE method – is implemented. Its results are used to guide the performance

assessment of the other methods.

The BASELINE method is based on the online K-means algorithm described in

Alphaydin [4, p. 276ff, ch. 12] extended to enable cluster creation. Each cluster is as-

sociated with a count ni, representing the number of updates performed. Threshold

thCC is used to decide whether a new cluster is created or the nearest existing one is

updated. The update scheme is summarized in Alg. 3.6.

On-line K-means update procedure

Given are k cluster centersmi with associated counts ni, i = 1 . . . , k. Additionally, the

incoming feature vector x and the threshold for creating a new cluster thcc are given.

1. The closest cluster is determined using Euclidean distance:

k = arg min
i

||x−mi|| .

2. If ||x−mk|| < thcc the kth cluster is updated:

mk = mk +
1

nk
· (x−mk).

3. If ||x−mk|| ≥ thcc a new cluster is initialized:

k = k + 1, nk = 1,mk = x.

Algorithm 3.6: On-line K-means update procedure.

Name Typical
value

Remarks

thcc 1/10, 5/10 Threshold for cluster creation

Table 3.6: Parameters of the Baseline method.
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In this chapter experimental results for the three method introduced in Chapter 3

are presented and a method comparison based on confusion matrix analysis is given.

To that end, five video datasets used in the literature are manually labeled to obtain

ground truth. Then, performance measures based on confusion matrix statistics are

evaluated. Based on the most suitable performance measure identified in the eval-

uation, the individual strengths and weaknesses of the methods and their modified

variants are discussed.

4.1 Obtaining ground truth

According to Dee and Velastin [29], establishing ground truth of video footage is

problematic. Several difficulties have to be taken into consideration:

• It is hard to obtain genuine footage of interesting events, since they are unlikely

to occur in scenarios vision researchers choose to capture, i.e. campus scenes.

49
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When cooperating with CCTV operations to acquire real-world-footage, seri-

ous data protection and privacy implications arise.

• When generating ground truth, that is, manually marking those events in a

video considered anomalous, only those events that do not fit one’s own model

are marked leading to subjective ground truth.

• Similar problems emerge when “acted scenes” are used in the evaluation.

Questions as to why people acted the way they did arise: What is their

relationship to the system designer? Were they told how to act by the system

designer?

Due to the fact that no uniform ground truth for the datasets used in this work

is available, a certain degree of subjectivity is unavoidable when manually marking

the dataset. Nevertheless, the process is carried out carefully bearing the associated

problems in mind.

To circumvent the aforementioned problems related to self-captured footage, in

this work only video material already used in other work is evaluated. Then, the

following procedure is used in the making of the ground truth of a specific dataset:

1. Only events that do not comply with “normal events” in the scene – that is,

scene-specific recurring events – are considered anomalous. Normal events

are characterized as behavior that is expected on a regular basis. Admittedly,

this procedure does not eliminate subjectivity in the perception of exceptional

behavior.

2. AllQ×P cells of the image grid that contain a part of the object responsible for

an anomaly are marked manually, cf. scenes depicted in the left column of Fig.

4.1.

3. All cells marked anomalous that do not exceed a predefined dataset-specific

motion magnitude threshold – and therefore are undetectable – are excluded

from the ground truth. The resulting ground truth is shown in the right column

of Fig. 4.1.
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UMN crowd activity dataset

Roadmarket dataset

Exit platform dataset

Figure 4.1: Ground truth examples of datasets UMN crowd activity

dataset, Roadmarket dataset and Exit platform: First, all cells contain-
ing a part of the object triggering an anomaly are manually marked (left).
Then, all undetectable outlying cells, i.e., with motion magnitude lower
than dataset threshold, are removed. The remaining cells (right) are fi-
nally used in method analysis.

4.2 Datasets

For the evaluation of the implemented outlier detection methods five different video

datasets are used – four of them publicly available, one on request. In the following,

each dataset is shown with examples of typical and abnormal frames including post-

processed ground truth. Additionally, a time-line diagram shows at which points in

time outliers are present at frame-level.
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4.2.1 UMN crowd activity dataset

The UMN crowd activity dataset is provided by the Department of Computer Sci-

ence and Engineering of the University of Minnesota and consists of several videos

in which crowd escape panic is simulated. Two short clips cut together are used as a

“proof of concept” video to show that a method works in principle. See Fig. 4.2 for

typical frames and Fig. 4.3 for anomalous frames of the dataset, the label “Abnormal

Crowd Activity” in the upper left corner is part of the video. Fig. 4.4 shows the ground

truth of the dataset and Tab. 4.1 summarizes properties of dataset.

(a) (b)

Figure 4.2: Typical frame of the UMN crowd activity dataset dataset:
people walking in unpredictable patterns.

(a) (b)

Figure 4.3: Anomalous frames of the UMN crowd activity dataset
dataset: people escaping.

1 250 500 750 1000 1250 1444

Figure 4.4: Ground truth of the UMN crowd activity dataset dataset.
Frames used for training (green), frames containing at least one outlier
(red).
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UMN crowd activity dataset
dimension crop scale
320 × 240 not cropped 1/2

number of frames frames per second magnitude threshold
1.444 (edited version) 30 5/100

maximum motion magnitude
2.25

source
Department of Computer Science and Engineering of the University of Minnesota
http://mha.cs.umn.edu/Movies/Crowd-Activity-All.avi

Table 4.1: Properties of the UMN crowd activity dataset dataset.

4.2.2 UCSD pedestrian dataset

The UCSD pedestrian dataset is provided by the statistical visual computing labo-

ratory (SVCL) of the University of California, San Diego. It is used in the work of

Mahadevan et al. [66] and contains two datasets composed of clips showing a park

scene with pedestrians. Pixel-level ground truth is partly available. Parts of the peds1

set which consists of 70 clips of 200 frames length each are used in this work. To in-

crease the anomaly rate, clips are cut together.

See Fig. 4.5 for typical frames and Fig. 4.6 for anomalous frames, which consist

mostly of golf buggies driven through the scene. Fig. 4.7 shows the ground truth and

Tab. 4.2 summarizes properties of the UCSD pedestrian dataset dataset.

(a) (b)

Figure 4.5: Typical frames of the UCSD pedestrian dataset.

http://mha.cs.umn.edu/Movies/Crowd-Activity-All.avi


54 Chapter 4. Experiments and Results

(a) (b) (c)

(d) (e) (f )

Figure 4.6: Abnormal frames of the UCSD pedestrian dataset: (a) person
running and (b) – (f) golf buggies driven through the scene.

1 1000 2000 3000 4000 5000 6000 7000 7800

Figure 4.7: Ground truth of the UCSD pedestrian dataset. Frames used
for training (green), frames containing at least one outlier (red).

UCSD pedestrian dataset
dimension crop scale
238 × 158 not cropped 5/6

number of frames frames per second magnitude threshold
7.800 (edited version) 10 1/10

maximum motion magnitude
2

source
Statistical Visual Computing Laboratory of the University of California, San Diego
http://www.svcl.ucsd.edu/projects/anomaly/UCSD_Anomaly_Dataset.tar.gz

Table 4.2: Properties of the UCSD pedestrian dataset.

http://www.svcl.ucsd.edu/projects/anomaly/UCSD_Anomaly_Dataset.tar.gz
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4.2.3 Roadmarket dataset

The Roadmarket dataset, recorded during the OUTLIER project1, observes a street

with a T-junction and some market stalls. Three aspects make it challenging: First,

the asphalt is wet, therefore many reflections are present, second, the camera moves

sometimes, perhaps it is exposed to wind. Third, it is a recording whose frame rate

is low and not constant over time, i.e., every once in a while there are larger gaps

between frames. Consequently, motion estimation is more prone to error than with

other datasets.

See Fig. 4.8 for typical frames and Fig. 4.9 for anomalous frames, which for the

most part consist of vehicles turning around illegally. Ground truth is found in Fig.

4.10 and, finally, Tab. 4.3 sums up properties of the Roadmarket dataset.

(a) (b)

Figure 4.8: Typical frames of the Roadmarket dataset.

Roadmarket dataset
dimension crop scale
160 × 120 not cropped 1

number of frames frames per second magnitude threshold
5.147 varying 1/10

maximum motion magnitude
7.5

source
OUTLIER project: Joanneum Research, Siemens, TU Graz
http://www.joanneum.at/?id=2841

Table 4.3: Properties of the Roadmarket dataset.

1For details on the OUTLIER project, see the project web page: http://www.joanneum.at/?id=2841

http://www.joanneum.at/?id=2841
http://www.joanneum.at/?id=2841
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(a) (b) (c)

(d) (e)

Figure 4.9: Abnormal frames of the Roadmarket dataset: (a) construction
vehicle crossing the street, (b) vehicle turning illegally., (c) – (e) vehicles
turning around illegally.

Off−line training

1 1000 2000 3000 4000 5147

On−line training

1 1000 2000 3000 4000 5147

Figure 4.10: Ground truth of the Roadmarket dataset. Frames used for
training (green), frames containing at least one outlier (red). On-line
training of Adam’s HIST approach is carried out using a window of 1.500
frames length(above), off-line training is carried out using the majority
of normal frames (below).

4.2.4 Junction dataset

The Junction dataset is provided by the Computer Vision Group of the Queen Mary

University of London and shows a typical, multi-lane traffic junction. The original

version of the video is 90.000 frames long, of which in this work only the first half is

used. Fig. 4.11 shows typical frames, Fig. 4.12 summarizes different typical anoma-

lies: pedestrians, bikers or ambulances crossing the junction on unexpected paths.

Fig. 4.13 shows the ground truth and Tab. 4.4 finally summarizes properties of the

Junction dataset.
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(a) (b)

Figure 4.11: Typical frames of the Junction dataset.

(a) (b) (c)

(d) (e) (f )

Figure 4.12: Abnormal frames of the Junction dataset: (a) and (b) bik-
ers and (c) and (d) pedestrians crossing in unexpected paths. (e) and (f)
ambulances driving in wrong direction.

1 10000 20000 30000 40000 45000

Figure 4.13: Ground truth of the Junctiondataset. Frames used for train-
ing (green), frames containing at least one outlier (red).
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junction dataset
dimension crop scale
360 × 288 [9, 9] in y 4/9

number of frames frames per second magnitude threshold
45.000 30 3/10

maximum motion magnitude
3.5

source
Computer Vision Group of the Queen Mary University of London
http://www.eecs.qmul.ac.uk/~jianli/Dataset_List.html

Table 4.4: Properties of the Junction dataset.

4.2.5 Underground train station exit platform dataset

The underground train station exit platform dataset is made available by Amit Adam.

It consists of two videos, showing an entrance and an exit platform of an under-

ground train station. In this work, the exit platform video is used – termed Exit

platform dataset. Typical behavior in this video comprises the train arriving and

leaving, people leaving the left platform after arrival of a train as well as people walk-

ing from left to right to get to the departure platform. The most remarkable outlier

in this video is a group of men, who repeatedly enter the left platform by passing the

turnstiles in the wrong direction. See Fig. 4.14 for typical frames, Fig. 4.16 for the

ground truth. Finally, Fig. 4.16 again shows the ground truth and Tab. 4.5 summa-

rizes properties of the Exit platform dataset.

(a) (b)

Figure 4.14: Typical frames of the Exit platform dataset: (a) people
leaving the platform, (b) people going to the platform on the right.

http://www.eecs.qmul.ac.uk/~jianli/Dataset_List.html
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(a) (b) (c)

Figure 4.15: Abnormal frames of the Exit platform dataset: (a) woman
cleaning, (b) people crossing turnstiles in wrong direction and (c) person
loitering.

Off−line training

1 10000 20000 30000 40000 50000 57500 64901

On−line training

1 10000 20000 30000 40000 50000 57500 64901

Figure 4.16: Ground truth of the Exit platform dataset. Frames used
for training (green), frames containing at least one outlier (red). On-line
training of Adam’s HIST approach is carried out using a window of 15000
frames length(above), off-line training is carried out using the marked
regions containing significant normal events (below).

Underground train station exit platform dataset
dimension crop scale
512 × 384 [12, 12] in x, [16, 16] in y 1/3

number of frames frames per second magnitude threshold
64.901 25 1/10

maximum motion magnitude
7.2

source
Amit Adam, author of [1]

Table 4.5: Properties of the Exit platform dataset.
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4.3 Experiments

To allow for an in-depth analysis of the implemented methods a series of experi-

ments is conducted. Primarily, the experiments are designed to cover the entire pa-

rameter range of each method. Secondly, each experiment is post-processed to find

out whether the results can be improved by using Adam’s Integration Procedure (see

Chapter 3.3.1.1).

Adam’s integration procedure is run with the following parameter ranges:

• Z = {1, . . . , 5}

• pairs of (Y,K) = {(10, 9), (10, 8), (10, 7), (5, 4), (5, 3), (3, 2), (2, 1), (1, 1)}

• N = {0, . . . , 5}

This procedure results in a total number of 5·8·6 = 240 integration configurations

evaluated.

For the BASELINE method, Shi’s STCOG and Feng’s TASOM method first the experi-

ment is run and the result is stored. Then, all integration configurations are com-

puted and the result provided by the best configuration is stored.

Another approach is chosen to evaluate Adam’s HISTOGRAM method. The method

is run delivering a result. Afterwards, to provide data to analyze the integration pro-

cedure itself, every integration configuration is computed and the corresponding re-

sult is stored.

4.3.1 Experiment configurations

The parameterizations and resulting numbers of experiments run on each dataset

are:

• BASELINE – 1 experiment, which is also integrated, 2 results.

• HISTOGRAM – Adam’s method is run in on-line and off-line mode and with either

motion speed or direction used as feature. This results in 2 · 2 = 4 experiments,

each of them is integrated 240 times. The total result number therefore is 4 + 4 ·
240 = 964.
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• STCOG – Shi’s method is run on-line and off-line and in its original and modified

(M-STCOG) variant. Parameters are assigned as follows:

– NC = 4,Kmax = 100, β = 1/10,∆ = 1/10

– Number of frames used to form a pair-wise cuboid L = {1, . . . , 5}

– Probability threshold used for component creation

pmax = {0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1}

The total number of results including results obtained by integration is 2 · 2 · 5 ·
7 · 2 = 280.

• TASOM – Feng’s method is run on-line and off-line and in its original and mod-

ified (M-TASOM) form. Additionally, three different distance measures are ap-

plied: DBPKL , DBPA and DBPAR . Parameters are assigned as follows:

– α = 1/10, β = 1/10, ηmax = 1

– Lattice size K = {4, 6, 8}

– Number of frames used to estimate a motion pattern d = {1, 3, 5}

– Number of motion patterns per behavioral pattern m = {1, 2}

– Maximal neighborhood size σmax = {2, 4, 6, 8}. This value has to be

smaller than the current K configuration.

The total number including results obtained by integration is 2 · 2 · 2 · 3 · 3 · 2 ·
(2 + 3 + 4) = 1296.

In sum 2.542 experiments are run on each dataset, which are subsequently ana-

lyzed with the performance measure discussed next.

4.3.2 Evaluation of performance measures

According to Dee and Velastin [29] the main tools available to compare the perfor-

mance of outlier detection systems are Receiver Operating Characteristics (ROCs)

and confusion matrices.

Both are based on the classification of data instances in one of the four following

categories:
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• True positive (TP): an outlier correctly identified.

• False positive (FP): a normal instance incorrectly classified as outlier.

• True negative (TN): a normal instance correctly identified.

• False negative (FN): an outlier incorrectly classified as normal instance.

ROC curves are plots of true positive rates against false positive rates as the

threshold changes. They show the robustness of a method as a function of the

threshold and help to identify the most robust threshold (Fawcett [32]). However,

when evaluating outlier detection methods of video footage ROC curves are of

limited interpretability, since the two classes compared – normal and anomalous

data – differ significantly in size and hence the false positive rates are near zero for

all useful thresholds.

From confusion matrices, on the other hand, a variety of summary statistics can

be derived using the category counts above (Dee and Velastin [29], Altman and Bland

[5] and Baldi et al. [6]). The statistics evaluated in this work are summarized in the

following:

• The positive predictive value or precision is the proportion of correct outliers

detected:

PPV =
TP

TP + FP
.

• The Fβ score

Fβ = (1 + β2)
PPV · TPR

(β2 · PPV ) + TPR
=

(1 + β2)TP
((1 + β2)TP + β2FN + FP

is a measure of a test’s accuracy and can be interpreted as a weighted average

of precision and recall. In the following evaluation, β = {0.5, 1, 2} is used. Note

that for β = 0 the Fβ score is equal to PPV.

• Matthew’s correlation coefficient

MCC =
TP · TN − FP · FN√

(TP + FP)(TP + FN )(TN + FP)(TN + FN )
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is the only statistical measure taking into account all information of the con-

fusion matrix and is essentially a correlation coefficient between ground truth

and classification result. The value of MCC lies between -1 and +1. A coeffi-

cient of 1 represents a perfect method, 0 an average random method and -1 an

inversely perfect method.

4.3.3 Comparison of performance measures

In order to identify the most suitable measure to assess the performance of an exper-

iment configuration, an evaluation of the following performance measures is carried

out: three Fβ scores, namely F0.5, F1 and F2, the PPV and the MCC measure. In all

experiments, the best configuration of all 2.542 experiments is determined by simply

averaging the scores obtained for the frame statistics and those for the cell statistics,

i.e. for the MCC measure:

MCC =
1

2

(
MCC frames + MCCcells

)
.

The best performers on the UMN crowd activity dataset compared to the ground

truth according to the different measures are depicted in Fig. 4.17. All measures

consistently report Feng’s TASOM method to be the top performer, although the PPV

reports the top score for several methods. The respective confusion matrix entries

are given in Tab. 4.6.

Ground truth

1 250 500 750 1000 1250 1444

PPV (Feng)

1 250 500 750 1000 1250 1444
F

0.5
 (Feng)

1 250 500 750 1000 1250 1444
F

1
 (Feng)

1 250 500 750 1000 1250 1444
F

2
 (Feng)

1 250 500 750 1000 1250 1444

MCC (Feng)

1 250 500 750 1000 1250 1444

Figure 4.17: Performance measure comparison on the UMN crowd

activity dataset compared to the ground truth.
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frames cells
Method TP FP FN TN TP FP FN TN
Ground truth 276 0 0 1.167 5.132 0 0 139.168
PPV 123 0 153 1.167 410 0 4.722 139.168
F0.5 268 8 8 1.159 3.353 258 1.779 138.910
F1 268 8 8 1.159 3.464 304 1.668 138.864
F2 271 25 5 1.141 3.789 394 1.343 138.774
MCC 269 9 7 1.158 3.357 254 1.775 138.914

Table 4.6: Confusion matrix entries of the best performers regarding to
different evaluation measures for the UMN crowd activity dataset.

For the UCSD pedestrian dataset the best performers are found in Fig. 4.18.

Adam’s HISTOGRAM method outperforms all others with respect to all performance

measures except the PPV measure, which determines Feng’s TASOM to be the top

performer. The associated confusion matrix entries are listed in Tab. 4.7.

Ground truth

1 1000 2000 3000 4000 5000 6000 7000 7800

PPV (Feng)

1 1000 2000 3000 4000 5000 6000 7000 7800
F

0.5
 (Adam)

1 1000 2000 3000 4000 5000 6000 7000 7800
F

1
 (Adam)

1 1000 2000 3000 4000 5000 6000 7000 7800
F

2
 (Adam)

1 1000 2000 3000 4000 5000 6000 7000 7800

MCC (Adam)

1 1000 2000 3000 4000 5000 6000 7000 7800

Figure 4.18: Performance measure comparison on the UCSD pedestrian

dataset compared to the ground truth.

frames cells
Method TP FP FN TN TP FP FN TN
Ground truth 697 0 0 7.102 3.245 0 0 776.655
PPV 45 0 652 7.102 54 0 3.191 776.655
F0.5 384 20 313 7.083 1.220 176 2.025 776.579
F1 393 41 304 7.062 1.274 207 1.971 776.548
F2 476 392 221 6.711 1.336 615 1.909 776.140
MCC 384 20 313 7.083 1.220 176 2.025 776.579

Table 4.7: Confusion matrix entries of the best performers regarding to
different evaluation measures for the UCSD pedestrian dataset.

As can be seen in Fig. 4.18, PPV favors low false positive rates leading to selection

of experiment configurations that also have low true positive rates. On the UMN crowd
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activity dataset, PPV is the only measure selecting a configuration that misses 153

out of 276 frames, with the UCSD pedestrian dataset it even misses 652 of 697 frames.

Thus a required trade-off between false and true positives cannot be achieved with

PPV .

With the Fβ scores for β = 1 and β = 2 a converse observation is made: high TP

values are achieved at the cost of additional false positives, which can be observed

for F2 on the UMN crowd activity dataset in Fig. 4.17 and for both F1 and F2 on the

UCSD pedestrian dataset in Fig. 4.18.

The other two performance measures, F 0.5 and MCC perform almost equally on

the UMN crowd activity dataset and select the same experiment configuration on

the UCSD pedestrian dataset. Therefore, a comparison between those two is con-

ducted on the Exit platform dataset. Results are shown in Fig. 4.19 and Tab. 4.8.

Ground truth

1 10000 20000 30000 40000 50000 57500 64901
F

0.5
 (Adam)

1 10000 20000 30000 40000 50000 57500 64901

MCC (Feng)

1 10000 20000 30000 40000 50000 57500 64901

Figure 4.19: Performance measure comparison on the Exit platform

dataset compared to the ground truth.

frames cells
Method TP FP FN TN TP FP FN TN
Ground truth 4.452 0 0 60.449 25.984 0 0 6.464.116
F0.5 2.845 1.008 1.607 59.441 8.642 3.363 17.342 6.460.753
MCC 2.831 2.941 1.621 57.508 12.793 12.052 13.191 6.452.064

Table 4.8: Confusion matrix entries of the best performers regarding to
different evaluation measures for the Exit platform dataset.

The MCC measure attempts to reach a balanced configuration leading to nearly

equal true positive and false positive counts. Clearly, this is not the desired objective.

The F0.5 score, on the other hand, reaches a desired level of true positives while

allowing for an acceptable false positive level. For this reason, the F0.5 score was

chosen as performance measure. All results presented in the following are based on

F0.5 score analysis.
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4.4 Results

The results are presented in three parts: In the first, a detailed comparison regarding

the performance differences between the original and the modified variants of the

methods is given. These modified methods encompass: the algorithmic modifica-

tions, the application of the extension of Adam’s Integration method and, for Feng’s

TASOM approach, the usage of three distance measures and the application of multi-

model maintenance. The comparison is carried out with respect to the five video

datasets on the three implemented methods, namely, Adam’s HIST method as well as

Shi’s STCOG as Feng’s TASOM approach.

Since on-line ability is central to a method’s applicability in real-word scenarios,

in the second part the performance differences of experiment configurations using

on-line and off-line model training are analyzed. Again, the comparison is based on

experimental results of all five datasets.

Finally, the best performers on all datasets including detection examples are pre-

sented and a result summary is given. All results are ranked using the F0.5 score in-

troduced in the previous evaluation.

4.4.1 Original vs. modified variants

To allow for a comparison of the performances of the original methods and their

modified variants, results are given for the original method and combinations of

modifications used. For example, for Shi’s STCOG approach, results are given for the

original version, the algorithmically modified version only and a version including

the algorithmic modification and Adam’s integration step. By doing so, a statement

on the contribution of individual modifications can be given.

4.4.1.1 Adam’s HIST approach

The approach of Adam et al. [1] is methodically the simplest of the three compared

methods, employing a cyclic buffer to store observations and calculating a new ob-

servation’s probability based on those currently in the buffer. It tends to report a

large number of volatile false alarms, which are efficiently filtered using the inte-

gration method proposed. The main modification made to Adam’s approach is an
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extension of this procedure. In addition to the three original integration parame-

ters: Z, the number of alerting cells making up an “alarming” frame and the pair of

parameters, K and Y , controlling the filtering process of volatile events, a forth pa-

rameter, N , is added to configure the minimal size of an event. This simple idea is

based on the observation that objects in scenes normally cover more than one cell

and hence smaller objects can be filtered without decreasing the detection rate. The

subsequent comparison analyses the findings in applying the modified integration

procedure for both binning strategies proposed: angular binning (A) of the motion

direction and radial binning (R) of its magnitude.

In addition to the cyclic buffering approach, experiments with buffers filled once

in an off-line fashion were conducted, which for the majority of datasets yielded su-

perior results. Detailed performance discussion regarding on-line vs. off-line per-

formance is deferred to Chapter 4.4.2, in the following the best result is used. Find a

result summary in Tab. 4.9 including the true positive, false positive and false neg-

ative counts on a frame and cell level. For each dataset the individual experiment

configurations are ranked by their achieved overall F0.5 score.

frames cells
Dataset variant TP FP FN TP FP FN F0.5 %

orig., A 194 137 82 468 213 4.664 45,2
mod., A,N = 4 171 19 105 1.274 318 3.858 69,0
orig., R 225 3 51 2.284 211 2.848 85,1UMN crowd dataset

mod., R,N = 3 236 3 40 2.587 300 2.545 86,7
orig., A 81 158 616 145 510 3.100 18,4
mod., A,N = 1 113 210 584 443 1.755 2.802 23,4
orig., R 393 37 304 827 54 2.418 71,2

UCSD pedestrian
dataset

mod., R,N = 1 384 20 313 1.220 176 2.025 76,1
orig., R 156 400 288 209 556 1.191 26,3
mod., R,N = 4 75 41 369 300 405 1.100 38,4
orig., A 126 69 318 254 141 1.146 47,0Roadmarket dataset

mod., AN = 3 122 24 322 484 453 916 53,2
orig., R 53 1.790 569 15 5.525 1.120 1,8
mod., R,N = 5 44 1.316 578 33 12.320 1.102 2,0
orig., A 150 18 472 460 63 675 64,6

Junction dataset

mod., A,N = 1 143 5 479 457 46 678 65,8
orig., R 4.208 5.519 244 23.405 57.902 2.579 40,9
mod., R,N = 0 4.208 5.519 244 23.405 57.902 2.579 40,9
orig., A 2.845 1.008 1.607 8.642 3.363 17.342 65,0

Exit platform
dataset

mod., A,N = 0 2.845 1.008 1.607 8.642 3.363 17.342 65,0

Table 4.9: True positive, false positive and false negatives on all five
dataset for Adam’s HIST approach. Values are given for the original vari-
ant and for the modified variant using the extended integration proce-
dure.
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As described in Adam et al. [1], depending on a given scene, one of the two bin-

ning strategies is generally more suitable than the other. The superior strategy is

usually the one a user would choose intuitively when configuring the system. For

the shorter and simpler datasets, UMN crowd and UCSD pedestrian, the radial binning

provides better performance, whereas for the three remaining datasets angular bin-

ning performs better. The biggest performance difference is found for the Junction

dataset, where the motion magnitude carries no information about a given data in-

stance being an outlier and hence, the experiment performances are dominated by

false positives.

The proposed integration procedure extension improves the results for all

datasets except the Exit platform dataset. This improvement is not significant for

the UMN crowd dataset, because most of the outliers cover several dozen cells, nor

for the Junction dataset, because the reported outliers already are very sparse. For

the remaining two datasets, however, significant improvement is observed. For the

UCSD pedestrian dataset as well as the Roadmarket dataset, the vehicles exhibiting

unexpected behavior are larger than all other objects.

Depending on the size of the objects expected to show unexpected behavior in a

scene, the appliance of the extended integration procedure is advantageous.

4.4.1.2 Shi’s STCOG approach

For Shi’s STCOG approach, two modifications are applied, namely algorithmic modi-

fications and the use of the extended integration procedure. Algorithmic modifica-

tions comprise an extension of the adaptation mechanism using an aging concept

of the GMM components and the incorporation of the motion variance available

through the Unified motion feature procedure. For all experiments conducted using

the modified method, the extended integration procedure is applied to filter volatile

events. See Fig. 4.10 for results of the original and the modified variants on all five

datasets.

Shi’s STCOG approach performs acceptably well on the UMN crowd, UCSD

pedestrian and Roadmarket datasets, although it tends to report only on a small

part of the object responsible for the outlier. For the other two datasets, however, it

does not allow to robustly separate abnormal from normal data instances. Neither
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frames cells
Dataset variant TP FP FN TP FP FN F0.5 %

orig. 223 13 53 2.029 398 3.103 79,9
mod. 261 22 15 3.057 680 2.075 84,4UMN crowd

dataset mod. int. 250 15 26 3.046 673 2.086 84,8
orig. 320 77 377 578 312 2.667 56,3
mod. 298 31 399 805 358 2.440 62,5

UCSD
pedestrian

dataset mod. int. 382 23 315 1.059 144 2.186 74,1
orig. 95 168 349 143 288 1.257 27,3
mod. 73 53 371 124 86 1.276 33,1Roadmarket

dataset mod. int. 56 7 388 118 10 1.282 35,5
orig. 77 1.624 545 60 3.061 1.075 3,7
mod. 75 199 547 113 230 1.022 22,2

Junction
dataset

mod. int. 63 67 559 94 68 1.041 27,0
orig. 3.481 6.928 971 18.343 51.987 7.641 33,8
mod. 3.126 5.469 1.326 17.693 45.022 8.291 36,1Exit platform

dataset mod. int. 3.203 4.861 1.249 19.014 50.638 6.970 37,4

Table 4.10: True positive, false positive and false negatives on all five
dataset for Shi’s STCOG approach. Results are given for the original, the
algorithmically modified variant and for the modified variant integrated
using Adam’s procedure.

from the experimental results nor from the detection behavior a distinct reason for

this inability is deducible. Since the motion information is present in the feature

vector, it is likely that GMMs are not able to express more complex scene normality.

Also, these difficulties remain the same for feature spaces of different dimensions.

In practice, the first cells to fire false alarms are typically the corner cells, since

they are modeled using two STCOGs only, but also rare normal events are likely to

trigger false alarms, i.e., higher vehicles in the Junction dataset such as buses or

trucks. Although the false-alarm rate is significantly reduced when using the modi-

fied variant and can moreover be remedied to some extent by applying Adam’s inte-

gration procedure – as results in Tab. 4.10 show – in summary Shi’s approach is too

sensitive for real-world applications.

4.4.1.3 Feng’s TASOM approach

The modifications and extensions to Feng’s TASOM method are threefold: First,

algorithmic modifications are implemented to increase the adaptability of the

model, second, two additional difference measures are proposed to replace the

KL-divergence, namely an angular measure (A) and a combined angular-magnitude

measure (AR).
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Finally, the usage of multiple TASOM models is analyzed using the Junction

dataset. In Tab. 4.11 results ranked by F0.5 are found for all five datasets. Again,

experiment configurations displayed encompass the original method, the

algorithmically modified variant for all three difference measures, and, finally,

integrated results for the modified methods. In contrast to the other datasets,

an additional set of results is given for the Junction dataset, for which the

multiple-model TASOM approach was analyzed.

Similar to the performance results found for the two binning strategies of Adam’s

approach, the various difference measures suit different scenes in varying degrees.

While for the UMN crowd and the UCSD pedestrian dataset the angular measure does

not work, it outperforms the other measures significantly for the Roadmarket and the

Junction dataset. Apparently, the entropy-based KL-divergence measure – compu-

tationally the most complex of the three measures compared – is not suitable for

a range of scenes and can be replaced by other measures with comparable perfor-

mance for all other scenes.

The application of Adam’s integration procedure is advantageous for all datasets.

The bigger the challenge presented by a dataset, the greater is the advantage of inte-

gration, since its primarily filters volatile events and does not affect outliers detected

robustly. See, for example, the performance of integration on the Exit platform

dataset: although the angular R measure outperforms the mixture measure AR sig-

nificantly without integration, after integration both perform comparably.

Finally, multiple TASOM models were applied to the Junction dataset since the

best standard approach performs weakly with an F0.5 score of 31,4%. The poor per-

formance of the original approach is understandable since unexpected object be-

havior is determined mainly by unexpected motion direction in a local neighboor-

hood. These outliers, however, cannot be detected by the standard model, since the

same motion direction is normal in another part of the scene. Therefore, the im-

age plane is divided into 12 rectangular zones, two bigger zones in the upper part

of the plane and 10 smaller zones in the busier lower part. To avoid false alarms at

the border between zones, each zones’s model is trained using the inner as well as its

surrounding cells. See Fig. 4.20 for a depiction of the 12 zones used.

Although computational effort grows linearly with the number of models, it is

justified by the increase in detection performance. The two most prominent out-
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frames cells
Dataset variant TP FP FN TP FP FN F0.5 %

mod. R 215 226 61 533 394 4.599 41,4
mod. R int. 161 14 115 986 584 4.146 62,8
mod. AR 263 17 13 2.495 122 2.637 87,1
mod. AR int. 244 8 32 2.760 143 2.372 88,7
orig. KL 270 12 6 3.219 329 1.913 89,7
mod. KL 271 13 5 3.288 340 1.844 89,8

UMN crowd
dataset

mod. KL int. 268 8 8 3.353 258 1.779 91,4
mod. R 139 581 558 298 868 2.947 19,1
mod. R int. 52 6 645 315 135 2.930 29,6
mod. AR 240 68 457 760 106 2.485 59,4
orig. KL 235 35 462 737 74 2.508 61,5
mod. KL 252 45 445 792 105 2.453 62,4
mod. AR int. 203 5 494 811 44 2.434 63,6

UCSD
pedestrian

dataset

mod. KL int. 238 17 459 793 48 2.452 64,7
orig. KL 293 1.571 151 387 2.931 1.013 15,9
mod. KL 249 1.106 195 301 1.912 1.099 18,0
mod. AR 149 219 295 163 351 1.237 31,2
mod. R 186 255 258 270 380 1.130 37,9
mod. KL int. 81 38 363 201 117 1.199 40,8
mod. AR int. 131 31 313 184 46 1.216 49,8

Road-
market
dataset

mod. R int. 183 90 261 345 170 1.055 54,7
orig. KL 66 3.222 556 90 4.718 1.045 2,3
mod. AR 131 5.909 491 146 7.729 989 2,4
mod. KL 32 1.530 590 49 2.018 1.086 2,5
mod. R 65 1.028 557 81 1.129 1.054 6,6
mod. AR int. 71 663 551 72 760 1.063 9,0
mod. KL int. 25 91 597 50 189 1.085 11,7
mod. KL, 12 models 50 152 572 74 152 1.061 17,8
mod. KL int., 12 models 46 19 576 68 20 1.067 24,5
mod. AR, 12 models 95 119 527 127 161 1.008 30,0
mod. R int. 60 55 562 160 126 975 31,4
mod. R, 12 models 120 66 502 309 116 826 49,2
mod. AR int., 12 models 108 27 514 283 103 852 49,6

Junction
dataset

mod. R int., 12 zones 138 0 484 491 48 644 66,7
orig. KL 3.083 4.508 1.369 11.679 18.402 14.305 42,1
mod. KL 3.307 4.861 1.145 11.324 18.721 14.660 41,6
mod. KL int. 1.103 636 3.349 6.082 5.094 19.902 45,7
mod. R 1.784 822 2.668 6.659 1.752 19.325 57,9
mod. R int. 1.361 303 3.091 7.039 1.763 18.945 59,4
mod. AR 2.031 1.436 2.421 7.043 4.481 18.941 52,1

Exit
platform
dataset

mod. AR int. 1.684 456 2.768 7.624 3.427 18.360 59,5

Table 4.11: Results on all five datasets using Feng’s TASOM approach. Val-
ues are given for the original method and for individual difference mea-
sures on the algorithmically modified method. For the modified method,
results after applying the integration procedure are also given as well as
those for the multiple model variant on the Junction dataset.

liers, i.e., ambulances driving in forbidden directions, are flawlessly detected. On

the other hand, outliers triggered by smaller objects such as pedestrian or bikers, are

missed, which is due to the cell size used for detection.

To sum up, Feng’s original TASOM approach performs well on simpler datasets

but cannot convince on more difficult ones. The proposed algorithmic modifica-
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Figure 4.20: Multiple TASOM models on the Junction dataset. To improve
the detection rate and allow for local modeling of normality multiple
models are maintained, depicted as green and blue rectangles.

tion improves the method’s performance on four datasets, but the improvement is

not significant. The application of Adam’s integration procedure leads to a further

performance increase, but still the method does not perform well on all datasets.

The reasons are, on the one hand, KL-divergence being an inappropriate distance

measure and, on the other, the approach’s inability to model localized scene nor-

mality. Only the usage of additional distance measures proposed and deployment of

multiple models are able to raise the method’s performance to a competitive level.

4.4.2 On-line vs. off-line performance

One of the most important aspects of an outlier detection method is its ability to

adapt to the changes in the scene due to environment changes such as changing il-

lumination or weather condition, something that can only be achieved in an on-line

fashion. Surprisingly, many of the methods proposed in the literature are not able to

adapt to changes of the observed scene, but train their models in an off-line fashion

only. The three methods analyzed in this work, however, offer this possibility. In this

Chapter their on-line abilities are investigated by comparing their performance to

that of their off-line counterparts.

Although the histogram-based method proposed by Adam et al. [1] is originally

proposed to only operate in an on-line fashion using a cyclic buffer, its off-line abil-
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ities are also examined in this work. Using the same training data as for all other

methods, a fixed length buffer is filled and used to detect outliers.

In addition to their off-line capabilities, for Shi’s STCOG and Feng’s TASOM approach

concepts are proposed to constantly adapt the scene models in an on-line fashion.

While for the STCOG all GMMs are continuously trained using the incoming data, the

TASOM model is updated using a randomly selected subset of data instances only. See

Fig. 4.12 for results on all five datasets ranked by F0.5 score.

frames cells
dataset method TP FP FN TP FP FN F0.5 %

STCOG off-line 255 6 21 2.128 285 3.004 84,3
STCOG on-line 250 15 26 3.046 673 2.086 84,8
HIST on-line 213 2 63 3.012 476 2.120 86,3
HIST off-line 236 3 40 2.587 300 2.545 86,7
TASOM on-line 252 5 24 3.278 343 1.854 90,1

UMN crowd
activity
dataset

TASOM off-line 268 8 8 3.353 258 1.779 91,4
HIST on-line 247 52 450 799 363 2.446 57,9
TASOM on-line 213 14 484 842 155 2.403 62,3
TASOM off-line 238 17 459 793 48 2.452 64,7
STCOG on-line 363 15 334 946 127 2.299 72,4
STCOG off-line 382 23 315 1.059 144 2.186 74,1

UCSD
pedestrian

dataset

HIST off-line 384 20 313 1.220 176 2.025 76,1
STCOG on-line 85 309 359 217 2.031 1.183 15,7
STCOG off-line 56 7 388 118 10 1.282 35,5
TASOM off-line 150 67 294 257 115 1.143 50,8
HIST off-line 122 29 322 271 127 1.129 51,8
HIST on-line 122 24 322 484 453 916 53,2

Roadmarket
dataset

TASOM on-line 183 90 261 345 170 1.055 54,7
STCOG on-line 31 274 591 43 529 1.092 7,4
HIST on-line 37 77 585 128 305 1.007 19,7
STCOG off-line 63 67 559 94 68 1.041 27,0
TASOM on-line 138 0 484 464 75 671 64,6
HIST off-line 143 5 479 457 46 678 65,7

Junction
dataset

TASOM off-line 138 0 484 491 48 644 66,7
STCOG off-line 2.917 4.515 1.535 16.380 42.981 9.604 36,9
STCOG on-line 3.203 4.861 1.249 19.014 50.638 6.970 37,4
HIST on-line 3.511 4.134 941 13.813 27.815 12.171 43,0
TASOM on-line 1.361 303 3.091 7.039 1.763 18.945 59,4
TASOM off-line 1.684 456 2.768 7.624 3.427 18.360 59,5

Exit
platform
dataset

HIST off-line 2.845 1.008 1.607 8.642 3.363 17.342 65,0

Table 4.12: True positive, false positive and false negatives on all five
dataset with Shi’s STCOG approach. Values are given for the original vari-
ant and the algorithmically modified variant, in both cases with and
without appliance of Adam’s integration procedure.

The cyclic buffer of Adam’s HIST approach tends to decrease its on-line

performance. For all but one dataset, namely, the Roadmarket dataset, the off-line

HIST approach outperforms its on-line counterpart significantly. This is because

of two reasons: First, only two of the five real-world scenes dataset evaluated
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in this work exhibit phases, namely, the Junction and Exit platform dataset.

For all other datasets, the cyclic buffer approach has no real-world equivalence.

Second, for the given datasets, off-line training data represents scene normality to a

sufficient extent, while, when moving the buffer window along the video, normality

is often only poorly represented. At the beginning of the UCSD pedestrian dataset,

for example, larger crowds are observed encompassing the normal behavior

adequately, while only occasionally observed pedestrians later on do not represent

the scene’s normality sufficiently. Summarized, the simple adaptability concept is

often not sufficient for real-world scenes.

The on-line and off-line achievements of the STCOG approach proposed by Shi

et al. [95] are very similar on three of the datasets, i.e., UMN crowd activity, UCSD

pedestrian and Exit platform datasets. For both the Roadmarket and Junction

dataset, the on-line variant suffers from massive false positives and is clearly unable

to model the scene. This behavior is related to the modeling issues already analyzed

in Sec. 4.4.1.2.

Last but not least, Feng’s TASOM approach delivers the most convincing on-line

performance in that the results are comparable to its off-line performance for all five

datasets. Compared to the other methods, this behavior can be interpreted in so far

that the on-line adaptation concept is working. Of course, due to the length of the

datasets evaluated, a decisive statement regarding the on-line performance cannot

be made.
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4.4.3 Best performers

Finally, the best performers of all three methods are shown on each of the datasets

using three different forms of representation. Again, the confusion matrix statistics

are used, but, in addition, time-line comparisons of detected outliers on a frame

level and examples of correct detections as well as false alarms are shown. Detailed

results for the best performers in 42 different classes of experiment configurations,

i.e., difference measure or binning strategy used, on-line/off-line variant, integra-

tion, are enclosed. In addition, the results for the BASELINE method are included to

convey a sense of what is possible with a trivial method.

4.4.3.1 UMN crowd activity dataset

The UMN crowd activity dataset shows a crowd moving in unpredictable patterns

and escaping collectively. Two scenes are edited together giving two outliers.

All four methods perform well on the UMN crowd activity dataset. The M-TASOM

is the only method achieving an F0.5 score higher than 90%, all other methods fall

back slighty to at around 85% – see Tab. 4.13. See Fig. 4.21 for a time-line comparison

of the results with the ground truth at frame-level. Interestingly, the simple BASELINE

performs better than the M-STCOG approach, which is due to its sensitivity to the cut

in the middle of the video, which was edited in to concatenate two sequences.

Ground truth

1 250 500 750 1000 1250 1444

M−TASOM

1 250 500 750 1000 1250 1444

HIST

1 250 500 750 1000 1250 1444

BASELINE

1 250 500 750 1000 1250 1444

M−STCOG

1 250 500 750 1000 1250 1444

Figure 4.21: Best performers of all four methods on the UMN crowd

activity dataset.

Examples of detections are shown in Fig. 4.22 for all four methods, detailed re-

sults for all 42 categories are found in Tab. 4.13.
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(a) (b) (c) (d)

Figure 4.22: Examples of outliers detected in the UMN crowd activity

dataset. True positives (red), false positives (yellow) and false nega-
tives (white) for (a) Modified Feng’s TASOM approach, (b) Adam’s HIST ap-
proach, (c) BASELINE and (d) modified Shi’s STCOG approach.
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4.4.3.2 UCSD pedestrian dataset

The UCSD pedestrian dataset shows a campus park scene predominated by pedes-

trians moving uniformly. Outliers such as buggies driven or pedestrians running

through the scene are primarily identified due to their higher velocities. In con-

trast to the simple UMN crowd activity video, the BASELINE approach is no longer

able to keep up with the other methods and reports significantly more false alarms.

See Fig. 4.23 for a time-line comparison of the detections with the ground truth at

frame-level.

The other three methods identify the majority of the outliers, in fact M-STCOG

and M-TASOM detect all outliers, only Adam’s HIST approach misses the first outlier,

a running pedestrian, completely. HIST and M-STCOG are able to achieve the high-

est ground truth congruence at around 75% F0.5 score. However, the fact that the

top performing HIST result is not achieved with the original setup should not go un-

mentioned – it is an off-line result. Using the cyclic approach originally proposed

the best score obtained is 57,9 %, as can be seen with other detailed results in Tab.

4.14. Also, the UCSD pedestrian dataset is the only one for which the STCOG approach

performs better than the TASOM approach. The best performer is an off-line variant

employing an average of 14 GMM components to model the scene. In comparison,

the on-line variant already creates an average 36 components to achieve a similar

result. The best TASOM performer is a modified off-line variant using KL-divergence

as a difference measure. However, the M-TASOM approach covers less of the ground

truth and suffers from more false alarms compared to the two other methods and, as

a consequence, scores lower. Detection examples are found in Fig. 4.24.

Ground truth

1 1000 2000 3000 4000 5000 6000 7000 7800

HIST

1 1000 2000 3000 4000 5000 6000 7000 7800

M−STCOG

1 1000 2000 3000 4000 5000 6000 7000 7800

M−TASOM

1 1000 2000 3000 4000 5000 6000 7000 7800

BASELINE

1 1000 2000 3000 4000 5000 6000 7000 7800

Figure 4.23: Best performers of all four methods on UCSD pedestrian

dataset.
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(a) (b) (c)

Figure 4.24: Examples of outliers detected in the UCSD pedestrian

dataset. True positives (red), false positives (yellow) and false negatives
(white) for (a) Adam’s HIST approach, (b) modified Shi’s STCOG approach
and (c) modified Feng’s TASOM approach
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4.4.3.3 Roadmarket dataset

The Roadmarketdataset shows a street junction where outliers consist of vehicles tak-

ing unexpected paths, i.e. turning around. Reflections due to the wet environment,

camera movement and the varying frame rate make it a challenging dataset.

Surprisingly, the best performers on the Roadmarket dataset are on-line variants

of M-TASOM and HIST approaches, for a time-line comparison of detection results with

the ground truth at frame-level see Fig. 4.25.

Ground truth

1 1000 2000 3000 4000 5147

TASOM

1 1000 2000 3000 4000 5147

HIST

1 1000 2000 3000 4000 5147

M−STCOG

1 1000 2000 3000 4000 5147

BASELINE

1 1000 2000 3000 4000 5147

Figure 4.25: Best performers of all four methods on the Roadmarket

dataset.

This outcome is particularly interesting given the fact that the off-line training set

was chosen to include almost all parts of the dataset showing normal behavior, see

Fig. 4.10. However, even the on-line training data used to train the models before

applying them to outlier detection is quite large. Since the performance differences

between on-line and off-line variants are not particularly large a decisive reason as

to what causes these differences cannot be given.

The false alarms reported by the TASOM approach are mostly caused by objects

that do not move along the main axis of movement, an expected behavior that

demonstrates one of the main weaknesses of the approach: its inability to model

normal local behavior. The false alarms of the HIST approach, on the other hand,

are caused by an aspect which could not be observed with other datasets: it is

sensitive to sudden motion changes caused by camera movement and time lapses.

Nevertheless, it is the only method detecting every outlier even if the congruence

with the ground truth is not particularly large.
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The best performance of the STCOG method is delivered by a modified off-line

variant with approximately 17 average components per GMM. The reported outliers

are very sparse, but accurate, and only one outlier is missing. However, a very low

probability threshold is necessary to obtain useful results indicating that the model

is on the verge of its expressive power.

The BASELINE method is obviously overwhelmed by the task and is consequently

dominated by false alarms.

Examples of outliers detected are displayed in Fig. 4.26, detailed results for all 42

categories can be found in Tab. 4.15.
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(a) (b) (c)

Figure 4.26: Examples of outliers detected in the UCSD pedestrian

dataset. True positives (red), false positives (yellow) and false nega-
tives (white) for (a) modified Feng’s TASOM approach, (b) Adam’s HIST ap-
proach and (c) modified Shi’s STCOG approach. M-TASOM detects outliers
in congruence with the ground truth, but some are missed. HIST shows
good detection rates but suffers from false alarms while M-STCOG detects
outlier sporadically and with little congruence.
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4.4.3.4 Junction dataset

The Junction dataset observes a traffic junction regulated by traffic lights, i.e., there

are phases present in the scene. The scene is modeled well by the M-TASOM and HIST

approaches, although the smaller outliers representing pedestrians walking or bik-

ers driving on unexpected paths are not recognized for the most part. This sug-

gests that the chosen cell size is too small to satisfactorily model outliers of this size.

Apart from the missing outliers, the M-TASOM delivers very good congruence with the

ground truth and does not signal any false alarms. However, this performance is

only achieved by modeling multiple TASOM models and using the angular difference

measure. The originally proposed method falls back broadly by achieving only 12.3%

compared to 66.7% F0.5 score. See Fig. 4.27 for a time-line comparison of the results

with the ground truth at frame-level.

Ground truth

1 10000 20000 30000 40000 45000

M−TASOM

1 10000 20000 30000 40000 45000

HIST

1 10000 20000 30000 40000 45000

M−STCOG

1 10000 20000 30000 40000 45000

BASELINE

1 10000 20000 30000 40000 45000

Figure 4.27: Best performers of all four methods on the Junction dataset.

The histogram-based HIST method detects at least one pedestrian outlier, but

suffers from multiple false alarms mostly triggered by objects not seen during train-

ing, i.e., double-decker buses. As with the UCSD pedestrian dataset, this perfor-

mance was achieved with the off-line variant of the method, which scores 19.7%

compared to 65.8% of the modified method. In this case, the significant deterio-

ration is caused by the short buffer used for the cyclic on-line approach and the ac-

companying fact that due to varying traffic density scene normality is expressed only

insufficiently.

Finally, the M-STCOG approach is not able to robustly distinguish normal and ab-

normal events and suffers from false alarms while the BASELINE method delivers no

useful result at all.
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See Fig. 4.28 for examples of detected outliers for the M-TASOM, HIST and M-STCOG

approaches as well as Tab. 4.16 for detailed results in all 42 categories.

(a) (b) (c)

Figure 4.28: Examples of outliers detected in the Junction dataset. True
positives (red), false positives (yellow) and false negatives (white) for (a)
Feng’s M-TASOM approach, (b) Adam’s HIST approach and (c) Shi’s M-STCOG
approach.
Small outliers like pedestrians and bikers are missed almost completely
by all methods. Two prominent outliers, i.e., ambulances driving the
wrong way, are detected in congruence with the ground truth by M-TASOM

and HIST, while Shi’s M-STCOG misses one and achieves poor congruence
on the other.



4.4. Results 87

p
o

s.
m

o
d

el
o

n
-l

in
e

∆
p

ar
am

et
er

s
Z

,Y
,K

,N
T

P
f

%
T

N
f

%
F

0.
5,

f
%

T
P

c
%

T
N

c
%

F
0.

5,
c

%
∅

F
0.

5
%

1
M

-T
A

SO
M

A
K

=
6
,σ

m
ax

=
4
,d

=
3
,m

=
2

1,
10

,7
,1

22
.2

10
0.

0
58

.8
43

.3
10

0.
0

74
.6

66
.7

2
H

IS
T

A
2,

3,
2,

1
23

.0
10

0.
0

58
.9

40
.3

10
0.

0
72

.6
65

.8
3

M
-T

A
SO

M
X

A
K

=
6
,σ

m
ax

=
4
,d

=
3
,m

=
2

1,
10

,7
,1

22
.2

10
0.

0
58

.8
40

.9
10

0.
0

70
.5

64
.6

4
TA

SO
M

X
A

K
=

6
,σ

m
ax

=
2
,d

=
3
,m

=
1

19
.9

99
.8

44
.2

30
.3

10
0.

0
58

.0
51

.1
5

TA
SO

M
A

K
=

6
,σ

m
ax

=
2
,d

=
3
,m

=
1

19
.6

99
.8

43
.5

30
.4

10
0.

0
58

.2
50

.9
6

M
-T

A
SO

M
X

A
R

K
=

8
,σ

m
ax

=
2
,d

=
3
,m

=
2

1,
10

,9
,1

17
.4

99
.9

46
.5

24
.9

10
0.

0
52

.8
49

.6
7

M
-T

A
SO

M
X

A
K

=
6
,σ

m
ax

=
6
,d

=
5
,m

=
1

19
.3

99
.9

43
.9

27
.2

10
0.

0
54

.5
49

.2
8

M
-T

A
SO

M
A

K
=

8
,σ

m
ax

=
8
,d

=
3
,m

=
1

19
.6

99
.8

43
.5

26
.9

10
0.

0
54

.1
48

.8
9

H
IS

T
A

30
.5

99
.2

33
.8

40
.4

10
0.

0
49

.4
41

.6
10

TA
SO

M
A

K
=

8
,σ

m
ax

=
6
,d

=
3
,m

=
2

3,
10

,9
,1

9.
5

99
.9

28
.3

13
.9

10
0.

0
35

.9
32

.1
11

M
-T

A
SO

M
X

A
R

K
=

4
,σ

m
ax

=
2
,d

=
5
,m

=
1

15
.3

99
.7

32
.1

11
.2

10
0.

0
27

.8
30

.0
12

TA
SO

M
X

A
K

=
6
,σ

m
ax

=
2
,d

=
5
,m

=
1

2,
10

,7
,0

9.
0

99
.9

29
.6

8.
6

10
0.

0
29

.7
29

.6
13

M
-S

T
C

O
G

L
=

5
,p

m
ax

=
0
.1

1,
10

,7
,0

10
.1

99
.8

27
.6

8.
3

10
0.

0
26

.4
27

.0
14

TA
SO

M
X

A
R

K
=

8
,σ

m
ax

=
2
,d

=
3
,m

=
1

19
.6

98
.9

19
.9

25
.2

10
0.

0
29

.5
24

.7
15

TA
SO

M
A

R
K

=
8
,σ

m
ax

=
2
,d

=
3
,m

=
1

19
.3

98
.9

19
.6

25
.2

10
0.

0
29

.5
24

.5
16

M
-T

A
SO

M
K

L
K

=
4
,σ

m
ax

=
2
,d

=
1
,m

=
1

1,
10

,7
,0

7.
4

10
0.

0
26

.1
6.

0
10

0.
0

22
.9

24
.5

17
M

-T
A

SO
M

X
K

L
K

=
4
,σ

m
ax

=
2
,d

=
1
,m

=
1

1,
10

,7
,0

7.
4

10
0.

0
26

.1
6.

0
10

0.
0

22
.9

24
.5

18
M

-S
T

C
O

G
L

=
5
,p

m
ax

=
0
.1

12
.1

99
.6

21
.8

10
.0

10
0.

0
22

.5
22

.2
19

H
IS

T
X

A
1,

10
,8

,2
5.

9
99

.8
17

.2
11

.3
10

0.
0

22
.3

19
.7

20
M

-T
A

SO
M

K
L

K
=

4
,σ

m
ax

=
4
,d

=
3
,m

=
1

8.
0

99
.7

17
.5

6.
5

10
0.

0
18

.1
17

.8
21

M
-T

A
SO

M
X

K
L

K
=

4
,σ

m
ax

=
4
,d

=
3
,m

=
1

8.
0

99
.7

17
.5

6.
5

10
0.

0
18

.1
17

.8
22

TA
SO

M
K

L
K

=
8
,σ

m
ax

=
2
,d

=
3
,m

=
1

7.
1

99
.4

11
.7

5.
8

10
0.

0
13

.0
12

.3
23

TA
SO

M
X

K
L

K
=

8
,σ

m
ax

=
2
,d

=
3
,m

=
1

7.
1

99
.4

11
.7

5.
8

10
0.

0
13

.0
12

.3
24

M
-T

A
SO

M
A

R
K

=
4
,σ

m
ax

=
2
,d

=
1
,m

=
2

1,
10

,9
,0

11
.4

98
.5

10
.0

6.
3

10
0.

0
8.

1
9.

0
25

TA
SO

M
A

R
K

=
4
,σ

m
ax

=
2
,d

=
1
,m

=
1

1,
10

,9
,1

4.
0

99
.5

7.
9

4.
4

10
0.

0
7.

7
7.

8
26

TA
SO

M
X

A
R

K
=

4
,σ

m
ax

=
2
,d

=
1
,m

=
1

1,
10

,9
,1

4.
0

99
.5

7.
9

4.
4

10
0.

0
7.

7
7.

8
27

M
-S

T
C

O
G

X
L

=
1
,p

m
ax

=
0
.5

1,
10

,7
,0

5.
0

99
.4

8.
4

3.
8

10
0.

0
6.

3
7.

3
28

TA
SO

M
K

L
K

=
4
,σ

m
ax

=
4
,d

=
5
,m

=
2

1,
10

,8
,1

3.
1

99
.6

6.
9

3.
3

10
0.

0
6.

7
6.

8
29

TA
SO

M
X

K
L

K
=

4
,σ

m
ax

=
4
,d

=
5
,m

=
2

1,
10

,8
,1

3.
1

99
.6

6.
9

3.
3

10
0.

0
6.

7
6.

8
30

M
-S

T
C

O
G

X
L

=
1
,p

m
ax

=
0
.5

7.
7

98
.5

7.
0

5.
4

10
0.

0
5.

0
6.

0
31

H
IS

T
X

A
9.

5
98

.4
8.

0
3.

1
10

0.
0

3.
6

5.
8

32
ST

C
O

G
L

=
3
,p

m
ax

=
5
E
−

0
2

1,
10

,7
,0

9.
0

97
.7

5.
7

4.
2

10
0.

0
2.

5
4.

1
33

ST
C

O
G

L
=

3
,p

m
ax

=
5
E
−

0
2

12
.4

96
.3

5.
2

5.
3

99
.9

2.
2

3.
7

34
B

A
SE

LI
N

E
1,

5,
4,

0
1.

3
99

.7
3.

5
0.

7
10

0.
0

2.
4

2.
9

35
M

-T
A

SO
M

A
R

K
=

4
,σ

m
ax

=
2
,d

=
1
,m

=
2

21
.1

86
.7

2.
6

12
.9

99
.8

2.
2

2.
4

36
B

A
SE

LI
N

E
1.

9
99

.1
2.

7
1.

0
10

0.
0

1.
9

2.
3

37
H

IS
T

X
R

4,
2,

1,
5

7.
1

97
.0

3.
6

2.
9

99
.7

0.
3

2.
0

38
ST

C
O

G
X

L
=

1
,p

m
ax

=
1

2,
10

,9
,0

31
.2

81
.9

2.
9

14
.0

99
.2

0.
6

1.
7

39
H

IS
T

R
5,

10
,9

,5
12

.9
92

.7
2.

9
4.

1
99

.3
0.

2
1.

5
40

ST
C

O
G

X
L

=
1
,p

m
ax

=
1

46
.3

69
.2

2.
5

21
.1

98
.6

0.
5

1.
5

41
H

IS
T

X
R

16
.6

88
.6

2.
4

1.
4

99
.7

0.
2

1.
3

42
H

IS
T

R
94

.2
21

.4
2.

1
78

.9
93

.3
0.

4
1.

2

Ta
b

le
4.

16
:T

o
p

p
er

fo
rm

er
s

o
fa

ll
42

ca
te

go
ri

es
o

n
th

e
J
u
n
c
t
i
o
n

d
at

as
et

ra
n

ke
d

b
y

F
0
.5

sc
o

re
.C

o
n

fi
gu

ra
ti

o
n

d
et

ai
ls

,
tr

u
e

p
o

si
ti

ve
an

d
fa

ls
e

n
eg

at
iv

e
ra

te
s

sh
ow

n
.B

es
tp

er
fo

rm
er

s
o

fe
ac

h
m

et
h

o
d

in
gr

ay
.



88 Chapter 4. Experiments and Results

4.4.3.5 Exit platform dataset

The Exit platform dataset is the longest and most challenging dataset of this eval-

uation. Most of its outliers consist of people walking in the wrong direction at a

platform shown at the left of the scene thereby passing the turnstiles. The path of a

person walking on this platform is a result of two components: Primarily, a vertical

component from moving up and down the stairs, secondarily, a diagonal component

moving back and forth on the platform, containing the outlier information. Since

people are moving in both directions at the same time, these motion components

are hard to separate. Other outliers of the datasets are more isolated and therefore

easier to detect.

Again, the HIST and TASOM approaches outperform the other approaches by far,

but nevertheless none of the two can solve the dataset satisfactorily. The main rea-

son for the difficulties posed by the dataset, as mentioned above, is the indistin-

guishability of motion patterns. Another reason is the rareness of normal events in

the scene, i.e., too little pedestrians walking the platforms. This is a general problem

for all approaches, but especially difficult for the HIST approach, which cannot keep

up a model of normality despite using a buffer of 15.000 frames length. Shi’s STCOG

approach suffers from too many false positives to be useful, whereas the BASELINE

approach performers quite well given its simplicity, but suffers from the same prob-

lems as the other approaches.

Ground truth

1 10000 20000 30000 40000 50000 57500 64901

HIST

1 10000 20000 30000 40000 50000 57500 64901

TASOM

1 10000 20000 30000 40000 50000 57500 64901

M−STCOG

1 10000 20000 30000 40000 50000 57500 64901

BASELINE

1 10000 20000 30000 40000 50000 57500 64901

Figure 4.29: Best performers of all four methods on the Exit platform

dataset.
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A time-line comparison of the results with the ground truth at frame-level is dis-

played in Fig. 4.29 and detection examples are shown in Fig. 4.30. Also, see Tab. 4.17

for detailed results of all 42 categories.

(a) (b) (c)

Figure 4.30: Examples of outliers detected in the Junction dataset. True
true positives (red), false positives (yellow) and false negatives (white)
for (a) Adam’s HIST approach, (b) Feng’s TASOM approach and (c) the mod-
ified Shi’s STCOG approach.
HIST detects most of the outliers, but, like all methods, is not able to com-
pletely separate the complex motion patterns at the platform. TASOM de-
tects outliers in good congruence with the ground truth but misses more
than HIST. M-STCOG detects the most outliers, but also suffers massively
from false negatives.
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4.5 Summary

To sum up, two methods have proven to perform well on all five datasets: Adam’s

HIST and Feng’s TASOM approach. However, it should be mentioned that the TASOM

approach produces its good results mostly due to the modifications proposed and

carried out in this work. Although the algorithmic modifications do not bring the

desired success, the use of the proposed distance measures proves successful on the

three more challenging datasets, where the angular-based difference measures are

found to be significantly more distinctive than KL-divergence used in the original

method. On the remaining datasets, both the proposed difference measures and KL-

divergence provide comparable performance, but the computational complexity of

KL-divergence is significantly greater. In addition, employing multiple SOM models

– as proposed in this work – proves very effective on the Junction dataset, on which

the original version of the method fails. This is due to the fact, that anomalous be-

havior in one part of the scene is normal in another part and hence, multiple models

are necessary to sufficiently describe local normalcy. However, the configuration ef-

fort for the TASOM method is very high, even experienced users might find it difficult

to intuitively make the right configuration decisions.

Despite its simplicity Adam’s HISTmethod performs well on all datasets. Its great-

est weakness is its inability to generalize, which has the consequence that if normal

events in a scene cannot observed densely enough the cyclic model approach breaks

down. Also, normal events deviating from the average event, i.e. a person taller than

others, result in outliers. Advantageous are its low computational complexity and

configuration effort. Experiments without application of the integration procedure

show that the HIST approach relies heavily on successful filtering of volatile events,

since it reports far more events than other methods. In general, Adam’s integration

procedure has proven to be a simple yet effective tool to filter volatile outliers, al-

though the possible improvement tends to be less significant for more sophisticated

models.

The STCOG approach works well on simple tasks, but is too sensitive to perform

well for more challenging dataset. In fact, the method suffers from an inability to

robustly distinguish normal events from outliers. Although the chosen feature

contains motion information in a distinguishable form, the performance achieved

makes it most likely that the chosen GMM approach is not able to model the
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normality adequately. When updating the model in an on-line fashion, these

modeling difficulties even increase.

When detecting outliers on video datasets exhibiting complex motion patterns,

like the Exit platform dataset, doubts about the employed motion feature extrac-

tion strategy arise. Since the behavior observed on the platform in this scene cannot

be successfully separated using radial or angular-based motion features, more so-

phisticated approaches are necessary to solve this dataset. One possibility would be

to determine the main components present in the observed motion, e.g., by using k-

means clustering. For, if the features, regardless of their structure, do not represent

the normal and anomalous data in a separable form, every approach is doomed to

fail.
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5.1 Conclusion

This Master’s thesis deals with solutions to the problem of outlier detection in video

datasets. The number of surveillance cameras deployed in our world is steadily in-

creasing and an automated detection of unexpected behavior is desirable in order

to facilitate the task of monitoring CCTV footage. Typically this is thought of as a

system taking over the tedious task of filtering unexpected events that may require

attention of a human operator.

Traditionally, this problem is solved based on object detection and tracking,

where objects exhibiting unusual trajectories are reported as outliers. However,

this methodology has been found to be inadequate since it is likely to break down

whenever scenes get crowded and is prone to the creation of false targets such as

shadows or clouds. Consequently, in recent years numerous methods have been

proposed that circumvent the error-prone task of object tracking by directly using

low-level features to model the normality of the observed scene.

While for the area of trajectory-based outlier detection various surveys exist,

none are available for low-level-feature based approaches. In addition, method
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experiments are often conducted on short videos only and there is neither an

established set of test datasets nor an agreement as to which performance measure

should be used for evaluation. Hence direct performance comparison of different

methods in the literature is difficult.

Therefore, the objectives of this thesis are twofold: First, an overview of

approaches proposed in the field of low-level-based outlier detection is given in

Chapter 2. Second – based on a list of desirable properties – three of these methods

are chosen to be implemented and their performance is analyzed on a set of five

real-world video datasets presenting various representative challenges.

Two of the selected approaches are based on statistical methods, namely

a histogram-based approach (HIST) proposed by Adam et al. [1] and a method

employing multiple GMMs (STCOG) to model scene normality introduced by Shi

et al. [95]. The third approach (TASOM) is proposed by Feng et al. [33] and uses a

Self-Organizing Map. Alongside a detailed description of the implementation,

several modifications and extensions to increase the detection performance of

these methods are described in Chapter 3. Besides algorithmic modifications of the

TASOM and the STCOG approach, the usage of two additional difference measures and

maintenance of multiple models to describe normal local behavior are proposed for

the TASOM approach. The integration procedure introduced with the HIST method is

extended and applied to all three methods to filter volatile outliers.

In Chapter 4 the results of the best performing experiment configurations in dif-

ferent categories are compared. To that end, ground truth on all datasets is manually

labeled and an evaluation of various confusion matrix-based statistics is conducted

to identify a performance measure used in subsequent analysis. The most suitable

measure is found to be a specific Fβ score, a weighted average of precision and re-

call, namely F0.5. Results are then presented on different levels. First, the original and

modified methods are compared, then on-line vs. off-line performance is analyzed

and finally the best performers on all five datasets are presented. In addition, results

of an on-line k-means approach are given to provide insight into the performance

possible with a BASELINE method.

Two of the three methods are found to perform well: Adam’s HIST method and

Feng’s TASOM method. Shi’s STCOG method performs acceptably well on the simpler

datasets, but is not able to model more complex scene normality. Given its sim-
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plicity the HIST approach performs remarkably well although for three out of five

datasets the cyclic approach originally proposed by Adam et al. [1] is significantly

outperformed by its off-line counterpart additionally tested in this work. The reason

for this behavior is that the cyclic buffer strategy used cannot sufficiently generalize

normal scene behavior. Nevertheless, the small number of parameters make it the

most easily configurable approach.

The STCOG approach works well only on three datasets but tends to report a small

part of an outlying object only. The poor performance on the longer and more com-

plex datasets is mainly due to the model’s limited expressive power. These modeling

difficulties even increase when adapting the model in an on-line fashion.

Although the third approach, Feng’s TASOM model, performs well on all datasets,

this performance is largely due to the extension proposed in this thesis. Apart from

the two simpler datasets the original method is significantly outperformed by the

extended variant. Although the TASOM approach is the only one that does not forfeit

its descriptive power when applied in an on-line fashion, its difficult configurability

complicate its real-world application.

To uncover the strengths and weaknesses mentioned above, five datasets cov-

ering a wide range of challenges were tested: Toy examples, a scene with varying

frame rate, a complex traffic junction scene and finally, an underground train sta-

tion platform exhibiting complex pedestrian motion. The two top performing meth-

ods, Adam’s HIST and Feng’s TASOM achieve the best results using either angular or

radial measures as these measures contain sufficiently distinctive power for the ma-

jority of scenes. However, one of the datasets, namely the underground train station

platform, exhibits motion patterns consisting of two main components which would

have to be separated to robustly detect outliers, a problem none of the methods an-

alyzed solves satisfactorily.

5.2 Outlook

Although the tested methods perform well on several datasets, there are various pos-

sibilities for improvement. To solve surveillance tasks exhibiting behavior consisting

of different motion components, like the aforementioned underground train station

platform scene, one possibility would be to determine the basic motion components
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present in the data, i.e., by applying k-means clustering. The use of features based on

these components would enable the presented methods to solve scenes containing

complex motion patterns.

Also, an established set of video datasets used in the outlier detection literature,

corresponding ground truth and the usage of a pre-defined performance measure

would simplify method comparison. Test datasets should include footage covering

longer periods of time, i.e. 24 hours of outdoor footage, to be able to adequately

demonstrate the adaptability of an approach.

Although grid-based approaches such as the methods presented in this work

have proven their applicability in real-world scenarios, their automated tuning

remains an open question. On the one hand, the size of the grid cells employed

depends on the scene and the method applied. Moreover, perspective distortions

might require different cell sizes in different parts of the scene. On the other

hand, tuning of the presented methods is a tedious task, especially when there are

several parameters to be configured, like for example, with Feng’s TASOM approach.

However, the most important configuration – whether to use a radial or an angular

measure – is usually easy to decide. Yet, since generally no ground truth is available,

automated system configuration is a future challenge. The incorporation of expert

knowledge, i.e, outliers detected by human operators, would be a possibility to

facilitate this task.

Finally, one last aspect should be taken into consideration, namely if besides

motion other low-level information should be used. Since there are, for example,

approaches using texture, future work might deal with incorporating additional fea-

tures to further enhance the capabilities of outlier detection systems.
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