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Abstract

The Heisenberg model is investigated using a Quantum Monte Carlo method. The

Heisenberg model represents the interaction of quantum mechanical spins on a lattice

using a linear nearest neighbour approximation. An efficient Monte Carlo method to

simulate this model is found to be the Directed Loop algorithm which operates in the

world line representation of the partition sum. It is discussed how (using a perturbation

expansion) this algorithm can be extended to simulate more complex extensions of the

Heisenberg model, for example the Spin-Peierls model which studies the interaction

between the spins and lattice vibrations (phonons).
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Kurzfassung

Das Heisenberg-Modell wird mit Hilfe einer Quanten-Monte-Carlo Methode unter-

sucht. Das Heisenberg-Modell beschreibt die Wechselwirkung von quantenmechani-

schen Spins auf einem Gitter mit Hilfe einer linearen, nächste-Nachbar Näherung.

Eine effiziente Monte-Carlo Methode um solche Modelle zu studieren ist der soge-

nannte Directed-Loop Algorithmus. Dieser arbeitet in der Weltlinien-Darstellung der

Zustandssumme. Untersucht wird in dieser Arbeit, wie mit Hilfe einer Störungsentwick-

lung dieser Algorithmus erweitert werden kann, um komplexere Systeme basierend auf

dem Heisenberg-Modell zu untersuchen, zum Beispiel das Spin-Peierls-Modell welches

die Wechselwirkung zwischen Spins and Gitterschwingungen (Phononen) beschreibt.
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1. Introduction

In physics, often simplified models of natural objects are studied to learn about their

behaviour and to better understand real phenomena. One such model is the Heisen-

berg model, which approximates the interactions of quantum-mechanical spins on a

lattice. This model concentrates on magnetic effects such as (anti-) ferromagneticity.

Sometimes, these simple models are extended and combined with other models to

study how different effects interact and change the overall behaviour of the systems.

Using this approach one can potentially understand complex behaviour in real life

materials, for example.

Despite their simplicity, most of the properties of these systems are too complicated

to be investigated using exact calculations, especially for “large” system sizes. There-

fore, often stochastical approaches are used instead. One popular choice for studying

such models are Quantum Monte Carlo methods. They are relatively simple to for-

mulate, give some direct insight to the systems to be studied and are also relatively

easy and straight-forward to extend to more complex models.

This thesis discusses how the Heisenberg model can be simulated using a Quan-

tum Monte Carlo method and how this simulation can be extended to simulate more

complex systems.
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2. Quantum Spin Chain Models

2.1. The Heisenberg Model

The Heisenberg model describes a lattice of quantum mechanical spins that are coupled

with a nearest neighbour interaction. In its most general for it can be written as

follows:

Ĥ =
∑
<i,j>

JxŜxi Ŝ
x
j + JyŜyi Ŝ

y
j + JzŜzi Ŝ

z
j −

∑
i

B · Ŝi (2.1)

Here,
∑

<i,j> stands for the sum over all possible nearest neighbour pairs, J (�) is the

coupling constant in the respective direction and the S
(�)
i are the components of the

standard spin 1
2

operator at location i. B is an external magnetic field.

The Heisenberg model describes magnetic lattices which show ferromagnetic be-

haviour for negative couplings J and antiferromagnetic behaviour for J > 0.

Often special, less general forms of this Hamiltonian are analysed. In this work we

will leave out external fields and only consider isotropic couplings: Jx = Jy = Jz ≡ J .

Than, the model can be written as:

Ĥ = J
∑
<i,j>

ŜiŜj (2.2)

Or, after applying the transformation Ŝ± = Ŝx ± iŜy:

Ĥ = J
∑
<i,j>

1

2

(
Ŝ+
i Ŝ
−
j + Ŝ−i Ŝ

+
j

)
+ Ŝzi Ŝ

z
j (2.3)

Furthermore, we will consider linear spin chains with periodic boundary conditions,

which can be written in the above equations by replacing the sums with
∑N

i=1 and the
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2. Quantum Spin Chain Models

substitution j → i+ 1:

Ĥ = J

N∑
i=1

ŜiŜi+1 (2.4)

The periodic boundary conditions are ensured when ŜN+1 = Ŝ1.

2.2. The Spin-Peierls Model

The Heisenberg model can be expanded to simulate so called Spin-Peierls Transition.[1]

In this model, additional degrees of freedom are introduced which describe lattice

vibrations (phonons). These are then coupled to the spins of the Heisenberg model:

Ĥ =
N∑
i=1

f(x̂i)ŜiŜi+1 +
1

2

∑
q

p̂2
q + ω2(q)x̂2

q (2.5)

f(x̂i) describes the spin-phonon coupling, q is a reciprocal lattice vector and ω(q) is

the bare dispersion of the non-interacting phonons.

The bare phonon dispersion relation ω(q) can be chosen to reflect the internal struc-

ture of the crystal to be simulated. Often, one only considers one of the following two

different types:

• Dispersion-less (“Einstein”) phonons

ω(q) = ω0 (2.6)

A constant dispersion relation is often taken because it is relatively easy to handle

in numerical and analytical calculations. It can also be seen as an approximation

of an optical phonon branch.

• Acoustic phonons

ω(q) =
ω(π)√

2

√
1− cos(q) (2.7)

This is the (acoustic) phonon branch of a one-dimensional single-atom chain

with nearest neighbour interaction: ∼ (xi − xi+1)2.

3



2. Quantum Spin Chain Models

Also for the spin-phonon interaction different types of interaction can be simulated:

• site phonons

f(xi) = 1 + g(xi − xi+1) (2.8)

This represents a system where the spins live on the same sites as the phonons.

Thus, the distances between neighbouring spins fluctuate as phonons pass by

and so does the respective spin-spin interaction. A simple linear model results

in the above equation.

• bond phonons

f(xi) = 1 + gxi (2.9)

For this model, the spin positions are held constant, while other atoms affecting

the coupling perform transverse oscillations. This changes the super-exchange

coupling along the respective bond.

With this model at hand, one can investigate how different couplings between spins

and phonons modify the phonon dispersion relation and properties of the uncoupled

Heisenberg Hamiltonian.
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3. Quantum Monte Carlo Simulations

Quantum Monte Carlo (QMC) methods can be used to simulate systems with strong

correlations. It is applicable to a wide variety of quantum many particle systems and

doesn’t rely on systematic approximations. QMC methods can be used if the system

doesn’t show the so called sign problem. Errors are only of statistical nature.

The first part of this chapter closely follows the review paper about world line

quantum monte carlo methods by F. F. Assaad and H. G. Evertz [2] while the later

sections are influenced by the dissertations of Franz Michel [1] and Peter Pippan [3].

Towards the end of this chapter, own modifications of the simulation algorithms are

discussed.

3.1. World Line Representation

〈Ô〉 =
1

Z
Tr (Ôe−βĤ) (3.1)

This defines an observable 〈Ô〉 for the hamiltonian Ĥ and the inverse temperature

β. To make this observable accessible, we will transform the trace into a classical

partition sum from which we can draw configurations in an ordinary Monte-Carlo

scheme. For this we will ultimately introduce an additional dimension to the system:

the imaginary time axis.

Let us consider the isotropic Heisenberg model, as described in equation 2.4. We

will use the set of basis vectors produced by the tensor product of N spin 1
2

states:

|σ〉 = |σ1, σ2, . . . , σN〉 (3.2)

Now, we will split the hamiltonian into two parts, each of which consists only of terms
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3. Quantum Monte Carlo Simulations

which commute with each other:

Ĥ = Ĥe + Ĥo

= J
∑
i even

ŜiŜi+1 + J
∑
i odd

ŜiŜi+1
(3.3)

The matrix elements of the individual parts Ĥe and Ĥo of this hamiltonian are easily

evaluated, because they consist only of independent two-particle problems. The par-

tition sum can be divided into a sequence of successive applications of the Ĥe and Ĥo.

Tr (e−βĤ) = Tr (e−∆τĤ)M

= Tr (e−∆τ(Ĥe+Ĥo))M

= Tr (e−∆τĤee−∆τĤo)M +O(∆τ)

(3.4)

Here, the system is split into M slices of imaginary time ∆τ (with ∆τM = β). In the

last step a Suzuki-Trotter decomposition is used to split the terms. This introduces

an error in the order of ∆τ , which we will later bring down to zero when we perform

the limit ∆τ → 0.

We can now write out the trace and add unity operators
∑
|σ〉 |σ〉 〈σ| between each

imaginary time slice:

Tr (e−βĤ) =
∑

|σ1〉,...,|σ2M 〉

〈σ2M |e−∆τĤe|σ1〉 〈σ1|e−∆τĤo |σ2〉 . . . 〈σ2M−1|e−∆τĤo|σ2M〉︸ ︷︷ ︸
WWC

+O(∆τ)

(3.5)

For each possible permutation of |σ1〉 . . . |σ2M〉, which we will call a world line con-

figuration (see below), one gets an associated weight WWC . With this one can get

observables (3.1) by evaluating 〈O〉 =
∑
WC OWCWWC∑

WCWWC
using a classical Monte Carlo

approach.

Let us take a look at one of the matrix elements: 〈σ1|e−∆τĤo|σ2〉. Since it is a sum

of independent two-particle problems, we can write:

〈σ1|e−∆τĤo|σ2〉 =
∏
i odd

〈σ1,i, σ1,i+1|e−J∆τ ŜiŜi+1|σ2,i, σ2,i+1〉 (3.6)

6



3. Quantum Monte Carlo Simulations

This means that the calculation of the total weight only depends on the solution of

the two-particle matrix elements (and of course on the individual state of the world

lines). Here are the solutions for the isotropic Heisenberg Hamiltonian:

a = 〈↑↑| e−J∆τ Ŝ1Ŝ2 |↑↑〉 = 〈↓↓| e−J∆τ Ŝ1Ŝ2 |↓↓〉 = e−∆τJ/4

b = 〈↑↓| e−J∆τ Ŝ1Ŝ2 |↓↑〉 = 〈↓↑| e−J∆τ Ŝ1Ŝ2 |↑↓〉 = −e∆τJ/4 sinh(∆τJ/2)

c = 〈↑↓| e−J∆τ Ŝ1Ŝ2 |↑↓〉 = 〈↓↑| e−J∆τ Ŝ1Ŝ2 |↓↑〉 = e∆τJ/4 cosh(∆τJ/2)

(3.7)

|↑〉

|↑〉

|↑〉

|↑〉

a

|↓〉

|↓〉

|↓〉

|↓〉

a

|↑〉

|↓〉

|↓〉

|↑〉

b

|↓〉

|↑〉

|↑〉

|↓〉

b

|↑〉

|↑〉

|↓〉

|↓〉

c

|↓〉

|↓〉

|↑〉

|↑〉

c

Figure 3.1.: Graphical representation of the matrix elements in equation 3.7. Spin-up
sites are connected with bold (world) lines.

All other matrix elements are zero which means that the respective spin configura-

tions cannot be part of a valid configuration, because the total world line configuration

weight would be zero as well.

The negative sign of the matrix elements b can be got rid of by performing a π

rotation about the Sz axis for spins on one sub-lattice of a bipartite lattice.[4]

3.1.1. The World Line Picture

There is a graphical representation of the above mentioned method of transforming

the quantum mechanical trace into a classical partition sum, which makes the term

world line more obvious.

Instead of applying the whole hamiltonian at once, we apply it M times for an

imaginary time1 span of ∆τ . In each of these slices we apply first one half of the

Hamiltonian then the other half. The first part Ĥe, by construction, only affects the

interaction between spins along even numbered bonds (e.g. spins 2 and 3, 4 and 5,

etc.). The second half does the same for the odd spin interactions.

1The term imaginary time comes from the similarity of the time propagation operator e−itĤ with

the Boltzmann-factor e−βĤ .
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3. Quantum Monte Carlo Simulations

We can draw this as a chessboard where shaded sites indicate the active operators

at each time step. For a particular configuration state |σ1〉 . . . |σ2M〉 one can connect

(for example) all spin-up states along the imaginary time evolution and finally get to

world lines. The world lines exchangeably define a spin configuration.

im
ag

in
ar

y
ti

m
e

real space

1 2 3 4 5 6 7 8 1
|σ0〉
|σ1〉
|σ2〉
|σ3〉

...

|σ0〉

0

∆τ

2∆τ

β = 0

Figure 3.2.: An example world line configuration. Shaded squares indicate acting two-
site operators. Sites in a spin-up state are connected via bold world lines.

Note that the world lines are continuous lines because of the conservation of Sz of

the Heisenberg Hamiltonian 2.1. There are also periodic boundary conditions in space

(introduced by the model hamiltonian) and time (introduced by the trace in 3.1).

3.1.2. Monte Carlo Methods

Now we have to construct a Markov Chain Monte Carlo method to draw random

configurations with respect to the global weight (see equation 3.5).

A simple approach would be a simple local Metropolis-Hastings algorithm like the

following: Start at some configuration C, propose a new configuration C ′ (based on

small modifications of the current state). Now accept the new configuration with

probability ∼ W (C ′)/W (C) or stay with the old configuration.

This approach is suboptimal, because on the one hand if one tries to propose new

configurations that are largely different from the previous state, one will get extremely
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3. Quantum Monte Carlo Simulations

low acceptance probabilities (and thus very large autocorrelation times). If, on the

other hand, one only proposes small changes between the configurations, one will still

get large autocorrelation times because the world lines need very long simulation times

to change their shape significantly.

This means that we need a better algorithm to draw new configurations for the

Markov Chain. The Loop Algorithm [2] and its variants are cluster algorithms that

achieve this goal. Particularly, in this thesis the Directed Loop algorithm is used, a

thorough description of which can be found in [4].

The general idea of the Directed Loop method is to work in an extended configu-

ration space. Not only closed world lines are allowed, but additionally also exactly

one “loose” world line (i.e. one source and one drain - which correspond to a Ŝ+ and

a Ŝ− operator acting at particular sites and imaginary times). At the start of each

update, one puts a source/drain pair at some random site at some random time. Then,

one repeatedly applies local Monte Carlo updates (that is, the position of one of the

operators S+ or S− is changed by flipping neighbouring spins). The partial world line

created by the movement of this point is called a worm. Note that the updates are still

made according to detailed balance of the weights of the overall model to be studied.

When at some time the two worm ends meet each other again, the source and drain

operators annihilate and what remains is a new configuration for the main simulation.

Because in this process the worm can scan over large areas, the new configuration will

potentially be much different from the previous one, thus the autocorrelation times of

the simulation will be small.

Figure 3.3.: A worm alters a world line configuration: On the left the initial world line
configuration is shown. In the centre, one worm has been created on this
configuration (the worm’s end point is denoted by the arrow head). And
on the right the final resulting world lines is displayed.
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3. Quantum Monte Carlo Simulations

For the movement of the worm head, which has to satisfy the global weights, one

possibility would be to choose new spin configurations according to the heat-bath

probability W (Cnew)/
∑

iW (Ci). Here W (Cnew) is the weight (3.7) of a particular

new configuration and the sum
∑

i functions as a normalization factor. This has the

drawback of relatively large probabilities for the worm head to backtrack (that is a

particular spin configuration to remain the same), thus getting relatively small worms

and longer simulation times. But, one has more options to fulfil detailed balance.

Reference [4] shows how a set of probabilities can be constructed that minimize the

probability of backtracking. This method is called Directed Loops. For the isotropic

Heisenberg model without magnetic fields, backtracking can be avoided altogether by

using the following movement rules:

• If the world line configuration at the worm head position is of type a (3.7),

convert it to a configuration of type c with unit probability by flipping the spin

at the worm head position and moving along vertically (in the imaginary time

direction).

• If the world line configuration at the worm head position is of type b, convert it

to a configuration of type c with unit probability by flipping the spin at the worm

head position and moving along horizontally (and flipping the worm head’s time

direction).

• If the world line configuration at the worm head position is of type c, convert

it to a configuration of type b with probability tanh(∆τJ/2) by flipping the

spin at the worm head position and moving along horizontally (and flipping the

worm head’s time direction). Otherwise, convert the configuration into type a

by moving along vertically (in the imaginary time direction).

10



3. Quantum Monte Carlo Simulations
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3. Quantum Monte Carlo Simulations

3.2. Continuous Time Limit

In order to get more accurate results, we want to take the limit ∆τ → 0. Instead

of spins on a space-time grid we will store only the sites and imaginary times where

a spin flips. As the probability for such a spin flip (i.e. a configuration of type b in

equation 3.7) is proportional to ∆τ , there is only a finite number of such kinks to be

stored even in the continuous time limit ∆τ → 0.

im
ag

in
ar

y
ti

m
e

real space

1 2 3 4 5 6 7 8 1
0

β = 0

Figure 3.5.: An example world line configuration in continuous time.

The Directed Loop algorithm depicted above can also be adapted to continuous

time: The decision to introduce a new kink (i.e. converting a configuration of type c

to one of type b) corresponds to a Poisson process (the probability density per time is

constant). Distances between Poisson events are exponentially distributed, therefore

we can randomly draw a time at which a new kink can be inserted. Additionally, we

must also fulfil the remaining conditions of the algorithm, i.e. that a new kink cannot

be inserted if the neighbouring spin is equal to the current spin (this corresponds to

a type a configuration in the discrete time model), and that in cases where the worm

head hits an already existing kink, we must follow along it horizontally.

New world line configurations are constructed in the following manner:

1. Choose a random site, imaginary time and direction. Insert a worm head and

worm end point there.
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3. Quantum Monte Carlo Simulations

2. Calculate the imaginary time τend of the next kink (or the worm tail) on the

current site in the chosen direction.

3. For each neighbour of the current site, propose a specific worm head move:

a) Draw a random number δτ from an exponential distribution with rate J/2.

b) If no kink is allowed because of the neighbour’s spin configuration, advance

the worm head to the neighbour’s next kink time.

c) If the worm head position moved by δτ would cross the initially calculated

τend, propose to follow a kink at τend.

d) Calculate the imaginary time distance to the neighbour’s next kink.

e) If δτ is smaller than this distance, propose a new kink at the worm head’s

time plus δτ .

f) Otherwise subtract this distance from δτ and continue at 3b.

4. Choose the worm move which is the closest to the start point in terms of imag-

inary time.

5. If the worm head has hit its tail, abort with a new world line configuration.

6. Insert new kinks at the the proposed time on the current site and the respective

neighbour. Move the worm head’s position to the neighbour site and reverse its

direction. Continue at 2.

This algorithm is implemented by storing a doubly linked list of kinks for each

lattice site. Additionally, each spin’s state at imaginary time τ = 0 is stored. To get

the state of a particular spin at a particular imaginary time, one has to transverse

this linked list up to the desired time. This introduces an additional cost of O(βJ)

for each such lookup. But, of course, other variants of this representation are also

possible. For example, if one would store the world line configuration as a complete

graph of interlinked kinks, instead of a set of independent links, the above mentioned

additional cost for neighbour site lookups could be omitted.

3.2.1. Measurements

Measurements of observables that only contain diagonal operators Ŝz (such as the

correlation function 〈szi szj〉 or the energy 〈Ĥ〉) can be measured directly by slicing

13



3. Quantum Monte Carlo Simulations

through the world line configuration at some value of imaginary time τ and simply

read by the values of the spins (see equation 3.2) at each site. To improve the statistics,

several measurements at different values of τ can be performed after a single Monte

Carlo update.

Similarly, also the greens function 〈szi (τ)szj(0)〉 can be measured directly. For practi-

cal reasons, these measurements are done on a finite set of imaginary times. The spac-

ing ∆t of these times limits the maximum energy that can be resolved Emax ∼ 1/∆t

in the measurement, but it does not otherwise affect the accuracy of the simulation.

Measurements of the propagator 〈Ŝ+(τ)Ŝ−(0)〉 are done during each Monte Carlo

update, during the construction of the worm (see chapter 3.1.2): Given the worm head

at site i and imaginary time τ1 and the worm end at site j and time τ2, we get one

contribution to the propagator 〈Ŝ+
i (τ2 − τ1)Ŝ−j (0)〉. These measurements are typically

also done using a discrete time grid.

3.3. Simulating the Spin-Peierls Model

The above described Monte Carlo algorithms can be easily generalized and expanded

to simulate more complicated models, for example the Spin-Peierls Model (introduced

in chapter 2.2):

Ĥ =
N∑
i=1

f(x̂i, x̂j)ŜiŜi+1 +
1

2

∑
i

p̂2
i + ω2

0x̂
2
i (3.8)

In order to simulate this model with its additional degrees of freedom (i.e. the phonon

elongations xi), one performs two steps in each Monte Carlo update: First, one

holds all phonon elongations constant and updates the spins using the Directed Loop

method. Second, one holds all spins constant and performs an update of the phonon

degrees of freedom. The two steps are independent of each other and are described in

chapters 3.3.2 and 3.3.3, respectively. Together, these two steps make sure that the

overall Markov chain is ergodic.

A general introduction of this algorithm can be found in the dissertation of Franz

Michel [1], where a perturbation expansion of the partition sum is used to simulate the

Spin-Peierls model. The idea was revisited in the dissertation of Peter Pippan [3] in

which the Holstein model (i.e. spin-less fermions coupled to dispersion-less phonons)

14



3. Quantum Monte Carlo Simulations

is studied using a world-line QMC method.

3.3.1. Phonon Subspace

The phonon elongations are stored straight forwardly in the real space basis xi. Just

like the spins, the elongations are also extended into the imaginary time space using

a path integral representation:

Z = Trs

∫
Dx exp

− β∫
0

Ĥ[{xi(τ)}]dτ

 (3.9)

Here, Trs stands for the trace over all spin states and
∫
Dx is the path integral over

all phonon configurations {xi(τ)}. Ĥ[{xi(τ)}] is the Hamiltonian operator for the

respective phonon configuration, where the position operators x̂i are replaced by the

classical variables xi(τ) and pi(τ).[5]

Unlike for the spins, it is not possible to find a continuous time representation of

the phonon subspace. Therefore, the imaginary time is discretised into a grid with

some small spacing δτ .

This introduces a systematic error to the simulation which has to be checked to be

acceptably small after simulating (for example by comparing different simulation runs

with varying δτ). An alternative representation of the phonon subspace would involve

storing it in momentum and frequency space. Then, a maximum cut-off frequency has

to be introduced to perform actual simulations (as described in reference [1]). This

does also introduce similar errors to the simulation.

3.3.2. Spin Updates

The spin updates work quite similarly to what has been described in chapter 3.2:

When one compares the simple Heisenberg model (equation 2.2) with the Spin-Peierls

model (3.8) here, and one notes that for the spin update all phonon elongations are

held constant, one immediately sees that the phonons only alter the coupling J to

some effective coupling Jeff(τ) := f(xi(τ), xj(τ)).

As the effective coupling is now a function of the imaginary time τ , we cannot

continue to simply draw new times from an exponential distribution in the Directed

Loop algorithm. This is because the local probability density to insert a new kink is
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3. Quantum Monte Carlo Simulations

not constant any more, but a function of imaginary time. Reference [3] shows how

this hurdle can be overcome by drawing new times from a more complex probability

distribution. This distribution looks like the following:

p(τ ′ → τ)dτ = λ(τ)e−
∫ τ
τ ′ λ(t)dtdτ (3.10)

Here τ ′ and τ are the worm head’s start and end points and λ(t) is the local probability

density for introducing a kink at time t. Given τ and λ(t) (which is a function of the

phonon coordinates xi(t) and spins si(t)), we need to draw a new imaginary time τ ′.

This can be achieved by using the rejection method: One draws random numbers

τp from a simplified distribution m(τp) = λmaxe
−λminτp (which in this case is just

an exponential distribution with a modified normalization factor) and accepts the

proposed number with probability p(τp)/m(τp), otherwise the whole step is repeated.

For this to work, λ(τ) > 0 needs to hold for every τ .

When one carries this out for the Spin-Peierls model (for example with bond-

phonons f(xi) = 1+gxi) in the Directed Loop algorithm, the local probability density

is equal to λ(τ) = 1
2
f(xi(τ))V (τ). The function V indicates whether a kink towards

a specific neighbour at a specific imaginary time is allowed (V = 1) or not (V = 0).

As one can see, there are regions in imaginary time where λ regularly becomes zero.

This renders the rejection method described above inapplicable (since λmin = 0).

Therefore, a different approach is used to draw times from distribution 3.10: Imagine

the imaginary time axis was mapped to a new time variable τ̄ , which has all regions

where V (τ) is zero are cut out. Also, the new time variable would be stretched or

compressed locally proportionally to the value of λ(τ). As is shown below this can be

done in a way such that the probability to add a new kink is now constant again in

the variable τ̄ . Then, we can simply draw an exponentially distributed time for τ̄ and

map it back to the initial imaginary time τ .

We define τ̄ to be equal to the exponent in equation 3.10 (for simplicity, we set the

worm start time to zero in the following derivation):

τ̄(τ) :=

∫ τ

0

λ(t)dt (3.11)
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λ
(τ

)
τ

τ̄

Figure 3.6.: The imaginary time τ is mapped onto a new time scale τ̄ according to the
local probability density λ(τ).

The differential for this reads

dτ̄

dτ
= λ(τ)⇒ dτ =

dτ̄

λ(τ)
(3.12)

We substitute the new variable in equation 3.10 and get

p(τ)dτ = λ(τ)e−
∫ τ
0 λ(t)dtdτ

= ���λ(τ)e−τ̄dτ̄ /���λ(τ)

p(τ̄)dτ̄ = e−τ̄dτ̄

(3.13)

Thus, we can draw τ̄ from a basic exponential distribution. All we have left to do

is to transform the random value back to the imaginary time scale τ by inverting

equation 3.11 numerically.

3.3.3. Phonon Updates

For the phonon updates we will generally follow the method introduced in references [1]

and [3]. The idea is to write the partition sum using an imaginary time path integral

for the phonon degrees of freedom and a perturbation expansion for the spin degrees

of freedom. As can be shown (see appendix A), both expansions can be applied at the

17



3. Quantum Monte Carlo Simulations

same time and lead to the following partition sum:

Z =
∞∑
n=0

∑
|α〉

∑
Tn

β∫
0

dτ1

τ1∫
0

dτ2 . . .

τn−1∫
0

dτn

∫
Dx

〈α|
n∏
l=0

f
(
xk1

l
(τl), xk2

l
(τl)
) 1

2
V̂k1

l ,k
2
l
(τl) |α〉

e−
∫ β
0 dτ

∑
i

1
2(pi(τ)2+ω2

0xi(τ)2)

(3.14)

Here we sum over all possible operator sequences Tn. Each operator in the sequence

has an associated time τl and two sites k1
l and k2

l at which the individual operators

V̂ act. The actual operators follow from an alternative notation of the Heisenberg

Hamiltonian:

−ŜiŜj +
1

4
=

1

2
( |↑↓〉+ |↓↑〉 ) ( 〈↑↓|+ 〈↓↑| ) (3.15)

Each of the four non-zero matrix element of this hamiltionian represents a situation

where a worm either created a new kink in the world line representation or annihilated

a previously existing kink.

Just as in reference [1], the perturbation expansion of the partition sum is formally

done in both the off-diagonal and diagonal parts of the Hamiltonian.

In the language of the deterministic loop algorithm [6], the stochastic step takes

place when inserting or deleting the “diagonal” operators, whereas the “non-diagonal”

updates are then already determined. Here, we use the language of the Loop algorithm

[2] directly and use operator (3.15). This results in the same loop updates. Another

difference to reference [1] is SSE versus continuous time:

We use a continuous time world line representation to do our Spin updates instead

of an SSE (stochastic series expansion, [7]) method. For a in-depth discussion about

how the SSE and continuous time world line methods are related via the perturbation

expansion, see reference [1], chapter 2.

The time integral in equation 3.14 will now be approximated by a discrete sum∫
dτ →

∑
δτ (with δτ = β/N) in our case (see chapter 3.3.1). As a next step, the

momentum pi(τ) is replaced by the difference quotient (xi(τ)− xi(τ + δτ))/δτ and a

Fourier transformation of the phonon coordinates xi(τ)→ x̃k,n and spins si(τ)→ s̃k,n
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3. Quantum Monte Carlo Simulations

is performed. The kinetic term of the Hamiltonian now becomes

∑
i,τ

1

2

(
xi(τ)− xi(τ + δτ)

δτ

)2

=
N2

2β2

∑
k,n

∣∣1− e−2πin/N
∣∣2 |x̃k,n|2

=
N2

2β2

∑
k,n

4 sin2
(πn
N

)
|x̃k,n|2

(3.16)

The exponential in equation 3.14 contains now only terms which are up to second

order in xk,n (note that we hold the spins constant during the phonon update). This

means that the we could draw Gaussian distributed values for each xk,n (with mean

and variance depending on the pre-factors of the terms x2
k,n and xk,n). But, there is

still the additional multiplicative term f(xk1
l
(τl), xk2

l
(τl)) next to the operators V̂ in

the spin-trace part of the partition sum that has to be accounted for in the simulation.

These terms can formally be raised to the exponential:

Z = . . . exp

(
−
∫
. . . dτ +

N∑
l=1

ln
(
f(xk1

l
(τl), xk2

l
(τl))

))
(3.17)

One can now expand the logarithm up to second order, so that the exponent stays

quadratic. We use this form to draw proposals for new phonon configurations, which

are later accepted or rejected using a traditional Metropolis-Hastings step:

One does the Fourier transformation as mentioned before, calculates new pre-factors

for the xk,n above and thus gets different parameters for the Gaussians to draw from

(see reference [1], Appendix C for detailed instructions about how to calculate them).

The series expansion of the logarithm does of course introduce unwanted uncontrollable

systematic errors to the simulation. But this problem can be overcome by adding a

final Metropolis-Hastings step after drawing a new phonon configuration by comparing

the quotients of the approximated and real partition sums before and after a specific

phonon configuration proposal. A detailed description of this algorithm can be found

in reference [1] (chapter 3.3.1.1) and shall not be repeated here.
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4. Results

The simulation algorithms described earlier in this thesis have been implemented using

the C++ ALPS (Algorithms and Libraries for Physics Simulations – http://alps.comp-

phys.org/) framework. In particular, the program is based on a stripped-down version

of ALPS’ worm application [8] and includes portions of code developed by Peter

Pippan in [3] and Franz Michel in [1].

The simulations were continuously tested and verified against analytical calcula-

tions (for small systems performing a full diagonalization is sometimes possible) and

numerical results found in external research papers. Later, the simulation was used

to measure the Greens function of the systems and to derive spectral functions from

that.

Unfortunately, due to time constraints, it was not possible to carry out verified

simulations of the full Spin-Peierls model, therefore Greens function and thus spectral

functions could not be measured for it. The results in this chapter are presented solely

for the isotropic antiferromagnetic Heisenberg model.

4.1. Scaling Relation

Here, a simulation was carried out to measure equal-time correlation functions 〈Ŝzi Ŝzj 〉.
The measurements were made to be compared with results from DMRG calculations

in reference [9].

The measured correlation functions are normalized using the following steps:

ω(l) = (−1)l 〈ŜznŜzn+l〉

ω̄(l) =
1

4
[ω(l − 1) + 2ω(l) + ω(l + 1)]

(4.1)
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4. Results

According to reference [9] this function satisfies the scaling relation

ω̄(l)|N
f(l/N)

= ω̄(l)|N=∞ (4.2)

where the scaling function is given by

f(x) =
(
1 + 0.288 22 sinh2(1.673x)

)1.805
(4.3)

In figure 4.1, the quantity l ω̄(l)/f(l/N) is plotted over l for different system sizes

(N ∈ {50, 70, 90}). The simulations were carried out at an inverse temperature of

β = 512 (i.e. at very low temperature).

0 10 20 30 40 50
0.15

0.155

0.16

0.165

0.17

0.175

0.18

l

lω̄
(l

)/
f

(l
/N

)

N = 50

70

90

Figure 4.1.: The measured correlation function, as a scaled quantity l ω̄(l)/f(l/N) for
different system sizes N .

The simulations have been performed using approximately 4 106 worm updates.

about 5% of these updates were used in a thermalisation phase. Measurements were

taken after each eighth spin update.

The results turn out to be in good accordance with the findings in reference [9] (see

figure 4.2).
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4. Results

Figure 4.2.: The original results of the scaling analysis by Hallberg et al. in [9].

4.2. Spectral Function

The spectral density function (see reference [10]) is an important quantity which can

be used to describe excitation processes of a system, for example. Unfortunately, this

property can not be measured directly during a Quantum Monte Carlo calculation.

But it is closely related to the Greens function via the spectral theorem:

GÔ,Ô′(τ) =

∞∫
−∞

e−τω

e−βω − ε
Aε
Ô,Ô′

(ω) dω + C(ε) (4.4)

GÔ,Ô′ is the Greens function of an Operator pair (Ô, P̂ ) and AÔ,Ô′ is the spectral

density function for that. ε defines whether the operators do follow bosonic (ε = 1) or

fermionic (ε = −1) rules. C is a constant which can occur in the bosonic case when

degenerate states contribute to the observable.

We want to measure the spectral function of the spin creation and annihilation

operators Ŝ+Ŝ−. Here, ε = 1. The spectral theorem reads

〈Ŝ+
−k(τ)Ŝ−k (0)〉 =

∞∫
−∞

e−τω

e−βω − 1
S+−(k, ω) dω (4.5)
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4. Results

This equation can be inverted numerically using a probabilistic algorithm, the so called

maximum entropy method.[11] Measuring the greens function is done during the worm

update (see section 3.2.1).

The result is shown in figure 4.3, where a simulation of a system with N = 64 was

performed. As in the previous chapter, the simulation used approximately 106 itera-

tions (worm updates) of which about 5% is used for thermalization and measurements

were taken after every eighth step.

The results turn out to be compatible with the findings in reference [12] (see fig-

ure 4.4) which were obtained using a Bethe ansatz calculation.
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0
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1.6

2.4

ω

Figure 4.3.: The measured spectral function of the antiferromagnetic Heisenberg
model.

Figure 4.4.: The original findings of the spectral function analysis of the Heisenberg
chain by Kohno in [12].
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5. Conclusions

The Heisenberg chain was investigated using the directed loop algorithm. The general

approach to this kind of quantum Monte Carlo simulation is shown in chapter 3; the

directed loop algorithm specifically is explained in chapter 3.2. The results of these

simulations can be found in chapter 4 and turned out to be in good accordance with

existing research.

Chapter 3.3 explains how the algorithm can be extended to simulate the Spin-Peierls

model which is an extension of the Heisenberg model that includes phonon degrees of

freedom. In particular it is discussed how the Monte Carlo update can be split into

two steps: a spin update and a phonon update. The algorithms for these two updates

are explained in chapters 3.3.2 and 3.3.3, respectively.
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A. Perturbation Expansion and Path

Integrals

The partition sum Z = Tr e−βĤ can be written in a perturbation expansion [13]:

Z =
∞∑
n=0

(−1)n
β∫

0

dτ1

τ1∫
0

dτ2 . . .

τn−1∫
0

dτn Tr
(
e−βD̂ ˆV (τ1) ˆV (τ2) . . . ˆV (τn)

)
(A.1)

Here the Hamiltonian is split into two parts Ĥ = D̂ + V̂ where D̂ is diagonal in a

basis |σ〉 and V̂ (τ) = eτD̂V̂ e−τD̂.

If V̂ is composed of smaller terms (for example nearest neighbour interactions of

the Heisenberg model), we can write this using a sum over all possible permutations

of the individual terms. For this we define

V̂ =
M∑
b=1

V̂b

Tn = (b1, . . . , bn) bi ∈ [1,M ]

(A.2)

and write down the trace in the basis |σ〉.

Z =
∞∑
n=0

∑
|σ〉

∑
Tn

β∫
0

dτ1

τ1∫
0

dτ2 . . .

τn−1∫
0

dτn (−1)n e−βE0

n∏
p=1

e−τp(Ep−Ep−1) 〈σ|
n∏
p=0

V̂bp|σ〉

(A.3)

The Ep result from inserted complete basis sets |σ(p)〉 between the operators V̂bp and

Ep = 〈σ(p)|D̂|σ(p)〉. By defining ∆τp = τp − τp+1 one can see that the exponential
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A. Perturbation Expansion and Path Integrals

pre-factors already look like a path integral:

Z =
∑

. . .

∫
. . . (−1)n

n∏
p=0

e−∆τpEp

︸ ︷︷ ︸
e
−

∑n
p=0 ∆τpEp→ e−

∫ β
0 E(τ)dτ

〈σ|
n∏
p=0

V̂bp |σ〉 (A.4)

Now, one can use this perturbation expansion also on models that include further

operators acting on degrees of freedom which require a path integral expansion, such

as the phonon degrees of freedom of the Spin-Peierls model. Then, the terms Ep above

will still contain these operators. To get rid of them, one can apply a path integral

expansion [5] on each of the exponential terms e−∆τpÊp (see equation 3.9).

〈x|e−∆τpÊp|x′〉 →
(x,τp)∫

(x′,τp+1)

Dx exp

− τp∫
τp+1

E [x(τ)] dτ

 (A.5)

One can combine all individual path integrals to get the full picture:

Z =
∞∑
n=0

(−1)n
∑
|σ〉

∑
Tn

β∫
0

dτ

∫
Dx e−

∫ β
0 E[x(τ),σ(τ)]dτ 〈σ|

n∏
p=0

V̂bp [x(τp)] |σ〉 (A.6)

Here,
∫ β

0
dτ is a short hand notation for the time integrals in equation A.3 and

∫
Dx

is the path integral over all trajectories xi(τ).
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