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Abstract

The lack of quality in software has been a great challenge since the origin of software development.

This challenge is visible in the extensive amount of research about software quality attributes and

software quality metrics. Despite this comprehensive knowledge, a lack of software quality is still

one of the main problem areas in the field of software development. Software developers write error-

prone code against their better judgement and don’t pay much attention to its quality unless they are

forced to by managers or users. The goal of this work is to support developers in identifying and

improving weak software artifacts at the beginning of programming such that error-prone code will

be avoided and the software quality increased. Persuasive elements have been integrated into the

Eclipse Framework to achieve this goal. On the basis of these elements, the user knows whether

further improvements need to be made for every source code element at all times.
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entnommene Stellen als solche kenntlich gemacht habe.

Graz, am

Ort, Datum Unterschrift

v



vi



Contents

List of Figures xi

List of Tables xiii

1. Introduction 1

1.1. Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2. Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.3. Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2. Software Quality Metrics 7

2.1. Basic Quality Attributes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2. From Basic Quality Attributes To Metrics . . . . . . . . . . . . . . . . . . . . . . . 10

2.3. Evaluation of Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4. Automatic Metrics Calculation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5. Metrics Suites, Correlations and Conflicts . . . . . . . . . . . . . . . . . . . . . . . 21

2.6. The Downside of Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.7. Different Interpretations of Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.8. Additional Literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3. Persuasive Technology 29

3.1. Persuasion and Human Behavior Change . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2. Models, Frameworks and other Concepts . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3. Persuasive Technology Today . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

vii



Contents

3.4. Ethics of Persuasive Technology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4. Combining The Aspects 41

4.1. Basic Idea . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2. Acceptance Pre-Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.3. Design Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.4. Tool Description “Persuasive Quality Improver” . . . . . . . . . . . . . . . . . . . . 44

4.5. Chosen Persuasive Concepts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.6. Implemented Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.7. “Persuasive Quality Improver” Implementation . . . . . . . . . . . . . . . . . . . . 50

4.7.1. Eclipse Plug-in Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.7.2. Decorator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.7.3. Markers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.7.4. Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.7.5. Dialog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.7.6. Database and Logging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.8. Remarks for Functionality Extension . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.8.1. Add more Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.8.2. Suggest refactoring-tips to the user at the right time . . . . . . . . . . . . . . 57

4.8.3. Improved Self-Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.8.4. Introduce a social factor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.8.5. Praise and Reward . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.8.6. Increase the System Credibility . . . . . . . . . . . . . . . . . . . . . . . . 63

5. Case Study 65

5.1. Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.2. Chosen Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.3. Automated Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.4. Code Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.5. Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

6. Future Work 75

6.1. Implementing the Feedback . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

viii



Contents

6.2. Technical Improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.3. Offer More Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.4. More Detailed Improvement Suggestions . . . . . . . . . . . . . . . . . . . . . . . 76

7. Conclusion 77

Bibliography 79

ix



x



List of Figures

1.1. Hierarchical visualization of the program structure with Code Smells as leaves by

Van Emden and Moonen [58] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2. CodeNose shows flaws in the source code to the user. [53] . . . . . . . . . . . . . . 4

1.3. KenyaEclipse shows the user how to simplify the code. [10] . . . . . . . . . . . . . 5

2.1. Hierarchical structure of software characteristics [7] . . . . . . . . . . . . . . . . . . 9

2.2. Definition and evaluation of Boehm et al.’s metrics [7] in respect of potential benefit

and correlation with quality factors. . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.3. Example of a McCabe metric calculation. This method has a McCabe metric value of 4. 13

2.4. Mapping between metrics and Booch’s object oriented design elements [8] from Chi-

damber and Kemerer [12] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.5. Coupling Count metrics for reusability measures: from Price and Demurjian [47] . . 16

2.6. Meaning of the Reusability metrics: from Price and Demurjian [47] . . . . . . . . . 16

2.7. Extended ISO software quality model by Leung [34] . . . . . . . . . . . . . . . . . 17

2.8. Correlation matrix for the Chidamber and Kemerer [13] metrics suite [5] . . . . . . . 18

2.9. Evaluation of completeness and possibility of metrics automation from Boehm et al. [7] 20

2.10. The nine issues of the Issue-oriented approach for software quality measurement [51] 22

2.11. Table of metrics to evaluate existing components [52] . . . . . . . . . . . . . . . . . 25

3.1. The “Behavior Grid” describes different behavior change categories. [28] � . . . . . 31

3.2. The social feedback agent iCat from Midden and Ham [40] gives feedback through

facial gesture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

xi



List of Figures

3.3. “Simple Joy” persuasive tablecloth to encourage stress-free eating [57] . . . . . . . . 35

3.4. The overlapping of Persuasion and Computers shows the area for “Captology” [22] . 36

3.5. Orino and Kitamura [45]’s process to persuade the user to buy a product different to

the user’s first choice. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.6. Examples of the use of ViTo, the persuasive television remote control [42] . . . . . . 38

3.7. Persuasive designers have to take responsibility for the outcome of their design under

specific circumstances. This flow-chart diagram helps to decide when the designer

has to be responsible. [6] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1. Quality feedback icons variant 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2. Quality feedback icons variant 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.3. Quality feedback icons variant 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.4. Eclipse IDE with the developed plug-in . . . . . . . . . . . . . . . . . . . . . . . . 44

4.5. Eclipse IDE without the developed plug-in . . . . . . . . . . . . . . . . . . . . . . . 45

4.6. Eclipse with the developed plug-in and the activated quality guide (Issuenary). . . . . 46

4.7. Suggestion: The Eclipse marker shows the user which code has to be improved. . . . 47

4.8. Suggestion: The Eclipse marker shows the user how to improve the code (textual

recommendation) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.9. The plug-in’s package explorer close-up with very good software quality in the right

window (nearly all icons green [bright]) and worse software quality in the left window

(many red icons [dark]) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.10. The Eclipse Marker View close-up including some improvement suggestions for the

user. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.11. Correlation matrix of Chidamber and Kemerer [13]’s metrics suite by Succi et al. [55] 49

4.12. Definition of the implemented metrics . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.13. Part 1: Visualization of further ideas . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.14. Part 2: Visualization of further ideas . . . . . . . . . . . . . . . . . . . . . . . . . . 60

xii



List of Tables

5.1. Lines of code per method - evaluated results . . . . . . . . . . . . . . . . . . . . . . 68

5.2. Depth of Inheritance Tree - evaluated results . . . . . . . . . . . . . . . . . . . . . . 68

5.3. Lack of Cohesion in Methods - evaluated results . . . . . . . . . . . . . . . . . . . . 68

5.4. McCabe - evaluated results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.5. Code Review Questionnaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.6. χ2 test results of questionnaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

xiii



xiv



Chapter 1
Introduction

1.1. Motivation

Software quality factors such as maintainability and reusability are highly important in contemporary

software development. A program does not only have to fulfill predefined functionality but also has

to be robust and predictable, even if it is used wrongly. Everybody who has learned how to develop

software should have heard of quality factors. However, this does not mean that everybody uses this

knowledge when implementing software. The question of why this happens was raised during the

work on this thesis. There are many advantages for the programmer when writing code that is easy to

maintain and reuse. Code refactoring is a good tool for keeping code maintainable and reusable during

a complete project life cycle. The complexity of code refactoring directly relates to the complexity

of the source code. This means code refactoring should be made before the source code becomes too

complex.

1.2. Goals

The goal of this thesis is to help achieve a higher software quality and motivate the programmer to

increase the quality of their programs from the beginning, in order to avoid long phases of refactoring

and frustrated programmers, users, and customers. To achieve this goal three main major tasks where

defined:

• Major Task 1: Conduct research on software quality measures. The question “How can quality

be measured?” quickly leads to software quality metrics. This thesis gives an insight into the

topic of metrics and will start by summarizing what research has already been conducted, what

is important about metrics, and how to use them reasonably.

1



Chapter 1. Introduction

• Main Task 2: Conduct research on persuasive technology. This is needed to overcome the

programmer’s lack of motivation, to provide ideas on how to visualize certain information, and

design persuasive user interfaces.

• Main Task 3: Combine the first two main tasks to create an integrated concept. This concept

is realized as an Eclipse Plug-in prototype called “Persuasive Quality Improver” and evaluated

from various perspectives. As a result of the evaluation of this prototype, ideas for improvement

and issues for future work are discussed.

The tasks presented are reflected in the structure of this thesis. Chapter 2 gives insights into software

quality attributes, how to measure them, and important precautions for their correct use. Persuasive

Technologies are introduced in Chapter 3. Chapter 4 presents pre-studies and their results, the chosen

persuasive concepts, chosen metrics, and the tool implemented within the scope of this thesis. In

addition, ideas for further functionality, including a rough description on how to realize them, are

provided. Chapter 5 presents the case study conducted and its results. Finally, Chapter 6 presents

issues for future work.

The major contributions of this thesis are the following:

• Use Persuasive Technology in the field of software quality evaluation as a new area of applica-

tion

• Development of an Eclipse plug-in to investigate whether persuasive approaches are successful

• Empirical studies that clearly show the applicability of the developed approaches

1.3. Related Work

This work is not the first one that has tried to improve software quality during its implementation.

Van Emden and Moonen [58] worked on a tool that was meant to detect “problems that are generally

associated with bad program design and bad programming practices”. Emden and Moonen took a

closer look at so-called “code smells” and coding standards. According to Emden and Moonen, “code

smells” are patterns in code which indicate necessary refactoring. For example, code smells could be

duplicate code or methods that are too long. The two main points in their work were how to detect and

present these code smells. Because in this context code smells only define static structures, they can

be detected by parsing the static code. The parser will create a parse tree which then will be analyzed

according to structure and relations between the program entities. Code smells will be detected during

this process. These code smells were visualized as a tree in their prototype (see Figure 1.1). This tree

represents “all the packages, classes, interfaces, methods and constructors, and their attached smell

nodes”[58]. All leaves in Figure 1.1 represent code smells.

2



1.3. Related Work

Figure 1.1.: Hierarchical visualization of the program structure with Code Smells as leaves by
Van Emden and Moonen [58]

Another work on code improvement is done by Slinger [53]. Slinger’s prototype works in the Eclipse

Environment, similar to the prototype presented in this thesis. Again, the concept of code smells is

used. Slinger has defined different code smells (e.g., switch statements, long methods, empty catch

clauses) which are detected with the so-called “CodeNose” Eclipse plug-in. A nice feature of this

plug-in is that the user can choose between the code smells he or she wants to detect.

A third work which has a lot in common with this thesis is the so-called KenyaEclipse by Chatley

and Timbul [10]∗. This is an Eclipse Environment designed to help users to learn programming. The

environment checks code style with the intention of teaching programming students how to write

structured and easy-to-read code. Each structure violation detected will be shown to the user (see

Figure 1.3) and the tool provides quick-fix changes the user can apply to solve the problem. In Figure

1.3 KenyaEclipse shows how to simplify the combination of boolean expressions and boolean return

values to the user. With the help of the tool the user can reduce four lines of code to one. The resulting

source code is: “return(n < 0);”.

All these approaches are designed to achieve higher software quality, based on different concepts.

None of them uses persuasive technology nor software quality metric suites, which are the main

components in this thesis. How to integrate persuasive technologies in combination with metric suites

to software development environments such as Eclipse will be discussed in detail in the following

sections.

∗The Kenya tool has its own website: http://chatley.com/kenya
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Chapter 1. Introduction

Figure 1.2.: CodeNose shows flaws in the source code to the user. [53]
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1.3. Related Work

Figure 1.3.: KenyaEclipse shows the user how to simplify the code. [10]
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Chapter 2
Software Quality Metrics

“You cannot control what you cannot measure”[16]. This chapter introduces how to make source code

measurable. Software Quality Metrics (SQM) are a key element of this thesis. “The term “metric” is

defined as a measure of the extent or degree to which a product (here we are concentrating on code)

possesses and exhibits a certain (quality) characteristic” (Boehm et al. [7]). The words metric and

measure are used synonymously here. SQM have been an important topic since at least 1968 [49] .

Since then, many different SQM have been developed and evaluated. This chapter gives an overview

of SQM to give the reader an impression of the evolution and diversity of metrics.

2.1. Basic Quality Attributes

The first step when it comes to calculating metrics is to define quality characteristics (also named

quality attributes). There are many different quality attributes. One set of quality attributes can be

taken from Rubey and Hartwick [49]. The first part of their work defines seven quality attributes:

• A1: Mathematical calculations are correctly performed

• A2: The program is logically correct

• A3: There is no interference between program entities

• A4: Computation time and memory usage are optimized

• A5: The program is intelligible

• A6: The program is easy to modify

• A7: The program is easy to learn and use

7



Chapter 2. Software Quality Metrics

This attribute group reflects very basic but specific problems of source code quality. Another more

complex attribute set is presented by Boehm et al. [7]. Boehm et al. first tried to find one overall

metric which can be used to determine the quality of a program. They concluded that there probably

is no such single metric. They did identify software quality characteristics. An extract of their initial

set of software characteristics, including a brief description, is given here [7]:

• Understandability: Code possesses the characteristic understandability to the extent that its

purpose is clear to the inspector

• Completeness: All the code parts are present and fully developed (including external refer-

ences)

• Portability: Code can be built easily and well on computer configurations other than its current

one

• Consistency: Code contains uniform notation, terminology and symbology within itself. For

external consistency, the content has to be traceable to the requirements

• Maintainability: It must be possible to update the code to satisfy new requirements or to correct

deficiencies

• Testability: Code facilitates the establishment of verification criteria and supports evaluation

of its performance

• Usability: Code is reliable, efficient, and robust against human errors

• Reliability: Code can be expected to perform its intended functions satisfactorily

• Structuredness: The code possesses a definite pattern of organization of its interdependent

parts

• Efficiency: Code fulfills its purpose with minimal time and memory usage

After a closer look at these characteristics, relations between them were found and led to a hier-

archical structure (see Figure 2.1) . Many of the quality characteristics listed above can be better

achieved by lowering the software complexity. A software is more easy to test and to maintain when

its code is easier to understand. This is why complexity is added to the list of quality attributes even

though it is not directly seen by the end-users of a software.

These characteristics all have in common that they are very unspecific and cannot be measured

objectively. Nevertheless, these are the terms a user or customer may use to define quality of a product.

It is not possible to quantify these quality attributes with the given characteristics and therefore the

level of quality cannot be defined or approved.

8



2.1. Basic Quality Attributes

Figure 2.1.: Hierarchical structure of software characteristics [7]
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Chapter 2. Software Quality Metrics

2.2. From Basic Quality Attributes To Metrics

“In the absence of specific, applicable quantitative measurement tools there exists no means of defin-

ing the desired level of quality” [49]. This means defining quality attributes is only the first step

in measuring and defining software quality. The next step has to be making these quality attributes

measurable. Rubey and Hartwick [49] took this step in the second part of their work. They defined

specific metrics to quantify quality attributes for each of the quality groups presented in Section 2.1.

The following list exemplifies the quality attribute group “A2 - The program is logically correct” with

six out of twelve metrics[49]:

• A21 : There are no open branches

• A22 : Branches point to the correct place in the program

• A23 : Branches do not initiate an unending loop

• A24 : Equality comparisons between floating-point operands

• A25 : Limit checks are provided on index tables

• A26 : Program entities are capable of performing their required functions in less than the maxi-

mum and more than the minimum time allowed

It is important for a metric that its evaluation is possible on an objective basis. Given a metric and a

specific source code, every evaluator has to come to the same conclusion. For each quality attribute

group Rubey and Hartwick defined one metric as mathematical formula too. In group A2 the mathe-

matical formula for A26 is the following:

A26 = 100

[
n

∑
i=1

(Ai +Bi)

]
/2n (2.1)

Ai =


1 if the maximum execution time for the i-th program entity

is less than its allowable maximum

0 otherwise

Bi =


1 if the maximum execution time for the i-th program entity

is greater than its allowable minimum

0 otherwise

n = number of program entities

Regarding overall ratings, it is important that all metrics have a value range from zero to 100. This

can be seen in the formula stated above.

The third and last part of Rubey and Hartwick’s work [49] is about external factors. External factors

are important because they can influence the possible result range of metrics. External factors can be:

security specifications, programming specifications, computer hardware, and so forth. This means the

programmers cannot be blamed for bad metrics results which are based on external factors.

The defined metrics and the external factors lead to the Q quality model proposed by Rubey and

10



2.2. From Basic Quality Attributes To Metrics

Hartwick [49]. Q combines the absolute metric values M (e.g. MRuntime = 4s), the normalized metric

values M’ (e.g. , M′Runtime = 33.3) which take external factors into account, and the weighted metric

values M” which also consider relative importance. The formulae given below show how M’ and M”

are calculated [49]:

M′i = 100
(

Mi−Mimin

Mimax−Mimin

)
(2.2)

0 <= Mimin <= Mi <= Mimax <= 100 (2.3)

where Mimin and Mimax define the practical range which could be obtained for a given set of external factors.

M′′i =
kiM′i
100

(2.4)

where ki are attribute weights assigned by the user, ranging in value from 0 (no importance) to 100 (maximum importance)

For example: The following numbers have been determined:

MRuntime = 4s, MRuntimemin = 2s, MRuntimemax = 8s

M′Runtime = 100
(

MRuntime−MRuntimemin

MRuntimemax−MRuntimemin

)
= 100

(
4s−2s
8s−2s

)
= 33.3 (2.5)

The metric MRuntime has been weighted with kRuntime = 70

M′′i =
kRuntimeM′Runtime

100
=

70∗33
100

= 23.31 (2.6)

This means for the metric MRuntime there is a potential of 23.31% for improvement.

Another way to get from characteristics to metrics is shown by Boehm et al. [7]. After defining

quality characteristics they formulated many metrics for each characteristic and then analyzed whether

these metrics were really able to reflect its characteristics. This analysis and evaluation considers

the potential quality benefit of an improved metric on the one hand, and the correlation with quality

attributes on the other hand. The potential benefit was valued from 5 (“Extremely important for metric

to have a high score; major potential troubles otherwise”) to 1 (“slight incremental value for metric

to have high score; no real loss otherwise”). The correlation with quality has been valued as follows

[7]:

• A - Very high positive correlation; nearly all programs with a high metric score will possess the

associated characteristic

• AA - High positive correlation; a good majority (say 75-90%) of all programs with a high metric

score will possess the associated characteristic

11



Chapter 2. Software Quality Metrics

• U - Usually (say 50 - 70%) of all programs with a high metric score will possess the associated

characteristic

• S - Some programs with high metric scores will possess the associated characteristic

In Figure 2.2 some examples of metrics are shown. Many of them have a quality correlation of at least

AA and a potential benefit of 5 and are, therefore, highly promising.

Figure 2.2.: Definition and evaluation of Boehm et al.’s metrics [7] in respect of potential benefit and
correlation with quality factors.

McCabe [38] introduces a metric which quantifies the quality attribute complexity. The focus of this

metric concentrates on the question “How to modularize a software system so the resulting modules

12



2.2. From Basic Quality Attributes To Metrics

are both testable and maintainable?”. The result of McCabe’s [38] work is a popular and easy to use

complexity metric known as the “McCabe Complexity Metric”. This metric is used as an indicator if a

given code will be difficult to test or maintain. This cyclomatic metric calculates the complexity based

on graph-theoretical methods. Figure 2.3 demonstrates how this metric values source code structure.

McCabe and Butler [39] extend this paper with “design complexity measures for the development of

software systems”. With this they want to provide a solution to the problem that “while many studies

dealt with the subject of measuring program complexity, few studies have concentrated on measuring

complexity of development specifications.”[39] With this motivation they introduced the following

metrics: Module Design Complexity, Design Complexity and Integration Complexity. These metrics

are not designed to evaluate source code but the previous step of specification. All these metrics are

based on flow-graphs and, therefore, on cyclomatic complexity like the McCabe Complexity Metric.

Figure 2.3.: Example of a McCabe metric calculation. This method has a McCabe metric value of 4.

Chidamber and Kemerer [12] published metrics for object oriented software design. These metrics

were developed according the fundamental elements of object oriented design by Booch [8]. The

fundamental elements of object oriented design are: “Object Definition”, “Attributes of Objects” and

“Communication Along Objects”. All of the published metrics are complexity metrics. This work

interprets complexity of an individual (e.g., a class or a method) as numerosity of its composition.

13
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This means everything is as complex as the composition of its parts. Chidamber and Kemerer [12]

define the following metrics according to this definition:

• Weighted Methods Per Class (WMC): A class consists of its methods. Its complexity can

therefore be calculated by the complexity of its methods. Each method has a weight describing

its complexity.

• Depth of Inheritance Tree (DIT): The inheritance tree belongs to the components of each

class. The deeper the tree of inheritance is, the more complex the actual class is

• Number of Children (NOC): The more classes extend the main class, the more dependencies

it has. The more dependencies a class has, the more difficult it is to maintain

• Coupling Between Objects CBO): Two objects are coupled to each other if they act upon each

other. This means for example, one class uses methods or an instance variable of the other

class. Two coupled objects, as long as they are not in each other’s inheritance tree, lead to more

difficult maintenance because of their interdependency

• Response For a Class (RFC): “The response set of a class is a set of methods that can poten-

tially be executed in response to a message received by an object of that class” [13]. If this set

is a large one, testing and debugging becomes more complex

• Lack of Cohesion in Methods (LCOM): Cohesion leads to encapsulation of a class. This is a

desirable attribute of a class

The mapping between these metrics and Booch’s elements of object oriented design [8] can be seen

in Table 2.4.

Figure 2.4.: Mapping between metrics and Booch’s object oriented design elements [8] from Chi-
damber and Kemerer [12]

Li and Henry [35] focused on object oriented metrics for maintainability. They based their set

of metrics on the Chidamber and Kemerer [13] metrics presented above. Instead of the “Coupling

Between Objects” they defined three coupling metrics of their own:
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• Coupling through inheritance: This is a combination of the metrics “Depth of Inheritance

Tree” and “Number Of Children”. Both metrics address inheritance

• Coupling through message passing: The messages sent between two classes indicate how

dependent these classes are on each other

• Coupling through data abstraction: A class A contains a member variable of class B. This

means there is a coupling between A and B. This coupling complexity is measured by this

metric

Additionally, two so-called “size metrics” are presented. Size metrics are metrics which take size

attributes to measure complexity (e.g., Lines of Code). These metrics were analyzed “to determine if

the maintenance effort can be predicted from metrics”. The conclusion of this analysis was that the

prediction is possible.[35]

Price and Demurjian [47] analyzed and measured the software quality attribute of “Reusability”. A

main factor for reusability is coupling. “Coupling is defined as an inter-hierarchy dependency that

results when methods of one hierarchy use methods or instance variables of another hierarchy.” They

found eight types of coupling depending on the level of specialization of a class and if a related hi-

erarchy exists or not. Some types of coupling are desirable and others not. Each type of coupling

corresponds to a defined coupling metric. The metrics are named Coupling Count CC1 to CC8 and can

be seen in Figure 2.5. Figure 2.6 shows which types of coupling are desirable and which not. For a

better understanding of the metrics and their meaning, CC1 and CC3 are explained by way of example:

CC1 = ∑
m
i=1 ∑

x
j=1 G jGi: Count all couplings between general classes which are related to each other.

CC3 = ∑
m
i=1 ∑

x
j=1 G jSi: Count all couplings from general classes to related specific classes.

According to Figure 2.6, CC3 coupling is not desirable. There should be no coupling from a general

class to a related specific class. For example, there is a general class named “Vehicle” with associ-

ated specific classes named “Car”, “Motorbike”, and “Bike”. Besides these classes there is also a

general class named “Ground” with associated specific classes named “Highway”, “Grassland”, and

“Staircase”. If “Vehicle” is coupled with “Ground” this would be a Coupling Count 1 metric, which

is good for reuse. The software design is good if the vehicle generally knows how to interact with a

ground. On the other hand, if the ground is coupled with a car (the class “Car” is not related to the

class “Ground”; therefore this is measured by the CC4 metric) or with the grass (the class “Ground”

is related to the class “Grass”; therefore this is measured by the CC3 metric) this is bad for reuse. It

may be an advantage for this very special project to have this coupling, but in general this coupling is

does not make any sense.

Leung [34] analyzed metrics for intranet applications. Based on an extended ISO software quality

model (see Figure 2.7), he conducted a user survey study. This study identified the importance of

each metric for intranet applications. Different metrics were defined for each of the top five rated
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CC1 = ∑
m
i=1 ∑

x
j=1 G jGi CC5 = ∑

m
i=1 ∑

y
j=1 S jGi

CC2 = ∑
n
i=1 ∑

x
j=1 G jGi CC6 = ∑

n
i=1 ∑

y
j=1 S jGi

CC3 = ∑
m
i=1 ∑

x
j=1 G jSi CC7 = ∑

m
i=1 ∑

y
j=1 S jSi

CC4 = ∑
n
i=1 ∑

x
j=1 G jSi CC8 = ∑

n
i=1 ∑

y
j=1 S jSi

m number of hierarchies which are related to this class
n number of hierarchies which are not related to this class
x number of General classes in this hierarchy
y number of Specific classes in this hierarchy

G jGi number of couplings from the j-th General class to all General classes in the i-th hierarchy
G jSi number of couplings from the j-th General class to all Specific classes in the i-th hierarchy
S jGi number of couplings from the j-th Specific class to all General classes in the i-th hierarchy
S jSi number of couplings from the j-th Specific class to all Specific classes in the i-th hierarchy

Figure 2.5.: Coupling Count metrics for reusability measures: from Price and Demurjian [47]

Figure 2.6.: Meaning of the Reusability metrics: from Price and Demurjian [47]
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software characteristics (“Availability”, “Accuracy”, “Security”, “Suitability”, and “Time behavior”).

Then these metrics were analyzed according to their importance, urgency, and costs. The following

three metrics were chosen as a result of this analysis:

• Availability AVAIL: ∑Prime hours−∑Outage hours
∑Prime hours Prime hours are those hours where the application

has to be available. For an intranet application this could mean the office hours (e.g., 8am to

6pm)

• Failure rate FR: ∑Number Of failures
∑Execution hours

• Software failure rate SFR: ∑No. of software failures
∑Execution hours

These three metrics are strongly related to the five characteristics stated above.

Figure 2.7.: Extended ISO software quality model by Leung [34]

2.3. Evaluation of Metrics

As discussed in the previous section, there are many different approaches to define metrics. The defi-

nition of a formal function for a metric does not always mean that this metric helps measure software

quality attributes. Before implementing any metrics it is important to evaluate them according to their

significance.

Chidamber and Kemerer [13] evaluated all of their metrics according to six properties for metrics

[13].

• Noncoarseness : Different classes may have different results for the metric m
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• Nonuniqueness : It must be possible that different classes can have the same results for the

metric m

• Design Details are Important: Two classes which provide the same functionality do not have

to have the same results for the metric m

• Monotonicity: A class which is the combination of two classes must have at least the same

results for the metric m as each of the basic classes have alone

• Nonequivalence of interaction: Given the classes A, B, and C and the constraint metric m(A)=

m(B) this must not imply that m(A+C) = m(B+C)

For example, the classes Car, Grass, and Bike exist and Lines of Code LOC(Car) = LOC(Grass)

is valid. In both classes the functionality of Bike has to be implemented. It is very likely

that LOC(Grass+Bike) will be higher than LOC(Car+Bike) because there will be some similar

functionality in the classes Car and Bike which can be merged

• Interaction Increases Complexity: The complexity of a class combining the functionality of

two other class can be higher than the sum of the complexity of the two basic classes

This means each metric is able to generate significant values, which makes it possible to compare

different source codes to each other. Basili et al. [5] analyzed Chidamber and Kemerer’s metrics [13]

according to its distribution and correlation. Distribution means the value range of a metric. The

distribution of a metric is important to interpret a given metric value. For example, the metric Number

of Children gives for nearly all evaluated classes the value 0 and the maximum value is 4. This means

that this metric has a very low distribution. The result of the correlation analysis can be seen in Figure

2.8.

Figure 2.8.: Correlation matrix for the Chidamber and Kemerer [13] metrics suite [5]

The values given in this figure are the squared correlation between two metrics. Overall, no or

very low correlation has been detected. A low correlation is good for combining metrics (for more

information about correlation see Section 2.5). Besides correlation and distribution, the relationship

between fault probability and the metrics was analyzed. Basili et al. [5] states “five out of the six

Chidamber and Kemerer’s OO metrics appear to be useful to predict class fault-proneness during
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the high- and low-level design phases of the life-cycle” (Lack of Cohesion is the metric Basili et al.

excluded from this statement).

Another good validation of metrics is provided by Gyimothy et al. [29]. This validation uses object-

oriented metrics on a Mozilla open source software project. The object-oriented metrics used are

those introduced by Chidamber et al. [11] (the definition of these metrics can be seen in Section

2.2.) with slight modifications made by Basili et al. [5]. Gyimothy et al. [29] evaluated the source

code of the Mozilla software project and combined this information with data from the corresponding

“BugZilla” bug tracking system. The authors associated each reported bug with a class within the

source code. Because of this combination of information Gyimothy et al. were able to evaluate the

metrics. According to the results of the evaluation, the following two metrics achieved the best results

and are therefore highly recommended: Coupling Between Objects and Lines of Code. The metrics

Weighted Methods per Class, Response for a class, and Lack of Cohesion on Methods also performed

very well.

2.4. Automatic Metrics Calculation

After defining different metrics they have to be calculated. Rubey and Hartwick [49] described their

metrics as very specific and stated that they may require “a detailed analysis of the program being

evaluated”. Because this would be a very time consuming task and therefore very expensive they

suggested using computer programs to mechanize this analysis. Boehm et al. [7] even worked out

which of their defined characteristics could be calculated automatically. In Figure 2.9, all of their

metrics combined with “Quantifiability” and “Completeness” can be seen. Quantifiability provides

information if and how this metric can be quantified automatically. The “Completeness” shows how

completely the source code can be evaluated automatically. The letter “P” in completeness means par-

tial completeness possible and “C” means completeness possible. Metrics for automatic calculation

can be chosen with this evaluation.

Dandashi [14] conducted a study, the subject of which was to identify the relationship between

automatic calculated metrics and software quality attributes collected via a survey. Part of the au-

tomatic calculated metrics were the metrics of Chidamber et al. [11] presented above. Correlations

were found between the metrics “Number of Children”, “Depth of Inheritance Tree”, “Response For

a Class”, and “Coupling Between Objects” (The definitions of these metrics can be seen in Section

2.2.) and the quality attributes “Adaptivity”, “Completeness”, “Maintainability”, and “Understand-

ability” (The definition of this quality attributes can be seen in Section 2.1) of the class. Dandashi

[14] observed that “as DIT and NOC increases, (higher level of inheritance), the adaptability,
completeness, maintainability, and understandability [...] decrease”. Dandashi provided the fol-
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Figure 2.9.: Evaluation of completeness and possibility of metrics automation from Boehm et al. [7]
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lowing four statements which are supported by the previous observation: Increasing [14] “high levels

of inheritance [...] make the classes

• Increasingly difficult to adapt (and subsequently difficult to reuse), as these high inheritance

levels imply an increasing degree of specialization in terms of the objects they represent

• More dependent on other inherited classes (more difficult to reuse than stand-alone or self-

contained components)

• Less maintainable as stand-alone software artifacts in that their proper maintenance (perfec-

tive, adaptive or corrective) may require the modification of increasing numbers of inherited

classes

• Less understandable as stand-alone software artifacts, in that their understandability may re-

quire the analysis of increasing numbers of inherited classes”

Dandashi also observed a weak trend which shows that low values for RFC and CBO lead to increased

quality attributes mentioned above.

2.5. Metrics Suites, Correlations and Conflicts

The major problem for Boehm et al. [7] was the fact that metrics can be in conflict with each other.

One example they gave is “added efficiency is often purchased at the price of portability, accuracy,

understandability, and maintainability”. Not only conflicting metrics improve the difficulty in choos-

ing metric suites. An overall result which is calculated with metrics correlating will mislead. For

example, if the metric suite used contains four metrics and two of them measure a very similar qual-

ity attribute, this quality attribute becomes more important than the others. This effect needs to be

considered during the decision process of the metrics suite.
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A software measurement suite in a broader sense is provided by Schneidewind [51]. Broader sense

means a software measurement suite that no mathematical metrics are presented in this work. Instead,

Schneidewind presents a concept for software quality measurement for the entire software develop-

ment life cycle. This concept is based on two standards for software quality: AIAA and ANSI [1] and

IEEE [30]. This so called “Issue-oriented approach” is split up into nine issues (see Figure 2.10).

Figure 2.10.: The nine issues of the Issue-oriented approach for software quality measurement [51]

The “Functions” in this image define actions needed to provide all information for the issue. The

“Knowledge” means the knowledge an employee must have to perform the according functions. This

can help a project manager to define which personal resources are needed. Because the business view

on metrics is not the topic of this thesis, no further discussion of these issues is given here. The

interested reader should take a look at Schneidewind [51].

An Evaluation of Chidamber et al. [11]’s metrics suite is presented by Succi et al. [55]. They present

an empirical exploration of the distributions and correlations of the Chidamber and Kemerer object-

oriented metrics suite. The resulting values for the correlations indicate a high correlation between

following metrics:

• “Number of Methods” and “Lack of Cohesion between Methods”

• “Number of Methods” and “Response for a Class”

• “Response for a Class” and “Lack of Cohesion between Methods”

• “Response for a Class” and “Coupling Between Objects”

(for definition of this metrics see 2.2). This means these metrics should not be used together.

22



2.6. The Downside of Metrics

2.6. The Downside of Metrics

There are not only advantages when it comes to metrics. Boehm et al. [7] even stated “Finally,

we concluded that calculating and understanding the value of a single, overall metric for software

quality may be more trouble than it is worth”. This means a single metric which leads to high quality

software for every software project does not exist. In the chapters above many quality attributes

and corresponding metrics have been introduced. There may be metrics which are important for

every project (e.g. Consistency, Completeness) but even then it has to be defined how important

each metric is for a certain project. As stated in Briand et al. [9]’s work, metrics are a very efficient

instrument for quality evaluation but seem to be very context-sensitive. Briand et al. [9] evaluated

several cohesion and coupling metrics concerning their ability to predict the probability that a fault

occurs in a class during operation of the system. Beside the difficulty of choosing the right metrics

there are also coherent or even contradictory metrics (e.g. Time Usage vs. Space Usage). Stockman

et al. [54] stated that because of the difficulties in justifying a particular weighting scheme, the concept

of metrics presented has very limited value. All these decisions have to be made to use metrics. This

means also: If a set of metrics has been chosen for a project the quality target of the project has been

defined - explicitly or implicitly.

2.7. Different Interpretations of Metrics

In this thesis metrics are all about measuring software quality attributes. This is not the only way to

interpret metrics. Stockman et al. [54] do not agree with this interpretation. They take the following

definition of measurement: “Measurement is the process of empirical objective assignment of num-

bers to the properties of objects and events in the real world in such a way as to describe them” [21].

This definition was mapped to the software engineering domain by the following definition of key

words and phrases [54]:

• “Empirical” - this highlights the role of experimental validation of software measures

• “Objective” - this highlights the need for independence from subject judgments of specific

individuals. Measurements should be within an acceptable error bound, irrespective of who

collects them

• “Assignment of numbers to the properties of objects” - this highlights the need for ordering

relationships between the target objects. Such scales should accurately reflect gradations of real

world properties ∗

∗Annotation: This means: measuring an object implies to assign a value (number) to each part (properties) of the object.
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• “Objects and events” - in software terms, this can be interpreted as the products and processes

that characterize the software production life cycle

• “In the real world” - measurement must relate to real world issues and problems. A mathemat-

ically sound measure is of no use unless it can fit into a realistic model or theory of real world

behavior

(This mapping is cited from Stockman et al. [54].)

Stockman et al. [54] conclude from the given definition of measurement and the interpretation of it

given above, that “Complexity Metrics” cannot be seen as measurements. They state that “complexity

is a psychological attribute on which it is difficult to define an ordered relationship which can be

objectively assessed”. Nevertheless, Chidamber et al. [11] give an example, how to use the previously

introduced Chidamber and Kemerer [13]’s metrics suite, which contains only complexity metrics, as a

management tool. In this work they want to provide explanations of the metrics suite in a management

context. Besides the metrics suite, they only use additional information about the size of the source

code, the effort as developer time in hours, and the productivity. The result of their exploratory

analysis is that high coupling and lack of cohesion can be associated with lower productivity, greater

rework, and greater design effort.

Another work which focuses on management aspects of metrics is from Sedigh-Ali et al. [52].

Their mapping between management aspects and metrics can be seen in Figure 2.11. This table gives

examples on how metrics can be used in management. An important chapter in this work concerns the

cost of quality. The quintessence of this chapter can be summarized as follows: “’Perfect’ quality may

not be achievable at finite costs [...]. Although we may be able to determine the overall CoQ (costs

of quality) with reasonable accuracy, determining the amount dedicated to improving a particular

quality factor is difficult because all factors interrelate.”[52]
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Figure 2.11.: Table of metrics to evaluate existing components [52]
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2.8. Additional Literature

In addition to the information presented above, Purao and Vaishnavi [48] can be highly recommended

if further literature on object oriented metrics is needed. In 2002 they summarized the current com-

plete field of research concerning object oriented software measures. Bandi et al. [4] observed the

relation between maintenance performance and object oriented complexity metrics. They proposed

three hypotheses:

• H1: There is a difference in the maintenance time required to make changes to systems, depend-

ing on whether they have a low- or high-complexity designs: µ1 = µ2

• H2: There is a nonzero correlation between the complexity of a system’s design and the main-

tenance time required to make changes to that system: ρ 6= 0

• H3: There is a nonzero linear regression relationship between the complexity of a system’s

design and the maintenance time required to make changes to that system: β 6= 0

These hypotheses were proven with a case study. In this case study, two versions of the same program

were given. One version with high- and one with low complexity, according to predefined metrics.

Each program was then given to different students. The students had to maintain the program and

report their maintenance-times. H1, H2, and H3 could be approved from the results of this study.

El Emam et al. [17] focused on the confounding effect “class size” in the field of metrics. The authors

discussed the correlation of coupling metrics and class size and the resulting impact on fault-proneness

prediction. The research proved the existence of a confounding effect of class size. This means:

“After controlling for the size confounder, all of these associations disappear, and the differences in

the product metrics odds ratios indicates a strong and classic confounding effect ” [17]. Sato et al.

[50] analyzed the evolution of metrics in agile projects based on seven projects with different agile

method approaches. The result showed that less agile practices lead to higher size, complexity, and

coupling measures.

Another domain where metrics are very important are so-called commercial off-the-shelf (COTS)

components. The quality of COTS components needs to be determined before a buying decision can

be made. Sedigh-Ali et al. [52] present the advantages of metrics in this domain.

Besides the papers mentioned above, which evaluate the Chidamber et al. [11] metrics suite, there

are also Tang et al. [56] and Alshayeb and Li [2]. There are also evaluations of other metrics and

metrics suites: Olague et al. [44] and Alshayeb and Li [2]. Ortega et al. [46] compare different

quality metric suites and introduce their own quality suite, which underlines the differences of ef-

fectiveness and efficiency in product or process quality measurements. The authors started with the

quality attributes of “Functionality”, “Reliability”, “Usability”, “Efficiency”, “Maintainability”, and

“Portability”. Each of these attributes were divided in four groups:
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• Product Effectiveness

• Product Efficiency

• Process Effectiveness

• Process Efficiency

Each group of each quality attribute has its own sub-characteristics, which are based on the ISO

9126. (“ISO 9126 defines product quality as a set of product characteristics” Ortega et al. [46]).

For example, the characteristics detected for product effectiveness of functionality are: suitability,

accuracy, interoperability, and security and for product efficiency they are: correctness, structured,

encapsulated, and specified. The conclusion of Ortega et al. [46] was that their quality suite “is an

effective tool for analyzing product quality, that can be used to compare different software products”.
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Chapter 3
Persuasive Technology

Persuasive Technology is a complex topic which, on the one hand, depends on the technological

possibilities which are expanding every day and on the understanding of human behavior on the other

hand. The first section of this chapter is dedicated to human behavior change. The following sections

deal with existing frameworks, a brief review of current persuasive technologies and, last but not least,

a reminder about ethics.

3.1. Persuasion and Human Behavior Change

The definition of the word “persuasion” depends on to whom you are talking to, and in which context

the term is used. Fogg [25] defines persuasion as “a noncoercive attempt to change attitudes or

behaviors”. The noncoerciveness and the attempt to change attitudes or behaviors are very important

in this definition. It cannot be called “persuasion” if you use force in order to change attitudes or

behaviors. If the user changes his attitudes “by accident” it is not persuasion either. Miller [41]

states that the phrase of “being persuaded” “applies to situations where behavior has been modified

by symbolic transactions (messages) that are sometimes, but not always, linked with coercive force

(indirectly coercive) and that appeal to the reason and emotion of the person(s) being persuaded.”

This definition is meant in a more global way and Miller even gives the example of nuclear power as

a means of persuasion. In the context of this thesis clearly the first definition is the more appropriate

one.

The definition of human behavior change is based on Fogg [24]. Fogg presents his so-called Fogg

Behavior Model∗ “BFM”, which should help the understanding of what is important in order to make

humans change their behavior. This model is based on three factors, which are called “Motivation”,
∗See also the website www.behaviourmodel.org for further details
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“Ability”, and “Triggers”. To achieve a certain behavior, all three factors have to be present. A person

needs motivation, ability, and a trigger to behave in the desired way. Assuming that a good trigger is

given, a person still needs motivation and ability.

The best conditions are, of course, that the user is highly motivated and has the ability to behave in

a certain way. Even if one of the aforementioned factors is not present, Fogg states that it’s possible

to compensate it with another factor. For example, Tom is a programmer and has low motivation

to improve the quality of his written code. However, since the tool makes it very easy to do so, he

improves anyway. The list� of motivators and mechanisms to increase simplicity and hence the user’s

ability, published by Fogg is the following:

• Elements of Motivation

– Pleasure / Pain

– Hope / Fear

– Social Acceptance / Rejection

• Elements of Simplicity

– Time

– Money

– Physical Effort

– Brain Cycles

– Social Deviance (going against the social norm)

– Non-Routine

Now that we know how to increase motivation and simplicity, the last missing part is the trigger. The

computer uses a trigger to tell the user that he or she should perform a specific action. When it comes

to triggers, time is very important. A user won’t be attentive if he or she is interrupted at the wrong

time. In [31], the importance of triggering is stressed. Intille [31] calls it “Just-In-Time Messaging”

and he sees the advantages of mobile devices and real-time context-aware computing in catching the

perfect moment for a trigger.

A good insight into persuasion and user behavior is given by Oinas-Kukkonen and Harjumaa [43]

in Section 2: “Fundamental Issues Behind Persuasive Systems”. In this section they state seven

postulates and reason why they are important.

1. Information technology is never neutral

2. People like their views about the world to be organized and consistent

�For further information please see Fogg [24]
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3. Direct and indirect routes are key persuasion strategies

4. Persuasion is often incremental

5. Persuasion through persuasive systems should always be open

6. Persuasive systems should aim at unobtrusiveness

7. Persuasive systems should aim at being both useful and easy to use

A solid basis regarding persuasion and human behavior change is given through the knowledge of

these seven postulates and the Behavior Fogg Model. Another work concerning behavior was pub-

lished by Fogg and Hreha [28]. This work classifies 15 different types of behavior change within a

so-called “Behavior Grid” (see Figure 3.1). This classification can help to understand behaviors and

Figure 3.1.: The “Behavior Grid” describes different behavior change categories. [28] �

their change. The grid can help to identify different types of behavior change. Based on this informa-

tion, different persuasive concepts can be chosen. There will be different persuasive steps necessary

depending on whether the user should have “a new behavior from now on” (e.g.: “Go for a run every

Saturday morning” for a person who did not go running before.) or do “a familiar behavior one time”

(e.g.: “Go and wash your hands now”).

�This illustration is taken from http://captology.stanford.edu/projects/behavior-wizard-2.html
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3.2. Models, Frameworks and other Concepts

Fogg [25] states that “We have no universal theory or framework for persuasion”. This section will

show concepts which may be helpful to design a persuasive system depending on the given situation

and context.

Fogg introduced the so called “Functional Triad” [26],[25]. This triad is thought of as a framework

for analysis and design. The triad reflects the three roles a computer can play concerning the interac-

tion with humans. Depending on the role the computer is given, persuasion strategies will differ and

different possibilities are given. Fogg gives each role additional subcategories to simplify the choice

of possible strategies. To aid understanding, an example is provided for each subcategory.

1. Computers as tools:

• Increasing self-efficacy: Provides a metrics tool which helps to find and improve quality

shortcomings. This tool will help a user who has to improve quality but doesn’t know how.

He or she will feel more confident to achieve the specified goal and will act according to

the suggestions of the tool. For example, the user needs to reduce the complexity of a

function but does not know where to start from. The tool will show a current complexity

value and possible solutions to decrease this value. The user can try the solutions and

immediately gets feedback through the new complexity value

• Providing tailored information: Fairchild et al. [19] published the Foot-LITE system.

This system delivers feedback to the driver of a car according his or her driving style.

This project’s goal is to achieve eco-friendly, safe and efficient driver behavior �

• Triggering decision making: Provides a list of files with software quality flaws on Eclipse

startup. The programmer will likely work on one of them

• Simplifying or guiding people through a process: The spelling correction system of

Microsoft Word

2. Computers as media

• Computers that simulate cause and effect: An annuity calculator: Let the user input an

annuity and years (cause) and show what he or she will receive (effect). Customers will

be likely to start saving earlier

• Computers that simulate environments: Change of music and light is often used in

movies to manipulate feelings (e.g., fear, joy, or sadness)

�A website about the current Foot-Lite project can be seen here [http://www.foot-lite.net/]
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• Computers that simulate objects: A very famous example was the Tamagotchi in the

1990’s. It simulated a pet which needed the care of its owner

3. Computers as social actors

• Computers that provide social support: This is often used in computer games. At the

beginning of a game a character helps the user to learn the interaction with the game. This

character can be invoked every time the user needs further help. Persuasion is possible

during this aiding process

• Computers that model attitudes and behaviors: Fogg [25] says “Computer-based char-

acters, whether artistically rendered or video images, are increasingly likely to serve as

models for attitudes and behaviors”

• Computers that leverage social rules and dynamics: The social agent iCat (see Figure

3.2), presented by [40], gives feedback about a chosen washing program. The feedback

is described as social, because it is represented with facial gestures. This feedback led to

lower energy consumption results rather than information based feedback

Figure 3.2.: The social feedback agent iCat from Midden and Ham [40] gives feedback through facial
gesture

The examples in the computer as tools, computer as media, and computer as social actors sections

show that a specific function of a persuasive program can be categorized in more than one of the above

introduced categories. “Providing tailored information” can lead to “model attitudes and behaviors”

or “leverage social rules and dynamics” can lead to “increased self-efficacy”. Some subcategories

describe what a program actually does (e.g. “Providing tailored information” or “Simulate cause and

effect”) and others describe the desired result (e.g. “Increasing self-efficacy” or “Model attitudes and

behaviors”). This seems to be a flaw in Fogg’s concept, but nevertheless it helps to understand and

implement persuasive functionality.

Additionally, Fogg provides persuasive technology tools, depending on a given role. He also under-

lines the importance of computer credibility. The persuasive tools were advanced by Oinas-Kukkonen
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and Harjumaa [43]. They criticize that there is no explanation of how to transform a given role into

software requirements or concrete implementation out of the triad concept. Oinas-Kukkonen and

Harjumaa [43] analyzed the software design process and where persuasive elements should come into

play. They see the requirement specification as one of the most important phases in software develop-

ment. In this phase, in addition to the functional requirements, non-functional requirements (system

qualities) are defined. These system qualities should give information about the system’s persuasive-

ness. System qualities are related directly to system features. Oinas-Kukkonen and Harjumaa [43]

give a concept, composed of principles, about how to design or even implement persuasiveness de-

pending on the category of the system features. The complete list consists of 28 principles. Below, a

part of this list and each category is given and mapped to a popular website.

1. Primary task support (mapped to Facebook.com)

a) Reduction: Make available functions as simple as possible in the specific context: Com-

menting and sharing links are possible with one click

b) Tunnelling: Guide the user through a process and persuade him or her on the way: When

new features are implemented, the user can take a “tour” through them and sees motivating

messages why he or she should use them

c) Tailoring: Information and media have to be tailored to the user: Comments, photos, and

common interests are provided on each part of Facebook.com

d) Personalization: The user can personalize the software: The user can provide various

media he or she likes. Additionally there are Facebook extensions available which allow

the user to change for example, the main color of the website

e) Self-monitoring: Let the user keep track of his or her performance: The user can always

see what he or she has posted and how other users respond to it

2. Dialogue support (mapped to Facebook.com)

a) Praise: Give the user positive feedback: Third party games on Facebook.com praise the

user when he or she perform certain actions

b) Rewards: Give the user virtual rewards: Third party games on Facebook.com award the

user with rewards, and all of the user’s friends can see it

c) Reminders: Remind the user of desired behavior: If a long time has passed where no

communication has taken place between the user and a user’s friend, Facebook.com re-

minds the user to stay in contact

d) Suggestion: Suggest desired behavior during the use of the software: New friends or

media are suggested to the user
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3. System credibility (mapped to Wikipedia.org)

a) Trustworthiness: Information has to be truthful and unbiased: Every user can edit articles

and has to provide external literature to prove it. If insufficient literature is provided, a

warning gets added to the article

b) Verifiability: The information must be easy to verify: Every article is based on external

literature. The provided literature gives a high level of verifiability

4. Social support (mapped to Wikipedia.org)

a) Normative Influence: Use normative influence or peer pressure to achieve a target be-

havior: Articles have to be written in a very specific way. If a user does not stick to this,

the article gets deleted very quickly by another user

b) Social learning: Give the possibility to observe other user’s behaviors: It is possible to

see the evolution of articles

Oinas-Kukkonen and Harjumaa [43] give concrete examples for each of these principles.

Besides design patterns which address the structure of source code there are visual design patterns.

Tung and Chou [57] proposed three visual design principles for shaping conceptual designs. These

principles are explained on the basis of the Figure 3.3. This figure shows the “Simple Joy” concept,

which should help people to calm down and take their time while eating. This concept demonstrates

how visual design effects human behavior.

• Implicit interaction: The user performs an action which is not aimed at interacting with a

computer but can be grabbed as input. The system recognizes that people are eating

• Aesthetic feedback: Feedback in the surroundings of the user. The system responds to the

eating family with decorative designs

• Emotional engagement: The feedback should evoke emotional response to support behavior

change. The system shows relaxing forms on the table to calm down the users

Figure 3.3.: “Simple Joy” persuasive tablecloth to encourage stress-free eating [57]
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3.3. Persuasive Technology Today

Fogg [22] invented the term “Captology”, which means Computers as Persuasive Technology. Figure

3.4 visualizes which parts of the topics of computers and persuasion overlap. Fogg [26] sees several

Figure 3.4.: The overlapping of Persuasion and Computers shows the area for “Captology” [22]

advantages of computers as persuaders in contrast to human persuaders:

• More persistent than human beings

• Offer greater anonymity

• Manage huge volumes of data

• Use many modalities to influence

• Scale easily

• Go where humans cannot go or may not be welcome

An interesting example of a persuasive system is given by Orino and Kitamura [45]. They devel-

oped a shop-system with the goal of persuading a customer to buy a specific camera. The customer

starts with picking a camera he or she likes. Then the persuading process starts and the system tries to

change the customer’s decision to pick another camera. The persuasion process can be seen in Figure

3.5. During the designed process disadvantages of the user chosen camera and advantages of the pro-

moted camera are shown to the user. Although the persuasion process was well-designed, only two

out of twenty experimental subjects were persuaded. A possible reason is that many subjects didn’t

recognize the persuasive functions or the presented advantages of the promoted alternative. The result

of this experiment is an indicator that design is very important in the area of persuasion.

Mahmud et al. [36] created an agent to decrease energy consumption. They tested whether a

friendly agent is more likely to persuade users than an unfriendly one. They got an interesting re-

sult: a significant correlation between friendliness and trustworthiness. Khaled et al. [32] explored
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Figure 3.5.: Orino and Kitamura [45]’s process to persuade the user to buy a product different to the
user’s first choice.

social software regarding persuasiveness. They concluded that social software has a high persuasive

potential. This conclusion is based on the detection of the following three persuasive elements in

social software: “Affiliation looks at how community identification increases motivation, while ac-

cess focuses on how the beliefs and opinions of other members serve in a persuasive role even to

non-contributors. Finally, participation relates to how contributing members are persuaded to act in

particular ways to uphold group identity and maintain group harmony”

King and Tester [33] see the main domains of persuasive technology in marketing, health-care,

and safety. Indeed, the topic of health-care has many followers in the field of persuasive technology.

Mazzotta et al. [37] developed “Portia”, a persuasion system for more healthy eating. Tung and Chou

[57] show concrete implementations of three persuasive gadgets, together with their principles. All of
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them are designed to increase health. For example, “Simple Joy” is designed to encourage people to

take their time when eating and to slow down for a moment. While people are eating, their table cloths

reacts on the movement of their cutlery and gives beautiful visual feedback (see Figure 3.3). Nawyn

[42] developed a persuasive television remote control for the promotion of health and well-being (see

Figures 3.6(a), 3.6(b), and3.6(d)). This television remote control gives the user feedback about his or

her television usage and helps to reduce the time in front of the TV. Fairchild et al. [19] worked on a

Feedback System to encourage safe, ecological and efficient driving called “Foot-LITE”. Foot-LITE

delivers feedback whether he or she is driving in an eco-friendly manner or not. Fairchild et al. [18]

explored the field of unconscious persuasion.

(a) A prototype for a health and
wellbeing improving television control
called ViTo. Nawyn [42]

(b) Television timer from the ViTo
television control. [42]

(c) Feedback and warning from ViTo,
the persuasive television control [42]

(d) Feedback and summery from
ViTo, the persuasive television control
[42]

Figure 3.6.: Examples of the use of ViTo, the persuasive television remote control [42]
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3.4. Ethics of Persuasive Technology

The last part of this chapter is about ethics. The act of persuading other people can raise ethical issues.

In connection with a system that is thought of as objective, even more issues arise. Berdichevsky and

Figure 3.7.: Persuasive designers have to take responsibility for the outcome of their design under
specific circumstances. This flow-chart diagram helps to decide when the designer has to
be responsible. [6]

Neuenschwander [6] state: “Persuasion apparently distributes responsibility between the persuader

and the persuaded”. This means with designing a persuasive software the developer has to take

responsibility not only for the software but also for the actions users take because of using it. Figure

3.7 sketches when persuasive designers should take responsibility based on an intent. If the persuasive

designer did intend an outcome or did not intend but could have reasonably predicted it, he or she has

to take responsibility for this outcome.

In [26], a complete chapter is dedicated to this part of Persuasive Technology. The knowledge of

Persuasive Technology contains great power. One critically regarded point of persuasion is that the

user might not even notice that he or she is subject to persuasion. Some good examples of the impact

persuasive technology could have are given in [26]. One of them is given here:

“Julie has been growing her retirement fund for almost 20 years. To optimize her investment strategy,

she signs up for a Web-based service that reportedly can give her individualized expert advice. Using

dramatic visual simulations and citing expert opinion, the system persuades Julie to invest more in

the stock market and strongly recommends a particular stock. Two months later, the stock drops

dramatically and Julie loses much of her hard-earned retirement money. Although the system has

information about risk, the information isn’t prominently displayed. Nor is the fact that the site is

operated by a company with major financial investment in the company issuing the stock.”
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Not only computers can be persuasive. That is why Fogg [26] defined six concrete ethical issues

which are only applicable to persuasive technology. These ethical issues are:

• The Novelty of the Technology can mask its persuasive intent

• Persuasive Technology can exploit the positive reputation of computers

• Computers can be proactively persistent

• Computers control the interactive possibilities

• Computers can affect emotions but can’t be affected by them

• Computers cannot shoulder responsibility

The ethics of persuasive technology was a highlighted topic at the First International Conference on

Persuasive Technology for Human Well-Being, Persuasive 2006. Atkinson [3] represented this topic.

Atkinson states: “My own conclusion is that captology requires an immediate ethical safeguard and

this could be fulfilled if the purpose of the persuasion, the macrosuasion’s intent, was exposed at the

beginning of one’s engagement with a program. It would then be possible for the user to determine the

program’s relevance and exercise their right to accept or reject its offering.” Another work on ethics in

persuasive technology is provided by Davis [15]. He states the question: “Ethical issues in persuasive

computing: unique or common?”. In our everyday life, persuasion is everywhere. From salesmen

up to politicians there are many people or companies which would like to persuade us of something.

Although this seems very dangerous, persuasion does not have to be something bad. Persuasion can,

for example, be used to eat healthier, do more sports and drive more careful. Davis [15] even states

that it is difficult for designers not to change others people’s behaviors, because most information

technologies require complex interaction and therefor influence behavior.
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4.1. Basic Idea

The first step in creating an Eclipse plug-in which can assist a programmer in writing proper code was

to define its functionality. This first step started with Felfernig, Pribik, Steinparz, and Leitner [20].

The persuasive elements that should be used have been chosen in this paper. In Section 3, different

persuasive concepts were presented, but not all of them were included in the implementation. The

following section of this chapter is about a pre-study, which was conducted in order to gain a little

insight onto whether people think it is possible to be persuaded to improve their code quality.

4.2. Acceptance Pre-Study

Ten persons where asked about their opinion concerning the use of a motivational tool for code qual-

ity improvement. The questionnaire contained only open questions to get as much information as

possible. Below, the questionnaire and a summary of the answers are provided.
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1. Do you think it is possible that visualization of quality improvement potentially motivates code
improvement?

• “Yes, because flaws get obvious”

• “Maybe an additional reward-system would even more motivate”

• “At least it will increase the awareness of quality flaws and helps to see them”

• “I would love to get aid for quality-improvement”

2. Would you use such a plug-in or even use it in your company?

• “Yes”

• “Depending on the used metrics”

3. Which advantages would you expect from the use of the plug-in?

• “A consistent code standard”

• “Learn how to develop high quality code”

• “Improved maintainability”

• “Less software errors and more awareness to them”

4. Which additional functionality would you like?

• “Automatic improvement”

• “The possibility to configure the used metrics”

• “Blank out unwanted code-improvement markings”

• “Concrete improvement steps and tips”

• “Self-monitoring about my quality improvements”

5. Which functionality do you not want?

• “Monitoring given to supervisor”

• “Automatic improvement”

• “Prevent compiling or submitting to version control systems”

6. How would you measure if there actually was a quality improvement?

• “Less maintenance costs”

• “Less orientation time in foreign code”

• “Higher chance of code reuse”

• “Learning effect of the programmer”

This positive feedback supported the idea of creating a prototype. The development of this proto-

type is described in the sections below.
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4.3. Design Study

Besides defining the functionality, an additional step was needed before starting to implement the tool.

Relating to the theory of Fogg concerning motivation and ability (simplicity), the interface has to be

very easy to understand and handle. This is why a study was conducted concerning only the icons

which should be used in the plug-in. A programmer should immediately know what the different icons

mean. For this study, ten students answered a questionnaire, which consisted of different icons and

questions concerning what they think the icon could mean. They were asked if specific icons were

good for representing specific situations. This questionnaire was divided into four sections. The first

section is about an image to show the user that he or she has improved the code. The second section

is about icons which should give the user feedback about the current quality of a specific piece of

code (e.g., package, class or method). See Figures 4.1, 4.2 and 4.3 for some examples. In the third

section, icons are presented which may be used to get the user’s attention to read further information

about his or her source code. In the fourth and last section, an icon for an additional quality check

tool is presented. Based on this study, the icons for the plug-in were chosen. This study gave the

Figure 4.1.: Quality feedback icons variant 1

Figure 4.2.: Quality feedback icons variant 2

Figure 4.3.: Quality feedback icons variant 3

information needed to achieve a high acceptance of the plug-in later on. The icons in Figure 4.1 were

chosen for the feedback on the project tree in Eclipse.
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4.4. Tool Description “Persuasive Quality Improver”

The goal of the “Persuasive Quality Improver” is to motivate the software developer to write high

quality source code according to a given metrics suite. This leads to two basic functional parts. The

first part is to determine: “Is this a proper source code?” The second part is about: “How can I show

evaluation results to the developer in a way that he or she cares?” These two parts need the knowledge

of software metrics and persuasive technology. In both topics there are many acknowledged tech-

niques, as mentioned in Sections 2 and 3. The first part was to choose some of those techniques and

think about how to implement them into a development environment. The Eclipse IDE was chosen

as the development environment. Eclipse has the advantages of a widely used open source project

and the common programming language Java. This means that it is possible to write a plug-in which

can be easily added in most Eclipse environments. Furthermore, many people can use it because they

already use the normal Eclipse IDE. The Eclipse IDE with the quality plug-in is shown in Figure 4.4.

Figure 4.4.: Eclipse IDE with the developed plug-in

This is how each Eclipse user will see his or her code. There is not much difference to a normal

Eclipse environment, as can be seen in Figure 4.5. An important point was to keep the familiar look

of the Eclipse IDE. This will keep the training period as short as possible.
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Figure 4.5.: Eclipse IDE without the developed plug-in

A process oriented approach to create persuasive technologies was published by Fogg [27]. This

approach consists out of the following eight steps, which the development of the “Persuasive Quality

Improver” also was based on:

1. Choose a simple behavior target: The programmer should do more refactoring and write high

quality code.

2. Choose a receptive audience: Programmers during developing phase.

3. Find what prevents the target behavior: Lack of time and knowledge.

4. Choose a familiar technology channel: Eclipse developing environment.

5. Find relevant examples of persuasive technology: Warnings of the compiler which are shown

to the user inside the Eclipse IDE.

6. Imitate successful examples: The default warning view of the Eclipse IDE is known by the

Eclipse users. This view is also used by the plug-in.

7. Test and iterate quickly: This was done during the design studies.

8. Expand on success: This part needs future work. Ideas on how to expand the current system

can be found in Section 4.8

These eight steps represent a very detailed and easy-to-follow concept to design a persuasive system.
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4.5. Chosen Persuasive Concepts

As seen in Section 3, there are many persuasive techniques. In [20], some concepts were chosen

to be implemented in this tool. These concepts are tunneling, suggestion, conditioning and self-

monitoring. The following descriptions of the techniques tunneling, conditioning and self-monitoring

were presented in Felfernig, Pribik, Steinparz, and Leitner [20]:

Tunneling Technology or Guided Persuasion is a persuasion type where users are guided through a

predefined sequence of actions or events, step by step. [23]. This part of persuasion performs the so-

called quality guide or Issuenary. The name Issuenary was chosen, because it guides through different

quality issues. This quality guide accompanies the user through a set of problematic software artifacts.

During this process the quality guide provides explanations as to why these artifacts are problematic

and which actions should be taken into account in order to improve the quality of these artifacts. The

quality guide can be seen in Figure 4.6. As can be seen the user has only three buttons to choose from.

Figure 4.6.: Eclipse with the developed plug-in and the activated quality guide (Issuenary).

He or she can choose to work on this piece of code, see the next suggestion or cancel the process. If

the user chooses to work on it, the dialog will close and the piece of code will be presented directly to

the user. This means that the corresponding source file will be opened at the line of source code where

the piece of code the user wants to improve starts. If the “next suggestion” button is pressed the user

gets information about another piece of code which could need improvement. To make it easier for

the user to understand where this specific piece of code is located within the project, in addition to just
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writing the file name and the method name at the bottom of the dialog, the file opens automatically in

the background and the user can see the code behind the dialog.

Suggestion is a persuasive technology which means “intervening at the right time” [23]. For exam-

ple, the system should provide advice regarding software artefact quality improvements at the right

time. In this implementation the suggestion is placed in the marker and the quality guide. The user can

see that there is a marker directly in the section where he or she is currently working. Every marker

is placed on the left side of the line of code it refers to. Additionally, each marker of a source file is

visible on the right side of the source code (see Figure 4.8 and 4.7). In these figures it is also shown

Figure 4.7.: Suggestion: The Eclipse marker shows the user which code has to be improved.

Figure 4.8.: Suggestion: The Eclipse marker shows the user how to improve the code (textual
recommendation)

that a marker can highlight specific code parts for the user so he or she knows the corresponding code

lines. This means developers see that there are suggestions for improvements directly when they are

working on that code. Each marker has some text to motivate the programmer to change the code,

which is shown when the user brings the mouse courser over the marked source code. When the users

want to improve the code, they can use the quality guide. A detailed list is shown on how exactly the

code can be altered (see Figure 4.6).
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Conditioning technology is “a computerized system that uses principles of operant conditioning

to change behaviors” [23]. Operant conditioning is a method which uses positive reinforcement to

achieve a certain behavior (change) [23]. Different types of feedback icons were identified which

can achieve such positive reinforcements. For example, every time the quality of a certain software

artefact has been improved from one build to the next, the system will show a motivating image (see

Figure 4.9). In the package explorer view every artefact that has been improved gets an extra feedback

Figure 4.9.: The plug-in’s package explorer close-up with very good software quality in the right
window (nearly all icons green [bright]) and worse software quality in the left window
(many red icons [dark])

icon. There is no negative feedback on quality losses. One of the reasons for this decision ist that at the

beginning of the programming each source code is, from the metrics point of view, perfect because it

is empty. Every time the user compiles, the evaluation process will determine quality losses. Another

reason is that conditioning should give positive feelings primarily in this case. Every other technique

marks the negative parts of the software, so there has to be some balancing.

Self-Monitoring is a persuasive technology which “allows people to monitor themselves to modify

their attitudes or behaviors to achieve a predetermined goal or outcome” [23]. In our context we

show several feedback icons that are constantly shown to the user in different areas of the Eclipse

environment. The package explorer includes an overview of the quality of the software artifacts (see

Figure 4.9). With the “Persuasive Quality Improver” the user gets a quick overview of which parts
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are in most need of improvement. More detailed information regarding low-quality software artifacts

is provided in the Eclipse marker view (see Figure 4.10). In addition, the complete evaluation of the

Figure 4.10.: The Eclipse Marker View close-up including some improvement suggestions for the
user.

quality is logged in the background. This has only been used for the user study so far, but can also be

used for additional self-monitoring tools.

4.6. Implemented Metrics

Figure 4.11.: Correlation matrix of Chidamber and Kemerer [13]’s metrics suite by Succi et al. [55]

The complete evaluation part of the “Persuasive Quality Improver” is based on software metrics.

As mentioned in Chapter 2, there are many used and approved metrics defined. This means that the

most difficult process was to decide on which metrics give meaningful values and how they should

be combined. Fortunately, there are papers that provide answers to both questions. A metrics suite is

provided with regard to Chidamber and Kemerer [13] which evaluates a couple of metrics by different

properties. This evaluation gives information about the quality of these metrics. Evaluation of the

metrics suite was made by Succi et al. [55] and Basili et al. [5]. They took the metrics of the metric

suite from Chidamber and Kemerer [13] and evaluated their correlation. If there is a high correlation
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between two metrics they should not be used together because there is no further information when

using both, but rather a big disadvantage. The use of highly correlated metrics can distort the overall

rating of the source code because the aspect the metrics are looking at is counted twice. In Figure

4.11 and 2.8, the correlation between two metrics can be seen. Here is a short explanation of the

Figure 4.11: The evaluated metrics are Number Of Methods (NOM), Depth of Inheritance Tree (DIT),

Number of Children (NOC), Coupling Between Object classes (CBO), Response For a Class (RFC)

and Lack of Cohesion in Methods (LCOM) (definition of these metrics can be seen in Section 2.2).

The value means the weighted correlations between two metrics. The lower the value, the better both

of the metrics can be used together.

DIT = MAX(d1,d2, ...,di, ...,dn)
di = depth of one possible hierarchy path from the class of interest to its root class.

(a) Implemented metric 1: Depth of Inheritance Tree as defined in Chidamber and Kemerer [13]

LCOM = |P|− |Q| if |P|> |Q|
= 0 otherwise

(b) Implemented metric 2: Lack of Cohesion in
Methods as defined in Chidamber and Kemerer
[13]

McCabe cyclomatic complexity v(G) = number of decision statements+1
(c) Implemented metric 3: McCabe cyclomatic complexity as defined in McCabe and Butler
[39] For example, decision statements can be “if”, “switch”, or “for”-statements.

MLOCi = ∑ linesmethodi−∑comment linesmethodi−∑empty linesmethodi

(d) Implemented metric 4: Method Lines of Code as defined in Gyimothy et al. [29]

Figure 4.12.: Definition of the implemented metrics

The “Persuasive Quality Improver” implements the DIT (see Figure 4.12(a)), Lack Of Cohesion

between Methods (LOC alias LCOM) (see Figure 4.12(b)), and McCabe (see figure 4.12(c)) metrics.

These metrics got a good evaluation in both mentioned works. Additionally, the metric Method Lines

Of Code(MLOC) (see Figure 4.12(d)) was used, which is not mentioned in [55] or [13] but in [29].

4.7. “Persuasive Quality Improver” Implementation

The tool was built on the basis of Felfernig, Pribik, Steinparz, and Leitner [20] and an existing frame-

work which provided the functionality of metrics calculation as an Eclipse plug-in. The framework

realized basic plug-in functionality and an example implementation of metric evaluation. Further

additional functions have been integrated in the Eclipse plug-in developed within the scope of this

thesis:
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• Automated quality check of all projects

• Decorating project tree entries depending on their metric’s quality values

• Implementing the metrics defined in Section 4.6

• Providing marker view to the user, so he or she can easily access all the information provided

• Logging evolution of code quality to make it possible to evaluate the process of the quality

evolution and the response of the user to the given feedback of the software metrics

• Creating a so called “Quality Guide” tunneling dialog which is needed to guide the program-

mer through all the improvement possibilities provided and give information as well as addi-

tional motivation

The plug-in structure and its elements are explained in detail in the following sections.

4.7.1. Eclipse Plug-in Basics

Every Eclipse plug-in is built on a basic structure. This structure contains a main class which is

extended from AbstractUIplugin and a plugin.xml config file. The plugin.xml file contains so-called

“entry points” for the plug-in. These entry points define all parts of the plug-in. For example, if the

plug-in has to add a menu item to the Eclipse Environment, this menu item has to be declared in

the config file as an entry point (see Listing 4.1). This is why the plugin.xml file is mentioned very

often in this plug-in documentation. The second main part of each Eclipse Plug-in is the class which

is extended from AbstractUIPlugin. This class usually has the name “Activator” and this is also the

name it has in this project. In this class an id should be defined which identifies your plug-in. This id

is built up like Java Package names (e.g. at.tugraz.masterthesis.Metricsplugin). To get your plug-in to

start and stop working, two functions called start() and stop() are called by the Eclipse Environment.

There is no other functionality needed here.

Because the plug-in needs to parse the source code, so called Nature and Builder classes are needed. A

Nature can be connected to projects. In this plug-in it is needed to connect to all projects automatically.

It was a little bit tricky to integrate the nature automatically into all user projects. The Eclipse Plug-in

Environment doesn’t have any ready-to-use functionality to do that. So this had to be done manually,

as shown in Listing 4.2.

A Nature has an id and has to be defined in the plugin.xml where it becomes associated with the

Builder needed. Now the defined Builder is called every time the developer builds his or her source

code and we can evaluate the code while it gets built by Eclipse. The structure of a Builder class

provides the possibility to react to different types of source code changes. Source code can either

be “changed”, “added” or “removed”. In this plug-in only the cases “changed” and “added” are
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Listing 4.1: Extract from the plugin.xml configuration file. This shows how the “Issuenary” menu
item is added to the eclipse environment.

1 <e x t e n s i o n
2 p o i n t ="org.eclipse.ui.commands">
3 <command
4 d e f a u l t H a n d l e r ="at.tugraz.ist.myplugin.issuenary.DialogAction

"
5 i d ="at.tugraz.ist.myplugin.openIssuenaryDialog"
6 name="openIssuenaryDialog">
7 < / command>
8 < / e x t e n s i o n>
9 <e x t e n s i o n

10 p o i n t ="org.eclipse.ui.menus">
11 <m e n u C o n t r i b u t i o n
12 l o c a t i o n U R I ="menu:org.eclipse.ui.main.menu">
13 <menu
14 i d ="qltyMenu"
15 l a b e l ="Quality">
16 <command
17 commandId="at.tugraz.ist.myplugin.openIssuenaryDialog"
18 l a b e l ="Issuenary"
19 s t y l e ="push"
20 t o o l t i p ="open Issuenary Dialog">
21 < / command>
22 < / menu>
23 < / m e n u C o n t r i b u t i o n>
24 < / e x t e n s i o n>
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Listing 4.2: Code for adding the Nature class to all projects in the workspace
1 p u b l i c s t a t i c vo id a d d N a t u r e T o A l l P r o j e c t s ( )
2 {
3 t r y {
4 IWorkspace workspace = R e s o u r c e s P l u g i n . ge tWorkspace ( ) ;
5 IWorkspaceRoot r o o t = workspace . g e t R o o t ( ) ;
6 / / Get a l l p r o j e c t s i n t h e workspace
7 I P r o j e c t [ ] p r o j e c t s = r o o t . g e t P r o j e c t s ( ) ;
8 f o r ( I P r o j e c t p r o j e c t : p r o j e c t s ) {
9 I P r o j e c t D e s c r i p t i o n d e s c r i p t i o n = p r o j e c t . g e t D e s c r i p t i o n ( ) ;

10 S t r i n g [ ] n a t u r e s = d e s c r i p t i o n . g e t N a t u r e I d s ( ) ;
11 boolean found = f a l s e ;
12 f o r ( i n t i = 0 ; i < n a t u r e s . l e n g t h ; ++ i ) {
13 i f ( Myplug inNature . NATURE ID . e q u a l s ( n a t u r e s [ i ] ) ) {
14 / / a l r e a d y t h e r e : )
15 found = t rue ;
16 }
17 }
18
19 / / Add t h e n a t u r e
20 i f ( ! found ) {
21 S t r i n g [ ] newNatures = new S t r i n g [ n a t u r e s . l e n g t h + 1 ] ;
22 System . a r r a y c o p y ( n a t u r e s , 0 , newNatures , 0 , n a t u r e s . l e n g t h ) ;
23 newNatures [ n a t u r e s . l e n g t h ] = Myplug inNature . NATURE ID ;
24 d e s c r i p t i o n . s e t N a t u r e I d s ( newNatures ) ;
25 p r o j e c t . s e t D e s c r i p t i o n ( d e s c r i p t i o n , n u l l ) ;
26 }
27 }
28 } catch ( C o r e E x c e p t i o n e ) {
29 e . p r i n t S t a c k T r a c e ( ) ;
30 }
31 }
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needed and lead to a call of the metrics calculation (see Section 4.7.4). Markers (Section 4.7.3) and

decorations are placed depending on the calculated metric values.

4.7.2. Decorator

The Decorator is an important part of this plug-in. A Decorator has the assignment to decorate items of

the project tree. Decorating means that, in addition to the defined items, a small icon will be displayed.

Each item (i.e., projects, packages, classes, methods) can be decorated . Eclipse uses decorating to

show the user if the item contains warnings or errors. Another well-known use of the decorator is

used by the SVN plug-in Subclipse. This plug-in shows if the item is up to date with SVN or contains

changes. In the plug-in developed within the scope of this thesis, these icon decorations are one part

of the provided feedback about code quality. The code quality of each item can be seen with these

decorations. This makes it easier for the user to see where the most work for refactoring will be

needed. An appropriate icon is added to the specific item after each build and metrics evaluation. This

additional functionality causes the need of a Decorator class with the override function decorate().

This Decorator again has also been defined in the plugin.xml file.

4.7.3. Markers

Markers besides decorating can be used to give feedback to the user. Every developer knows the

small icons on the left and right side of the source code window. They give information about syntax

errors and various kinds of warnings. Plug-ins can use this technique too. A plug-in can define its

own marker with a specific color, highlighting, and icon. In this plug-in, there are two different kinds

of markers specified. One is visible for the developer and one is not. The marker type is chosen

depending on the value of the different metrics. If the value is above or beyond its specific threshold,

the visible marker is chosen. The second one is not visible to the developer and only used for further

evaluations. Eclipse provides default marker types. To create an individual marker type it has to be

defined in the plugin.xml file. For one marker, three different entries have to be added to the config

file. The first one is the marker itself. It contains only a name and an id. The second entry is about the

annotation type (e.g., “Error” or “Warning”) that is needed in the third entry which is called marker

annotation specification. In this last entry, all the visible attributes mentioned above can be defined.

The visible marker has the following attributes: an icon, the text decoration style “dashed box”, one of

the predefined link icons (this icon is shown in the metric view) and a red color for the text decoration.

This combination leads to the visualization shown in Figure 4.7. A marker type is defined with the

steps described. The next step is to create a marker from the plug-in, which is shown by Listening 4.3
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Listing 4.3: Attach a marker to source file

1 I F i l e f i l e = c u r r e n t f i l e ;

2 IMarker marker = f i l e . c r e a t e M a r k e r (MARKER TYPE) ;

4.7.4. Metrics

The metrics part is more complex than the parts described earlier. There are several differences in

the calculation of the metrics. Every metric needs different information for its calculation and even

the hierarchy level of the data has to be different. This means there are metrics which have to be

calculated on the class level and others that have to be calculated on the method level. Nevertheless,

this part has to be very adaptable because it is important to be able to modify or add metrics for the

usability of the “Persuasive Quality Improver”. This leads to a larger class structure. Here, a short

overview of the classes which are involved in the metrics calculation is given:

• The metrics classes itself

• The base class for each metric class: MetricsCalculator

• MethodVisitor and FieldVisitor: These classes are implemented as private classes in the metric

classes which need them (e.g., LOC)

• MetricTypeResult is a Collection of all MetricResult for one specific metric

• MetricsJavaElement which contains the IJavaElement which is provided by the Eclipse Plug-in

Framework and the related MetricTypeResult

• SourceEvaluator: This class is called for each source file and gets the MetricsJavaElement

Object to create the necessary Eclipse markers

• MetricBuilder: This is the builder of the plug-in. This builder has the assignment to call the

SourceEvaluator with each source file which gets built

4.7.5. Dialog

There is only one dialog in this plug-in. Only the quality guide needs to be a dialog to interact properly

with the developer. This dialog consists of two parts. The first part is the dialog itself. For this, a new

class was extended from the StatusDialog which is provided by the Eclipse Plug-in Framework. The

dialog itself is an ordinary Java Composite. This means there is a basic Composite object to which

all visible elements have to be added. The second part is a so called Action. This action is needed to

show the dialog to the user. Its only responsibility is to open the dialog needed when it’s called. The

time of activation of the dialog has to be defined in the plugin.xml configuration file.
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4.7.6. Database and Logging

One important feature which is not visible to the developer is the logging mechanism. Every time

the developer builds his or her source code and the metrics are calculated, the whole evaluation is

saved in a SQLite database. This feature was needed for the evaluation of the case study in the next

chapter and can be used for further studies or evaluations. With the collected data it is possible to

see the evaluation of the quality over time. The SQLite database was chosen because of the given

requirements. The complete database has to be delivered with the plug-in itself and it cannot be

guaranteed that an internet connection is available. Additionally, the configuration of the plug-in is

based on this database.

4.8. Remarks for Functionality Extension

This section is meant as a technical collection of possible extensions of the “Persuasive Quality Im-

prover”. Each idea is described from a technical point of view and presents one part of the open

structure of the, so that a developer can start easily with modifications.

The architecture used was designed to allow functionality extension. During the implementation

process many additional ideas for persuasive concept implementation arose, which have not been

applied. Some of the ideas where just out of scope of this thesis. The following sections present these

ideas together with hints on how to implement them in the existing architecture.

4.8.1. Add more Metrics

This is the most obvious and likely functionality extension. To implement a new metric, the following

steps are needed:

• Create a new class which extends from MetricsCalculator

• Override the function calculate() in the new class

• Create a MetricResult which includes all the necessary information for an Eclipse marker in the

calculate() function

• Add information of the new metric to the IMetricsCalculator

• Add the new metric to the metrics list in MetricsCalculator getMethodCalculators()

• Add a new entry in the database. The database initialization can be done with the

DataBase.initializeMetricTable function
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When all these steps have been undertaken, the plug-in takes the new metric into account, will create

markers, and decorate the project tree.

4.8.2. Suggest refactoring-tips to the user at the right time

It is difficult to get a good time when it comes to interrupting a programmer. If the programmer is

currently deeply involved in the design process of an algorithm, it is highly destructive to interrupt

him or her. One of the following could be an appropriate moment:

• The programmer tries to debug the program, but does not find the bug

• The programmer tries to get an overview of foreign code

• The programmer is already in a refactoring process

• The programmer introduces a new function to a class

• The programmer has not started programming yet or has taken a break

This functionality extension mostly concerns detecting what a programmer is doing just in time. With

this knowledge the plug-in can decide whether it is a good moment to interrupt the programmer with

a good advice or not. If a programmer is interrupted at an inappropriate moment, the tool may be

ignored.

The implementation of this functionality could start in the Builder-class. Every time the programmer

builds the program, the builder could log the changes. From this information the plug-in could guess

the current intention of the user. For example, the user works on the same function or functions which

call each other for a long time, but not much of the code is changing. This could be an indicator of

debugging. In the MetricBuilder.visit() method a logger can be installed. Additionally, an evaluation

unit will be needed, which evaluates the log during each build and raises actions when an appropriate

moment is detected.

4.8.3. Improved Self-Monitoring

Currently, self-monitoring is limited to real time. The user cannot see a history of the code’s quality

evaluation. Maybe the user would be more motivated in using the plug-in when it’s obvious that the

code quality has really improved over the time. Additionally, the programmer can learn about his or

her working practices. For example, in the morning a lot of new code is written and software quality

goes down, while in the afternoon the software quality is improved again because the new code is

refactored. The technical requirements are all satisfied. All the information concerning metrics has

already been collected by the implemented Database Logger. The logging has to be adapted only
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if additional information is needed. Currently, all the markers are stored in the database within the

SourceEvaluator.createMetricsMarkers() function. If this is not needed, only the visualization has to

be integrated.

Some ideas for possible visualizations are the following:

• Today’s quality evolution of the current class or method

• Overall quality evolution of the current class or method. (see Figure 4.13(a))

• Most improved classes or methods of a certain interval (day/week/month). (see Figure 4.13(b))

• Evolution of a quality based class-ranking including the absolute quality value of each class

(based on metric-evaluation).

• Overview on which classes the programmer spent the most time over a certain period (day/week/-

month). Here, additional information has to be logged. (e.g., active time a user spent with a

file) (see Figure 4.14(a))

• Overview which classes the programmer actually worked on today/this week/this month

4.8.4. Introduce a social factor

In the current prototype implementation, no social aspects have been taken into account, although

these are one of the most persuasive elements (This aspect is also an issue of future work. See Chapter

6. There are many possibilities to take social aspects into account.

Show community analysis

Give the programmer the possibility to compare him- or herself to his or her colleagues. This can lead

to higher motivation for two reasons: On the one hand, there is a competition-factor and, on the other

hand, it is clear that there are also other programmers who have to struggle with software quality.

• A list of the most alerted metrics of a certain interval (day/week/month)

• A list of the most alerted metrics overall

• A list of the highest and average combined values of all metrics of a certain interval

(day/week/month)

• A list of the highest and average combined values of all metrics

The features mentioned above need an adjustment concerning the current database. The database

which is currently used is directly located at the computer of the programmer. This means there are
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(a) Possible visualization of quality evolution of a class

(b) Possible visualization of most improved classes

Figure 4.13.: Part 1: Visualization of further ideas

59



Chapter 4. Combining The Aspects

(a) Possible visualization of most time intensive classes

(b) Possible visualization of praise system

Figure 4.14.: Part 2: Visualization of further ideas
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no values available from other programmers. A possibility to get information from all programmers

is to publish the locally saved data to a global server. This could happen when the programmer is

shutting down the Eclipse Environment to keep the building process short. This can be realized in the

Activator class. This class contains the stop()-function which is called at the end of the plug-in life

cycle, which normally means that the complete Eclipse Environment is shut down. Therefore, a global

server would be needed, as well as a concept how to save data. Because of data privacy, no relation to

the author of the code should be saved. A constructed id for classes, their methods and the calculated

metrics should be enough information for such an analysis. In addition to the external database, a

platform where the analysis can be displayed is needed. This could be a website or web services

which are then again included in the Eclipse Environment to be directly shown to the programmer.

Qualitative evaluation

Metrics can only calculate values based on a predefined function. Often, there are circumstances

which need code that has a low quality according to metrics. For example, code that has to run on

machines with low call stack. Here the code has to be written with as few methods as possible,

which will lead to a high LOC value. Or, for example, code which contains very complex algorithms

which cannot be changed because of runtime or memory management. This code will lead to a high

McCabe value. The metrics are not able to take into account special challenges a program has to cope

but another programmer would be able to. For example, the runtime of a program has to be short.

This may lead to a complex code and a poor metrics evaluation. The programmer may be able to give

a more professional opinion onto the complexity than a metric. Another advantage of the review of

another programmer is that metrics cannot give context-adapted tips for possible improvements.

• Let programmers evaluate code fragments from other programmers

• Let programmers give tips on how to improve a specific source code which has bad quality

according to metrics

As discussed in the previous section, the first problem concerns the global database. Here again,

global data from all the programmers is needed. Additionally, the code is needed for the review. The

original programmer also should be able to see the given evaluation and tips such that it is not possible

to save all the data completely anonymously. This may lead to data privacy issues which have to be

addressed. A solution could be that the programmer can decide which specific source code will be

released for evaluation. The process of ”submitting” source code to an evaluation process can also

be enriched with further functionality. During the submit process the programmer could be asked

to add documentation to the piece of code. Also specific questions for improvements or concerning

problems could be added by the programmer. The more information the programmer adds to the
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submitted source code, the better another programmer can evaluate and help.

The process of requesting feedback will start with an associated menu-entry. This entry could be in

the context menu or in its own menu entry at the Eclipse main menu. These entries have to be defined

in the plugin.xml and need an Activator like the current quality dialog button. From such an Activator,

the information has to be transmitted to the public database. Here again a platform is needed where

the code will be evaluated and commented. A big challenge will be the visualization of the given

evaluation for the programmer. Because of the poor visualization possibilities of Eclipse, this should

be realized on an external platform. Eclipse provides a possibility to integrate websites. With this

functionality it is possible to integrate an external web-based platform into Eclipse.

Competition

Many people like to compete and try to be the best. There is the possibility to compete in code im-

provement. This kind of social factor can be activated temporarily, maybe only in a refactoring phase

where no one should implement new functionality but improve the existing source code. This phase is

often disliked by programmers, because there is nothing new in it. The motivation of refactoring can

be raised when it is combined with a competition. The possible subjects of a competition could be:

• Improved software quality: The calculated metric values end up in a numeric value of negative

points. The higher these points are, the worse the software quality is. When the competition

starts, each programmer has to reduce his or her points. The programmers who reduce the most

points will be listed in a high score.

• Accepted tips and given feedback: Combined with the qualitative evaluation functionality, pro-

grammers can accept given improvement tips and feedback. For every accepted feedback or tip

the reviewer get points.

• Overall software quality score: This calculation is very easy but the result will be slightly prob-

lematic. Depending on the context in which the programmer is working, it would be more easy

or difficult to achieve good metric values.

Depending on the focus of the competition, this could even be calculated without any change in the

current plug-in. Only the corresponding analysis has to be implemented.

4.8.5. Praise and Reward

Currently the user doesn’t get any rewards from the plug-in besides, perhaps, a higher quality of code.

A high quality of code, of course, gives the programmer advantages when it comes to maintenance

or functional enrichment. This will not be obvious in the starting phase but in the long-term. To
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get higher motivation from start up, a reward system could be introduced. The problem here is the

subject of the reward. The current plug-in does not have much to offer that can be measured and

rewarded. Only the metric values are available from the start. It could be difficult to reward the

increase in software quality. At some point valuable improvement is no longer possible and different

programmers will have different opinions concerning the complexity of code. Besides the metrics

evaluation the usage intensity of the plug-in could be evaluated. There are many possibilities for a

reward system. For example, a blackboard where the top quality coders are published (see Figure

4.14(b)) or even a coder of the month meeting.

4.8.6. Increase the System Credibility

The metrics are predefined and the programmers cannot change the metrics or even the thresholds.

Programmers may have negative experiences with metrics. If this is the case, the acceptance of a met-

rics tool will be very low because the programmers won’t trust in its expertise. The system credibility

has to be take seriously. The only information provided by the plug-in is the short descriptions given

in the Eclipse Environment concerning the intent of metrics. The system credibility will benefit from

an additional knowledge base concerning metrics and their advantages. Based on [43] and the given

principles for system credibility support, such a knowledge base should at least include following

details:

• Metric name

• The intentions when using the metric

• References to other sites or research

• Name(s) of person(s) in the organization who decided on the use of this metric

• Simple description including advantages and disadvantages of this metric
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Chapter 5
Case Study

The case study conducted and its results will be presented in this chapter. The goal of this study was

to determine if programs developed with the plug-in presented have a better quality than programs

developed in the standard Eclipse Environment. This case study consisted of twenty informatics

students as programmers, an assignment, an automated evaluation, and four code reviewers.

5.1. Participants

The same requirements were defined for the programmers and the code reviewers. Each participant

had to have experience in software development, especially in the JAVA programming language, and

with the Eclipse IDE. All the participants had education in software development. Three participants

were female and 21 were male. The 20 programming participants were divided in two groups. Each

group had to implement the same assignment (see Section 5.2). The difference between these groups

was the IDE provided. One group had to develop in the standard Eclipse IDE and the other in the

modified Eclipse IDE presented in Chapter 4. The reviewers had to review the code developed by

the twenty programmers. Each reviewer got five code projects. A reviewer did not know whether the

given source code was developed by a programmer out of the group with the standard Eclipse IDE or

the modified one.

5.2. Chosen Assignment

The programmer’s assignment was to develop a parser. This parser should be able to read CSV and

XML files in a predefined format and independently write the data in a predefined format to the
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console or CSV or XML file. The test data was about the 2010 FIFA World Cup. The predefined

format can be seen in Listenings 5.1, 5.2, and 5.3.

Listing 5.1: The assignment’s predefined CSV format

1 START ; NATION1 ; GRUPPE1 ; TORE1 ; NATION2 ; GRUPPE2 ; TORE2

2 1 1 . 0 6 . 2 0 1 0 16 : 0 0 ; S u e d a f r i k a ;A ; 1 ; Mexiko ;A; 1

3 1 1 . 0 6 . 2 0 1 0 20 : 3 0 ; Uruguay ;A ; 0 ; F r a n k r e i c h ;A; 0

Listing 5.2: The assignment’s predefined XML format

1 <? xml v e r s i o n ="1.0" ?>

2 <WM>

3 <match s t a r t ="11/06 16:00">

4 <n a t i o n t o r e ="1" gruppe ="A">S u e d a f r i k a< / n a t i o n>

5 <n a t i o n t o r e ="1" gruppe ="A">Mexiko< / n a t i o n>

6 < / match>

7 <match s t a r t ="11/06 20:30">

8 <n a t i o n t o r e ="0" gruppe ="A">Uruguay< / n a t i o n>

9 <n a t i o n t o r e ="0" gruppe ="A">F r a n k r e i c h< / n a t i o n>

10 < / match>

11 < /WM>

Listing 5.3: The assignment’s predefined text output format

1 S p i e l vom 11/06 16 : 0 0 : S u e d a f r i k a gegen Mexiko s p i e l t e n 1 : 1

2 S p i e l vom 11/06 20 : 3 0 : Uruguay gegen F r a n k r e i c h s p i e l t e n 0 : 0

The programmer’s assignment’s framework was:

• “Write your program in about four hours”

• “Internet access is available”

• “Write the program in the provided IDE in the JAVA programming language”

• “Use the provided test-files to prove the correctness of your program”

• “The written programm will be extended by another programmer. Choose your program struc-

ture accordingly”

This assignment gave many possibilities on how to implement and structure the program. The different

solutions provided by the programmers approved the choice of this assignment.
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5.3. Automated Evaluation

The first part of the evaluation was done automatically. This evaluation is based on the final evaluation

of each of the twenty developed programs calculated by the Eclipse Plugin. This evaluation provided

information about the persuasiveness of the system. Have the users been willing to improve the source

code the plug-in gave feedback on? This evaluation should give an insight on whether people working

with the plug-in, and getting feedback on their source code were actually responding to the feedback

and, therefore, had different results to people working without the plug-in. The concrete values can

be seen in Tables 5.1, 5.2, 5.3, and 5.4. The overall value represents how often the specific metric has

been calculated. The value “above threshold” represents how many times the calculated value was

above the defined threshold. The failure rate describes the relation between the number of values and

the values above the threshold ( [#abovethreshold]
[#allvalues] ). The results of the LCOM and McCabe of source code

metrics written with the developed plug-in are significantly different from those of source code written

without the plug-in. This means the source code improved significantly regarding these metrics with

the use of the plug-in. The metric DIT also has different values depending on the use of the plug-in,

but the number of failures is very low in both situations. This is why these values are not considered

as significant. The fourth metric LOC seems to be independent from the use of the plug-in. This is

a good result, but a question about the cohesion metric is raised: Why didn’t the cohesion improve

with the plug-in? One possibility why the programmers did not improve their programs concerning

cohesion is that it is quite difficult to do so. Improving the cohesion of a given source code is much

more difficult than, e.g., reducing the lines of code. Even if the plug-ins alerts immediately when the

threshold is reached, the programmer already has a concrete concept of the class-structure in mind.

So the alert could have been ignored. Another possibility could be the message from the plug-in. A

description of the metric and improvement suggestions are given for each metric. The improvement

suggestion given is:

Decide which kind of functionality should be in here and move all other functions to another class.

Maybe you have to introduce new classes.

Compared to the suggestions of the other metrics, this one is quite unspecific (e.g., McCabe sug-

gestions: Try to resolve nested IF-Statements and introduce a CASE-Statement, Try to simplify the

algorithm). A completely different approach to explain why the cohesion was not significantly differ-

ent is that the algorithm was not granular enough to detect differences between the small programs.

Half of the values are between -4 ∗ and 2. Overall, these results show that the plug-in did persuade

the users. There are significant improvements in the code developed using the plug-in.

∗Values beyond 0 should be set to 0 according to [13]. Because in this plug-in only one threshold is used it doesn’t matter
if values below 0 are set to 0 or not.
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Chapter 5. Case Study

LOCM Above threshold Overall Failure rate χ2

Standard Eclipse IDE 73 314 23.35%
Extended Eclipse IDE 40 300 11.76%

< 0.001

Table 5.1.: Lines of code per method - evaluated results

DIT Above threshold Overall Failure rate χ2

Standard Eclipse IDE 3 99 2.94%
Extended Eclipse IDE 2 102 1.92%

0.63

Table 5.2.: Depth of Inheritance Tree - evaluated results

LOC Above threshold Overall Failure rate χ2

Standard Eclipse IDE 26 102 25.49%
Extended Eclipse IDE 27 104 25.96%

9.4

Table 5.3.: Lack of Cohesion in Methods - evaluated results

McCabe Above threshold Overall Failure rate χ2

Standard Eclipse IDE 38 314 12.10%
Extended Eclipse IDE 10 340 2.94%

< 0.001

Table 5.4.: McCabe - evaluated results
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5.4. Code Review

The second evaluation which was accomplished was carried out by the reviewer group of participants.

These participants received a predefined evaluation sheet which they could use to give points from

one to ten on questions on different topics. This evaluation gives, besides the very well analyzed field

of metrics (see chapter 2), an insight into the question of whether a programmer really thinks, that

“good” source code, regarding metrics, actually is a “good” source code. Therefore, this evaluation

should give information about the subjective interpretation of quality of the code beyond metrics.

To give an impression of the subjective evaluation, the questionnaire is provided in Table 5.5 �. The

questionnaire is divided into four sections. Each item can be rated from one to ten, where ten means

“perfect job” and one “not or very poorly done” .

The first category of the questionnaire was meant to get the reviewer to look through the code

and get a first impression before starting to evaluate more specific topics. The next three parts give

feedback according to “Complexity”, “Customizability”, and “Structure”. The last question gives the

reviewer a possibility to rate the overall quality. A chi-square significance test was made for each of

the 14 questions. This evaluation gives the possibility to distinguish between quality factors which

are connected to the metrics and are, therefore, supported by the plug-in, and quality factors which

are not. Here is a mapping between the metrics and items used in the questionnaire:

• McCabe

– (E) Complexity of Functions

• Lack Of Cohesion in Methods (LCOM)

– (K) Class Cohesion

– (D) Complexity of Classes

• Method Lines of Code (MLOC)

– (D) Complexity of Classes

– (E) Complexity of Functions

• Depth of Inheritance Tree

– (D) Complexity of Classes

– (F) Locating Errors will be easy

– (M) Good Inheritance

�This questionnaire was conducted in German.
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• Program Overview

(A) Purpose of complete program is obvious: How long does an external reviewer need until
he or she understands what the program’s purpose is?

(B) Purpose of classes is obvious: How long does an external reviewer need on average until
he or she understands what a class does?

(C) I know where to look for specific functionality: Does the program structure follow any
logic?

• Complexity

(D) Complexity of classes: Are the classes more complex than needed?

(E) Complexity of functions: Are the functions more complex than needed?

(F) Locating errors: Are functions’ purposes obvious and will an error causing function be
easy to locate?

• Customizability

– Extend Functionality

(G) # of classes which have to be changed: Does the program structure support adoption?

(H) Expected time exposure: Are the inter class dependencies very complex?

– Use functionality in other programs

(I) # of classes which have to be changed: Does the program structure support reuse?

(J) Expected time exposure: Are the inter class dependencies hard to lose?

• Structure

(K) Class cohesion: Is a high class cohesion given?

(L) Balanced functionality between classes: Are the program functionalities divided between
different classes fairly?

(M) Good inheritance: Is inheritance used and is it used in a reasonable way?

(N) Good interface design: Are any interfaces used and are they used in a reasonable way?

• Overall Impression:

(O) Give a subjective overall feeling

Table 5.5.: Code Review Questionnaire
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5.4. Code Review

The results of the χ2 test are shown in Table 5.6. The questions (C), (D), (E), (F), (G), (H), (I),

(J), (K), (L), and (M) were answered significantly differently. It is interesting that the class cohesion

(question (K)) was significantly better in the plug-in assisted group than in the other one, especially

in connection with the cohesion metric evaluation result in Section 5.3. This could mean that the

programmer’s idea of cohesion does not overlap with the metric’s definition. This is an indicator that,

contrary to the assumption in Section 5.3, the programmers did try and achieve to improve the pro-

gram’s cohesion. The questions (A), (B), (C), (J), (L), (M), (N), and (O) did not show a significant

Question χ2

(A) 0.20
(B) 0.23
(C) 0.21
(D) 0.03
(E) 0.05
(F) 0.04
(G) 0.09
(H) 0.08
(I) 0.06
(J) 0.15
(K) 0.05
(L) 0.25
(M) 0.12
(N) 0.12
(O) 0.10

Table 5.6.: χ2 test results of questionnaire

difference. (A), (B), and (C) are very general first impression questions and therefore do not degrade

the positive results of this evaluation. Code quality is not necessarily obvious. Otherwise there would

not be so much interest in metrics. A similar argument can be used for question (O). Even if the sub-

jective overall feeling did not achieve a significantly different result, the other results show objective

differences. The result of question (N) has to be discussed in more detail. The question (N) relates to

the use of interfaces. Concerning to it’s results the quality of the use of interfaces does not distinguish

significantly between source code written with or without the “Persuasive Quality Improver” plug-in.

The implemented metrics did not refer to the use of interfaces. This means the plug-in did not give

any feedback according to this code quality. This leads to the conclusion, that quality factors, which

are not supported by the plug-in are not improved either. The same argumentation and conclusion

is valid for question (L). There is no metric which measures balanced functionality between classes.

There are two questions left: (J), and (M). Question (M) is related to the metric DIT. This metric was

also not evaluated well in Section 5.3. The questions (G), (H), (I), (J) also have interesting results.
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These four questions apply to the group of the customizability quality. This quality factor was not

measured by the implemented metrics. Nevertheless, three out of these four questions were evaluated

as significant. This is an indicator that customizability is effected by structure and complexity quality

factors. This dependency is not surprisingly at all. A well structured program with low complexity is

more easy customize, than a highly complicated one with poor structure. Customizability can be seen

as a part of maintainability. Further research concerning maintainability is discussed in Chapter 2.

The programmers did respond to all the metrics beside DIT. This is positive feedback for the devel-

oped plug-in.

5.5. Feedback

A lot of feedback was collected from the participants in this case study. On the one hand, there is feed-

back from the programmer who used the plug-in and, on the other hand, there is feedback from the

review. Both kinds of feedback can be used to improve the plug-in. The comfort of using the plug-in

can be improved by taking into account the programmer’s feedback and the metrics the plug-in uses

can be adapted concerning the feedback of the reviewers. Here are some examples of the feedback

given by programmers (translated from German):

• “I liked the smiles-overlay-icons in the project-tree view”

• “I did not recognize the icon for the additional quality tool as a button and therefore didn’t use

it”

• “I think the coherency metrics help was great. But I really would have liked to define functions

as debug-functions to suppress the warning ”

• “The smiles were too unspecific”

• “I liked that the tool is warning the programmer at the beginning of a problem and inspires to

start refactoring earlier”

• “I didn’t need the extra quality tool because the flags in the code were clear enough”

• “The metric tips were too annoying”

• “The build process took too long because of the calculating metrics”

Overall, the programmers accepted the plug-in very well, although there is a high potential for

improvement. The most criticized issue was the code marking which was seen as too flashy.

The feedback of the reviewers was mostly about what they liked or disliked in the reviewed code
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design.

An extract of the given positive feedback:

• “Correct use of interfaces”

• “Many functions are documented”

• “Quite good structure. It’s obvious where to look for implementations and possible errors. ”

• “Good naming”

An extract of the negative feedback given:

• “Unclear formatting and too many lines of code in functions of one class”

• “Too many classes - although the purpose of each is obvious, a few of them are unnecessary”

• “Bad naming and therefore very difficult to understand the code. No principal in package

definition noticeable. A lot of structural misfitting.”

• “Only one big class which handles everything. Bad overall design which cannot be used in

other projects.”

• “Bad naming of methods and no documentation of interfaces.”

• “Violates coding standards”

This feedback gives the possibility to expose what programmers like if they have to maintain a foreign

program and should be used for future work. This qualitative feedback was not taken into account in

the evaluation in Section 5.4.
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Chapter 6
Future Work

There are many possibilities for future work. Additional functionality can be implemented and an-

alyzed in user studies. Some ideas of additional functionality based on the thoughts of persuasive

technology are already given in Section 4.8. Further functionality ideas can be found in this chapter.

Other possibilities for ongoing work are technical improvements of the implemented prototype. The

qualitative feedback stated in Chapter 5.5 contains ideas for further functionality.

6.1. Implementing the Feedback

Additional functionality was stated by various attendees in the feedback collected from the user-study.

Define Debug-Methods or Classes:

A few programmers want the possibility to define methods or classes as debug classes. This means

that these classes will not be evaluated. The programmer should have the possibility to define specific

methods as “OK”, even if the metrics don’t agree. To provide this functionality the process of met-

rics evaluation must be adapted. This process starts in the SourceEvaluator class. In this class, the

calcuateMetricsForResource() method is located. The built resource is passed to this function which

then calls the MetricsJavaElement.calculateMethodMetrics() function. This function iterates through

all metric implementations and starts the metrics calculation.

This function can lead to a completely useless plug-in. If it is too easy for the programmer to define

methods or classes for debugging reasons so that they don’t get bad quality evaluations, it is possi-

ble that no non-debugging methods will be left for evaluation. Here are some ideas to prevent this

situation:

• Define mandatory comment attributes
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Chapter 6. Future Work

• Introduce a metric which calculates the balance between normal and debugging code

• Introduce a metric which checks if debugging methods are used by non-debugging ones

6.2. Technical Improvements

The main focus of the existing prototype was on the functionality needed and user interaction. The

prototype does exactly what it should do, but maybe there is potential for improvement. One part

that could need improvement is the build process and metrics calculation speed. In the case study,

the feedback was given that the build process takes a very long time. If the plug-in were to be used

in a real-life project this would quickly lead to its dismissal. Improving the build process should be

considered. The reason why it takes to long can be found in the metrics calculation. During the

metrics calculation every changed method has to be reviewed for each metric. This takes too much

time.

6.3. Offer More Information

Currently the plug-in consists of only three different parts that provide the user with information: the

markers, decorations and the quality dialog. A new visible item could be a self-defined marker view.

Such a view could be designed in a way that gives the user a better overview and more information.

6.4. More Detailed Improvement Suggestions

The improvement suggestions provided in the quality guide and the markers received positive feed-

back and were accepted very well. The way information is provided influences the reader [36]. More

concrete and detailed suggestions could lead to better metric results in less time. The programmer

would know exactly how to improve the quality.
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Chapter 7
Conclusion

In this thesis, metrics and persuasive technology were discussed and combined. The comprehensive

field of metrics has been discussed and summarized in Chapter 2. These results show us how to use

metrics. The collected knowledge was then used to integrate persuasive technologies into software

development processes in Chapter 4. This is a new field of application for persuasive technology.

An eclipse plug-in was developed to investigate whether persuasive approaches are successful. The

developed plug-in was used to conduct an empirical study. The results of this study clearly show the

applicability of the developed approaches (see Chapter 5).
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