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Abstract

This work is devoted to the application of a process monitoring method of High Den-
sity Plasma Chemical Vapor Deposition (HDP CVD) of conform dense SiO2-layers on
3d-wafer structures by using optical emission spectroscopy (OES). From the obtain-
able optical spectra of the relevant gaseous species contained in the reactor chamber
a reliable prediction tool for the deposition process is developed. Early recognition
of faults in manufacturing can save high costs in semiconductor manufacturing and
prevent malfunctions of the chips. By the applied kind of plasma diagnostics, relative
variations of the concentrations of the relevant gas species that are mainly produced by
electron impact with the precursors SiH4 and O2, are observed via relative line intensity
measurements of suitable spectral lines.

The information on gas species concentrations acquired this way is used in a sta-
tistical model for the prediction of the deposition rates. The comparison of a linear
and non-linear model based on Gaussian Process Regression (GPR) shows that a lin-
ear model is sufficient for considering problem. Since deposition takes place on the
chamber walls, too, resulting in slightly increasing deposition rates, cleaning is peri-
odically required. Obviously the cleaning status of the process chamber has impact on
the quality of the deposited layers on the wafers. So efforts are made to include this
matter in the prediction model in view of a successful fault detection and classification
(FDC) and virtual metrology (VM) of the whole operation of the HDP CVD machine.

This master thesis includes also an appendix giving detailed information on the col-
lisional radiative model as well as the GPR statistical model applied within the frame
of this work. The experimental work has been performed at the semiconductor manu-
facturer ams AG in Unterpremstätten/Austria.
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1 Introduction

A permanently growing cost pressure and continuously increasing requirements for
the production efficiency demand innovative and pioneering process technologies in
semiconductor industry. This leads to a high level of automation of the individual
manufacturing processes. A wafer has a high degree of complexity regarding the nec-
essary process steps. About 500 or even more single processes have to be done. It
is not astonishing that even small deviations of one of these processes from regular
operation can cause malfunctions of the chips on the wafers. In order to verify the
product’s quality, nowadays control measurements are done randomly after each in-
dividual process. However, these control measurements represent a significant cost
factor. In order to reduce them, systems like Fault Detection and Classification (FDC)
and Virtual Metrology (VM) can be implemented. They allow a faster detection and
classification of machine faults and - in the best case - a reliable prediction of process
results. A reduced frequency of control measurements is generally accompanied by a
reduction of the necessary cycle time, resulting in a probably significant cost advantage
in view of the large numbers of wafers produced by a machine.

For appropriate FDC and/or VM suitable process data are required. However, the
data of the machine itself are frequently not sufficient, so additional sensors have to be
added. The High Density Plasma Chemical Vapor Deposition (HDP CVD) process is
no exception in this respect. Moreover, plasma processes are rather critical and difficult
to be controlled. They have a strong impact on the product’s quality and can go wrong
pretty easy.

The HDP CVD process is a special type and step in semiconductor manufacturing.
SiO2 is conformly deposited on a 3d-wafer structures, typically on lines of aluminum.
Conform deposition means that gaps with an high-aspect ratio, which arise automati-
cally because of the metallization, are filled without voids.

Since usually not only a deposition in vertical direction, but also in horizontal di-
rection takes place, this is not a trivial problem to be solved. When the gap overgrows
firstly in horizontal direction, the probability is high that voids appear underneath.
This may have a massive impact to the electrical properties.

In the HDP CVD process voids can be avoided by simultaneous ion sputtering
with a maximum efficiency at 45%-inclined surfaces. Thus, critical edges of gaps are
prevented from growing together. The second reason why HDP CVD is used for de-
position on lines of aluminum is their temperature sensitivity. Since aluminum melts
at about 660◦C the gas temperature of the process must be kept below. HDP CVD has
a low pressure (about 5 mTorr) and a gas temperature of about 250 − 400◦C. Further-
more, it works in a plasma state with hot electrons up to 50000◦C, which cause the
decomposition of the precursor gasses necessary for deposition.

VM is not possible with machine data only. Therefore an Optical Emission Spec-
trometer (OES) was added as sensor to monitor to state of the plasma in this work. The
main task of this master thesis was to investigate the potential of an OES-sensor for
the HDP CVD machine with respect to FDC and VM. The advantages of it are quite
convincing, apart from the fact that it is the most obvious way to monitor the state of
a plasma. On the one hand it is a completely non-invasive method, it is fixed on the
reactor outside of its window. On the other hand, it is comparatively cheap and easy
to be implemented.
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This work comprises an overview about Chemical Vapor Deposition (CVD) in gen-
eral, followed by a more detailed part about Plasma Enhanced CVD (PECVD) pro-
cesses, both oriented mainly on the work of Zuraw and Dobkin [1]. As a further con-
sequence a detailed discussion of the certain HDP CVD process is presented. The final
part describes results of the optical emission spectroscopy of HDP CVD processes. The
focus here is the prediction of the thickness of the deposited SiO2 layer. For that a suit-
able statistical model (Gaussian Process Regression) for machine learning was applied,
which is presented, too. It is non-parametric and thus can be also used for mapping
non-linear relationships.

This work was performed within the cooperation of the Graz University of Tech-
nology and the semiconductor manufacturer ams AG.
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2 Fundamentals of CVD

2.1 Definition
Chemical Vapor Depositions (CVD) are chemical processes within an activated en-
vironment (heat, light, plasma) that are used for the production of highly pure and
uniform solid materials with reliable reproducibility at reasonable high deposition
rates [2]. By inflowing precursor gases into the reactor chamber, which decompose
mainly into radicals within the homogeneous gas phase, a solid component is finally
deposited by heterogeneous chemical reactions on/near the surface of the usually
heated substrate. This happens, of course, if volatile compounds of the layer compo-
nents as precursor gases are assumed, which start depositing under a certain reaction
temperature. Therefore the substrate is preferably heated separately. In order to re-
duce undesired gas phase reactions which lead i.a. to the formation of solid particles
in the gas phase, the CVD process is performed at reduced pressure. The produced
by-products are pumped out together with unused parts of the precursor gases. One
of the main advantages of chemical vapor deposition (CVD) is its conform deposi-
tion, which also makes possible the deposition of complex 3-dimensional structures
and shapes compared to physical vapor deposition (PVD). So the range of producible
materials is enormous and ranges from ultra-fine powders and diamonds up to highly
pure and dense thin films on nano-structured surfaces, as they are needed in semicon-
ductor manufacturing. [2] [3]

2.2 Classification

Since CVD is that versatile there are many classifications possible:

Classification by pressure:

• APCVD (Atmospheric pressure CVD)

• RPCVD (Reduced pressure CVD): Reduced operating pressure range 1−100 hPA.

• LPCVD (Low-pressure CVD): Operating pressure range 0,1-1000 Pa.

• UHVCVD (Ultra-high vacuum CVD): range is typically below 10−6 Pa.

As already mentioned a reduced pressure minimizes undesired gas phase reactions
which lead i.a. to the formation of solid particles in the gas phase. Furthermore it pro-
vides a higher diffusivity of reactants to the substrate and consequently fewer defects
in the deposited layer, better conformity and a better film uniformity [4].

Classification by the stimulation of the chemical reactions: The first three tech-
niques are associated to plasma processing:

• MPCVD (Microwave plasma-assisted CVD): The precursors are decomposed by
strong microwave radiation, mostly before they are injected into the reactor. There-
fore deposition at lower temperatures is possible.
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• PECVD (Plasma enhanced CVD): Electron energy that goes along with the plasma
state is responsible for the decomposition of the precursors. The plasma state is
reached usually by inductively or capacitively coupled radio-frequency (RF) ra-
diation or simply by electrical power at high voltage. This leads to gas break-
down and results in a glow discharge plasma. It requires a reduced pressure,
usually in the low pressure region, which enables electrons to reach extremely
high temperatures of about 20000 K to 50000 K while the actual gas temperature
is much lower (500-1000 K). Therefore PECVD can be used for temperature sen-
sitive substrates as i.e. wafers.

• RPECVD (Remote plasma enhanced CVD): Inductively or capacitively coupled
radio-frequency (RF) radiation is used, but the wafer is not directly placed in the
plasma region. This enables a further reduction of the operating temperature
down to room temperature.

• PICVD (Photo-initiated CVD): Ultraviolet-light is used for the decomposition of
the precursors and the stimulation of chemical reactions.

• CCVD (Combustion CVD): The chemical reactions of this CVD process is stimu-
lated using flames.

• CVD processes do not need explicit stimulation of chemical reactions in the gas
phase. Frequently only a heating of the substrate is provided to cause the for-
mation of the desired layer. An example is MOCVD (Metalorganic CVD). In this
case metalorganic gases are used as precursors, which are volatile at relatively
low temperatures.

The classifications presented so far are probably the most important. Further clas-
sifications are:

Classification by physical properties of the precursors: Beside classical CVD in
which the precursors are gases, they also can be liquid or non-volatile. In this case
there exist two possibilities for injection:

• DLICVD (Direct liquid injection CVD): The precursors are directly injected in a
liquid form or as appropriate solvent in which they are dissolved. After that the
injected liquid is vaporized and transported to the substrate in the same way as
in classical CVD.

• AACVD (Aerosol assisted CVD): The precursors are injected in form of an aerosol,
which i.e. can ultrasonically be generated.

High or low operating temperature: The operating temperature is frequently criti-
cal since many substrates are temperature sensitive and may be damaged or destroyed
above a certain temperature. Especially the plasma-driven variants of CVD provide
lower temperatures and are therefore preferably used for semiconductor manufactur-
ing, since i.e. aluminum conductor tracks melt above about 660◦C, which is easily
reached by conventional downstream CVD processes.

Hot or cold wall design: If the walls of the reactor are heated one speaks of a hot
wall design. Cold wall design then corresponds to unheated walls [4].

Closed or open CVD system: In a closed system the chemicals are packed into the
reactor and are not supplemented or removed until the end of the deposition process.
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Additionally, a certain temperature may be applied [5] to ensure that the reaction is
running into the proper direction, since reversible chemical reactions may occur. In
comparison to that open CVD systems provide continuous passing in of the reactor
gas and removing of reactants and by-products, respectively. Of course, removing
of the by-products only is not possible. Anyway, removing of the reactor gases has
to be done in order the keep a constant gas composition and pressure in the reactor
chamber. Therefore, the open design is preferably used and is exclusively applied in
semiconductor manufacturing.

Nevertheless, there are some CVD processes which can not be assigned exactly to
one of these categories such as the HPCVD (Hybrid Physical CVD) that combines va-
porization of a solid source with chemical decomposition of precursor gases.

2.3 Construction and process principles of a CVD system
Although CVD systems can be very different, depending on deposited material and
substrate geometry etc., their construction can be roughly divided into three main com-
ponents: [2]

• precursor supply system

• reactor chamber

• effluent gas system

2.3.1 Precursor supply system

The task of this unit is to provide the reactor chamber with the precursor. Depending
on their aggregate state and their volatility the precursor supply system has to fulfill
different requirements. The simplest case would be if all precursors are gaseous. The
gases are then provided by high pressure gas reservoirs and are injected by nozzles and
led through flow meters in order to control amount injected. In many cases the gases
are purified further to reduce certain contaminants which come with the gas transfer
lines.

If the precursor are in a liquid form they are often vaporized by a blubber or flash
evaporation and then transported by reactive or inert gases to the reactor chamber. The
injected amount can be calculated by knowing the vapor pressure and its temperature
as well as the carrier gas flow rate. Solid precursors can be either sublimated or solved
in an appropriate solvent and then be treated in the same way as liquid precursors.

2.3.2 Reactor chamber

The reactor chamber of the CVD system usually consists of a susceptor (substrate
holder) as well as a handling system for the placement of the substrates. One of the
main tasks of the reactor chamber is to bring the substrate up to the desired temper-
ature and to hold it constant there. It is important to ensure a proper temperature
uniformity, otherwise the deposition uniformity may significantly be affected.

Furthermore, the walls are heated in a hot wall reactor design mainly to prevent
particles from falling down to the substrate, mainly generated by temperature induced
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stress. Since the deposition process preferably heats the walls, it is therefore the better
way to continue the heating by separate heaters when no process is running. Neverthe-
less, the chamber has to be cleaned periodically, because the particle problem generally
aggravates the thicker the deposited layer on the wall gets.

Depending on the application and its precursors the chamber may also need a cer-
tain power supply (i.e. inductively/capacitively coupled RF-radiation or UV-light,
etc.) for any decomposition and reactions of the precursors. Uniformity of the pre-
cursor distribution and of its decomposition is important again for the deposition uni-
formity. For a satisfying precursor distribution the design and arrangement of the gas
injecting nozzles are responsible. A uniform decomposition of the precursors is en-
abled by a well-designed power supply for the gas decomposition.

2.3.3 Effluent gas system

The effluent gas system consists of a pumping unit for removing the by-products and
holding a constant gas pressure in the reactor chamber to ensure consistent reaction
conditions. The type of the pump depends on the pressure region of the process. In
the low pressure region and above, a rotary vane pump is sufficient. In the high and
ultra-high vacuum region a downstreamed turbomolecular pump is necessary.

Moreover, the effluent gas system has to ensure that the mostly toxic, hazardous
and/or polluting reactor gases are removed safely. In order to prevent damage to the
pumping system, corrosive gases (i.e. HF) have to be neutralized or trapped before
entering it. Inflammable gases (i.e. H2) are burned off. Very expensive ones are usually
recycled and reused.

2.4 Continuously stirred reactor (CSTR) approximation

The continuously stirred reactor (CSTR) approximation [6] provides a zero-dimensional
transport analysis of a reactor. The concentrations can be considered to be constant ev-
erywhere. The basic idea of the approach is depicted in figure 1. The model is only
valid under the condition that the mixing process is much faster than the consumption
of the reactants as well as their removal.

Figure 1: Schematic view of zero-dimensional reactor model (also known as Continu-
ously Stirred Reactor approximation (CSTR)) (after [6]). nin, nch and nout are the pre-
cursor densites at the gas inlet, in the chamber and at the gas outlet, respectively. A
marks the area where deposition with a surface reaction rate constant Ks takes place.

By considering the ratio between used reactants and streamed-in reactants it can
be distinguished between starved or differential reactors: The relative consumption of
the reactants can be expressed as

X =
Φin − Φout

Φin

(1)
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where Φin and Φout are the inlet and the outlet flow of the reactor chamber. Basically,
the amount of reactants entering the chamber has to be equal to the amount of reactants
leaving the chamber plus the surface reaction rate R = KsAnch,

Φinnin = Φoutnout +KsAnch, (2)

where nin, nout and nch are the inlet, outlet and chamber precursor concentrations. Since
this is a 0-dimensional model nout has to be the same as nch. Furthermore it is assumed
that the outlet gas flow Φout equals approximately the inlet gas flow Φin, since nor-
mally by-products arise in addition to the deposition. In combination with the average
precursor consumption time

tcons =
V

KsA
(3)

and the average precursor residence time

tres =
V

Φin

, (4)

the chamber precursor concentration nch is

Φinnin = (Φin +KsA)nch =⇒ nch =
Φinnin

Φin +KsA
=

nin
1 + tres

tcons

. (5)

If tres << tcons and X is close to zero, respectively, the chamber precursor concentration
is actually equal to the inlet precursor concentration and will also be very constant and
uniform along the whole chamber. This situation requires a surface limited reaction
rate and is called a differential reactor. On the basis of the uniform reactant concentra-
tion along the whole chamber a solid uniformity is accomplished assuming that the
substrate has a uniform temperature.

If tcons << tres or X is close to one, it is called a starved reactor that obviously provides
large surface reaction rates. The deposition rate is mass transport limited then. How-
ever, the uniformity is much worse if no clever arrangements of injectors are found or
a location-dependent excitation of precursors can be provided. The differential reactor
type is often used for research purposes, whereas the starved reactor is rather used in
industrial applications.

2.5 Mass transport phenomena in gaseous media

Since at every CVD process precursors have to be transported from the inlet to the
substrate to preserve deposition, mass transport is a necessary property. In case of
a mass transport limited CVD process the mass transport rate influences heavily the
deposition rate [6]. In that case mass transport is also responsible for the uniformity,
which is very important for many practical applications [2]. In general mass transport
phenomena can roughly be distinguished by two contributions [2]:

• Mass transport of the reactants along the reactor chamber.

• Mass transfer of reactants close to the surface of the substrate. This includes
adsorption of the reactants by the substrate surface as well as any desorption of
the by-products.

17



Overall, two mechanisms are responsible for mass transport within the gas phase,
if the interaction with surfaces is excluded. Firstly convection, which results from the
bulk motion of the gas and can be described by fluid dynamics. The flow is assumde
to be incompressible, because its velocity u is much smaller than the velocity of sound
and therefore smaller than the velocity of the individual molecules. Secondly diffusion
resulting of the thermal motion of the particles in the gas.

2.5.1 Diffusive mass transport

A net mass transport of one particle type due to diffusion takes place only if the gra-
dient of concentration of the considered particle type is non-zero. The flux due to
diffusion can be described by the first law of Fick. It states that the flux is proportional
to the concentration gradient and a specific diffusion constant D,

Jdiff = −D ∂n

∂x
. (6)

Note that this equation and the following one are assuming one spatial dimension and
can be easily extended to more. With the help of the continuity equation

∂n

∂t
= −∂Jdiff

∂x
(7)

the second law of Fick can be obtained,

∂n

∂t
=

∂

∂x

(
D
∂n

∂x

)
. (8)

If D is constant with respect to spatial variations, which is actually the case in modern
CVD reactors because of its homogeneity of the gas phase, the second law of Fick can
be simplified to

∂n

∂x
= D

∂2n

∂x2
. (9)

Assuming a fixed concentration n(0) at the position x = 0 and an initial concentration
of zero at x > 0 the equation above has the following solution

n(x, t) = n(0) erfc

(
x

2
√
D t

)
, (10)

(erfc error function). The term 2
√
D t is known as the diffusion length LD and is gen-

erally characteristic for diffusion problems. As time t usually the average residence
time tres of gases in the reactor is used, which can be estimated by the average flow
velocity U and the length L of the system that corresponds approximately the way that
the precursors have to go to reach the outlet,

LD =
√

4D tres =

√
4DL

U
. (11)

The diffusion length LD, which corresponds obviously to the average distance traveled
by a particle, is often compared to relevant parameters of the system such as the length
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of the system L [1]. Two special cases have to be distinguished, namely whether the
diffusion length is much longer or much shorter than the length of the system.

Assuming a steady state in the first case (LD >> L) means that the profile of concen-
tration is kept constant or at least slightly decreasing linearly due to diffusion. There-
fore fluid velocity would not be required for a uniform distribution of gases. However,
in the second case (LD << L) the profile of concentration can have a large gradient
assuming negligible convection, because the gases are removed before they can fully
spread out due to the limited residence time. Moreover, abrupt changes in concentra-
tion within one region of the reactor would have no impact to other regions that are
sufficiently far away [6].

Another common way to describe the influence of diffusion in a reactor system is
the Peclet number Pe, which is defined as [6]

Pe = 4

(
L

LD

)2

= 4
L2U

4DL
=
LU

D
. (12)

The first case LD >> L according to a diffusion dominated concentration profile cor-
responds to Pe << 1 and vice versa. The Peclet number shows very clearly the three
parameters that are critical for the diffusion properties of the reactor.

So far fixed boundary conditions were assumed that actually do not correspond
well to the requirements of a CVD system, since deposition is not taken into account
at all. The next step is to consider the case that species are consumed at the boundary.
If the reactor is assumed to be long and thin, the gradient in concentration across the
region can be neglected. However, there is such one along its length. Assuming steady
state, the net flux into the reactor has to balance the loss due to deposition [1].

Figure 2: Schematic view of a long and thin reactor in the Thiele transport regime. The
precursor concentration n is constant in the infinitesimal volume with the thickness dx.

The net flux into the region x→ x + dx due to diffusion is according to first law of
Fick

Jdiff = J indiff − Joutdiff = −D dn

dx
‖x +D

dn

dx
‖x+dx =

= D [n′(x+ dx)− n′(x)] = D

[
n′(x+ dx)− n′(x)

dx
dx

]
= D

d2n

dx2
dx.

(13)
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Consequently, the net diffusion flux into the marked volume is

Φdiff = ZHJdiff = ZHD
d2n

dx2
dx. (14)

On the other hand the net flux out of the marked volume due to deposition is

Φdep = Z dxR = Z dxKs n, (15)

where R is the deposition rate with R = nKs, assuming that deposition only occurs on
the bottom surface. By equalizing Φdiff and Φdep one gets

Φdiff = Φdep ⇒ ZHD
d2n

dx2
dx = Z dxKs n⇒

d2n

dx2
− 2Ks

HD
n = 0. (16)

The solution of this differential equation is

n(x) = n(0) ex/Lth , Lth =

√
HD

Ks

, (17)

where Lth is called the Thiele length and describes how fast the concentration drops
along the reactor. If it is small compared to the reactor length L the concentration
drops down quickly near the inlet at x = 0 and consequently not much deposition
occurs at larger values of x [1]. However, if the Thiele length Lth is big compared to the
reactor length L, the concentration is very uniform over x and thus the deposition rate.
Therefore, the Thiele length can serve as an indicator for the longitudinal uniformity
in diffusion dominated systems. A good example is a tube reactor with closely-spaced
wafers. Since diffusion usually dominates in between these wafers the Thiele length
has to be much larger than the wafer size in order to reach a satisfying uniformity.

By dividing the length of the system L by the Thiele length Lth the so called Thiele
modulus is obtained,

θ =
L

Lth
=

√
KsL2

HD
. (18)

The reactor dimensions are usually specified by the application and can therefore not
be changed a lot. Therefore, the best possibility to adjust the Thiele modulus offers the
diffusion constant D, which can be done i.e. by changing the chamber pressure. A re-
duced chamber pressure results in a increased diffusion constant and Thiele length.
That is the reason why LPCVD refers mainly to tube reactors with closely-spaced
wafers. The low pressure and the corresponding large Thiele length compared to the
wafer size enables a good radial uniformity [1].

Hard-Sphere estimation for the diffusion constant
A simple estimation of the diffusion constant is based on the assumption that the
molecules are hard-spheres that collide with each other corresponding the mean free
path and the mean thermal velocity [1]. For the diffusion constant D follows, if only
self-diffusion is considered (more details are provided i.e. by [7]),

D =

√
kB

π3m

T 3/2

p d2
, (19)

where m and T are the absolute mass of the diffusing particles and their temperature,
p and d are the pressure of the diffusing particle and their effective diameter, kB is the
Boltzmann constant.
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2.5.2 Convective mass transport

Convective mass transport results from a bulk motion of the gas and requires no con-
centration gradient. It can be well described by fluid dynamics assuming the flow is
incompressible because its velocity u is much smaller than the velocity of sound and so
much smaller than the velocity of the individual molecules. The first step to describe
the flow behavior might be via the Reynolds number (Re). It is a dimensionless num-
ber proportional to the ratio between inertial forces and viscous forces and therefore to
the ratio between momentum convection to momentum diffusion,

Re =
ρLu

η
=
Lu

ν
mit η = νρ, (20)

where ρ and u are the density and velocity of the vapor or of the gas, η and ν are
the dynamic and kinematic viscosity of the gas/vapor, L describes the characteristic
spatial dimension of the system.

The Reynolds number is used to analyze the flow regime, whether laminar or tur-
bulent flow is given. At low Reynolds numbers viscous forces are dominant and con-
sequently a laminar flow is present, which means that the gas flows in form of parallel
layers that do not interfere each other. On the other hand high Reynolds numbers mean
that the inertial forces are dominating, which leads to a turbulent flow with its char-
acteristic irregularity and chaotic property changes. Therefore the turbulent regime is
absolutely not suited for a modern CVD process.

Another interesting approach to understand the role of the Reynolds number for
CVD system is to consider the kinematic viscosity in detail. It actually has the same
dimension as the diffusion coefficient. If ν is now replaced by D in (20), we can see
that the Reynolds number corresponds to the Peclet number (12). Consequently the
Reynolds number can be considered as a Peclet number for the diffusion of momentum
and describes - in analogy to it - the ratio between the system size and the diffusion
length of the momentum [1]. If it is low, the momentum can diffuse quickly across
the whole system and enables a uniform, laminar flow. But if the Reynolds number is
large, the diffusion of the momentum is unsatisfactory for a uniform distribution of the
momentum over the whole system and therefore velocities usually vary greatly from
one part of the reactor to another corresponding to a turbulent flow.

2.5.3 Plug and Poisseuille flow

Considering a laminar flow there are two extremal cases for the flow behavior within a
pipe [6]. On the one hand there is the plug flow, which is the simplest case since the gas
is assumed to be not affected by viscous drag from the walls, which means a constant
velocity all over the pipe.

On the other hand there is the Poiseuille flow that presupposes drag forces by the
wall leading to zero velocity of the gas layer right at the walls. For reaching this state
the gas has to travel a distance much longer as the entry length Le (21). Otherwise it
can be usually treated as a plug flow,

Le ≈
Re

20
. (21)
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Figure 3: Schematic view of the gas flow in a pipe (after [6]). Note that at the boundary
layer the gas always has zero velocity. At the beginning the gas flow is in the so called
Plug regime. With exception of the boundary layer the whole cross section has the
same velocity. It switches to the Poiseuille regime after the gas has traveled much
longer than the entry length Le (21), because of the dissipative forces between the gas
layers.

2.5.4 Transport regimes

In case of a laminar flow the transport behavior of a reactor or at least parts of it can
be generally divided into three regimes. One of them - the Thiele transport regime -
has already been explained. It provides a clearly diffusion dominated transport in all
directions, since the diffusion length is much longer than the relevant system length.
In that case convection does not play an important role.

The second regime is called Simple Depletion [6] and can be explained also by con-
sidering a long and thin downstream region as depicted in figure 4. The diffusion in
y-direction is so fast that the concentration can be considered as constant in this direc-
tion. However, in x-direction convection dominates over diffusion and is therefore de-
termining the flow. By calculating the net flux into the marked volume because of con-
vection and out of it because of deposition, the concentration gradient in x-direction
can be estimated analogously to the Thiele transport regime. Again it is assumed that
deposition only occurs on the bottom surface.

The net flux into the marked volume because of convection is

Φconv = Φin
conv − Φout

conv = ZH(J inconv − Joutconv) =

= ZH (U n(x)− U n(x+ dx)) = ZHU

(
n(x)− U n(x+ dx)

dx
dx

)
= −ZHU dn

dx
dx.

(22)

Now this flux can be set equal with the deposition induced flux Φdep (15) out of the
marked volume assuming steady state,

Φconv = Φdep ⇒ −ZHU
dn

dx
dx = Z dxKs n⇒

dn

dx
+

Ks

HU
= 0, (23)
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Figure 4: Schematic view of the simple depletion transport regime. The precursor
concentration n is constant in the infinitesimal volume with the thickness dx.

with the solution

n(x) = n(0) e−x/Lsd , Lsd =
HU

Ks

. (24)

Concerning the zero-dimensional reactor model, the ratio H/Ks can be identified as
the consumption time tcons according to (3). The depletion length is then the product
of consumption time and gas velocity,

Lsd = tcons U, tcons =
H

Ks

. (25)

In the third flow regime also convection dominates in the x-direction like in the simple
depletion regime with the difference that diffusion in y-direction is slow compared to
the deposition rate [6]. This leads to a gradient in y-direction with a concentration of
zero at the tube boundaries. The problem is depicted in figure 5.

Figure 5: Schematic view of the transport regime, where convection dominates in the x-
direction and diffusion dominates in the y-direction. Since it is assumed that diffusion
in y-direction is slow against the deposition rate, the axial concentration at the borders
can be approximated as zero.
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Accordingly, the flux in and out of the marked volume is composed of the net flux
of convection in x-direction,

Φconv = Z dy (J inconv − Joutconv) = −Z dy U
dn

dx
dx, (26)

and the net flux of diffusion in y-direction,

Φdiff = Z dx (J indiff − Joutdiff ) = −Z dxD
d2n

dy2
dy. (27)

By equating them this gives the partial differential equation

Φconv = Φdiff ⇒ Z dy U
dn

dx
dx = Z dxD

d2n

dy2
dy ⇒ d2n

dy2
− U

D

dn

dx
= 0, (28)

that actually has the form of the one dimensional heat conduction equation

∂2n

∂y2
− a ∂n

∂x
= 0, 0 < x < H, t > 0, (29)

with the boundary conditions

u(0, x) = 0, u(2H, x) = 0, (30)

where y were originally the single spatial dimension, x the chronological dimension, a
the thermal diffusivity and n the temperature. Its general solution is

n(y, x) =
∞∑
m=1

nm sin
(mπ
H
y
)
e
−
(
m2π2

H2a
x
)
. (31)

The corresponding solution for the flow problem is then

n(y, x) =
∞∑
m=1

nm sin
(
mπ

y

H

)
e−(m2π2 x

Lrsr
), Lrsr =

H2U

D
. (32)

In order to sum up the three flow regimes their conditions are listed below in combi-
nation with the corresponding precursor concentration functions:

• Thiele transport: Diffusion dominated in all spatial dimensions
Conditions: U << D/L

n(x) = n(0) ex/Lth , Lth =
√

HD
Ks

• Simple depletion: Convection is dominant in x-direction, while diffusion provides a
constant concentration in y-direction
Conditions: U >> D/L, Ks << D/H
n(x) = n(0) e−x/Lsd , Lsd = HU

Ks

• Rapid surface reaction: Convection is dominant in x-direction, while diffusion is de-
terminant for the y-direction. Rapid surface reactions lead to a concentration of zero at
the surface which causes a gradient in y-direction
Conditions: U >> D/L, Ks >> D/H

n(y, x) =
∑∞

m=1 nm sin
(
mπ y

H

)
e−(m2π2 x

Lrsr
), Lrsr = H2U

D

These three simple solutions for different reactor conditions can also be used for
describing more complex geometries. A simple combination of them gives at least a
clue what is going on in the reactor concerning mass transport.
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2.6 Reaction chemistry
The main question concerning the reaction chemistry of a CVD process may be un-
der which conditions the desired solid layer is deposited. Basically there are two ap-
proaches. The first one goes over simple thermodynamics while the second one uses
a detailed kinetic analysis of all included reactions, which is generally a huge effort
because of the usually large amount of possible reactions. However, a kinetic analysis
gives also information about the reaction rates in comparison to a simple thermody-
namical analysis which only allows to answer the question whether the deposition
takes place or not and what the actual equilibrium state of the system is. The thermo-
dynamical analysis does not provide information about the reaction speed, or whether
the equilibrium is ever reached in an appropriate time. [6]

2.6.1 Thermodynamic approach

Basically the direction of the reaction as well as the equilibrium state of the system
provide the information whether the desired reaction happens under the considered
conditions. The direction of the reaction as well the equilibrium state can be estimated
by minimizing the Gibbs free energy G. If it is negative the reactions run in the right
direction and lead to the desired products. The change of the free energy is defined as

∆G = ∆G◦ +RT ln
∏
i

aνii , (33)

where ai stands for the activity of the species i. In case of gases it is

ai =
pi
p

= xi, (34)

where pi and xi are the partial pressure and the mole fraction of the species i, respec-
tively. ∆G◦ is the overall standard free energy for the CVD process,

∆G◦ =
∑
i

νi ∆G
◦
i , (35)

at a standard temperature of 25 ◦C and a standard pressure of 1 atm. νi represents the
stochiometric coefficient of species i in the CVD reaction. It is negative for reactants
and positive for products. ∆G◦i is the standard free energy for the formation of the
species i at standard temperature and pressure.

Since a minimization of the Gibbs free energy is equivalent to ∆G = 0, the so called
equilibrium constant K can be determined,

∆G◦ = −RT lnK. (36)

K represents a ratio of activities at which a net change of the involved reactants is
impossible for energetic reasons. Assuming a reaction of the form

αA+ βB + γC + ...
 ρR + σS + τT + ..., (37)

where the equilibrium constant K is

K =
∏
i

xνii =
xρRx

σ
Sx

τ
T

xαAx
β
Bx

γ
C

= e−
∆G◦
RT . (38)
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For a precise thermodynamical analysis it is necessary to consider all involved reac-
tions, which is usually a bunch for a typical CVD process. The set of concentrations
that actually satisfy all the obtained reaction equations has to be determined by opti-
mization. However, this is even more difficult than a detailed kinetic analysis because
there is usually few information existing about the bulk of standard Gibbs free energies
of the involved reactions [6].

Nonetheless, this method can be used to classify the reaction by only taking into
account the overall net reaction of the considered CVD process. If the change of the
corresponding standard Gibbs free energy is small the process is reversible in principle.
Depending on the initial conditions the process can be adjusted between deposition or
etching. If the change of the Gibbs free energy is strongly negative, the process is
virtually irreversible and only deposition takes place. [6]

Table 1: Listing of the standard gibbs free energy of a few common CVD processes [6].
∆G◦ is the standard Gibbs free energy

Process ∆G◦ [kJ/mol]

SiH4 + 2O2 → SiO2 + 2H2O -1307

SiH4 + O2 → SiO2 + 2H2 -850

3SiH4 + 4NH3 → Si3N4 + 12H2 -742

SiH4 → Si + 2H2 -57

TiCl4 + 2NH3 → TiN + 4HCl + H2 92

TiCl4 + 2H2 → Ti + 4HCl 287

According to table 1 the deposition of SiO2 from SiH4 and O2 including both possi-
ble ways is highly exergonic even at room temperature so that the process is virtually
irreversible. In comparison to that the transformation of TiCl4 to TiN or Ti is slightly to
moderately endergonic under standard conditions so that the reaction has to be forced
with high temperatures of about 1000 ◦C.

The top layer of the substrate also affects the free energy of the deposition process,
which is not included in table 1. Although this effect is usually fairly small it has a
considerable influence on the deposition if the process is driven near the equilibrium
state, which means that the change of the Gibbs free energy is almost zero. In that
case the influence of the top layer on G decides whether deposition or etching takes
place. An example is the selective deposition of bulk silicon Si from a SiH2Cl2, HCl
mixture [6]. Under appropriate conditions net deposition of Si only takes place on
Si-surfaces but not on SiO2-surfaces.

2.6.2 Kinetics

A kinetic approach provides a deep insight into the rate of all involved reactions. A
reaction with a high negative Gibbs free energy does not automatically implicate that it
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is taking place rapidly. It can be so slow that it plays no role within the overall process.
Or it can - according to the principle of the weakest member of the chain - rather be rate
determining the overall reaction if no alternative path is leading around this reaction.

Rate expressions
Despite of all the advantages of a kinetic analysis, a comprising knowledge or investi-
gation about the mostly large number of reaction as well as their properties is required.
Already at a simple reaction of the form A + B → AB the rate is not inevitably equal
to kcAcB if subreactions take place.

However, assuming a direct association reaction of the form A + B → AB, the
reaction rate r has a linear dependence of the concentrations of the involved species,

r =
dcAB

dt
= k cAcB, (39)

where k is the rate coefficient that can fully be described by the modified Arrhenius
equation [1] in most cases,

k = ATB e
Ea

kBT , (40)

where Ea is the activation energy and A and B are reaction depended coefficients. Es-
pecially the activation energy does have a large influence on the feasibility of the cor-
responding reaction under certain conditions, because already small changes do have
a considerable impact. Thus, the strong temperature dependence of the exponential
term frequently covers over the other temperature term TB. This is the reason why
often only the original Arrhenius equation

k = A1 e
Ea

kBT , (41)

is used, where ATB is approximated by the pre-exponential factor A1.

Transition states
Since an association reaction (A + B→ AB∗∗) automatically leads to an activated com-
plex AB∗∗ that dissociates again after a characteristic time, a third partner is required
during or after the association reaction to take energy, allowing to get the compound
more stable. Another but rather unlikely option is a radiative decay that leads to a
deactivation of the complex. So in a CVD process the overall concentration of such a
complex AB often depends on such a third partner. At lower pressure this means a
highly pressure dependent concentration while at high pressures the pressure depen-
dence is negligible. [1]

Assuming that the transition state shows a quasi-equilibrium with the reactants,
the concentration is independent of the exact reaction path,

c∗∗ = k∗∗ cAcB, (42)

where k∗∗ is the equilibrium constant which is

k∗∗ =
RT

p0

e−
∆G
RT =

RT

p0

e−
∆H
RT e

∆S
R . (43)

The change of enthalpy ∆H is determined by the barrier height while the entropy
part takes into account the amount of identical transition states. In order to obtain the
rate of that association reaction, c∗∗ has to be multiplied by the frequency of thermal
vibrations kT/h. [1]
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Lindemann-Hinshelwood mechanism
The Lindemann-Hinshelwood mechanism splits up stepwise reactions into multiple
elementary steps each of them possessing an own rate constant. Usually the slowest
step would be rate-determining, but in a steady state the concentrations of the inter-
mediates are adjusted so that their net change is zero. Therefore in a steady state all
elementary steps are contributing to the rate. Considering the excitation of species A
by a particle M the involved reactions can be:

• Inelastic collision between the species A and the particle M that leads to the exci-
tation of A. The corresponding rate is:
dc∗A
dt

∣∣∣
ex

= kex cAcM

• Superelastic collision between the excited speciesA∗ and the particleM that leads
to the de-excitation of A. The corresponding rate is:
dc∗A
dt

∣∣∣
dx

= −kdx c∗AcM

• Radiative decay or decomposition into the products of A. Both processes lead to
a de-excitation of A∗ and are dependent to its concentration:
dc∗A
dt

∣∣∣
de

= −kde c∗A

The total change of c∗A is given by the sum of the three mentioned components. As-
suming steady state it has to be zero,

dc∗A
dt

= kex cAcM − kdxc∗A cM − kde c∗A =! 0. (44)

Consequently the concentration c∗A is

c∗A =
kex cAcM

ddx cM + dde
. (45)

If the pressure is sufficiently low, the superelastic collision term can be neglected with
respect to the third term so that the concentration c∗A is of second-order, inverse of pres-
sure, since the concentration corresponds to the density and therefore to the inverse of
the pressure. Vice versa if the pressure is high enough the superelastic collision term
covers up the third term and leads to a concentration c∗A that is of first-order in the
inverse of pressure.

Chain reactions induced by radicals
The activation energy is high for many reactions in CVD processes, so that the reac-

tion rate is accordingly low. In order to bypass that problem and to increase the rate,
catalysis mechanisms are needed. In detail highly reactive species decrease the activa-
tion energy by pasting intermediate steps that run with a much higher rate. In general
radicals play this role. In CVD processes they usually arise from decomposition of the
precursors. In fact, they are included in the majority of the reactions.

Every species with an odd number of valence electrons is a radical. On the other
hand all non-radicals must have an even number of valence electrons. So one special
property of radical reactions is that a radical (odd number) that reacts with a non-
radical (even number) results again in a radical (odd + even = odd) that itself can
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participate in another reaction to create again a radical. This chain reaction only ends
when two radicals react with each other so that a non-radical arises. However, this is
a rather rare event, especially at low pressure, since a radical-radical reaction usually
needs a third partner that absorbs some of the de-excitation energy that eventually
enables a stable product. In order to start such a chain reaction, an initial event has to
occur that decomposes a non-radical into at least one radical.

What has not been mentioned until now is that not all species with an even number
of valence electrons have to be a non-radical. Actually every species with an unpaired
electron is a radical. For example atomic oxygen O, which has an even number of va-
lence electrons but is nevertheless a radical, since it has two unpaired electrons. Thus,
it is often possible that in typical association reactions of a radical and a non-radical,
two or more radicals can arise, which is called a branching radical chain [1]. This leads
to an increasing number of radicals with each iteration. If this happens uncontrolled
an explosion takes place.

A very well-known example is the oxyhydrogen explosion where hydrogen (H2)
and oxygen (O2) react which each other, initiated by an dissociated hydrogen molecule
that leads to two hydrogen radicals H. The subsequent and most important reactions
are

H · + O2 → OH · + ·O · (46)
·O · + H2 → OH · + H · (47)

OH · + H2 → H2O + H · . (48)

As it can be seen the overall reaction spreads highly into branches leading to a in-
creasing number of radicals. The final stable product is water with an overall released
energy of −286 kJ/mol (assuming standard conditions).

Another example, which is much more interesting for this work is the explosive
behavior of SiH4 (silane) in combination with O2. In semiconductor manufacturing
this mixture is used in controlled CVD processes to produce and deposit silicon dioxide
(SiO2), where the large number of arising radicals, especially from SiH4 takes a major
role in the process chemistry. Uncontrolled, under standard conditions SiH4 is highly
pyrophoric and consequently explosive, since oxygen (O2) and usually water (H2O) are
present in air. Both radicals OH and H which arise of spontaneous decomposition of
water contribute to a branching chain reaction in combination with silane,

OH · + SiH4 → SiH3 · + H2O (49)
H · + SiH4 → SiH3 · + H2. (50)

The direct reaction of OH or H with SiH4 does not lead to an increasing number of
radicals. However, the following reaction of SiH3 with O2 does so,

SiH3 · + O2 → SiH3O · + O · (51)
O · + SiH4 → SiH3 · + OH · (52)

.... (53)

The generated radicals can react again with SiH4 or SiH3 and other intermediates pro-
ducing more and more radicals leading to the formation of SiO2, eventually. The vari-
ety of paths at this process is enormous and will be discussed later. Overall, this is the
reason why a silane-air mixture is so dangerous.
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2.6.3 Surface reaction kinetics

Only a little fraction of the deposited film is produced by direct formation of the de-
position material within the gas phase with subsequent deposition. Consequently the
major other part is caused by several surface reactions fed by adsorbing compounds
of the gas phase. In detail dangling bonds, which are unsaturated valences on immo-
bilized atoms that are sitting on the surface and leading to high energies, react mainly
with radicals in multiple steps to a final saturated compound, which minimizes the
Gibbs free energy. Although reactions of dangling bonds with non-radicals are some-
times possible, they are usually of minor influence since their sticking coefficient is
much lower than that of chemically similar radicals.

In general adsorption, which means an adhesion between gas species and the sur-
face, can be classified into physisorption and chemisorption. Physisorption is a pro-
cess, where the attractive forces are provided by van der Waals forces. Although its
binding energy is very weak it plays an important role for CVD processes. Moreover it
is often the preliminary stage of chemisorption, which means covalent bonds between
gas species and the surface. These covalent bonds, which provide a much stronger
binding energy, lead to immobile surface compounds such as the mentioned dangling
bonds.

Langmuir isotherms
Langmuir Isotherms describe the surface coverage of a certain species with respect to
its gas phase concentration and its partial pressure, respectively. It is assumed that
adsorption is limited by one monolayer and that all sorption places are equivalent.
Further it is assumed that the surface of the sorption places is uniform and that there
are no interactions between them.

Of course, the sorption rate of a certain gas phase species A is influenced not only
by the adsorbing species but also the desorbing species. The adsorption rate of species
A is proportional to the gas phase concentration nA which is in turn proportional the
its partial pressure pA. It is also proportional to the free sorption places (1−θ) and to an
adsorption constant kAads. On the other hand the desorption rate is only proportional to
the proportion of sorption places θA occupied by species A and to a desorption constant
kAdes. Therefore, it follows for the sorption rate of species A

dNA
srp

dt
= kAads pA (1− θ)N − kAdes θAN, (54)

where N indicates the total number of sorption places. Considering steady state, dNA
srp

dt

has to be zero. It follows for θA, assuming a gas phase with only that one species A
(θ = θA),

θA =
kAads pA

kAdes + kAads pA
=

KA pA
1 +KA pA

, (55)

where KA = kAads/k
A
des is introduced as sorption coefficient. The coverage θA is linear at

a low partial pressure pA and is saturated at high partial pressures (figure 6). The Lang-
muir isotherm can be of course extended to multiple gas phase species that compete
for the sorption places. For two gas phase species these are

θA =
KA pA

1 +KA pA +KB pB
, θB =

KB pB
1 +KA pA +KB pB

. (56)
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Figure 6: General form of a Langmuir-isotherm (after [8]). The partial pressure of all
species with exception of species A is kept constant.

Langmuir-Hinshelwood mechanism
Let us consider a gas phase with two species A and B that react to species C when
they are both adsorbed at the surface. Species C becomes then part of the surface and
produces itself a free sorption place. Overall, the total number of sorption places then
does not change by A and B adsorbing and reacting with each other. The reaction rate
rAB is proportional to the coverage of A andB and to a reaction coefficient k, assuming
that the coverage is of the form of Langmuir isotherms (56),

rAB = k θAθB =
kKA pAKB pB

(1 +KA pA +KB pB)2
. (57)

Equation (57) shows the dependence of the reaction rate rAB with respect to the ratio of
the partial pressures of A and B (pA, pB). If species C is already the stable final product
of the layer, the reaction rate rAB can be equated with the deposition rate.

As it is depicted in figure 7 rAB has its maximum at a specific ratio pA
pB
|opt. Assuming

that pB is fixed and considering now the situation that pA is varied so that pA
pB

is much
smaller than pA

pB
|opt, the reaction rate is proportional to pA. If pA

pB
is much higher than

pA
pB
|opt the reaction rate is indirectly proportional to pA. This specific behavior results

from the competition of species A and B for the free sorption places. If one species is
present too strongly it saturates the surface by occupying a large part of the potential
sorption places leading to a reduced reaction rate.

Note that this sort of surface reaction mechanism is rarely in common CVD pro-
cesses, since preferably immobile dangling bonds are reacting with just adsorbed gas
phase species in multiple steps to the stable final product. Though, this is a possible
surface reaction that can probably occur.

Eley-Rideal mechanism
This mechanism assumes that only one component (species A) is adsorbed by the sur-
face. The other component (B) participates in the reaction directly from the gas phase.
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Figure 7: Langmuir-Hinshelwood mechanism (after Kasper [9]). Reaction rate rAB as
function of the partial pressure pA of species A. It reaches its maximum at an optimum
partial pressure ratio of species A and B.

Consequently the reaction rate rAB is proportional to the coverage of species A (θA).
However, concerning species B it is only proportional to its partial pressure pB,

rAB = k θApB = k
KA pA

1 +KA pA
pB, (58)

where k indicates a specific reaction constant. Furtheron, in the second step of equation
(58) θA is assumed have the form of Langmuir isotherms. So the reaction rate does not
show a maximum in comparison to the Langmuir-mechanism. [9]

Figure 8: Eley-rideal mechanism (after Kasper [9]). Reaction rate rAB as function of
the partial pressure pA of species A . While only species A is adsorbed by the surface,
species B participates directly from the gas phase.

2.6.4 Film conformality

An important question in chemical vapor deposition of any films is the conformality of
that specific film, which is treated in the work of Zuraw and Dobkin [1]. Conformality
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actually means the quality of gap filling and the step coverage, respectively. A bad
conformality resulting in free spaces in between two closely spaced walls does have a
big influence on many properties of the film. Especially in semiconductor manufactur-
ing the electrical properties are affected. In order to answer the conformality question
it seems appropriate to take a closer look on the probability of adsorption, desorption
and the reaction.

An incoming precursor faces three options. While it can firstly be just reflected
by the wall, it can secondly be adsorbed followed by desorption. However, the third
option is that the precursor adsorbs and subsequently reacts with the surface or with
another adsorbed precursor. The probability of this third option is, however, now cru-
cial for the film conformality.

If this so called reactive sticking coefficient RSC is unity, the corresponding precur-
sor only hits the surface once. Since precursors usually have a steep angle of incidence,
the horizontal surfaces are more exposed and are growing faster. Furthermore, the film
is growing faster at edges which eventually leads to a concrescence of the upper part by
leaving behind free spaces at the lower part of gaps with a higher aspect ratio (compare
figure 18). If the RSC is close to zero, the precursor are reflected or desorbed multiple
times which enable them to reach every point of the 3d-structure from every direction
leading to a constant rate of reactive sticking at every point of the 3d-structure. This
enables a very uniform growing of the film independent of the orientation and location
of the surface, which results in a rather conform film.

In order to estimate the conformality, it is sufficient to consider only the RSCs of
the reactants of the dominant surface reactions. For example, if preferably radicals
are involved as reactants with certain dangling bonds, the RSC is consistently high
leading to a rather mediocre conformality.

For a judgment of the degree of conformality the total change ∆H of the CVD pro-
cess can surprisingly be considered as a rough estimation. With a higher ∆H the con-
formality is usually better. For example, ∆H of silane with oxygen reacting to silicon
dioxide is strongly negative resulting in a mediocre conformality. On the other hand
∆H of silane reacting to bulk silicon is very weakly negative, which leads to an excel-
lent conformality. An obvious explanation for this trend is that higher energies tend to
produce more reactive intermediates, which therefore have a higher RSC.
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3 Plasma enhanced CVD

Plasma Enhanced CVD (PECVD) generally goes along with a plasma state where ‘hot’
electrons exist in a much cooler ensemble of atoms and molecules. This is accom-
plished by a typical low pressure of about 0,5-20 Pa. It has to be ensured that the
external energy is mainly coupled to the electrons. Indeed, since electrons transfer
only a very small amount of its energy via elastic collisions to much heavier atoms or
molecules, it would need several thousand collisions for every single electron to reach
a thermalisation between electrons and atoms and molecules. This is mostly prevented
by a short residence time. In that case the high energetic (hot) electrons are mainly re-
sponsible for the decomposition processes of the precursors and intermediates.

Thus, a deposition at much lower temperature is enabled by PECVD compared to
many thermal CVD processes. This is one of the main advantages of PECVD, since
many substrates as i.e. wafers are temperature sensitive. Secondly, PECVD also en-
ables conditionally a bombardment of the substrate by high energetic ions. Especially
capacitively or partly capacitively driven plasmas provide such a behavior. An ion
bombardment increases the density of the deposited film significantly and makes it
more compact. These enhanced properties can become very important in applications
where the thickness of the film is limited (i.e. for geometrically reasons), but has to
fulfill high demands. For example isolating SiO2 layers between metal lines have to be
quite dense and uniform in order to isolate sufficiently. For this purpose the HDP CVD
process is used, which is a PECVD process that includes an excessive ion bombardment
that leads to sputtering.

The third big advantage is its easy cleaning in comparison to thermal CVD pro-
cesses. Considering again the HDP CVD process it is sufficient to feed the reactor
with a fluorine-containing gas like NF3. By running a plasma, the fluorine-containing
molecules get decomposed into highly reactive fluorine radicals that combine subse-
quently with the immobile SiO2 into mobile species, which are removed by the pumps,
eventually. This is very important in practical applications, since deposition not only
takes place on the substrate but also on all other parts of the reactor chamber. Al-
though the corresponding thickness of the deposited material is usually smaller than
on the substrate due to the temperature differences, it has to be removed in order to
keep the chamber conditions constant. Moreover, the deposited material on the cham-
ber walls would produce more and more particles because of i.e. temperature induced
stress.

On the other hand the disadvantages of PECVD are potential risks of plasma dam-
age on the substrate, which is discussed later on. The complexity of the reactor is
increased in comparison to a conventional thermal CVD reactor. Among other reasons
because of the larger amount of power supplies, where each of them has to be provided
by an appropriate matching network [1]. Or because of the powered electrodes, which
have to be electrically isolated by durable materials, as well as substrate heaters that
also have to be isolated, etc.

3.1 Ambipolar diffusion

Electrons and ions are moved analogous to neutrals due to diffusion caused by a non-
zero density gradient of the corresponding particles. But additionally to neutrals there
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also exists a drift force for charged particles because the electric field that occurs with
the non-zero density gradient of the charged particles. The flux of the ions and elec-
trons is

Ji = µiniE −Di
∂ni
∂x

, Je = −µeneE −De
∂ne
∂x

, (59)

assuming one spatial dimension. An additional external electric field created by the
PECVD reactor will be excluded in this chapter. It just would create an additional force
that would increase the movement of the charged particles. Here only the movement
of charged particles caused by internal forces is of interest. [1]

Since the difference between ion and electron density is in general very small at
such plasma conditions, it can be approximated that they are equal, ni = ne = n.
Analogously the two fluxes can be assumed to be equal, Ji = Je = J . Thus, it follows
for the electric field E from the two equations (59)

µinE −Di
∂n

∂x
= −µenE −De

∂n

∂x
=⇒ E =

Di −De

µi + µe

∂n
∂x

n
. (60)

By inserting this electric field in the general form of the ion flux (59) one obtains (of
course the same result would be obtained by using the electrons flux),

J = Ji = µin

(
Di −De

µi + µe

∂n
∂x

n

)
−Di

∂n

∂x
= −µiDe + µeDi

µi + µe

∂n

∂x
. (61)

The term before the first derivative of the charge carrier density n can be identified as
a new diffusion coefficient, the so-called ambipolar diffusion coefficient Da,

Da =
µiDe + µeDi

µi + µe
. (62)

This ambipolar diffusion coefficient can be simplified, because the mobility of the ions
can be assumed to be very small compared to the mobility of the electrons (µi << µe),

Da ≈ Di +
µi
µe
De. (63)

Now the Einstein-Smoluchowski relation that determines the ratio between diffusion
and mobility,

D

µ
=

kBT

q
, (64)

where q is charge of the corresponding charge carrier, can be used to further simplifi-
cation of the ambipolar diffusion coefficient,

Da = Di

(
1 +

Te
Ti

)
. (65)

Since the electron temperature Te is much higher than the ion temperature Ti under
such plasma conditions, the ambipolar diffusion coefficient Da is approximately the
diffusion coefficient of the ions Di times the ratio of Te and Ti. Since at typical plasma
conditions in a PECVD reactor the electron temperature is 50-100 times larger, this is
actually the typical ratio of Da and Di. So even at conditions in a plasma reactor where
convective mass transport dominates for neutrals, it can be assumed that diffusion
dominates for electrons and ions. [1]
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3.2 Capacitively driven plasmas

3.2.1 Introduction

A capacitively driven plasma arrangement is often used in PECVD applications be-
cause it is not only simpler to build than other excitation methods but also very func-
tional. Thus, for example it provides as the only one a simultaneously ion bombard-
ment. However, there are limitations to be considered. Especially the electron density,
which is so important for decomposition of precursors, is limited somehow, since a
further increase of the input power would have mainly an impact to the ion bombard-
ment and hot electron creation [1]. And this would eventually lead to sputtering of the
chamber walls with a subsequent contamination of the substrate [1]. But nevertheless
capacitively driven plasma arrangements are also used when higher electron densities
are required. In this cases in combination with other excitation techniques, where the
capacitively driven part is mainly responsible for the ion bombardment.

The electron density in an exclusively capacitively driven plasma ne is typically
about 108 to 1010 cm−3 [1]. Assuming an electropositive plasma, where most ions are
positive, the plasma can be considered to have a charge balance so that the ion den-
sity ni is equal to the electron density. This is the case for most CVD applications,
mainly because of the properties of the precursors. Electronegative plasmas, which
exist preferably of cations and the same amount of anions but of much less electrons,
occur rather in plasma etching applications. But this is not the topic here, so from now
on always an electropositive plasma is assumed.

In order to excite a plasma capacitively, typically an RF diode is used. Between
two electrodes a voltage with a frequency up to some MHz (typically 13,56 MHz) is
applied. One electrode is usually connected to the power supply while the other one is
grounded. Since this configuration corresponds to a capacitor it is called a capacitively
driven plasma. As a consequence of the electric field between the electrodes, atoms
and molecules get ionized producing secondary electrons or just get decomposed or
excited, leading to light emission.

3.2.2 Construction and principle

Since the electrons have a much higher mobility as the massive ions, they impinge
the electrodes far more often so that there a negative charge is quickly established,
leading to a time-averaged negative potential at the electrodes while the plasma bulk is
always the most positive part in the system (figure 10). The region where the potential
differences arise between the electrodes an the plasma bulk is called sheath region and
shows typically a size of 0,5-2,5 mm. In this region both the electron and the ion density
drop strongly in comparison to the plasma bulk. A drain off of the negative charges
at the grounded electrode is usually denied by a capacitor (figure 9). So the RF (AC)
current can flow, while the DC field is preserved.
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Figure 9: Schematic depiction of a capacitively coupled plasma reactor (after [10]).
Note that between the bright plasma (marked red) and the electrodes (orange) spaces
appear, which correspond to the sheaths. Thus, the red cloud corresponds to the
plasma bulk. The additional capacitor in the circuit prevents a DC current. Conse-
quently only AC current generated by the RF generator is possible.

As a consequence of the decrease of the potential at the beginning of the sheath
regions, ions that are located there are accelerated towards the electrodes and impinge
them, eventually. Thereby secondary electrons can be released, which are subsequently
accelerated into the plasma. Note that this effect is amplified the smaller the electrode
is, since this has a direct influence on the potential drop in the sheath regions. The
voltage drop between the two electrodes because of this effect is called auto-bias and
can be calculated as a function of the ratio of the electrode areas [12],

U1

U2

≈
(
A2

A1

)2

. (66)

In this empirically found relation [1]U1 andU2 are the time-averaged sheath voltages of
the two electrodes. A1,2 are the corresponding areas. If the driven electrode is smaller
than the grounded one, the auto-bias will be negative. Consequently, the potential
drop at the driven electrode is larger (compare figure 11) and the ions are accelerated
more than at the other electrode, leading to a more efficient ion bombardment. In fact
this arrangement is very common in industrial applications [12].
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Figure 10: Plasma potential at the most negative part (top) and at the most positive
part (bottom) of the RF cycle in a capacitively coupled plasma reactor with equal sized
electrodes (after P. May [11]). Note that the plasma bulk is always the most positive
part of the system. At the interface - plasma bulk to sheaths - the potential suddenly
starts to drop the closer one comes to the electrodes.

Actually, not only the electrodes produce sheaths, but also any solid isolated object
like the substrate, because much more electrons are lost to it in comparison to the heavy
ions. While the potential difference between such objects and the plasma is typically
about 10-25 V, it is much bigger at the electrodes, where it can easily reach several
hundred volts [1].

3.2.3 Impact of the excitation frequency to the plasma properties

Naturally the excitation frequency has a strong impact on the plasma properties. How-
ever, this strong impact requires a strong change of the excitation frequency. This
mainly means that small to medium variations will not be noticed so much.

Assuming typical voltages of a few hundred volts and a typical electrode distance
of a few centimeters the electrons are sucked within 20 to 100µs, which corresponds
to a frequency of 10000 to 50000 Hz. Thus, an excitation frequency of f << 10 kHz
may be treated as DC. In this regime the plasma density is subject of time dependent
fluctuations. At very low frequencies it just turns on and off each cycle. On the other
hand at frequencies of f >> 100 kHz the electrons can not be sucked within one half
cycle and the plasma density may be treated as constant. [1]

Note that the electron plasma frequency 1 is in the typical range 0, 1 − 1 Ghz, as-
suming a electron density of 108 − 1010 cm−3. Since the excitation frequency is gener-
ally lower the electrons always will directly follow the field oscillations if the excita-

1When electrons are displaced against the heavy ions in a plasma there appears a Coulomb force that
pulls the electrons back and make them oscillate around zero position. The corresponding frequency is
called the plasma frequency ωp =

√
nee2/(m× ε).
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Figure 11: Time-averaged plasma potential at a capacitively coupled plasma reactor
with non-equal-sized electrodes at the top and non-equal electrodes at the bottom (af-
ter P. May [11]). At the top figure the drop of the time-averaged plasma potential is
equal for both sheaths, since the areas of the electrodes are the same. At the bottom
figure the driven electrode is smaller. Consequently, the potential drop is larger there,
corresponding to (66).

tion frequency is roughly under 1 GHz [12]. At least this will be valid at the common
13.56 MHz.

For ions one obtains other conditions. Since a sheath region has a typical thickness
of 0, 5 − 2, 5 mm the time necessary for passing it is about 0, 5 − 2, 5µs, corresponding
to a frequency of 0, 4 − 2 MHz. If the excitation frequency is in this regime or below,
the ions can cross the sheath region within one cycle, where their energies reflect the
instantaneous potential. Thus, their energy spectrum can contain virtually all energies
from zero to the energy gained by the maximum potential as depicted in figure 12.
On the other hand at frequencies above this region, like the very common 13, 56 MHz,
the ions need several cycles to cross the sheath region, so that the energy spectrum is
determined rather by the time-averaged potential. This leads to a much smaller energy
band as depicted in figure 12. [1]
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Figure 12: Calculated ion energy distributions for both excitation frequencies 100 KHz
and 13, 6 MHz (after [6], data from Roosmalen et. al [13]). While at low excitation
frequencies the energy band of the ions is extremely broad, it gets much narrower at
higher excitation frequencies.

We obtain the same finding by considering the corresponding ion plasma frequency,
typically between 0, 3 − 3 MHz, again assuming an ion density of 108 − 1010 cm−3. At
this frequency the ions instantaneously follow the electric field oscillations while above
these frequencies it will be governed exclusively by the time-averaged potential.

Another mechanism that is influenced significantly by the excitation frequency is
the way of coupling the input power to the electrons, which is actually necessary for
keeping the plasma running. At frequencies below 10 kHz the mechanism is similar to
the one in DC plasmas. Secondary electrons are accelerated so much in one direction
that they can ionize atoms or molecules. However, quite large sheath voltages of about
400 − 700 V are necessary to enable this mechanism. Additionally, a relatively large
part of the electron energy is lost to non-ionizing collisions. [1]

At excitation frequencies in the MHz regime, two new energy transfer mechanism
arise. On the one hand the high frequency AC voltage leads to displacement currents,
which can be calculated equivalently to an AC current through a capacitor (I = UωC).
Since the power is P = UI and the current I is proportional to the frequency ω, the
power dissipated due to this mechanism is proportional to the square of the frequency.
In fact, this energy transfer mechanism becomes rather dominant at high pressures and
large electrode distances. [1]

The second mechanism, which becomes relevant at the MHz regime, is caused by
the variation of the sheath thickness within one RF cycle. A sheath of a typical size of
a few millimeters moves at a speed of 103 − 104 m/s, assuming the typical excitation
frequency of about 13, 56 MHz. That corresponds pretty close to the thermal velocity of
the electrons. Consequently the electrons gain energy by scattering from the sheaths.
This happens because the number of electrons running into the sheath is lower if the
sheath is moving away from them than if the sheath is moving towards them. So more
electrons gain energy than loose energy by scattering from the sheath. [1]

Difference between floating potential and the general time-averaged sheath poten-
tial
The potential drop necessary for keeping the electron and ion flux in balance at the
sheaths is called floating potential given by Chapman [14] as

Uf =
kBTe
2e

ln

(
mi

2, 3me

)
, (67)
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where kB, Te and e are the Boltzmann constant, the electron temperature and the ele-
mentary charge, respectively, while mi and me are the ion and electron mass.

However, in case of an RF excitation, the sheath potential is RF modulated and with
it the electron current, hence the electrons follow the field oscillations instantaneously
(assuming ω << ωp,e). If now the excitation frequency ω is ωp,i < ω the ions cannot
follow the field oscillations so that they need several RF periods to pass the sheath
regions. As already mentioned they follow the time averaged potential in that case.
Since under that conditions the time-averaged electron current would exceed the to-
tal ion current due to the non-linear I-V characteristic [12], an additional DC offset is
acquired that keeps the system in balance. The floating potential plus this additional
DC offset gives the time-averaged sheath potential, eventually. So overall, in an RF
coupled capacitively plasma where ωp,i < ω << ωp,e, the averaged sheath potential is
always higher than the floating potential which would occur in the quasi DC driven
plasma. [12]

3.2.4 Sheath model

In order to model the sheaths in a capacitively driven plasma an equivalent electrical
circuit has to be assumed [15]. While the plasma bulk is represented by a resistor, every
sheath must be represented by a capacitor, a resistor and a diode parallel to each other
(figure 13). The diodes provide that the plasma bulk has always a positive potential in
comparison to the electrodes [12]. Now the two different cases of an AC plasma with
a high excitation frequency is treated. The following derivations and explanations are
mainly discussed following the work of Snijkers [12].

Figure 13: Equivalent circuit of an capacitively coupled RF plasma (after [15]). Since a
high excitation frequency is considered, the contribution of the three resistors can be
neglected. The additional DC voltage behind the capacitor results from the different
sizes of the driven and the grounded electrode.

Generally it can be assumed that at high excitation frequencies the sheaths behave
in a very capacitive way [16], so that the resistors at the sheaths in the equivalent elec-
trical circuit can be canceled out [17].
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As depicted in figure 13 the effectively applied voltage and the RF driven electrode
(1) consists of two parts. While the first one is trivially the RF part with ∆Urf and ω as
the amplitude and the excitation angular frequency, the second one is an DC voltage
Udc, which results from the auto-bias voltage caused by differently sized electrodes,

U1(t) = ∆Urf sinωt+ Udc. (68)

For the other part the voltage of the plasma bulk Up(t) can be described by the time-
averaged potential Ūp and addition modulations of the amplitude ∆Up,

Up(t) = Ūp + ∆Up sinωt. (69)

Since the charges in a series connection of capacitors are always of the same size, a
relationship between both amplitudes Urf and ∆Up can be derived,

Q2 = Qges ⇒ C2 ∆Up =

(
1

C1

+
1

C2

)
∆Urf =⇒ ∆Up =

C1

C1 + C2

∆Urf . (70)

As already discussed the time-resolved plasma potential is always more positive than
that of the electrodes. Concerning the driven electrode, this corresponds to

Ūp + ∆Up sinωt ≥ Udc + ∆Urf sinωt, (71)

while - with respect to the grounded electrode - the plasma potential has always to be
larger than or equal to zero,

Ūp −∆Up sinωt ≥ 0. (72)

Once per period the plasma potential has to be the same as the potential of both elec-
trodes in order to balance the net current through the sheath. Thus, both equations
above can be expressed as (because of ∆Up < ∆Urf )

Ūp + ∆Up = Udc + ∆Urf , (73)

Ūp −∆Up = 0. (74)

This results in

Ūp = ∆Up =
C1

C1 + C2

∆Urf (75)

as well as

2
C1

C1 + C2

∆Urf = Udc + ∆Urf (76)

⇒ Udc =
C1 − C2

C1 + C2

∆Urf . (77)

Udc, which corresponds to the auto-bias, is negative if C2 > C1. In that case the capacity
of the driven electrode (1) is smaller.
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Now the potential drops U1 and U2 of both sheaths can be calculated with respect to
the amplitude of the applied RF voltage Urf with help of the equations (68), (69), (77),
(75) and (77),

U2(t) = Up(t) (78)

= Ūp + ∆Up sinωt =
C1

C1 + C2

∆Urf +
C1

C1 + C2

∆Urf sinωt (79)

U1(t) = U2(t)− Udriven(t) (80)

= U2(t)−
(
C1 − C2

C1 + C2

∆Urf + ∆Urf sinωt

)
(81)

=
C2

C1 + C2

∆Urf −
C2

C1 + C2

∆Urf sinωt. (82)

Note that the voltage drop at the smaller electrode (smaller capacity) is the largest,
which results in an enhanced ion bombardment. A situation which is exploited in
practical applications, since the substrate is placed preferably in front of a smaller elec-
trode. This does not only reduce the applied RF voltage ∆Urf , but also conserves the
material of the other electrode, which is also exposed to ion bombardment.

Although the time-averaged sheath capacities C1 and C2 can be calculated mainly
by the effective area of the electrodes, they are also influenced by the corresponding
voltage across the sheaths to some extent [15]. Obviously there exists a connection
between the auto-bias voltage and the amplitude of the excitation voltage, which is
treated in several theoretical works listed in [12] showing good but not perfect agree-
ment with respect to practical experiments.

As the sheath model has been treated and simplified for the capacitive case in the
high excitation frequency regime, where the resistors could be neglected, it also can be
used for a quasi DC plasma, which corresponds to a purely resistive behavior [18]. It
could be shown that in this case the RF sheath potential behaves non-sinusoidal [19,20].
A mathematical summary of corresponding relationships is provided in [12]. Hence
this frequency regime is irrelevant for HDP CVD applications, it is no longer treated in
this work.

3.2.5 Sheath ion flux

In order to quantify the steady state flux Φ of ions bombarding a surface under a cer-
tain time-averaged voltage U [1], it has to be considered firstly that the flux has to be
constant everywhere in the sheath,

ni(x) vi(x) = ni,0 vi,0, (83)

where ni,0 and vi,0 are the ion densities at the edge of the plasma bulk (compare figure
14). The ion velocity v(x) can be expressed by the kinetic energy, gained by dropping
the distance x through the potential U,

Ekin = QU = −1

2
mi (vi(x)2 − v2

i,0), (84)
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where Q is the ion charge and mi its mass. Combining these two equations results in

ni(x) = ni,0

√√√√√ 1

1− 2QU

miv2
i,0

. (85)

Figure 14: Schematic view of the sheath region (after Zuraw and Dobkin [1]).

In order to determine the actual potential, the electron density in the sheath region
is used, which can be obtained by assuming that it is governed by Boltzmann statistics
due to the electron’s thermal movement,

ne(x) = ne,0 e
−Ekin

kBTe = ne,0 e
qU

kBTe , (86)

where q is the elementary charge, kB the Boltzmann constant and Te the electron tem-
perature. It can be assumed that in the sheath region more ions than electrons exist in
general, because otherwise a local negative charge would establish that would press
the electrons towards the strongly positive plasma bulk. So the condition is given that
the electron density decreases faster than the ion density towards the sheaths to the
electrodes,

∂ne(x)

∂x
>
∂ni(x)

∂x
. (87)

This leads to

ne,0 e
qU
kBTe

q

kBTe

∂U

∂x
> ni,0

√
1

1− d 2QU
miv2

i,0

Q

miv2
i,0

∂U

∂x
. (88)

By considering equation (88) at x = 0, where the potential U can be set as zero, one
finds the simple form

ne,0
kBTe

>
ni,0
mi v2

i,0

. (89)

Additionally, it has been assumed that only single ionization is given, so that the ion’s
charge Q is simply the elementary charge q, with exception of the sign. In fact this is a
valid assumption on the basis of the common parameters for PECVD processes.
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Now the condition for the ion velocity vi,0 - to satisfy positive charge throughout
the sheath - can be determined,

vi,0 >
√

kBTemi =: vBohm. (90)

The minimal velocity, which is necessary to fulfil this condition is called Bohm velocity
vBohm. Using it the ion flux Φi as well as the ion current Ji to the surface one can write

Φi = ni,0 vBohm, Ji = q ni,0 vBohm. (91)

Note that a non-zero Bohm velocity presuppose a kind of pre-sheath region, where the
ions get accelerated to this velocity. The potential difference has to be on the order of
kBTe considering the Bohm velocity in (90). [1]

3.2.6 Plasma ignition: Paschen’s law

Since in every non-perfect vacuum there are always some free ions and electrons, it is
naturally possible to ignite a plasma with just the two electrodes, which are already
there for driving a capacitively driven plasma. However, the break-through voltage,
which is necessary for igniting the plasma, is strongly dependent of the product of the
chamber pressure and the distance between the two electrodes.

The law which describes the relation between break-through voltage Vb, pressure p
and the electrode distance d is known as the Paschen’s law

Vb =
Apd

ln pd+B
, (92)

where p and d are the chamber pressure and the distance between the electrodes. A and
B are coefficients that depend on the gas composition. The Paschen curve is depicted
in figure 15 for some common gases.

Note that the minimum of the breakdown voltage is about 1 Torr · cm. Towards
smaller values the electrons cross the chamber more and more without collisions. In
that case more electrons are lost than produced, so that a higher voltage is required
for ignition. At higher products of pressure and electrode distance, the collisions get
increasingly non-ionizing, since the mean free path decreases and the electrons do not
gain sufficient energy required for ionization.

3.3 Inductively driven plasmas

3.3.1 Construction and principle

In order to drive a plasma inductively, a time-varying electrical current is provided
through a coil outside the chamber so that a time-varying magnetic field is generated
within the plasma that induces an electrical current there. The principle of energy
transfer is similar to a transformer. The electrical current in the plasma inevitably leads
to an electron heating which leads to ionization, eventually. The way the coils are
wrapped around the reactor depends mainly on its form, since the only purpose is
that the magnetic field penetrates the reactor. For a cylindrical reactor type the coil is
usually wrapped solenoidally around the chamber. A schematic view of an inductively
coupled plasma reactor is provided in figure 16.
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Figure 15: Breakdown-voltage as function of the product of pressure and the distance
between the two electrodes (after [21]). This function is called the Paschen curve and is
depicted for helium, neon, argon, hydrogen and nitrogen. The data for plotting these
curves are taken from Liebermann and Lichtenberg [22].

Figure 16: Schematic view of an inductively coupled RF plasma reactor (after [10]).

Since the induced currents are circular currents, no potential drops are caused by
them within the chamber. Thus, the induced power can be increased, so that much
more power can be coupled into the plasma without facing any voltage limitations
like in a capacitively coupled plasma [1]. So overall, inductively coupled plasma reac-
tors are usually designed as plasma tools with high plasma density (1010−1012 cm−3) at
about pressures lower than < 10 mTorr for deposition as well as etching purposes [23].
Nevertheless, usually capacitively coupled RF power in form of two electrodes (mostly
called RF bias) is added for providing additional ion bombardement. Since the induc-
tively part is then mainly responsible for the plasma density while the capacitively part
is mainly responsible for the ion bombardment, both properties can be well adjusted.
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3.3.2 Magnetic skin effect

Similar to the exponential decay of an high frequency AC current in a metal due to
some skin depth, there is also an exponential decay of the magnetic field in an induc-
tively driven plasma. Assuming the excitation frequency ω is much lower than the
collision frequency ν [24], the magnetic skin depth δ depends on the excitation fre-
quency ω, the permeability µ0 and the plasma conductivity σ, which itself depends on
the plasma density as well as the chamber pressure [1],

δ =

√
2

ωµ0σ
. (93)

This corresponds to the classical skin effect. The skin depth is typically in the cen-
timeter range in this application and can be increased by decreasing the excitation
frequency that is typically at a few MHz. Alternatively, it can be increased by decreas-
ing the chamber pressure, since this would lower the conductivity. The magnetic skin
effect influences not only the distribution of the electromagnetic field, but also the way
of electron heating as well as the power absorption of the plasma [24].

If the electrons move a distance comparable to the skin depth during one field pe-
riod without colliding other particles, the conductivity within the skin layer becomes
a function of only the RF field [24]. This case is referred to as anomalous skin effect.
The amplitude of the magnetic field does not show the simple exponential shape any
more. It is more complicated and not monotonic [25]. In addition, the energy dissi-
pation of the RF energy within the plasma does not depend on the collision frequency
then ν [24]. It can even exist at ν = 0. This mechanism of collisionless heating works
because of resonant interaction of the magnetic field with the plasma electrons and is
described further by Kobolov [26] or Tyshetskiy [25], etc. Many typical ICP reactors
are operating in a near-collisionsless regime where the anomalous skin effect is given.

3.3.3 Uniformity

Since the uniformity of the deposition or etch rate - depending on the inductively
driven reactor’s purpose - is correlated with the plasma uniformity, it is of interest
how the radial density of the plasma behaves under certain conditions in an induc-
tively coupled plasma. Especially the question to what extent the arrangement of the
external coils influences the plasma is of great interest.

It could be shown by a two-dimensional fluid model of Stewart et. al [27] that the
uniformity increases with a decreasing pressure in general. This is meaningful since
the mobility of electrons and ions is increased and so a better energy distribution can
be provided. Especially at a pressure of p ≤ 5 mTorr the position of the power coupling
parts have a very low influence on the plasma density profile.

It could also be proved - assuming a cylindrical geometry - that the aspect ratioR/L
(R radius, L height of reactor) has also a strong influence on the radial plasma density.
If R/L is decreasing the uniformity of the radial plasma density is improving.

Two-dimensional models concerning the uniformity of various plasma parameters
are provided for example by Economou et. al [28], DiPeso et. al [29], Vent et. al [30],
Kushner and Vasenkov [31]. A three-dimensional model which considers asymmetries
in a reactor (caused by pumping, etc.) is provided i.e. by Kushner [23].
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3.3.4 Plasma ignition

The ignition of an inductively driven plasma suffers from the fact that almost no free
electrons are present. Assuming a well adjusted matching network, the power induc-
tively stored in the coils becomes very large, generating a large voltage across the coil,
which is partly capacitively coupled to the inner wall of the chamber, eventually. The
generated electric field causes a breakdown, when it is large enough. The so ignited
plasma operates in a quasi-capacitive mode. As the plasma density reaches a critical
level where circular currents are supported the plasma switches to an inductive op-
erating mode. This jump can be usually observed optically as a sudden increase in
brightness [1].

However, if a Faraday shield is used to minimize the otherwise rather undesirable
capacitive coupling by the coils, which also exists to some extent even in the inductive
mode, a further independent ignition source has to be provided [1].

3.4 Microwave driven plasmas
In some applications a higher chamber pressure is advantageous, e.g. during the cham-
ber clean where a high fluorine flux is required for providing reasonable etch rates.
This can only be enabled if the pressure is at least at a few Torr. However, in these
pressure regions inductive sources tend to localize the plasma near to the inductive
coil and so to the wall. Consequently, the wall is locally heated very much, which
leads to mechanical stress that may even cause a cracking of the chamber [32].

For this reason it makes sense to excite the plasma by electromagnetic waves. It
must be considered that electromagnetic waves are reflected out of the plasma if their
frequency is below the plasma frequency ωp. Consequently, the condition for exciting
a plasma by electromagnetic waves with the frequency ωmw is

ωmw > ωp. (94)

In the common case of electron densities of about 1010 cm−3, corresponding to a
plasma frequency of approximately 1 GHz, the frequency of the electromagnetic wave
should be sufficiently above this value. Thus, typically microwave radiation is used.

Alternatively also a sufficiently well-sized capacitive source would be applicable
in this pressure region. But it shows the disadvantage that it would produce a high
voltage causing local sputtering, which is not desired in some cases. In contrast a mi-
crowave plasma provides an electrodeless system without potential drops and even
without metal parts inside the reactor. The microwave source can be implemented
compactly even for larger reactor chambers. Nevertheless, it permits plasma densi-
ties up to 1011 cm−3. On the other hand the major disadvantage of microwave driven
plasmas are their non-uniformity. The typical chamber size is large compared to the
typical microwave wavelength of a few GHz. Consequently, a complex mode pattern
appears producing a non-uniform plasma. Thus, the precursors are often decomposed
by microwave radiation before they are injected in the chamber. Overall, microwave
excitation is well suited for cleaning applications because of the higher pressure and
gas flow where capacitive and inductive excitation fails due to several reasons. [1]
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3.4.1 Excitation mechanism and efficiency

For the energy transfer mainly the electrons are responsible, which are accelerated pe-
riodically by the electric field of the microwave. Whereas the electrons are accelerated
in the first half of the wave cycle, they are decelerated in the second half. Without
collisions within this cycle the energy transfer would be zero. Only if there occurs a
collision a net energy transfer happens. The energy transfer is maximized if the fre-
quency of the microwave equals the electron collision rate, which is inversely related
to the chamber pressure. At a given microwave frequency fulfilling this condition (94),
the chamber pressure is chosen so that the energy transfer is maximized, which is typ-
ically some Torr. [1]

3.5 Plasma damage
A potential problem of plasma processes is the plasma damage that may occur in the
device as well as the chamber walls. Especially in semiconductor manufacturing, in-
tegrated circuits that are directly exposed to the plasma can be damaged very easily
resulting in a poor performance and reliability. In fact, there is not only one kind of
plasma damage that may occur.

3.5.1 Plasma charging due to a lateral non-uniformity in the DC plasma potential

This kind of plasma damage can occur due to the impinging ions on the wafers surface
in a capacitively driven plasma if a lateral non-uniformity in the DC plasma poten-
tial above the wafer is present. During a normal RF-cycle also a large electron current
can flow when the sheath voltage decreases, because the plasma sheath is periodically
growing and shrinking. This is usually no problem, because the sheath potential ad-
justs itself so that it enables the electron current in the integrated circuit to compensate
the impinging ion current, leading to non-charged surface. On the other hand, in case
of a non-uniformity in the DC plasma potential a lateral electron current through the
wafer layer is produced, which can cause damage by traveling through the oxide. This
is critical because of the thin oxide layer where the electrons can tunnel through. If the
electron energy is too high, bonds may break and subsequently degrade the function
of the IC. This negative effect can be amplified by inconvenient IC structures such as
a transistor that is connected to a large area of an exposed metal. The much larger
amount of collected ions due to the large area of the metal causes a larger electron cur-
rent through the one transistor than it would appear if the transistor would be exposed
without an additional surface. [1]

3.5.2 Damage from impinging particles and photons

Especially the gate oxide is sensitive to impinging particles or photons with high en-
ergy [1]. While high energetic ions (note that normally no electrons are impinging in
such a plasma) mostly cause mechanical damage in the device structures, photons can
create broken bonds if their energy is high enough [33]. However, only the near surface
area is exposed so that a thin film of deposited material already protects the sensitive
structures.
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3.5.3 Arcing

Arcing occurs when a transient current flows between the chamber wall and/or the
electrodes and the surface of the wafer [34]. It also can arise between other parts of the
chamber, mostly because of peak discharges caused by spikes produced by malfunc-
tion of the reactor. Some detailed examples of different kind of arcing are treated by
E. Yan [35]. Concerning the HDP CVD reactor type, which is treated in detail in the
next chapter, arcing between the electrodes and the wall is of great interest, since this
is a problem which sometimes occurred before and during the measurements carried
out in this thesis. Arcing becomes apparent when the wafer surface shows a lump of
aluminum oxide fused to the surface. The arc knocks some material out of the ceramic
dome that is consisting of aluminum oxide and may subsequently drop down to the
wafer surface. Unfortunately, in practice the arcing event is only detectable after the
process by visual examination. Since this is usually not done for every wafer it brings
about a potential uncertainty that can be overlooked.

Figure 17: Typical consequence of arcs that strike the chamber wall (picture from ams
AG). The aluminum containing material knocked out of the chamber wall can cause
call-sign shaped layers that may damage the wafer surface (white spot in the picture).

So, regardless of the type, it would be a great advantage for process monitoring to
detect an arcing event just right during the process, so that the affected wafers could
be immediately sorted out and countermeasures can be performed at the machine, re-
spectively. Actually there are two well-known approaches, which are relatively simple
to implement. Optical emission spectroscopy (OES) and monitoring of the RF bias
voltage that will show irregularities in case of arcing.

In practice this is not a trivial problem, because a typical arcing event takes place
within a few microseconds [35]. Especially OES suffers from the fact that its is under
realistic operation not possible to realize appropriate sampling rates. Furthermore, by
an OES system only a limited plasma area through a small glass window can be ob-
served, so that it is not guaranteed that every arcing event can be detected. Therefore, a
high-resolution RF detector system may be the better choice, since in this case a higher
sampling is easier to accomplish. Arcing events could be detected then, regardless in
what area they appear.
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4 High density plasma CVD

4.1 Principle
High Density Plasma Chemical Vapor Deposition (HDP CVD) is a special case of plasma
enhanced CVD (PECVD). As PECVD, the HDP CVD process takes place under reduced
pressure in the low pressure region, to enable a plasma state, where the electrons are
much hotter than the atoms and ions, which enables a sufficiently low deposition tem-
perature for the temperature sensitive wafers.

However, the plasma density is quite high (about 1011 cm−3) and the chamber pres-
sure is pretty low (typically around 5 mTorr) in comparison to common shower-head
reactors that are capacitively driven only. The low pressure is required to provide a
mean free path that is high enough to maximize sputter rate and to minimize scattering
of the ions in the sheath. Actually PECVD systems that are only capacitively driven,
can not reach such high electron densities at that low pressure required for HDP CVD,
since they would run into voltage limitations (compare chapter 3.3.1) and the energetic
sheath electrons would simply pass right through the plasma [1], respectively. Thus,
the plasma of an HDP CVD machine has to be driven inductively. That is not the only
possibility to drive a HDP CVD plasma, but this will be not discussed further in this
work, since the inductive excitation is very common and moreover relevant for the test
machine within the framework of the thesis.

Another feature that distinguishes the HDP CVD process is the excessive ion bom-
bardment, which actually leads to desired sputtering. This is reached by an additional
capacitive excitation of the plasma. As usual, two electrode are used for that, where the
driven one is directly underneath the substrate and moreover much smaller than the
grounded one. This guarantees a much higher potential drop (usually called RF bias
and is around several hundred of volts) according to (66) leading to a higher energetic
ion bombardment at the driven electrode and thus on the substrate. On the other hand
all other parts of the reactor are protected from being exposed to that higher potential
drop.

The actual benefit of ion bombardment on the just deposited film caused by (partly)
capacitive plasma excitation is the significantly increased density and the thereby en-
hanced properties of the deposited material. However, the additional excessive sput-
tering represents the largest difference to other PECVD processes in semiconductor
manufacturing. It actually provides a void free filling of gaps with high aspect ra-
tio (deep and thin spaces), as they occur e.g. between metal traces of semiconductor
wafers. PECVD without sputtering would cause a confluence between the deposited
side walls within the gaps, if the depth is much greater than the width. In other words,
the edges at the top of the gaps would grow together firstly leading to voids under-
neath the edges. These voids would cause a severe change of the electrical properties,
usually making the devices unusable.

In order to enhance the overall sputter rate without increasing RF bias, frequently
an inert gas like argon is added. Under the common HPD CVD reactor conditions
its ionization rate is relatively high. Additionally, the heavy ions usually have a much
higher sputter cross section in comparison to the ions of precursors. So overall the sput-
ter rate is strongly enhanced by adding argon as inert gas in the gas mixture. Moreover
inert gasses are better in holding the pressure constant especially at ramping up the
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process. In detail the inert gasses can temporarily replace certain missing precursors in
the pre-deposition steps so that the pressure is nearly constant without changing the
pumping configuration.

Figure 18: Schematic depiction of a SiO2 layer deposited without simultaneous sput-
tering

Figure 19: Schematic depiction of a SiO2 layer deposited with simultaneous sputtering

Simultaneous sputtering makes the deposited layer to grow more quickly in the
vertical direction than in the horizontal one. The reason for that is the angle dependent
sputter cross section of the impacting ions (figures 20 and 21). It reaches its maximum
at 45◦ while it has a minimum at 0◦ and 90◦, so that the edges are sputtered most inten-
sively which prevents them for growing together. Due to the fact that the deposition
rate excluding sputtering has its maximum at 0◦, the net deposition rate can be ad-
justed so that the layer grows more vertically than horizontally and even less at the
edges, which finally enables the filling of high aspect ratio spaces without voids.
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Figure 20: Angle dependent cross-section of the deposition and sputtering mechanism
(after [6])
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Figure 21: Schematic view of the cross-section of the deposition and sputtering mech-
anism (after [6])

For this reason the process is so important and inevitable in semiconductor man-
ufacturing, where these high aspect ratios gaps are often given. However, the HDP
CVD process is more expensive compared to other CVD processes, preferably because
of the increased machine’s complexity as well as the accompanied decreased net depo-
sition rate. Thus, if a thick film on a wafer surface is necessary, that includes gaps with
high aspect ratios, it is very common to use HDP CVD in combination with a cheaper
downstream CVD process. It continues the deposition of the corresponding layer more
economically as soon as the gaps are filled properly by the HPD CVD process.

4.2 Construction and operation

This chapter mainly refers to the HDP CVD reactor (Ultima HDP-CVD Centura) used
within the framework of this thesis. Nonetheless the properties of this reactor are very
similar to the one of other HDP CVD reactors. Details of the machine are omitted in
order to maintain the confidentiality agreement with Applied Materials 2, the manu-
facturer of the machine. A schematic view of a typical HDP CVD reactor is depicted in
figure 22.

4.2.1 Combined ICP and CCP power sources

In order to create a plasma with a sufficient plasma density, coils are wrapped around
the reactor chamber to excite the plasma inductively. Here, usually a frequency around
2 MHz is used (so the Ultima HDP-CVD Centura). In order to provide sputtering, an
electrode arrangement is used to transfer energy capacitively into the plasma with an
RF frequency of typically 13, 56 MHz. Of course, this also increases the plasma density.
However, it is rather a minor influence in comparison to the ICP (Inductively Cou-
pled Plasma) source. So the main change is given in form of high energetic ions at
the driven electrode, where the wafer is placed and that is smaller than the grounded
one to ensure that the other parts of the reactor are not exposed to sputtering. The
13, 56 MHz CCP excitation frequency enables a narrower band of the kinetic energy of
the ions (compare chapter 3.2.3) in comparison to lower excitation frequencies. More-

2Applied Materials, Inc. (AMAT) is a manufacturer for products and services for semiconductor
industry
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over 13, 56 MHz is reserved as industrial frequency, since these frequency regions are
also used for other applications.

4.2.2 Wafer temperature and cooling

Since a large proportion of the capacitively coupled energy (around 1000 − 3000 W) is
given in form of high energetic ions [1], which subsequently impinge on the wafer’s
surface, the wafer is heated with a large proportion of this power. Unfortunately, at this
low pressure only little heat would be transported away from the wafer. Consequently
the wafer would quickly reach temperatures much higher than the actual gas tem-
perature until the heat transport by radiation would stabilize the wafer temperature.
However, these temperatures would be way to high for wafers with an aluminum met-
allization. Thus, such devices have to be actively cooled to sustain functionality. This
is usually done by a backside helium cooling, where cooled helium flows around the
back of the wafer. Since the helium pressure is usually about a few Torr, this results
in a force that is usually compensated by an electrostatic force generated by the chuck
(sometimes also mechanical clamps are used, but not so in this case).

4.2.3 Film uniformity

The quality of the deposited film on a wafer is determined by the deposition unifor-
mity. However, a sufficient uniformity requires a constant plasma density and a con-
stant potential across the wafer, a uniform wafer temperature and a smartly designed
gas injecting system to provide an appropriate precursor distribution, etc. While a
constant potential drop across the wafer can be simply reached by a suitable reactor
design, an uniform wafer temperature as well as a constant plasma density above the
wafer can be only provided throughout the whole life span of a reactor by designing
it adjustable with respect to the crossection. The two named properties may proba-
bly change after modifications in the chamber geometry, i.e. after major maintenance
interventions.

Since the wafer temperature is usually controlled by the helium backside cooling,
an adjustable temperature uniformity can be provided by implementing an inner and
other helium channel that can be adjusted independently. On the other hand a cross-
sectional uniformity of the plasma density can be reached by using independently ad-
justable top and side ICP power sources as depicted in figure 22.

4.2.4 Gas flow and pumps

In order to provide high deposition rates (about 400− 500 nm/min) large gas flow rates
are necessary, especially because of the low gas pressure. So for depositing a SiO2 layer
on a 8 inch (20 cm) wafer at least 14 sccm SiH4 are needed3 [1]. However, since SiO2 is not
exclusively deposited on the wafer, but also on all other parts of the reactor chamber,
albeit with a smaller rate, the practical SiH4 flow is much higher and typically around
50−100 sccm. Consequently, a combination with argon and oxygen - when SiO2 should

3sccm means standard cubic centimeter per minute. It describes the amount of gas V (≡ Φ) at the
standard pressure and temperature (p = 1013, 25 hPa, T = 0◦C). According to the ideal gas law pV =
nRT the real volumetric flow ≡ Vflow at a certain pressure and temperature can easily be calculated
then.
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be deposited - produces an overall flow rate of typically around 200 − 400 sccm. This
corresponds to a volumetric flow of remarkable 500− 1000 l/min, assuming a chamber
pressure of 5 mTorr and a gas temperature of 1000 K. As a consequence very powerful
turbomolecular pumps are required that are very large and expensive. So actually the
pressure reduction is limited by the pumps, eventually.

4.2.5 Chamber wall and cleaning procedure

Chamber cleaning is very important and necessary after every few wafers as already
discussed in chapter 3. It is usually performed with the help of NF3 that is decom-
posed by microwave radiation at a pressure of a few Torr (compare (3.4)). Cleaning is
necessary, since otherwise the deposited layers on the chamber wall would get thicker
and thicker and eventually crumble down, i.e. because of wall temperature fluctua-
tions that produce stress to the deposited oxide layer. This would negatively affect
the wafer. In order to prevent this and to reduce cleaning intervals the walls are ac-
tively heated typically slightly above 100◦C. That keeps the wall temperature better
constant in comparison to an unheated chamber wall and therefore reduces the danger
of generation of undesired particles.

4.3 Transport analysis

Referring to the basic principle of a simple transport analysis in a CVD reactor in chap-
ter 2, this can now be done for the HDP CVD to get an idea of its gas phase behavior.
Note that it is only is a rough estimation of the test reactor parameters. However, this is
sufficient in view of the simplifications that had been done concerning CVD transport
analysis.

Corresponding to the test reactor the chamber shape is assumed to be cylindrical
(figure 22). Furthermore, the chamber diameter as well as the height of the reactor are
assumed to be L = 35 cm giving an overall chamber volume of V = 33, 7 l. As chamber
pressure p = 6, 75 mTorr = 0, 9 Pa is taken and the average gas temperature (neutrals
and ions) is roughly estimated to be T = 700 K based on the works of Meeks [36] and
Zuraw [1]. The total gas input flow is assumed to be Φin = 380 sccm ≈ Φout, where
the proportion of SiH4, O2 and Ar is 25%, 40% and 35%, respectively. As net deposition
rate 500 nm/s is taken, which is quite typical for such a system. For the deposition rate
without sputtering 650 nm/s is a good approximation.

4.3.1 Volumetric flow

The total gas input flow Φin, the chamber pressure p and gas temperature T gives a
volumetric flow of

Vflow =
ps T

p Ts
Φin = 2100 l/s, (95)

where ps and Ts are the standard pressure and standard temperature (p = 1013, 25 hPa,
T = 0◦C). Since virtually all of it (Φin ≈ Φout) has to be removed again by the pumping
system - this is actually quite a bunch - the volumetric flow (and consequently the
minimum pressure at a certain total gas inlet flow) is limited by the pumping system,
eventually.
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Figure 22: Schematic view of the HDP CVD reactor used for transport analysis. While
the coils excite the plasma inductively and are mainly responsible for the high plasma
density, the two electrodes provide a capacitive excitation and as a consequence a mas-
sive ion bombardment that causes angle-dependent sputtering. Since the electrode di-
rectly underneath the wafer is smaller than the other electrode, sputtering occurs only
there because of the higher potential drop according to (66). Note that for adjusting the
uniformity, the coils at the top and the side can be adjusted independently.

4.3.2 Average gas residence time and velocity

According to the volumetric flow Vflow (95) and the chamber volume V , the average gas
residence time tres can be calculated as

tres = V/Vflow = 0, 016 s. (96)

Further, the average gas velocity U can be calculated with respect to the chamber size
L,

U = L/tres = 21, 9 m/s. (97)

4.3.3 Mass diffusivity

Assuming an average neutral particle mass of m = 16 and an average sphere diameter
of a = 0, 5 nm, the mass diffusivity D is according to equation (19)

D ≈
√

k3
B

π3m

T 3/2

p a2
= 46200 cm2/s. (98)

Diffusion length and Peclet number
Due to equation (11) the diffusion length LD is

LD =
√

4D tres = 61, 3 cm. (99)
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Note that this is similar to the chamber’s size L, so that the Peclet number (12) is about

Pe =
LU

D
= 4

(
L

LD

)2

= 1, 3. (100)

Therefore, the HDP CVD mass transport is not only diffusion dominated, but also not
exclusively convection dominated.

4.3.4 Surface reaction rate constant

Assuming a deposition rate (excluding sputtering effects) of rdepo = 650 nm/min the
surface reaction rate constant Ks can be estimated according to the surface reaction
rate R (2.4),

R = KsAfilm npre, (101)

where Afilm is the area, that is exposed to deposition, and npre is the approximated
steady state precursor gas concentration in the reactor. On the other hand the surface
reaction rate R can be expressed as

R = nfilm
Vfilm

tfilm

, (102)

where Vfilm is the volume of the deposited SiO2 film during the time tfilm. nfilm is the
average SiO2 particle density within the film which is calculated by the given mass
density ρSiO2 = 2.6 g/cm3 of solid SiO2 and its molar mass MSiO2 = 30 g/mol. nfilm is
then

nfilm =
ρSiO2

MSiO2

Ag = 5.22 ∗ 1022 cm−3, (103)

where Ag is Avogadro’s constant. If now the two equations (101) and (102) for R are
set equal, one obtains

Ks =
nfilm

npre

Vfilm

Afilm tfilm

=
npre

nfilm

dfilm

tfilm

=
npre

nfilm

rdepo. (104)

Before calculating Ks the precursor gas concentration npre has to be determined. For
that the ideal gas law can be used,

ppre V = Npre RTg =⇒ npre =
ppre

RTg
≈ 4 · 1013 cm−3. (105)

The partial pressure of the precursors (ppre) was roughly estimated to be ppre = 0.43 p =
0.39 Pa. This appears appropriate in view of the SiH4, O2 and Ar proportions that give
a proportion of SiH4 and O2 of 65%. By taking into account the production of by-
products such as H2 according to the overall reaction equation SiH4 + O2 → SiO2 + H2,
which are subsequently always present in the gas phase, the proportion is reduced by
one third, giving 43% as effective precursor proportion.

Now finally the surface reaction rate constant Ks can be calculated,

Ks =
nfilm

npre

rdepo = 1400 cm/s. (106)
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4.3.5 Average consumption time

Assuming that deposition only takes place at the wafer with the surfaceAw = π · 102 cm2,
but not on the chamber wall, the average consumption time tcons is according to equa-
tion (3)

two
cons =

V

KsAw
= 0.077 s. (107)

However, since the reaction SiH4 + O2 → SiO2 + H2 is strongly exothermic (2.6),
deposition also takes place at all other parts of the reactor. Thus, the exposed surface
A is much larger in reality and corresponds rather to the total inner wall of the reactor,
which is A = 9620 cm2. This changes the consumption time dramatically to

tcons =
V

KsA
= 0.0025 s. (108)

4.3.6 Transport limited deposition rate

By comparing the average residence time tres = 0.016 s (96) and consumption time
tcons = 0.0025 s (twocons = 0.077 s) according to chapter (2.4) it can be stated that HDP CVD
is operating in the starved regime (tcons << tres). The deposition rate is therefore at
least partly mass transport limited.

If deposition would only take place on the wafer, the HDP CVD reactor would
rather operate in the differential regime, because of two

cons > tres. However, the deposi-
tion rate benefits rather from colder surface temperatures [36] that actually are present
at all inner parts of the reactor that are not exposed to sputtering. Thus, the first ap-
proach - all inner parts of the reactor are exposed to deposition - seems the more ap-
propriate one. Consequently the HDP CVD reactor with similar parameters as used
above is assumed to be a starved reactor at normal operation.

4.3.7 Transport analysis summary

The following statements about the HDP CVD process can be summarized after the
simple transport analysis:

• For the transport of the precursors both mechanisms - mass diffusion and mass
convection - are of importance, since the diffusion length has a comparable size
to the chamber size (Peclet number close to one). Thus, the injection of the gasses
has to be performed very smartly, to ensure at least a sufficient gross distribu-
tion of the precursors by convection. As required, diffusion provides then a fine
distribution, eventually.

• Since deposition of SiO2 takes place on all parts of the reactor, albeit with different
density and quality, the deposition rate tends to be rather mass transport limited
at least at the test reactor. This might make a monitoring of the concentration
of certain gas phase species useful, to approximate the actual deposition rate. In
fact this is the later discussed approach, where an optical emission spectrome-
ter (OES) is used to predict the deposition rate, because the intensity of selected
spectral lines are proportional to the concentrations of corresponding gas phase
species.
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• The requirements on the pumping system to provide such a large volumetric flow
(≈ 2000 l/s) are quite high. In fact, this large volumetric flow is necessary to pro-
vide economically high deposition rates. Hence they tend to be mass transport
limited, the feed rate of precursors as well as the removable rate of the by-product
(especially H2) is a large limiting factor. However, a higher inlet gas flow at the
expense of a higher chamber pressure may be counterproductive, since the low
pressure is required to provide the high sputter rate that provides the dense and
conform SiO2 deposition. The high sputter rate is strictly spoken reached by a
high plasma density, which is in view of the ICP source only possible at a rea-
sonable low chamber pressure. Moreover, a higher pressure would decrease the
mean free path of the sputtering ions, preventing them from impinging perpen-
dicular to the wafer surface, which is also necessary for conform deposition.

4.4 Process chemistry
The process chemistry of the treated HPD CVD process seems to be quite simple by
inspecting the overall reaction equation SiH4 + O2 → SiO2 + H2. However, by taking
a closer look, this turns out to be not true. In the gas phase alone there are 100s of
possible reactions species, as soon as the precursors are decomposed by high energetic
electrons and naturally react with each other. Additionally, there are a bunch of surface
reactions, which are actually even more complex.

A quite extensive treatment of this topic was done in the work of Meeks [36], where
the majority of all significant reaction paths are listed for the gas phase as well as for
the surface. Additionally the so called Aurora model 4 is applied to three different HDP
CVD reactors in order to find out dominant gas phase and surface reactions paths. With
the model also the molar gas composition are calculated, which can be considered as a
rough estimation for the treated HDP CVD reactor within the framework of this work.
Moreover, other important process parameters like the electron temperature, plasma
density or the gas temperature, etc. are calculated and match the expectations.

4.4.1 Dominant gas phase reactions

The dominant gas phase reactions are depicted in figure 23 (after Meeks et al. [36]).
While Argon as inert gas can be just excited or ionized, O2 can be additionally decom-
posed into the radical O that can itself get excited or ionized. Further O (and sometime
O2) takes part of several Silicon-related reactions within the third path, where silane
(SiH4) is the starting point. While SiH4 is mainly decomposed by electron collisions to
SiH3, SiH2 and SiH, where SiH2 and especially SiH are already very important for cer-
tain surface reaction, O and O2 are mainly responsible for their oxidation into SiH2O,
HSiO and SiO, compounds which are also needed for surface reactions.

The decomposition of the precursors is only possible because of excessive electron
collisions, provided by that special plasma state where the electrons have a much
higher thermal energy than neutrals and ions. In further dissociation reactions be-
tween the precursors beside O or O2 also H or H2 are included. Of course, there exist

4With the Aurora model actually a FORTRAN computer program is meant that provides a predic-
tion of the steady-state or time-averaged properties of perfectly stirred plasma and thermal chemistry
systems developed by Meeks and Moffat [37]
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Figure 23: Schematic view of the dominant gas phase reactions of the HDP CVD reactor
in the deposition mode. The green marked species indicate the precursors as they are
injected into the chamber. While the decomposed precursors are marked white, the
radicals and ions are marked blue and yellow, respectively.

more rather exotic reactions (listed in Meeks work [36]), but they are not that domi-
nant like the depicted one. In almost all dissociation reactions at least one radical is
included as reactant. The reason for that is discussed in chapter 2.6.2.

The estimated steady state molar composition of the gas phase is shown in figure 24.
Note that the total amount of Si is much smaller than the total amount of H. It should
regularly have a proportion of 1:4 according to SiH4, but because of the consumption
of corresponding Si-compounds by the surface, the proportion is much smaller (1:11),
which confirms the assumption that the deposition rate is at least partly mass transport
limited 4.3.6.

4.4.2 Dominant surface reactions

The dominant surface reactions are depicted in figure 25 after Meeks et. al [36]. While
the white areas indicate surface-bonded species, the grey areas mark gas phase species
that participates in the surface reactions. Note that these gas phase species, that have to
impinge directly from the gas phase to the surface to take part at the surface reaction,
are mostly H and O.

In detail the formation of surface bounded silicon dioxide mainly leads over the sin-
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Figure 24: Approximated concentration of the most represented gas phase species of
the HDP CVD reactor discussed in chapter 4.3 following the model calculations of
Meeks et al. [36]. Since the proportion of injected gasses used by Meeks corresponds
largely to the one of chapter 4.3 and so the power-density, it is actually a sound esti-
mation for the HDP CVD reactor used in this work.

Figure 25: Schematic view of the dominant surface reactions in the HDP CVD reactor
during the deposition phase after Meeks et. al [36]. While the white marked areas
indicate the surface-bonded species (bonded with the underlying silicon dioxide), the
grey marked areas indicate the species that participate directly out of the gas phase at
the corresponding surface reaction.

gle bonded SiH2OH that reacts with a positive ion to the triple bonded SiH, followed by
an oxidation to SiOH. SiOH finally reacts by impingement of gaseous SiHx compounds
or also SiO to SiO2. Since the gas concentration of SiHx as well as that of SiO tends to
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be low, because the deposition rate tends to be mass transport limited, the rate of this
final reaction (triple bonded SiOH to SiO2) is likely to depend significantly on these
concentrations.

It is supposed by [1], that in case of a non-correct stochiometry at the film the
surface-bounded species ≡ SiH or ≡ SiOH can be incorporated in the growing film,
depending on the stochiometric imbalance. In fact, at a very low oxygen to silane
proportion, the film would rather consist of amorphous silicon than of silicon diox-
ide, because of the reaction ≡ SiH+ ≡ SiH →≡ Si − Si ≡. Generally it can be stated
that the amount of incorporated hydrogen can be reduced by increasing the total ion
bombardment flux, ion energy or by increasing the substrate temperature. [1]
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5 Optical emission spectroscopy of HDP CVD processes

5.1 Motivation
In semiconductor manufacturing plasma processes determine the device’s property
and quality significantly, as many other processes. So even small deviations of the
normal process behavior can cause severe deviations of the electrical properties of the
wafers. Or even worse, there can occur undetected machine faults that are responsible
for non-functioning chips. The later such machine faults and deviations are detected,
the more money it costs, since normally not only one lot 5 is processed incorrectly
then. In order to find these malfunctions at least in a reasonable time, there are regular
electrical control measurements carried out after about 25% of each single process step,
which is actually a significant expense. Moreover, these tests can not yet guarantee that
several lots run over a machine until the fault is detected, eventually. Regarding the
cost factor of far processed wafers this is even more expensive.

That is the reason why in the last years system solutions for Fault Detection and
Classification (FDC) and Virtual Metrology (VM) came up. While the purpose and ben-
efit of a FDC system is self-explanatory, this is maybe not so clear for Virtual Metrology
(VM). VM enables a prediction of process results, so that small deviations of the aver-
age process result can be detected in-situ. Nonetheless, both methods provide a central
data acquisition of all required parameters of the machine. That enables a rough but
often sufficient fault detection and classification by simply defining lower and upper
parameter limits for certain machine parameters. Maintenance actions can be triggered
by these monitored parameters, leading from preventive maintenance to the more effi-
cient predictive maintenance, where maintenance is mainly proceeded when required.
However, sometimes there are more complicated models required.

VM almost always needs a more or less complicated model (mainly statistical) to
provide an appropriate prediction of process results. Unfortunately, for many pro-
cesses, where VM is of interest (i.a. plasma processes), the parameters collected by the
machine itself are not sufficient for VM. This is the reason why in such cases exter-
nal sensors are added. Their data are then collected and prepared together with the
data of the machines. Depending on the type and condition of the sensor as well as of
the model’s quality VM might be possible, eventually. The corresponding models are
mainly statistical, due to the immense complexity of the system and its many influenc-
ing parameters, where even the minor ones may have a strong influence. However, in
this case a model training is required, which can be controlled then and updated by a
significantly reduced number of physical measurements.

Since plasma processes are quite complex with respect to their behaviour and do
not provide sufficient information for comprising FDC and VM by default (at least
the test system within the framework of this thesis), it is necessary to add also addi-
tional sensors. A very simple and obvious approach is to observe the optical emission
of the plasma with a sufficiently accurate spectrometer: It provides direct informa-
tion about the plasma related to most machine parameters. Compared to other typical
external sensors, Optical Emission Spectroscopy (OES) is an absolutely non-invasive

5The term lot is used in semiconductor manufacturing for a box of wafers. The machines are not fed
wafer by wafer, but by these lots. This simplifies the handling of the wafer, especially because these lots
inform the machine about the their content automatically.
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measurement method in contrast to Langmuir probing, etc. It is mounted outside of
the chamber via an optical fibre. Through a window in the chamber wall the plasma
can be observed.

Since already small shifts in the chamber geometry or other process parameters
may have a noticeable impact on the plasma spectrum, OES is a great tool to enhance
FDC significantly. Because of the additional information about the concentration of cer-
tain gas phase species VM might be possible then. Within the framework of this thesis
the prediction of the layer thickness deposited by the High Density Plasma Chemical
Vapor Deposition (HDP CVD) process was of special interest because of its influence
to the electrical properties of the wafers. A reliable prediction would reduce the test
measurements, making the process more economically.

5.2 Experimental setup and procedure
In order to record the optical spectrum of the HDP CVD process, in a first step the
spectrometer USB 4000 from Ocean Optics was used. Since its accuracy was not sat-
isfying, the spectrometer had to be changed. A Maya2000 Pro spectrometer fulfilled
the requirements (also manufactured by Ocean Optics). Thus, all spectra which are
presented in this work were recorded with the Maya2000 Pro. Since the chamber had
two quartz windows, the light of the chamber could be easily recorded by using an op-
tical fiber, where one end was mounted to the sensor and the other one to the chamber
window together with a collecting lens to enhance the light intensity. The arrange-
ment was wrapped by a cover to protect it against the ingress of light from outside.
The sensor was connected with a laptop for data storage. Under normal operation also
an on-line-connection to the central data collection system was realized. It enabled an
automatic matching between machine and sensor data and additionally the automatic
application of certain models.

5.3 Optical spectrum of the HDP CVD process
Since there are various process steps until the actual deposition step with ion sputter-
ing can start, also the corresponding optical emission spectrum varies. The most of
these steps are for ramping up the process and its adjustment. The only longer one is
a pure-deposition step with a duration of about 10 seconds for preparing the wafer for
ion sputtering, because certain sensitive parts of the wafer surface (like the thin gates)
would be damaged by the ions when they are not already covered by a sufficiently
thick SiO2 layer. The injected gasses are always Ar, SiH4 and O2 (with exception in the
cleaning procedure), however, sometimes one or two of them are missing. Anyhow
the main deposition step where sputtering is included is responsible of about 90% of
the deposited layer. Therefore the focus will be put on that step.

Before modeling based on OES data, the first task is to analyze the spectrum to
identify as many gas phase species as possible. The corresponding gas phase species
are discussed in chapter 4.4.1. Actually the observable species will be mainly atoms
or single ionized atoms and also partly two atomic molecules, because at molecules
with a higher number of atoms the vibrational transitions split up the observable (from
200− 1100 nm) electronic transitions so much that the remaining intensity of each peak
will be too weak or covered by other lines. In order to monitor them, Fourier Transform
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Infrared Spectroscopy (FTIR) would be necessary, hence this would enable the direct
observation of the vibrational transitions in the infrared region.

The gas phase species that are observable with the OES sensor are discussed below.
An optical spectrum during the main deposition step where sputtering is included be-
ing responsible for about 90% of the deposited oxide layer is depicted in figure 26.
For a reliable analysis (based on line-intensity ratios) the background level has to be
subtracted and the overlapping of spectral lines considered. Thus, the suspected best
suited wavelength for the estimation of the background-level are also mentioned be-
low, at least for the lines that are actively used for monitoring (boldfaced lines).
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Figure 26: Optical spectrum ranging from 200 nm to 1100 nm of the HDP CVD machine plasma during the main deposition step,
recorded using the Maya 2000 Pro spectrometer of ocean optics. The red marked lines correspond to the bold-highlighted wave-
length within this chapter, they are selected for monitoring. They include all species found that are observable with the OES with
an appropriate accuracy (compare 4.4.1).
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Ar
Since neutral argon has several well observable spectral lines within the visible range
and the gas mixture contains up to 40% of it, this species is comparatively simple to
monitor. A few lines that can be observed quite well are listed in the following ta-
ble: The Ar spectral line 675, 3 nm is probably the best suited for monitoring, since the

Table 2: A selection of well observable spectral lines of neutral argon (Ar). The cor-
responding literature values were found in the NIST database [38]. The spectral line
used for monitoring is bold-highlighted. λAr,i is the wavelength of the corresponding
Ar spectral line, ‘ground’ designates the wavelength at which the ground-level of the
corresponding Ar spectral line is chosen.

λArI,i [nm] ground [nm]

419,8

516,2

518,8

675,3 680,1

703,0

1047

signal-to-noise ratio is sufficiently high and the overlapping by other lines is minimal.

Ar+

The single ionized argon atom can also be observed, despite its low gas concentration
that comes from the low ionization rate about 1% (which is actually high in relation to
other PECVD processes).

The first two lines are not well-suited for model building because they are strongly
superimposed by the intensive Hβ line at about 486 nm that is broadened quite strongly
by Stark-effect. However, the third line at 501,4 nm does not show this problem.

H
Neutral hydrogen (H) stems from the precursor silane (SiH4) and has a high concentra-
tion in the gas phase. A few lines of its Balmer-series are observable within the sensor
range. The two most intensive lines Hα and Hβ normally saturate the sensor, because
usually the integration time is adjusted to monitor also weak lines of some species. The
lines with an appropriate intensity in that context are Hγ 434, 0 nm and Hδ 410, 1 nm,
where Hδ is partly superimposed by other lines. Hence Hγ 434, 0 nm is used to monitor
neutral hydrogen. The ground it is determined at the wavelength 431, 2 nm.

O
Oxygen (O) is also strongly contained in the gas phase, actually even more than O2.
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Table 3: A selection of well observable spectral lines of the single ionized argon atom
(Ar+). The corresponding literature values were found in the NIST database [38].
The spectral line used for monitoring is bold-highlighted. λArII,i is the wavelength
of the corresponding Ar+ spectral line, ‘ground’ designates the wavelength at which
the ground-level of the corresponding Ar+ spectral line is chosen.

λArII,i [nm] ground [nm]

476,5

480,6

501,4 499,1

Well recognizable lines are:

Table 4: A selection of well observable spectral lines of neutral atomic oxygen (O). The
corresponding literature values were found in the NIST database [38]. The spectral
line used for monitoring are boldfaced. λO,i is the wavelength of the corresponding
O spectral line, ‘ground’ designates the wavelength position of the corresponding O
spectral line, where its value is determined.

λO,i [nm] ground [nm]

532,9 531,0

615,67

OI 532, 9 nm was finally used for monitoring, since the influence of other lines turned
out to be the smallest.

Si
Atomic neutral silicon (Si) coming from silane SiH4, has a gas phase concentration
lower than 1% according to Meeks et. al [36]. Nevertheless, it can be relatively easily
observed in the OES-range: Since the line at 390, 4 nm is probably significantly super-
imposed by a spectral line of Si+, the other line at 251, 4 nm is used for monitoring. Ac-
tually this line consists of several Si lines according to the NIST database [38], which,
however, is no reason for exclusion concerning monitoring.

Si+

Single ionized silicon (Si+ or SiII) is according to the ionization degree of about 1%
100 times lower concentrated than non-ionized silicon (Si). Thus, it is remarkable
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Table 5: A selection of well observable spectral lines of neutral atomic silicon (Si). The
corresponding literature values were found in the NIST database [38]. The spectral
line used for monitoring is boldfaced. λSiI,i is the wavelength of the corresponding
Si spectral line, ‘ground’ designates the wavelength position of the corresponding Si
spectral line, where the ground-level its value is determined.

λSiI,i [nm] ground [nm]

390,4

251,4 254,7

that nonetheless an observable line could be found within the HDP CVD spectrum
at 634, 7 nm. For the ground-determination the wavelength 632, 1 nm was chosen.

H2

Hydrogen (H2) has a weak but observable line at λH2 623, 7 nm [39], which is actually
a line band because of the vibrational transitions that can not be resolved by the used
spectrometer configuration. There is probably also an overlap with other lines. For the
ground-determination the wavelength 622,8 nm was chosen.

OH
The molecule OH has a very intensive line band at λOH 308, 8 nm [40], and could there-
fore easily be monitored (ground-determination at wavelengths 292, 3 nm and 331, 1 nm).

SiH
The Si-molecule SiH that plays an important role for surface reactions, has a mod-
erately observable band at about 413, 8 nm [41] (ground-determination at the wave-
lengths 411, 7 nm and 417, 6 nm). Unfortunately, the influence of other lines can not be
excluded. However, it is the only possibility to monitor SiH within the 200 − 1100 nm
range.

SiO
Silicon-oxide SiO that also plays an important role for surface reactions, even though
not so much as SiH, is hardly observable in the sensor range. Only the line band at
234, 6 nm [42] occurs there, unfortunately extremely weak at the used sensor integra-
tion time. Moreover, the signal-to-noise ratio is very bad, also because of the low sen-
sitivity of the OES-sensor in this range. Therefore this line band is definitely not suited
for an appropriate monitoring of the species.

O2

Actually there should be an observable line band for oxygen O2 at 760, 5 nm [43]. How-
ever, it is covered by a very intense argon line at 763, 5 nm.
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He
Helium is only contained in the gas phase due to the backside helium cooling of the
wafer, because there is generally a small leakage rate given. Since its concentration
is so low, it can be neglected for the deposition process. However, when the peak
is significantly higher than normal, there is likely a problem with the connection be-
tween the wafer and the chuck. An observable line is located at 1083, 5 nm (after NIST
database [38]).

5.4 Optical spectrum of the cleaning procedure
Regular chamber cleaning is necessary every few wafers to remove SiO2 from the
chamber walls. These cleans are performed automatically by introducing NF3 into
the chamber that is decomposed there into fluorine (F) and nitrogen fluoride (NF). Es-
pecially fluorine reacts with the solid silicon dioxide (SiO2) and forms finally gaseous
silicon tetra fluoride (SiF4) that is removed by the pumping system. In order to ac-
celerate the cleaning the pressure is increased (about a few Torr) in comparison to
normal operation where deposition takes place. However, in this pressure regime a
plasma generation is not possible, inductively or capacitively, at least with the avail-
able equipment that is used for deposition. The heavily reduced mean free path of
the free electrons would require much more power to provide decomposition. The gas
temperature would be very high, because the plasma would be thermalized so that the
gas temperature would be close the electron temperature then. Thus, the excitation is
done by microwave radiation by a separate microwave generation unit that directly
decomposes the precursors. In that case the gas is not in a plasma state and does vir-
tually not emit light in the optical range. Therefore, a direct monitoring by the OES
sensor does not provide useful information. However, the conditioning step at the end
of the cleaning procedure, where SiO2 deposition takes place to condition the chamber
wall, can be used for the detection of machine faults before even processing a wafer.

5.5 Time course of the line-intensities
The time course of a few selected line-intensities is depicted in figures 27 and 28. The
sampling rate is fixed to one second due the limited capacities of the central data collec-
tion system for automatic monitoring of all machine and sensor data for every wafer.
As integration time 8 ms are used, so the spectrum is recorded 125 times per second.
The output at every second is then the spectrum averaged over the corresponding 125
recorded spectra.

The first plateau marks the first monitored wafer that is processed by HDP CVD.
The long zone (3), where all lines are at zero, indicates the cleaning procedure during
which NF3 is decomposed by microwave radiation at a pressure of a few Torr. The
following isolated peak of a few seconds is the result of the conditioning step, that is
done to put the chamber in a state that corresponds more or less to the normal state.
This minimizes the ‘first wafer effect’, that is definitely measurable by various pro-
cess parameters of a wafer that is processed directly after the clean. The subsequent
three intensity plateaus that are equal to the first one indicate the next three processed
wafers. After them again a cleaning procedure would be recognizable.

Note that the time course of one wafer consists of a main plateau that lasts about 90
seconds (zone 2) and a pre-plateau (zone 1) with a duration of about 10 seconds. While
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Figure 27: Time-course of SiH, Ar, Si and Si+ line intensities over 4 wafer and one
cleaning cycles. Considering the first wafer (from 0 to about 130 seconds) zone (1) in-
dicates the deposition step without sputtering, while (2) indicates the main deposition
step where sputtering takes place. In the following cleaning step (from 140 to about
470 seconds), zone (3) marks the step where NF3 is injected and zone (4) indicates the
conditioning step where deposition takes place to condition the chamber walls.
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Figure 28: Time-course of the OH, H, H2, O and Ar+ line intensities over the same time
period as that presented in figure 27.

the main plateau indicates the main deposition step where also sputtering takes place,
the shorter plateau is the result of a short pure-deposition step where no sputtering
is done. The thereby deposited oxide layer should prevent sensible parts at the wafer
surface to the exposure of sputtering. Especially the thin gates would not withstand
the impact of high energetic ions.

Since the comparing and evaluation of the process by time courses is rather com-
plicated, indicators are formed by simply taking the average of the line-intensities sep-
arately over the pre-plateau and the main plateau. Of course, the same can be done for
the conditioning step of the cleaning procedure. As explained in the following chapter
also line-intensity-ratios are of interest. In this case the averages are taken of the time
course of the line-intensity ratios.

5.6 Determination of some relevant plasma parameters
The main idea of monitoring the HDP CVD process by an optical emission spectro-
meter is to gain more information about the actual plasma state. Thus, a main question
is which information about important plasma parameters can be extracted from the
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spectrum. Since for process monitoring absolute values are not required in principle,
information about the relative change of certain plasma parameters is actually suffi-
cient. However, the corresponding methods have to be sensitive to small changes of
the plasma state, because they are used to be very small in normal operation. Other-
wise a prediction of i.e. the deposition rate will hardly be possible.

In fact these requirements are limited not only by the used spectrometer itself, but
also because of the nature of the HDP CVD spectrum, since the plasma is a typical
example for a technical one. This is not only because of the bunch of plasma species,
but also because of the low value of pressure and electron density (in a plasma phys-
ical respect) that lead to a non-thermal equilibrium (even local) where electrons have
completely different temperatures than ions and neutrals. Moreover, the plasma can
not be considered to be optically thin, so self-absorption plays no negligible role, mak-
ing the determination of absolute plasma parameters much more difficult and inaccu-
rate. Nevertheless, the used spectrometer should provide a high signal-to-noise ratio,
a good sensitivity over a broad spectral range as well as a low dark noise (which was
actually the reason to prefer the Maya2000 Pro instead of the USB 4000 that has an in-
adequate signal-noise ratio for the purpose reported here). Additionally, second- and
third-order effects should be eliminated by a clever optical filter arrangement. On the
other hand only a moderate spectral solution of approx. 1 nm (or below) is required,
because of the broadening of the spectral lines due to the given plasma state.

The most important plasma parameters that can be extracted out of the OES data
in principle, are the electron and ion density, the electron temperature, the gas tem-
perature (temperature of neutrals and ions) and the concentration of certain gas phase
species. The chamber pressure is provided by the machine itself. As already men-
tioned, the main objective is an appropriate sensitivity for changes of these parame-
ters, since in the end a statistical model is used for the prediction of interesting process
parameters. A purely physical model would be way too complicated and rather inac-
curate, because of the bunch of influence parameters, from the plasma as well as the
chamber. However, one must bear in mind which informations are necessary for an
application of a statistical model and how they have to be prepared for optimization.

5.6.1 Gas temperature

The only possibility to determine the gas temperature with the OES sensor is to in-
vestigate the Doppler-broadening of suitable lines. The Doppler-broadening results
from the Maxwell-Boltzmann distribution of the particle velocities. However, a better
spectrometer resolution (< 0, 1 nm) would be necessary to measure the line profiles ac-
curately enough. But even in this case, the uncertainty (50%-100%) and the resulting
poor sensitivity of this procedure would probably not lead to a satisfactory monitoring
of the small gas temperature changes at normal operation of the HDP CVD machine
during deposition.

5.6.2 Ion density

For this type of plasma, the ion density is assumed to be close to the electron den-
sity (compare chapter (3.2.1)). A rough estimation for the ion density gives the line-
intensity ratio of two lines of an element like argon and its corresponding ion (Ar+).
Changes in the electron temperature can affect this ratio according to section 5.6.4.
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5.6.3 Electron density

For its determination there exist a few methods based on OES. The electron density can
again be determined by certain line-profiles based on the Stark-effect [44], where the
Hα line would be the best choice because of its large broadening. However, the same
problems as for the gas temperature would arise by using this method. Additionally
the integration time must be shortened extremely to ensure that the intensity of the Hα

line (as well as the Hβ) is not in the sensor’s saturation. But this would cost information
about certain species, the line intensities of which are low.

5.6.4 Electron temperature

On the other hand the electron temperature can be determined by the intensity ratio
of two lines of the same element, because the excitation energy is different from line to
line. According to the Boltzmann factor,

e
− E

kBTe , (109)

the number densities of distinct exited atoms with their respective energy levels de-
pend on the electron temperature Te. By measuring the line-intensity ratio of two dif-
ferent lines with the excitation energies E1 and E2 the electron temperature can then
be calculated [44] following,

I2

I1

=
g2A2 ν2

g1A1 ν1

e−(E2−E1)/(kBTe), (110)

where g1 and g2 are the statistical weights of the respective levels. ν is the correspond-
ing transition frequency and A the transition probability.

Naturally this method is more sensitive, if the energy difference (E2−E1) is as large
as possible. For the two argon lines at 675,3 nm and 703,0 nm mentioned in tabular 2
the corresponding excitation energies are EArI 675 = 14, 743 eV and EArI 703 = 14, 839 eV
according to [45]. Since the resulting difference of only about 0, 1 eV is very small (it
does not change much for other line pairs), there is also the alternative to use the line
of an argon ion as the second line concerning the line intensity ratio. The excitation
energy difference is then approx. 5 − 6 eV [45], mainly because of the different energy
gaps between ground state and first excited state. However, in order to obtain the elec-
tron temperature the Saha-equation has to be considered, too. Assuming local thermal
equilibrium one finds

Iz+1

Iz
=

2(2πmekBTe)
3/2

neh3

gz+1Az+1νz+1

gzAzνz
exp
−(Ez+1 − Ez)− Ez,z+1

kBTe
(111)

whereEz,z+1 is the ionization energy between the ionization state z and z+1. However,
one must bear in mind that this equation (111) is only correctly applicable, if the ion
density (and with that the electron density) is assumed to be constant (compare chapter
5.6.2). This can not generally be ensured. Moreover, the application of the validity of
the Saha-equation presupposes at least a local thermal equilibrium which is definitely
not given in this non-equilibrium plasma state. Thus, for monitoring the electron tem-
perature the first method may be the more accurate choice despite its smaller sensitiv-
ity. Nevertheless, also this method depends on the electron density, even though not
so much.
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5.6.5 Simultaneous determination of electron density and electron temperature by
line-intensity ratios

Both electron density (ne) and electron temperature (Te) influence the line-intensity
ratio between two lines of the same element (no matter what charge number) as dis-
cussed in chapter 5.6.4 and A. However, the influence varies for ne and Te, so that ne
sometimes has a larger influence in comparison to Te and sometimes a lower influence.
This behavior can be exploited by using two line intensity ratios that differ from each
other with respect to ne and Te. An approach based on this principle - the Collisional
Radiative Model (CRM-model) - is discussed in chapter A in detail.

5.6.6 Plasma species concentrations

The probably most important plasma parameters are the concentrations of the gas
phase species, since the reactor is likely to be mass transport limited (compare 4.3.6)
so that their total amount as well as the proportion to each other is influencing the
deposition rate. In order to determine a certain species concentration it is obvious
to use a corresponding spectral line for it. However, it could be found out that they
are influenced more by other parameters than the actual concentration during normal
operation. For example the chamber pressure (compare figure 29) has a considerable
influence. Even though, not in the typical way. When the chamber pressure decreases,
the line-intensities increase. Usually the line intensities would decrease too. How-
ever at this certain non-equilibrium plasma state the line intensities benefit more of
the higher energetic electrons accompanied by the lower pressure than of the higher
particle density.

Figure 29: Comparison between the line-intensity of argon and the inverse of the cham-
ber pressure after [46]. Note that both variables were scaled to one.

Additionally, other disruptive effects like a changing electron density or electron
temperature, etc. influence the spectral line intensities in a way that they become
not representative for the actual relative concentration. Even a simple reason like a
slightly replaced optical fiber of the spectrometer can change the total intensity and
falsify a model that is based on the intensity of single lines. Thus, it is obvious to use
line-intensity ratios rather than single line intensities, especially for determining the
proportion of certain gas phase species. As second line ratio a suitable argon line is
recommended, since argon is as inert gas hardly affected by any chemical reaction.
However, it underlies all other effects that affect the spectral lines of reactants.
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5.7 Statistical prediction of the deposition rate
A statistical prediction of the deposition rate based on the OES-sensor makes sense,
since it could be shown that the deposition process is mass transport limited (com-
pare 4.3.6). Thus, the concentration of reactants and by-products, represented by line-
intensity ratios according to 5.6.6, has a direct influence on the deposition rate. How-
ever, there is another important parameter that can not be measured with the OES-
sensor, but significantly influences the net deposition rate of the wafer.

5.7.1 Influences of the cleaning cycles

Following a simple thermodynamic classification of the HDP CVD process (compare
2.6.1), the formation of SiO2 is relieved at lower temperatures mainly because of the
accelerated surface reactions. This is confirmed by the work of Meeks et. al [36] where
it is shown that the deposition rate tends to be inversely proportional to the substrate
temperature. Actually, this is also valid for the chamber wall, where deposition takes
place, too (compare 4.3.6). Although the system within the framework of this work is
assumed to be mass transport limited, the pure deposition rate (without sputtering)
of the wafer and of the chamber wall depends on the ratio of wafer temperature and
wall temperature. If the wall temperature increases i.e., the probability that the reac-
tants are consumed decreases and consequently more reactants are available for the
consumption at the wafer and vice versa.

Overall, the deposition rate (without sputtering) at the wafer can be influenced by
both the surface temperatures of the wafer and of the chamber wall. While the surface
temperature of the wafers is assumed to be the same from wafer to wafer at normal
operation, this is not mandatory valid for the wall temperature, despite it is tried to
keep it constant. Depending on a certain HDP CVD machine type, the chamber has
to be cleaned periodically after a fixed amount of wafers (usually after every 2-5th
wafer), because on the chamber wall SiO2 is deposited, too (compare 4.2.5). So the
thickness of the SiO2 layer at the chamber wall depends on the moment when the last
cleaning procedure was done. Accordingly, the inner wall temperature increases with
an increasing oxide layer, since the SiO2 layer has a much lower thermal conductivity,
which is amplified by the lower density and quality of the SiO2 layer at the wall in
comparison to that on the wafer (because of the lower temperature and the missing
sputtering component). Consequently, the deposition rate at the walls decreases until
the next cleaning step. On the other hand the deposition rate at the wafer increases,
because statistically more reactants are then consumed at the wafer surface (compare
figure 33).

Another possible reason for the influence of the last cleaning cycle to the deposition
rate is the changing wall surface roughness and with that a change in the relative size
of the surface. Since aluminum oxide of which the wall is constructed usually has a
higher surface roughness than silicon dioxide, the wall surface roughness decreases
the more SiO2 is deposited on it, leading to a decreased deposition rate at the walls.
This would lead again to an increasing deposition rate at the wafer the farther back the
last cleaning procedure was done, due to the mass transport limited reactor system.

Anyhow, both possible influence factors - the surface temperatures and the wall
surface roughness - may not necessarily be recognized in the optical spectrum, because
the amount of reactants within the plasma does not necessarily change. Thus, the
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influence of the last cleaning cycle will be taken into account by a simple indicator that
is coupled to the cleaning cycles.

5.7.2 Non-linearity of the plasma parameters

Actually, the whole plasma process behaves in a non-linear way, i.a. because of the
various electron cross sections of the species. Consequently, the plasma composition
is non-linear with respect to the determining plasma parameters (chamber pressure,
electron density, electron temperature, ionization degree). Nevertheless, the process is
approximately linear within one process step that operates within small boundaries,
like every non-linear function that is approximately linear within a range that is small
enough, for example the main deposition step (with sputtering) that is used for the
prediction of the deposition rate. In order to examine the real behavior of the system
concerning non-linearity, both a linear and a non-linear model are used to predict the
deposition rate. The non-linear model is based on Gaussian Process Regression (GPR),
that is actually a non-parametric model and belongs to the kernel-methods. It does not
need any prior information except for a sufficient number of training data. A small
introduction to GPR is provided in the appendix B.

5.7.3 Data for modeling

The data available for modeling comprise 53 randomly picked wafers that were pro-
cessed within 6 weeks. The layer’s thicknesses were measured by an ellipsometer and
divided by the time interval of the main deposition step to obtain the averaged de-
position rate required for modeling. All data were scaled to one. Firstly, because this
simplifies the optimization of the hyperparamters of the GPR model a lot. Secondly,
the deposition rate is scaled to one because of confidentiality reasons.

It turned out that the combination of the line-intensity ratios SiH/Ar, OH/Ar, H/Ar
and Si/Ar provide the best statistical prediction of the layer thickness, at least for the
sample of wafers. Thus, only these four line-intensity-ratios are used for linear and
non-linear modeling. Moreover, also the last cleaning step is considered through an
additional variable according to chapter 5.7.1. Since always three wafers are processed
until the next clean, this variable can have just three values.

5.7.4 Linear modeling

The result of the linear model applied to the 53 wafers mentioned above is depicted in
figure 30. The resulting standard deviation of the predicted deposition rate is σlin =
0, 0086. From figure 31 it can be seen that there exists approximately a linear relation-
ship.

The R2 of the linear model is about 78, 2%, which means in statistic that 78, 2% of
the variation of the deposition rate is explained by this model. As suspected (compare
section 4.4.2), especially the line-intensity ratio of SiH/Ar tends to be proportional to
the deposition rate (compare figure 32, which strongly indicates the predicted mass
transport limited deposition process (compare section 4.3.6).

Furthermore, also the suspected influence of the last cleaning cycle could be shown
(compare figure 33).

As supposed (compare section 5.7.1), the deposition rate (on the wafer) is signif-
icantly smaller directly after the cleaning cycle, since more precursors are consumed
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Figure 30: Linear model for prediction of the deposition rate trained on a test sample
of 53 wafers. The blue values indicate the fitted deposition rate in comparison to the
real measured values in black. Note that the values are scaled to one.
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Figure 31: Fitted deposition rates of the linear model versus the real measured depo-
sition rate. If the model would describe the deposition rate without any error, all data
points would be on the diagonal line, which would result in an R2 of 100%. Anyhow,
in this certain case the R2 is at an acceptable value of 78%. The distribution of the fitted
values around the diagonal is roughly gaussian. Consequently, the relationship be-
tween the input parameters and the deposition rate is approximately linear. However,
it can not be excluded that there may exist a non-linear contribution.

at the walls in comparison to wafers that are not processed directly after the cleaning
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Figure 32: Line-intensity ratio of SiH/Ar in comparison to the deposition rate. For a
certain section a mutual proportionality is obvious. In fact, the SiH/Ar line-intensity
ratio provides the most information about the actual deposition rate. This is not sur-
prising in view of the surface reactions where SiHx or SiO is required for the last one
that finally leads to surface bounded SiO2.
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Figure 33: Boxplot of the deposition rate split up according to the last cleaning proce-
dure. ’wafer after clean = 1’ means that these wafers are processed directly after the
clean. ’wafer after clean = 2’ means that these wafers are the second one after the last
clean, etc.

cycle.
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5.7.5 Non-linear modeling by GPR

The non-linear GPR-model shows quite similar predictions for the deposition rate as
the linear model, however, with some improvements. The results of modeling is de-
picted in figure 34.
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Figure 34: GPR-model for predicting the deposition rate trained on a test sample of 53
wafers. The blue values indicate the therewith fitted deposition rate in comparison to
the real measured values in black. Note that the values are scaled to one.

The standard deviation of the predicted deposition rate is now at σGPR = 0, 0065,
which is about 25% lower than that of the linear model.

5.7.6 Summary

Summarizing it can be stated that the HPD CVD process is very likely to be mass
transport limited, because of the direct proportionality of the SiH/Ar line-intensity ra-
tio to the deposition rate. Further, the influence of the cleaning steps could be clearly
demonstrated. However, this also states that the available data for modeling may not
be complete, since the influence of the last cleaning step actually manifests in a differ-
ent temperature of the chamber walls. Therefore the surface temperature of the inner
chamber wall as well as the surface temperature of the wafer should be also monitored
in order to enhance the prediction of the deposition rate. The consideration of the last
cleaning step is only a weak substitute in this case. A variation of the temperatures due
to other reasons could not be monitored with the available sensors and so its impact to
the deposition rate.

The enhancement of the GPR model in comparison to the linear model should not
be over-interpreted, since the sample of 53 wafers is not large enough. Long-term
experience is not yet available, so that there can be an significant influence of larger
maintenance operations. Nevertheless, an R2 of approx. 80% can be considered as
a solid estimation of a well implemented model based on OES-data in combination
with the information of the last cleaning procedure. A significant enhancement of the
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model’s quality should be reached by monitoring the real surface temperatures within
the chamber, which is unfortunately not possible with the optical spectrometer.
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6 Conclusion

In this master thesis the main task was to explore the benefit of an Optical Emission
Spectrometer (OES) for process monitoring of an HDP CVD machine that is used in
semiconductor manufacturing for conform deposition of very dense SiO2 layers on
3d-wafer structures. The first part of the work represents mainly the introduction
to this special manufacturing process by starting at the Chemical Vapor Deposition
(CVD) processes in general and continuing with a detailed view of the Plasma en-
hanced chemical vapor deposition (PECVD) processes. The second part of the work
analyzes the High Density Plasma CVD (HDP CVD) process and the optical spectrum
of it. The focus is put on predicting the net deposition rate on the certain wafers.

A simple transport analysis shows that deposition is either in the starved regime
(mass transport limited) or in the differential regime (surface limited) depending on
whether deposition caused by surface reactions also takes place on the chamber wall
or not. The fact is, that deposition takes definitely place on the chamber wall, which
makes regular chamber cleaning with NF3 necessary. However, it is not clear whether
it stems from surface reaction, too. There is no doubt that at least one part comes
from the sputtered SiO2 of the wafer. However, it can be assumed that deposition on
the chamber wall based on surface reactions also takes place, since it is accelerated
generally at lower temperatures [36]. Unfortunately, about the deposition behavior at
that specific wall temperature no precise information are available. Therefore, it can
be only assumed with a plausible reason that precursors are also directly consumed at
the chamber walls and not only on the wafer, which consequently strongly suggests a
mass transport limited deposition process.

In that case, the deposition is limited by the available precursors, so that their con-
centration is determining the deposition rate. At this point OES can be used, since
the available line-intensities through OES provide a very good estimation of the actual
concentration of the corresponding gas phase species. Since only its variation is impor-
tant for a statistical modeling, the line-intensity ratio of a line of the asked species and
an argon line is much more suitable than a single line-intensity. This has essentially
two reasons. Firstly, it makes the OES-monitoring more immune to any changes in
the sensor set-up, because they mostly affect the intensity of the whole spectrum to a
similar extent. Secondly, there are physical reasons within the plasma, like a changing
chamber pressure, that also mainly affects the total intensity but not necessarily the
certain species concentrations. This connection could be proved in section 5.6.6.

A further important factor that influences the deposition rate significantly is the
last cleaning cycle (compare figure 5.7.1). Accordingly, the deposition rate increases
the farther back the last cleaning procedure was done. It is assumed that this comes
from the changing surface temperature of the inner chamber walls. Since the SiO2 layer
has a much lower thermal conductivity than the chamber wall consisting of aluminum
oxide, the temperature of the inner surface increases the thicker this SiO2 layer gets.
Consequently, the deposition rate on the chamber wall decreases, so that less precur-
sors are consumed there and more are available for the wafer surface so that the depo-
sition rate increases there, since it is assumed that the process is mass transport limited.
Another possible reason for the influence of the cleaning cycle to the deposition rate is
the changing wall surface roughness that decreases the more SiO2 is deposited on it,
leading to a decreased deposition rate at the walls and subsequently to a higher one at
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the wafer (compare chapter 5.7.1). Since both properties - the surface temperatures and
the wall surface roughness - could not be measured within the framework of this work,
the consideration of the last cleaning cycle was done in form of an simple indicator.

The monitoring of other important plasma parameters by OES, especially the elec-
tron density, the electron temperature and the gas temperature, was not possible in an
appropriate way, since the possible procedures are firstly very difficult to perform un-
der these special plasma conditions that are far away from optimum for such analysis.
Secondly, they would not provide enough sensitivity for measuring small changes of
that parameters because they are mainly based on the corresponding line-profiles so
that there is a large uncertainty given. A quite promising procedure based on a Col-
lisional Radiative Model (CRM) that uses line-intensity ratios of different argon lines
to determine the electron density and electron temperature simultaneously could also
not deliver the desired result. However, because the deposition is mainly affected by
the species concentrations that can be measured quite well, possible effects of the elec-
tron density, electron temperature and gas temperature, can be indirectly measured to
a certain extent.

A direct monitoring of the cleaning procedure is not possible with OES, since the
NF3 gas is decomposed by microwave radiation at a much higher pressure than during
deposition. Consequently, there is only extremely low light emission so that the moni-
toring of the important species is not possible. On the other hand, the potential benefit
of OES for Fault Detection and Classification (FDC) can be considered to be very high,
since malfunctions of the HPD CVD machine that affect the plasma also affect its spec-
trum. Unfortunately, no such detectable events occurred within the framework of this
work. However, for detecting arcing OES is rather unsuitable, at least in the used form,
since such an event takes place usually in the microsecond range. But the minimum
integration time of usual OES sensors is in the millisecond range. Here a power sensor
that monitors the radio frequency radiation produced by the excitation systems may
be the better choice, since a sampling rate in the microsecond is usually no problem
in this case. OES is also not so suitable for the detection of particles and impurities,
since they simply do not affect the optical spectrum. Thus, a OES can not be used for
determining necessary wet cleans and similar maintenance actions that have the task
to clean the chamber and to free it from disturbing particles.

It could be shown that with the available sensor data a linear modeling of the pre-
diction rate is possible with anR2 of about 80% (compare figure 30). An approximately
linear dependence could be definitely proved (compare figure 31). Further, a non-
parametric GPR-model was applied, that is perfectly suitable for machine learning
and the recognition of non-linear relationships. Its result does not differ much of that
of the linear model. Nevertheless, it recognized a slightly non-linear behavior, so that
its standard deviation is about 25% lower than that of the linear model. However, one
must bear in mind, that the test sample of 53 wafers is rather small for a safe statement
based on such a powerful model.

However, the results of the linear model can be considered as being representative
for linear modeling of the deposition rate of that HDP CVD machine based on the OES-
data and the consideration of the last cleaning step. An improvement of the in-situ
prediction of the deposition rate can very likely be reached by an in-situ measurement
of the surface temperature of both, the just deposited oxide layer of the inner wall and
the one of the wafer. Further, also a Fourier Transform Infrared Spectrometer (FTIR)
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would very likely enhance the prediction, since with that device the monitoring of a
few important gas phase species like SiO, SiH2, SiH3, etc. would be possible then.
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A Collisional radiative model (CRM)

A.1 Introduction
The Collisional Radiative Model (CR-Model) is a 0-dimensional plasma model, which
is normally used to determine the density of the excited states of one or more atomic
species as a function of electron temperature and electron density as well as of gas
temperature and the densities of the ground state atoms [47]. Since the densities of the
excited state atoms correspond to the line intensities, this model can also be used, to
determine the electron density and electron temperature with the help of line intensi-
ties. Two well-chosen line intensity ratios are sufficient as input parameters. Thus, a
critical calibration procedure of the spectrometer for absolute intensity measurements
can be circumvented.

The dominating processes, which mainly lead to a change of the electronic popu-
lation density are electron collisions, radiative processes and de-excitation processes
caused by the walls. The assumptions that we make to the model are:

• Molecular species are excluded, so the processes which are responsible for their
creation and destruction. A consideration would require serious changes of the
model due to vibrational and rotational states [48].

• A Maxwell velocity distribution of the electrons is assumed. This is a question-
able assumption discussed in previous papers which propose a high energetic
tail in the velocity distribution at the HDP CVD process [49].

• Heavy particle collisions can be neglected in general. So the three-body recombi-
nation between two electrons and one ion with the third partner carrying away
the resulting momentum. It can be neglected under the assumption that the ion-
ization is up to one percent. Of course the two-body recombination between one
electron and one ion can be neglected as well, since it is much less probable in
comparison to the three-body recombination because of the missing third part-
ner. Furthermore, the collision of the atoms leading to the ionization of one of
them can be neglected in comparison to the dominating processes [50]. How-
ever, it is usually considered, because it does not need much effort.

A.2 CRM-model with consideration of the first 14 excited states of
argon in an argon plasma

Iordanova and Koleva [50] applied such a model to an argon plasma. It considers the
first 14 excited states which are the 1s (Ar∗) and the 2p (Ar∗∗) states , yielding 14 rate
equations. The main processes are electron induced transitions from the ground state
and the two metastable 1s-states into higher lying states and vice versa. While addi-
tionally those kinds of transitions are considered between all four 1s states, they are
neglected between the remaining 2p-states. It has also been taken into account that
electron impact excitation from the metastable states can lead to ionization. However
recombination mechanisms like the three particle recombination (Ar+ +e+e→ Ar∗+e)
or the less probable (due to the momentum conservation) two particle recombination
(Ar+ + e→ Ar ∗+e) are neglected. A further important quantity is the diffusion of the
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metastable atoms to the wall, which leads to a de-excitation into the ground state in an
inelastic collision. Of course, radiation processes have to be considered for all allowed
transitions taking into account reabsorption for some of them as being discussed later.
The heavy particle collisions of Ar* atoms leading to ionization have a minor influence
on the electronic population, though it is concluded into the CRM-model by Iordanova
and Koleva [50]. All considered reaction mechanisms are summarized in the following
listings, which also provide the used references for determining the transition coeffi-
cients. Ar indicates the ground state, while Ar* and Ar** indicate the four 1s-state and
the eight 2p-states.

• Electron impact excitation and de-excitation processes (excitation by inelastic and
de-excitation by superelastic electron collision). It corresponds to the terms of the
form like 1 and 4 in the subsequent equations (121) to (125)

Ar + e←→ Ar∗ + e (112)
Ar + e←→ Ar∗∗ + e (113)
Ar∗i + e←→ Ar∗j + e ... transitions within the 1s-sates (114)

Ar∗ + e←→ Ar∗∗ + e (115)

• Electron induced ionization from the excited 1s and 2p-states. Corresponds to
term 3 and its equivalents.

Ar∗ + e −→ Ar+ + e (116)
Ar∗∗ + e −→ Ar+ + e (117)

• Radiative decay of the Ar* and Ar** states. Corresponds to term 2 and its equiv-
alents.

Ar∗ −→ Ar + γ (118)
Ar∗∗ −→ Ar + γ (119)

• Diffusion of the metastables to the walls with characteristic time τ1,3 leading to
de-excitation into the ground state. Corresponds to term 2 and its equivalents.

• Heavy particle collisions leading to ionization. Corresponds to term 6 and its
equivalents.

Ar
∗

i + Ar
∗

j −→ Ar + Ar+ + e (120)

Consequently the 14 rate balance equations are

1.︷ ︸︸ ︷
14∑
j=0
j 6=1

αj1Njne +

2.︷ ︸︸ ︷
13∑
j=5
j 6=10

Aj1Nj =




3︷︸︸︷
α1i +

4.︷ ︸︸ ︷
14∑
j=0
j 6=1

α1j

ne +

5.︷︸︸︷
τ−1

1 +

6.︷ ︸︸ ︷
4∑
j=1

α1jNj

N1, (121)

4∑
j=0
j 6=2

αj2Njne +
14∑
j=5
j 6=6

Aj2Nj =


α2i +

4∑
j=0
j 6=2

α2j

ne +

7.︷︸︸︷
Aeff20 +

4∑
j=1

α2jNj

N2, (122)
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14∑
j=0
j 6=3

αj3Njne +
∑

j=5,8,11,13

Aj3Nj =


α3i +

14∑
j=0
j 6=3

α3j

ne + τ−1
3 +

4∑
j=1

α3jNj

N3, (123)

4∑
j=0
j 6=4

αj4Njne +
14∑
j=5
j 6=6,10

Aj4Nj =

[(
α4i +

3∑
j=0

α4j

)
ne + Aeff40 +

4∑
j=1

α4jNj

]
N4, (124)

∑
j=0,1,3

αjmNjne =

[(
αmi +

∑
j=0,1,3

αmj

)
ne +

∑
j<m

Aeffmj

]
Nm, m = 5...14, (125)

where j = 0 corresponds to the ground state, 1 ≤ j ≤ 4 to four 1s states and 5 ≤ j ≤ 14
to the eight 2p states. The index i stands for the ionization state. α is the reaction rate
coefficient, whereas A is the radiative transition probability (Einstein coefficient). Nj is
the population density of argon in the corresponding level.

While the left side indicates the population processes, the right side represents the
depopulation processes. Equations (121) and (123) stand for the two metastable 1s
states and consider therefore the diffusion of the metastables to the wall and their sub-
sequent de-excitation expressed by the characteristic time τ1,3 (term 4.) which can be
calculate using

τ1,3 =
Λ

D1,3

, Λ = R/2, 405, D1,3 = DSC
1,3

N sc
1,3

N0

√
Tg
T scg

, (126)

where D1,3 are the diffusion coefficients of the two metastables expressed as relation to
the standard diffusion coefficient Dsc

1,3 at a temperature of T scg = 300 K and a pressure
of psc = 133, 3 Pa. For Dsc

1,3N
sc
1,3 can be used Dsc

1 N
sc
1 = 1, 8 ∗ 1018 cm−1s−1 and Dsc

3 N
sc
3 =

1, 9 ∗ 1018 cm−1s−1 [50].
The reaction rate coefficient αxi for electron collisions leading to ionization is [51]

αji =
9, 56 ∗ 10−12(kBTe)

−3/2e
−

∆Ej
kBTe(

∆Ej
kBTe

)2,33

+ 4, 38
(

∆Ej
kBTe

)1,72

+ 1, 32
(

∆Ej
kBTe

) , 1 ≤ j ≤ 14, (127)

where ∆E is the energy difference between the excited state j and the ionization state
that is at 15, 76eV for argon.

As already mentioned re-absorption has to be included for certain transitions be-
cause of its influence to the line-intensity ratio measurements. In this case this consid-
ered in form of an escape factor assuming an infinite long cylindrical plasma rod with
the radius R [52] which reduces the Einstein coefficient A21 to an effective transition
probability with 2 indicating the upper state and 1 the lower state,

Aeff = A21 η, η =
1, 60

k0R(π log(k0R))1/2
, k0R� 1. (128)
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The absorption coefficient k0 is

k0 =
A21λ

3

8π

g2

g1

√
M1/2

(2πkBTg)
N1, (129)

where N1 is the population density of the lower state. g1 and g2 are the statistical
weights of the lower and upper state, while A21 is the transition probability (Einstein
coefficient) from the lower to the upper state. M and Tg represent the mass of the argon
atom and the gas temperature or more precisely the temperature of the non-ionized
argon atoms, respectively.

Since η is a strictly monotonically falling function by k0R (compare figure 35) and
gets therefore greater than one for values of k0R smaller than 1, 6, Iordanova and Kol-
eva [50] assumed that for those transitions η is one,

Aeff = A21η, η = max

{
1,

1, 60

k0R(π log(k0R))1/2

}
. (130)

Figure 35: Escape factor η after Iordanova [50]

This raises some questions of its applicability to the CRM-model of Iordanova and
Koleva [50] under the given conditions, because the plasma is in a region where k0R is
not necessarily very small or much greater than one. So the transitions in the border
region of equation (130) are making serious problems and it is somehow questionable
if this is an appropriate approach. Especially equation (130) seems physically pretty
implausible, since η drops suddenly very strong when reaching a certain population
density.

As indicated in the equations (122) and (124) re-absorption is included for the res-
onance transitions of the ground state to the two metastable s-states due to the high
population density of the ground state [36]. Additionally re-absorption is included for
the transition of the metastable 1s-states to the 2p-states, also because of the relatively
high population density of the lower 1s-states. But it is restricted [50] to transitions
with a corresponding oscillator strength of f12 > 0, 119 which leads us back to the
problem with the physically implausible border region behaviour of the η function.
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The radiative transition probabilities as well as the statistical weights, excitation
energies and wavelengths can be otained from the NIST database 6. The energy de-
pendent electron impact cross sections are treated theoretically from Bartschat and Ze-
man [53]. However, the one for excitation from the ground state are likely too large
for intermediate energies [54, 55]. Anyway, for the calculation of the corresponding
reaction rate coefficients it is necessary to make an assumption to the electron energy
distribution. Usually the Maxwellian distribution function is applied. However, this
choice is questionable for the HDP CVD plasma, since there is presumably a high en-
ergetic tail in the electron energy distribution [49].

The determination of the population density of the ground state N0 was performed
only over the ideal gas law in the original work [50], which was actually modified
later by Crintea et al. [56]. It was claimed that there is an additional mechanism of
neutral depletion called electron pressure, which has already been treated in O’Connell
et al. [57] and O’Connell et al. [58]. The electron pressure only becomes important at a
low gas pressure in combination with the high electron density which is characteristic
for this type of plasma. The population density of the ground state N0 can then be
expressed as

Ng =
p

kBTg
− ne

(
1 +

Te
Tg

)
, (131)

assuming that the ion temperature is equal to the neutral’s temperature. This is ac-
tually completely incorrect for the HDP CVD plasma, since the ion temperature is in-
creased strongly by the capacitively coupled RF-generator operated at 13, 56 MHz to
provide sputtering. However, it can be suggested that the resulting error is modest be-
cause of the very small ionization (lower than 1 percent [36]) in the HDP CVD plasma.

Actually this specific CRM-model of Iordanova and Koleva [50] comprises 19 vari-
ables, since there are 14 population densities of the included excited argon states as
well as the population density of the ground state which make 15 variables. Addition-
ally there is the electron density as well as the electron temperature which also occurs
beside equation (131) implicitly in the reaction rate coefficients. The last two remain-
ing variables are the chamber pressure p and the gas temperature Tg. So overall there
are 15 equations in comparison to 19 variables. In fact the chamber pressure p can be
easily measured in-situ by the sensors of the HDP CVD plant itself, while the gas tem-
perature Tg has to be measured in a more complicated way, since there are normally no
sensors scheduled for that. Alternatively Tg can be estimated by a previous theoretical
work [36], since it mainly depends on the applied power and the chamber pressure [56]
which can both be monitored by the sensors of the machine. So if there are no signifi-
cant changes in these two parameters the idea is to treat Tg as a constant. Nevertheless
it should be kept in mind that the gas temperature has a strong impact not only on the
population density of the ground state, but also on the escape factor and the diffusion
coefficient of the metastables.

The two remaining equations for the determination of the 19 variables are obtained
by two line-intensity ratios. In fact the line-intensity ratios can be obtained easily
by knowing the excited level population and vice versa. However, it is important to
choose the two line-intensity ratios in such a way that their dependence on the elec-
tron density and electron temperature is different as much as possible. The optimal

6http://physics.nist.gov/PhysRefData/ASD/lines_form.html
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situation for the sensitivity of the method would be that one of the line-intensity ratio
depends only on the electron density as well as the other line-intensity ratio depends
only on the electron temperature. Anyway, to obtain a sufficient dependence of one
line-intensity ratio on the electron temperature or the electron density it is usually nec-
essary to choose the spectral lines so that the energy-dependence of the respective in-
tensity ratios is different [50]. Otherwise the corresponding line-intensity ratio would
have virtually no sensitivity to any of the two mentioned parameters.

A.3 Application to a pure argon plasma
As two suitable line-intensity ratios (r1 and r2) the lines at 696, 5 nm and 750, 4 nm as
well as the lines at 801, 5 nm and 794, 8 nm are suggested [50]. If r1 = I696,5/I750,4 and
r2 = I801,5/I794,8 are depicted in a (Te,ne) grid of isolines based on the CRM-model for
various line-intensity ratios, their cross-points ultimately determine the corresponding
values of Te and ne. The isolines originally calculated by Iordanova and Koleva [50] are
shown in figure 36. The two line-intensity ratios show a quite different behavior with
respect to changes of Te und ne which results in pronounced cross-points. However,
re-absorption of the 1s-2p transition is not considered in these calculations as well as
the electron pressure (131). By their consideration the isolines would take a shape like
presented in figure 37 which looks completely different, in fact because of both men-
tioned effects [59]. Every electron temperature two electron densities can be assigned,
due to the reversal point which is actually caused by the increasing influence of the
electron pressure with increasing electron density.

Figure 36: Isolines of the two line-intensity-ratios r1 and r2 in the (ne,Te) after Iordanova
[50] where re-absorption and the effect of electron pressure is supposed [59] to not be
considered.
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Figure 37: Isolines of the two line-intensity-ratios r1 and r2 in the (ne,Te)-plane for
an ICP argon plasma following the modified CRM-model of Iordanova [50] by Crin-
tea [56]. The figure is generated by Siepa [59]. Here the re-absorption term is included
plus the electron pressure that comes from the modification by Crintea [56]. Note that
because of the reversal points for one electron temperature two electron densities can
be found. Moreover, at the reversal points this method would be very insensitive.
A determination of the electron temperature and electron density by the two line-
intensity ratios r1 and r2 at the HDP CVD would then probably very ineffective even
if the model could be applied without further modifications.

A.4 Application to the HDP CVD plasma

Hence in the HDP CVD plasma not only argon is contained the above CRM-model has
to be modified. Fortunately, argon does not virtually interact with the other bunch of
species, since it is a noble gas. Even under these special plasma conditions there are
no significant reaction paths [36]. Nonetheless, there are a few effects that have to be
kept in mind. Firstly, the additional heavy particle collisions between argon atoms and
other species that can lead to excitation, de-excitation or ionization. However, since
the corresponding term in the rate equations for argon-argon collisions already have a
minor influence, this can be assumed also for any additional heavy particle collisions.
Secondly, there is maybe a significant absorption of photons that are emitted by other
species, in certain argon states. This would then lead to a significant distortion of the
distribution of the 14 argon states which is not considered in the CRM-model.

Thirdly, the electron density is increased by the additional ions from the other
species. However, this does not presumably make difficulties, since it is actually the
task of the CRM-model to determine it. Finally, the argon pressure corresponds no
longer the chamber pressure because of the other species. In fact, it is necessary to
use the partial pressure of argon to calculate the density of argon atoms in the ground
state. In order to calculate its proportion in the HDP CVD plasma it has to be de-
termined. One possibility to calculate it, is the Aurora model of E. Meeks et al. [36],
which predicts the steady-state properties of a perfectly stirred plasma reactor. It was
originally developed for the application to thermal CVD reactor systems [37]. Alterna-
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tively, the results of the work of Meeks et al. [36] in which Aurora was applied to the
HDP CVD model can be used for an approximation. This case corresponds quite well
to the used HDP CVD reactor within the framework of this work and gives a molar
proportion of 25,5% of argon in the plasma, which corresponds to a partial pressure of
pAr = 1, 72 mTorr assuming a chamber pressure of p = 6, 75 mTorr (compare 4.3).

Apart from these problems the reversal points of the isolines, caused by the increas-
ing influence of the electron pressure at low gas pressures and high electron densities,
can also prevent or at least hinder a determination of the electron density and temper-
ature with this CRM-model. Thus, for clarity about the applicability of this CRM to
the HDP CVD process, experiments where the electron temperature and density are
measured should be done. Anyhow, an experiment where the input power of the HDP
CVD reactor was varied for about 20%, which should affect the electron density and
temperature, didn’t show any reproducible changes of the two line-intensity ratios r1

and r2. So a suitable application of this model is very unlikely at least with the two
line-intensity ratios r1 and r2.
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B Gaussian process regression (GPR)

The following chapter is only a short introduction into the complex topic of the Gaus-
sian Process Regression. It is mainly oriented on the paper of Rasmussen [60].

A typical prediction problem has the problem that the observations of a dependent
variable is noisy. Therefore it is not valid to interconnect the observation points by the
smoothest possible curve and consider it as the function between the dependent vari-
able f(x) and the independent variables x. The estimation of the dependent variable
at a new value x∗ would not likely to be accurate. A sound estimation would require
the knowledge of the underlying function or at least a good assumption of its proper-
ties. But for complex and not completely understood systems this can be very difficult
or impossible, respectively. Therefore a non-parametric model like gaussian process
regression is an appropriate approach [60]. In comparison to the parametric models
they require no knowledge about the underlying function and are actually able to de-
termine them in an oblique way by a simultaneous determination of the overlapping
noise. The advantage of gaussian process regression to other typical non-parametric
models like artificial neural networks is that it is easier with respect to interpretation
and applicability, whereby it is suitable for supervised machine learning (another non-
parametric model which has similar properties is the support vector machine).

A gaussian process can be considered as a generalized gaussian distribution ex-
tended to infinitely many random variables of which any finite subset of the range
follows a multivariate gaussian distribution. Similar to a multivariate gaussian dis-
tribution X ≈ NP (µ,Σ) which is specified by its mean vector and covariance matrix
the gaussian process f(x) ≈ GP (m, k) is fully specified by its mean function m(x) and
its covariance function k(x, x′) [60]. Whereas the multivariate gaussian distribution is a
gaussian distribution of vectors, the gaussian process is a gaussian distribution of func-
tions. In comparison to a gaussian distribution a gaussian process can not be written
in an analytical way. However, it is possible for the covariance function k(x, x′).

The covariance function k(x, x′) is also known as kernel-function, hence the GP is
also known as kernel-method. With the help of the kernel-function the kernel-methods
enable the computing of inner products between the images of all pairs of data in
the so-called feature space. Thus, an explicit transformation of the coordinates of the
individual data points in that space is thereby not necessary and saves computational
effort. The approach to replace the inner products by the kernel-function is called
the kernel-trick. In principle every positive definite function can be used as kernel-
function. However, the kernel-function is mostly chosen from a small pool of common
functions [61]. In our case we will use the RBF-kernel (Radial Basis Function),

k(x, x′) = σ2
y e
− (x−x′)2

2l2 , (132)

with the two hyperparameters σy and l. l is called the specific length scale and con-
tributes significantly to the complexity of the model, as it is discussed later. In or-
der to take noise into account, a gaussian distribution term is added for f(x): y =
f(x) + N(0, σ2

n). This can be easily implemented by a diagonal matrix with the value
σ2
n which is added to the covariance matrix,

k(x, x′) = σ2
y e
− (x−x′)2

2l2 + σ2
n δii′ . (133)
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However, if the data are prone to outliers the GP-model can be tuned more ro-
bust by using a more heavy-tail noise distribution such as a Laplace or Student-t-
distribution [61]. Alternatively there are so-called mixture noise models which pro-
vide robustness by separate noise models for regular and extreme observations re-
spectively [62].

In order to train the GP model it is necessary to adjust the mean m(x) and covari-
ance function k(x, x′) suitable for the trainings data. For that it is useful to parameter-
ize the functions in terms of hyperparameters as it is already done for the covariance
function in form of the RBF-kernel [60],

y(x) ≈ GP (m, k), m(x) = ax2 + bx+ c, k(x, x′) = σ2
y e
− (x−x′)2

2l2 + σ2
n δii′ , (134)

with the hyperparameters Θ = a, b, c, σy, l, σn assuming that the mean function m(x) is
not of a higher order than two. In order to choose the best composition of hyperparam-
eters θ for the GP-model, a maximation of the a-posteriori-estimate of θ is necessary,
max {p(θ|x,y)}. According to Bayes’ theorem, p(θ|x,y) corresponds to p(y|x, θ), which
is provided by [63],

log p(y|x, θ) = −1

2
log|K| − 1

2
(y−m(x))T K−1 (y−m(x))− n

2
log(2π) (135)

An optimization of that equation on the basis of θ provides the best set of hyper-
parameters. However, it must be taken care that for non-trivial gaussian processes the
optimization might not be a convex problem and therefore contains local extrema.

The first term −1
2

log|K|measures the complexity of the GP-model and penalizes it
accordingly whereas the second term 1

2
(y−µ)TK−1(y−µ) penalizes the model for its

discrepancy between the fitted function and the training data outputs. This provides
an automatic trade-off between penalty and data-fit, without a manual setting of the
model’s complexity. In fact it is easily possible to fit the training data exactly by setting
the noise level σn to zero. Nevertheless, it would probably not correspond to the real
behaviour of the system. The third term n

2
log(2π) results from the normalization of the

marginal likelihood and play therefore no specific role [60].
Once the hyperparameters are optimized based on the trainings data y(x) the GP-

model can be used for the estimation of the test data output y(x∗). Therefore we look
at the joint Gaussian distribution,[

y
y∗

]
≈ N

([
m
m∗

]
,

[
K K∗
KT
∗ K∗∗

])
, (136)

where K is the training data covariance, K∗ the covariance between training and test
data and K∗∗ the test data covariance. The conditional distribution of y∗ given y is,
based on the formula for conditioning, a joint gaussian distribution,

y∗|y ≈ N
(
m(x∗) +KT

∗ K
−1(y −m(x)), K∗∗ −KT

∗ K
−1K∗

)
. (137)

Consequently, the corresponding conditional distribution of y∗, given y, of a gaus-
sian process is

y∗ = m(x∗) +KT
∗ K

−1(y −m(x)) (138)
var(y∗) = K∗∗ −KT

∗ K
−1K∗ + σ2

nδii′ , (139)
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with [63]

K =


k(x1, x1) k(x1, x2) . . . k(x1, xn)
k(x2, x1) k(x2, x2) . . . k(x2, xn)

...
... . . . ...

k(xn, x1) k(xn, x2) . . . k(xn, xn)

 (140)

K∗ =
[
k(x∗, x1) k(x∗, x2) . . . k(x∗, xn)

]
(141)

K∗∗ = k(x∗, x∗). (142)

Note that it is mostly possible to set the mean-function zero, because the covariance-
function is actually sufficient to describe the relations between one observation to
another [60]. The equations and calculations get therefore easier and moreover the
amount of hyperparameters is restricted to three provided that a RBF-kernel is used.

The following figures 7 should demonstrate to influence of the length scale l as
hyperparameter to the properties of the gaussian process and what an incorrect opti-
mized set of hyperparameters can cause with respect to the data fit, respectively. Note
that the data points in the three figures are always the same.
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Figure 38: GPR with hyperparameter optimized under the assumption l = 0.3. The
noise σ2

n gets virtually zero and the predicted mean interpolates almost exactly the
data points. Note that the error bars grow rapidly if they get further away of the data
points, which is indeed due to the small length scale. Consequently the model is very
likely to be too complex or at least there are way to few trainings data provided for a
sound model building

7generated with the gaussian process regression and classification’ Matlab scripts
of C. E. Rasmussen and C. William (copyright (c) 2005-2007) which is available from
http://www.gaussianprocess.org/gpml/code
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Figure 39: GPR with hyperparameter optimized under the assumption l = 3. This is
the other extreme case. The fitted function is obviously too simple and leads therefore
to a high noise. The error bars do not change much if they get further away from the
data points because the length scale is now ten times longer.
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Figure 40: GPR with all hyperparameters optimized with no assumption of l. It can
easily be seen that the fitted function by the GP-model is very likely to be the right
one. In addition, the confidence interval is very tight throughout the trainings data
and therefore the number of trainings data turns out to be sufficient for a sound in-
terpolation. However, a comprising extrapolation makes problems as it can be seen at
the edges of the figure. This is especially the case if the underlying function is more
complex.

If a GP-model is trained on a multi-dimensional problem with input dimensions
that are highly different in mean and standard deviation, it may be difficult to find the
global minimum for the hyperparameters. In this case the problem should be bypassed
by rescaling the input variables.
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Overall the gaussian process regression is a powerful prediction tool which is highly
adaptable to also not well understood systems since it doesn’t need any prior informa-
tion except for a sufficient number of trainings data. It is therefore often used for su-
pervised machine learning since the understandability is very high compared to other
non-parametric models. A problem may be the computational effort that is of a com-
plexity ofO(n3), since the training of the GP-model requires an inversion of the training
covariance matrix K. But there exist approaches for reducing the computational effort
by using sparse approximations.

Further information about gaussian process regression can be found under the web-
site
http://www.gaussianprocess.org/ where several links to papers and books are pro-
vided. For a good introduction Rasmussen [60] and Ebden [63] are recommended.
A more advanced literature is i.e. provided by Rasmussen and Williams [64] and
Seeger [61].
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