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Abstract

In this thesis, intermolecular interactions are studied for several hydrogen-bonded systems.

There are four physical interaction types, which contribute to the total interaction energy

between two interacting molecules: electrostatics, exchange, induction, and dispersion. At

first the adsorption process of carbohydrates on cellulose model surfaces is studied. It

is a popular belief that the interaction between the adsorbate and the cellulose surface

is governed by hydrogen bonding, while ubiquitous dispersion interactions are regularly

neglected. The adsorption of a glucose molecule onto a hydrophobic and a hydrophilic

cellulose surface is studied with the GLYCAM06 force field and density-functional theory

(DFT) with and without dispersion correction. It is shown that dispersion interactions are

already important for the small glucose adsorbate and the use of the GLYCAM06 force

field for larger adsorbates is justified by comparison with dispersion-corrected DFT. Next,

the adsorption of cellobiose and cellotetraose is studied by using GLYCAM06. No direct

correlation between the adsorption energy of the adsorbate/surface complex and the number

of hydrogen bonds can be found. Therefore, the nature of the interaction between hydrogen-

bonded systems is further studied by using symmetry-adapted perturbation theory. The

interactions in the water dimer and several alcohol dimers are discussed. Against popular

belief that hydrogen bonding is solely an electrostatic interaction it is shown that especially

the exchange and dispersion interactions are also important. In large and bulky systems the

dispersion plays a very crucial role in the stabilization of these dimers. For cellulose this

means that dispersion interactions are of utmost importance for the adsorption process,

even for polar molecules, and also for the interactions within cellulose bulk.
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Kurzfassung

Es werden intermolekulare Wechselwirkungen in Systemen untersucht, die durch Wasser-

stoffbrücken (H-Brücken) gebunden sind. Es gibt vier physikalische Beiträge zur Wechsel-

wirkungsenergie zwischen zwei Molekülen: Elektrostatik, Induktion, Austausch und Dis-

persion. Zuerst wird der Adsorptionsprozess von Kohlenhydraten auf Celluloseoberflächen

untersucht. Es ist eine verbreitete Ansicht, dass die Wechselwirkung zwischen dem Ad-

sorbat und der Celluloseoberfläche nur durch H-Brücken bestimmt wird, während die all-

gegenwärtige Dispersionswechselwirkung häufig vernachlässigt wird. Die Adsorption eines

Glucose-Moleküls auf einer hydrophilen und hydrophoben Celluloseoberfläche wird mit dem

Kraftfeld GLYCAM06 und Dichtefunktionaltheorie (DFT), sowohl mit als auch ohne Dis-

persionskorrektur, untersucht. Es wird gezeigt, dass bereits für das kleine Glucose-Adsorbat

Dispersionswechselwirkungen wichtig sind. Weiters wird gezeigt, dass das GLYCAM06

Kraftfeld in der Lage ist, für diese Systeme sinnvolle Ergebnisse zu liefern und daher für

die Untersuchung von größeren Adsorbaten verwendet werden kann. Bei der Untersuchung

der Adsorbate Cellobiose und Cellotetraose kann keine direkte Korrelation zwischen der Ad-

sorptionsenergie und der Anzahl an H-Brücken gefunden werden. Aufgrund dieser Ergeb-

nisse wird in Folge die Art der Wechselwirkungen zwischen Systemen mit H-Brücken näher

untersucht. Dazu wird symmetrieadaptierte Störungstheorie verwendet. Es werden die

Wechselwirkungen im Wasserdimer und verschiedenen Alkoholdimeren besprochen. Ent-

gegen der generellen Meinung, dass H-Brücken eine rein elektrostatische Wechselwirkung

hervorrufen, wird gezeigt, dass die Austauschwechselwirkung und die Dispersion für diese

Systeme auch sehr wichtig sind. Daher spielt die Dispersionswechselwirkung eine entschei-

dende Rolle in Adsorptionsprozessen auf Celluloseoberflächen, sogar wenn die Adsorbate

polare Moleküle sind.
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Chapter 1

Introduction

In this thesis intermolecular interactions in hydrogen-bonded systems are discussed using

computational chemistry methods. At first, the focus is on carbohydrate adsorption onto

cellulose surfaces, in which hydrogen bonds are formed between the adsorbate and the

surface. In the second part of this thesis, intermolecular interactions in the water dimer and

several alcohol dimers are thoroughly investigated. It is shown that dispersion interactions

can be very important and that electrostatic interactions play a much smaller role in the

presented systems than it is generally claimed.

This chapter provides background information on a basic level regarding several topics

essential for the understanding of the presented research. Therefore, the basics of inter-

molecular interactions are presented followed by an introduction to hydrogen bonding.

Furthermore, the structure of cellulose is explained and recent work regarding the stability

of cellulose and the adsorption onto cellulose surfaces is discussed. Finally, an outline of

this thesis is given.

The intermolecular interactions section is based on the books of Kaplan [1], Maitland et

al. [2], and Stone. [3] The section about hydrogen bonding follows the monograph of Jeffrey. [4]
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1. Introduction 1.1 Intermolecular Interactions

1.1 Intermolecular Interactions

Intermolecular interactions are interactions between two molecules that are not covalently

bound. Compared to a covalent bond, with bond strengths ranging from about 150 to 1000

kJ mol−1, intermolecular interactions are at least one order of magnitude smaller. This

makes an accurate description challenging for various theoretical methods. Intermolecular

interactions between two molecules arise because of a number of physical phenomena. In

this thesis only interactions between closed-shell molecules in the ground state are dis-

cussed. For those molecules four components contribute to the total interaction energy:

electrostatics, induction, dispersion, and exchange. These four components are illustrated

in Figure 1.1 and will be discussed below. The first three terms are often referred to as

long-range interactions, while the exchange is a short-range interaction. That means that

the exchange interaction decays much faster with increasing distance between the molecules

than any long-range interaction; the exchange decreases exponentially, while all long-range

interactions are proportional to an inverse power of the intermolecular separation.

For distant molecules, where there is no overlap of the electron clouds, the total in-

teraction between the molecules can be described by multipole-multipole interactions of

the long-range components because the exchange is already negligible. Multipole-multipole

interaction means that all possible interactions between the different multipoles of both

monomers must be considered. A multipole expansion consists of the following multipole

moments: monopole or charge (Q), dipole (µ), quadrupole (Θ), octopole, hexadecapole,

etc. Therefore, the pair-potential V of a multipole-multipole interaction truncated at the

quadrupole level can be written as

V = VQQ′ + VQµ + VQΘ + Vµµ′ + VµΘ + VΘΘ′ . (1.1)

Total Interaction

Electrostatics
permanent-permanent

multipoles

Induction
permanent-induced

multipoles

Dispersion
instantaneous-induced

multipoles

Exchange
repulsion due to Pauli

exclusion principle

Figure 1.1: Illustration of the contributions to the total interaction energy between closed-
shell molecules.
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1. Introduction 1.1 Intermolecular Interactions

In this thesis only interactions between two uncharged molecules are discussed. Therefore,

we can omit the first three terms in Equation 1.1, so the simplest term is now the dipole-

dipole interaction Vµµ′ .

Now follows the discussion of the four previously mentioned components of the total

interaction energy, starting with the three long-range components:

Electrostatics. It is the interaction between permanent multipoles of the two molecules

or in other words, the interaction between static charge distributions. The electrostatic

interaction strongly depends on the orientation of the molecules and can be either attractive

or repulsive. In addition these interactions are strictly pairwise additive, so electrostatics

can be perfectly described by using only pair-potentials. This will not be the case for all

remaining components.

The interaction between two permanent dipole moments µ and µ′ with fixed orientations

at a separation r in vacuum can be expressed as

V elst
µµ′ (r) = − 1

4πε0

µµ′

r3
(2 cos θ cos θ′ − sin θ sin θ′ cosϑ), (1.2)

with ε0 being the vacuum permittivity. The definitions of the angles θ, θ′, and ϑ can be

inferred from Figure 1.2. If these dipole moments are able to rotate freely, the interaction

energy can be obtained by averaging over all orientations and weighting with a Boltzmann

factor according to

V elst
µµ′ (r) = − 2

3kBT

1

(4πε0)2

µ2µ′2

r6
, (1.3)

where kB is the Boltzmann constant and T the temperature. Now V elst
µµ′ ∝ r−6 and always

attractive, while for two permanent dipoles with fixed orientations V elst
µµ′ ∝ r−3 and can be

of either sign. For a detailed discussion including also dipole-quadrupole and quadrupole-

quadrupole interactions the reader is referred to References 1–3.

Induction. This is the interaction between permanent and induced multipoles. In other

words, induction arises because the electron distribution of one molecule is distorted by the

rϑ θ θ‘

µ µ‘

Figure 1.2: Definitions of the angles needed to describe the interaction between two
permanent dipole moments with fixed orientations. The dipole moments drawn are located
on a plane, the angle ϑ describes the rotation of the two dipole moments against each other.
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1. Introduction 1.1 Intermolecular Interactions

electric fields of its neighboring molecules. The induction is always an attractive interaction

but highly non-pairwise-additive due to the fact that additional electric fields can reinforce

or also cancel an existing field. Here we also discuss the simplest term, the interaction of

an uncharged molecule with a permanent dipole µ and an induced dipole µi in a nonpolar

molecule with a static polarizability α. For a fixed orientation, the interaction in vacuum

can be written as

V ind
µµi (r) = −1

2

1

(4πε0)2

µ2α

r6
(3 cos2 θ + 1), (1.4)

where the definition of θ is the same as shown in Figure 1.2. For a freely rotating system

the interaction is

V ind
µµi (r) = − 1

(4πε0)2

µ2α

r6
. (1.5)

The induction interaction between two freely rotating identical polar molecules with static

polarizability α can be written as

V ind
µµi (r) = − 2

(4πε0)2

µ2α

r6
. (1.6)

Equations 1.5 and 1.6 show that the induction interaction between a permanent dipole

and an induced dipole is always proportional to r−6, the interaction between a permanent

quadrupole moment and an induced dipole moment would be proportional to r−8.

Dispersion. This interaction is a phenomenon of quantum mechanics and originate from

the correlation of electrons in the interacting molecules. As electrons move, instantaneous

multipoles are created within the electron cloud of a molecule or atom. These instantaneous

multipoles induce multipole moments in another molecule or atom. Therefore, dispersion

can be seen as the interaction of instantaneously created multipoles with induced multipoles

or in other words, the interaction between fluctuating multipoles. Dispersion interactions

are the only interactions, which are always present between atoms or molecules because

no permanent multipole moment is required. So uncharged non-polar molecules are held

together mostly by dispersion interactions. The contributions of higher-order permanent

multipole-multipole interactions are only significant at small separations because they are

proportional to a high inverse power of r. Dispersion interactions are always attractive

but not completely pairwise-additive. Sometimes these interactions are also called van-der-

Waals interactions or even hydrophobic interactions. But the definition of these two terms

is not unique, so in this thesis only the term dispersion interactions is used. Dispersion

interactions can also be expressed by multipole-multipole interactions, while neglecting

many-body effects:

Vdisp(r) =
C6

r6
+
C8

r8
+
C10

r10
+ . . . (1.7)

The terms CX with X = 6, 8, 10, . . . are coefficients. The C6 coefficient corresponding to

the interaction between fluctuating dipoles of identical molecules was first estimated by

4



1. Introduction 1.2 Hydrogen Bonding

London [5] in 1930 with

C6 = −3

4

α2EI
(4πε0)2

, (1.8)

where EI is the ionization energy from the ground state of the molecules. Compared to

recent calculations the error is around 30%. [2] In 1948 Casimir and Polder [6] suggested in

atomic units

CAB
6 =

3

π

∫ ∞
0

α(iω)Aα(iω)Bdω, (1.9)

where α(iω)X with X=A,B is the polarizability at imaginary frequencies for molecule A

and B, respectively.

Exchange. The exchange is also a non-classical phenomenon and arises when the electron

clouds of two interacting molecules start to overlap and the exchange of electrons becomes

possible. It is a repulsion that can be related to the Pauli exclusion principle, which states

that electrons with the same spin repel each other. It is sometimes also called Pauli re-

pulsion. The exchange is often described by the r−12 term within the well known 12-6

Lennard-Jones potential.

The total interaction energy between two interacting molecules is the sum of the four

previously discussed interactions. For a more detailed discussion of intermolecular interac-

tions the reader is referred to Refs. 1–3.

1.2 Hydrogen Bonding

Hydrogen bonding is a central concept in chemistry introduced in the 1920s [7,8] for the

description of the structure and stability of DNA molecules, polar liquids, molecular crystals

with organic molecules, polysaccharides, and proteins. [4,9–14] The most important part of a

hydrogen-bonded complex

R—D—H · · ·A—R

is the central moiety D—H· · ·A (shown in red), which is in most cases surrounded by some

rests R. Atom D is more electronegative than hydrogen, so that there exists a polar bond

between atoms D and H. The hydrogen of this D—H proton donor group is pointing towards

a proton acceptor atom A, which has lone-pair electrons or at least polarizable π electrons.

Hydrogen bonding is an attractive non-covalent interaction, which arises when the D—H

group is attached to the acceptor atom A. Please note, that a hydrogen bond between two

molecules does not involve the formation of a covalent bond, the two molecules retain their

identity.

5



1. Introduction 1.2 Hydrogen Bonding

According to Jeffrey [4] hydrogen bonds can be classified as strong, moderate, and weak.

Strong hydrogen bonds have bond energies ranging from around 60 to 160 kJ mol−1. In this

case the H· · ·A distance is comparable to the D—H bond length, eg. [F· · ·H· · ·F]−. There-

fore, one can argue if this interaction can still be considered hydrogen bonding, because

the interacting molecules loose their identity.

In contrast, weak hydrogen bonds have bond energies of only around 4 to 15 kJ mol−1.

In this category D—H << H· · ·A, the distance between H and A varies between around

2.2 and 3.2 Å. Examples for this category include the central moieties C—H· · ·O and

C—H· · ·N.

Between these two extremes there are the moderate hydrogen bonds. All hydrogen

bonds discussed in this thesis belong to this category. Moderate hydrogen bonds have

hydrogen bond energies ranging from around 15 to 60 kJ mol−1, the D—H bond length

is significantly smaller than the H· · ·A distance, with H· · ·A ranging from around 1.5

to 2.2 Å. The resulting distances between atoms D and A are between 2.5 and 3.2 Å.

Another descriptor used for the classification of hydrogen bonds is the angle between the

three atoms of the central moiety D—H· · ·A, the values for moderate hydrogen bonds are

between 130 and 180 degrees. Here the acceptor atom must have at least one lone pair.

Moderate hydrogen bonds are especially important because they can be found in nearly all

biologically important molecules.

One very important central moiety belonging to moderate hydrogen bonds is O—H· · ·O.

Hydrogen bonds containing this central moiety are responsible for the properties of liquid

water or alcohols; they are also considered to be responsible for the structure and stability

of biopolymers like cellulose.

The physical nature of hydrogen-bonding interactions is a quite controversial topic. The

simplest approach was to assume that the attractive interaction stems from electrostatic

interactions between the D—H group and the acceptor atom A, while neglecting all sub-

stituent effects. This interpretation was already questioned in 1952 by Coulson [15], who

stated that also polarization effects (induction) and dispersion interactions must be con-

sidered. But still, it is very often claimed that for hydrogen bonding only electrostatic

interactions are important. [4,14,16] Some authors even claim that hydrogen-bonding has a

covalent character, [17,18] which is denied by Ghanty et al. [19] and Davidson. [20] Unfortu-

nately the term covalent is often used in different contexts. For example sometimes charge

transfer is considered as a sign for covalency. Charge transfer is a part of the induction

interaction and we shall see later that induction plays only a minor role in the studied

systems. So in that context there is no covalency in hydrogen bonding. Sometimes, the

term covalent is used for interactions other than electrostatics. We shall see, that indeed

non-electrostatic contributions are essential for hydrogen bonding, but one should certainly

not use the term covalent for them. In this thesis hydrogen bonding will be discussed based

on the four intermolecular interactions introduced in the previous section. We shall see,

that the total interaction energy between two hydrogen-bonded systems is characterized by

6



1. Introduction 1.3 Cellulose

an interplay of these four components, in which some components contribute more to the

interaction than others.

1.3 Cellulose

The biopolymer cellulose is the most abundant material on earth, being the main con-

stituent of plants and also present in animals, fungi, and algae. [21] It is a very useful com-

ponent in fiber-based nanocomposites, which can be used in textiles, [22] flexible displays, [23]

transparent films, [24] and even in barrier films. [25]

The structure of cellulose contains β-D-glucopyranose units, which are linked by 1→4

glycosidic bonds, making cellobiose the smallest repeating unit. Cellulose appears in several

polymorphs, ranging from cellulose I to IV. [21] In this thesis only cellulose I will be discussed.

Native samples contain only cellulose I, which exists in two different crystalline forms,

termed cellulose Iα and Iβ. The most recent crystal structures were published by Nishiyama

et al. [26,27] In both crystalline forms sheets with parallel-aligned glucan chains were found.

The crystal structure of cellulose Iα [26] is shown in Figure 1.3. It has a triclinic unit cell with

space group P1. All sheets are equivalent and the glucan chains within a sheet are connected

via hydrogen bonds, between two sheets no hydrogen bonds are observed. The crystal

structure of cellulose Iβ [27] is shown in Figure 1.4, it has a monoclinic unit cell with space

group P21. In this case, two alternating sheets were found with different conformations.

The glucan chains within each sheet are also connected via hydrogen bonds, but both

sheets show a different hydrogen bonding network. Like for cellulose Iα, no hydrogen bonds

between sheets were found.

Traditionally the stability of crystalline cellulose within a sheet is only attributed to

hydrogen bonding and it is claimed that the different sheets are held together by only weak

van-der-Waals interactions, [28] whereas Qian et al. [29] and Nishiyama et al. [30] suggest that

weak C—H· · ·O hydrogen bonds are responsible for the inter-sheet interaction. The role

of dispersion interactions for the intra-sheet stabilization is commonly neglected and in

the cellulose community hydrogen bonding is nearly always discussed only in terms of

electrostatic interactions. Recently, Lindman and coworkers proposed that hydrophobic

interactions (dispersion) are more important than hydrogen bonding for the stability of

cellulose. [31–33]

Adsorption onto cellulose surfaces was studied for carbohydrates, [34–38] small proteins, [39]

aromatic rings, [40,41] and also inorganic nanoparticles. [42] Experimental studies mostly focus

on adsorption from solution but in many theoretical studies involving quantum theoretical

calculations no explicit solvent is considered due to the computational expense. Mazeau

and Charlier found that the structural features of adsorption can be calculated quite accu-

rately without explicitly accounting for solvent effects, and they claim that such calculations

lead to an overestimation of adsorption energies and therefore mimic “bad solvent condi-

tions”. [36]

7



1. Introduction 1.4 Outline

Figure 1.3: Supercell of cellulose Iα shown in the growth direction of the glucan chains
(left) and glucan chains within a sheet (right).

Figure 1.4: Supercell of cellulose Iβ shown in the growth direction of the glucan chains
(left) and glucan chains within the two different sheets (middle and right).

Adsorption of molecules onto cellulose surfaces can take place on various surface types.

In this thesis, only adsorption onto (100) surfaces are discussed. These surfaces can be seen

in the supercells of Figure 1.3 and 1.4. The (100) surface of cellulose Iα has deep grooves

and hydroxyl groups are accessible for adsorbates. Therefore, this surface is hydrophilic. In

contrast, the (100) surface of cellulose Iβ is flat and the hydroxyl groups are less exposed.

Therefore, this surface is hydrophobic. [43] Recently, Li et al. [44] stressed the importance of

dispersion interactions for the crystal structure of cellulose Iα and Iβ as well as for the

adsorption of water molecules.

1.4 Outline

The main goal of this master theses is to investigate the nature of the interaction between

hydrogen-bonded systems, especially for the adsorption of carbohydrates onto cellulose

surfaces. Additionally, the effect of the adsorbate size on the dominating interaction type

should be discussed.

With the given computer resources, only the adsorption of a glucose molecule onto cel-

lulose model surfaces could be studied by using Density-Functional Theory (DFT); larger

adsorbates had to be treated with a force field method (GLYCAM06). Therefore, the qual-

ity of the GLYCAM06 force field was evaluated by comparing the results obtained with

DFT and dispersion-corrected DFT for the adsorption of glucose onto a hydrophilic and

8



1. Introduction 1.4 Outline

a hydrophobic cellulose model surface. The agreement between dispersion-corrected DFT

and the GLYCAM06 force field was surprisingly good, so the adsorption of cellobiose and

cellotetraose was studied with GLYCAM06 only. It was found, that dispersion interactions

are essential for the adsorption of carbohydrates onto cellulose surfaces. A rigorous de-

composition of the interaction energy between two molecules into electrostatics, induction,

dispersion, and exchange interactions can be done by using symmetry-adapted perturbation

theory (SAPT). Because of the huge computational costs of SAPT only small hydrogen-

bonded systems (water dimer and progressively larger alcohol dimers) were studied with

this method. It was found, that even in these small systems dispersion interaction are

crucial for an accurate description of the interaction energy.

This thesis consists of five further chapters. In Chapter 2 all theoretical methods used

for the calculation of interaction energies are discussed. Chapter 3 provides the results

for the adsorption of a glucose molecule onto cellulose model surfaces including a method

comparison. The results for the adsorption of cellobiose and cellotetraose are presented

in Chapter 4. Furthermore, insight into the intermolecular interactions within the water

dimer and several alcohol dimers is provided in Chapter 5. Finally, Chapter 6 contains the

conclusions of this work and gives a short outlook for further research.

9



Chapter 2

Theoretical Methods

This chapter provides a short overview of the three theoretical methods, which are used

in this thesis for the calculation of interaction energies. We start with a simple molecular-

mechanics approach, the GLYCAM06 force field. Next, the basics of density-functional

theory are presented including a description of several dispersion corrections. Finally, a

short introduction into symmetry-adapted perturbation theory is given.

The section focusing on density-functional theory is based on the books of Szabo and

Ostlund, [45] Parr and Yang, [46], and Piela, [47] and the work of Becke [48] and Kohn et al. [49]

Discussion of symmetry-adapted perturbation theory follows the work of Jeziorski and

Szalewicz, [50] Piela, [47] and Szalewicz. [51]

10



2. Theoretical Methods 2.1 The GLYCAM06 Force Field

2.1 The GLYCAM06 Force Field

The simplest method used for the calculation of interaction or adsorption energies is the

GLYCAM06 force field. [52] This force field was chosen, because it was explicitly designed for

carbohydrates. By using a force field method, the implicit quantum nature of the studied

system is neglected. Atoms are reduced to mass points with bonds connecting these points.

Each force field uses several atom types with corresponding parameters for all potentials.

GLYCAM06 belongs to the AMBER force fields and its total energy Etotal can be written

as [53]

Etotal = Ebonds + Eangles + Edihedrals + Eqq + EVDW (2.1)

The bond stretch energy Ebonds sums over all present covalent bonds and describes the

displacement of a bond length r away from its equilibrium bond length req with a harmonic

potential. It can be written as

Ebonds =
∑

bonds

Kr(r − req)2, (2.2)

depending on the instantaneous bond length r with Kr being the bond stretching force

constant. This harmonic potential is a good approximation if the actual bond length is

close to the equilibrium bond length. The angle bend potential Eangles depends on the

instantaneous angle θ of all angles between covalently bound atoms and is given by

Eangles =
∑

angles

Kθ(θ − θeq)2, (2.3)

where Kθ is the angle-bending force constant and θeq the equilibrium angle. Next, the

dihedral potential Edihedrals describes the potential energy depending on the instantaneous

dihedral angle φ of all dihedrals for the rotation about a bond according to

Edihedrals =
∑

dihedrals

Vn
2

[1 + cos(nφ− γ)], (2.4)

where Vn is the rotation barrier, γ a phase factor, and n the periodicity. The Coulomb

potential Eqq describes the pair-interaction of partial charges qi and qj calculated with the

restrained electrostatic potential [54] between all atoms, which are in different molecules or

at least separated by three bonds. It is given by

Eqq =
∑
i<j

qiqj
εRij

, (2.5)

where Rij is the distance between atom i and j and ε is the dielectric constant. The

van der Waals term EVDW is calculated between the same atoms as Eqq and consists of a

11



2. Theoretical Methods 2.2 Density-Functional Theory

Lennard-Jones potential, given by

EVDW =
∑
i<j

εij

[(
R∗ij
Rij

)12

− 2

(
R∗ij
Rij

)6
]
, (2.6)

where R∗ij is the van der Waals radius and εij the minimum energy. The interaction energy

between two monomers can be calculated according to

Eint = Edimer − EmonomerA − EmonomerB. (2.7)

The adsorption energy of an adsorbate on a surface can be defined as

Eads = Esurface + Eadsorbate − Esurface+adsorbate. (2.8)

2.2 Density-Functional Theory

2.2.1 Basics

A molecular system with N electrons can be described in the Born-Oppenheimer approxi-

mation by the non-relativistic time-independent Schrödinger equation

ĤΨ(x1,x2, . . . ,xN ) = EΨ(x1,x2, . . . ,xN ), (2.9)

with E being the electronic energy and Ψ(x1,x2, . . . ,xN ) being the wave function of that

system. The coordinates x for each electron consist of the spatial coordinates r and the

spin coordinates s. In the remaining chapter atomic units will be used throughout. The

Hamiltonian Ĥ for the N -electron system is given by

Ĥ = −
N∑
i=1

1

2
∇2
i +

N∑
i=1

ν(ri) +

N∑
i<j

1

rij
= T̂ + V̂en + V̂ee, (2.10)

where T̂ describes the kinetic energy of the electrons, V̂en the attraction between electrons

and nuclei, and V̂ee the repulsion between electrons. The expression ν(ri) is an external

potential, which acts on electron i due to M nuclei with charges ZA.

ν(ri) = −
M∑
A=1

ZA
riA

(2.11)

In the Born-Oppenheimer approximation we assume fixed positions for the nuclei, so their

kinetic energy is zero. Therefore, the total energy of a system is the sum of the electronic
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2. Theoretical Methods 2.2 Density-Functional Theory

energy and the nucleus-nucleus repulsion energy V̂nn, which is given by

V̂nn =
∑
A<B

ZAZA
RAB

. (2.12)

One important requirement on the wave function Ψ(x1,x2, . . . ,xN ) describing a Fermi

system is the fulfillment of the antisymmetry principle. It states that Ψ(x1,x2, . . . ,xN )

must be antisymmetric with respect to the exchange of two electrons,

Ψ(x1, . . . ,xi, . . . ,xj , . . . ,xN ) = −Ψ(x1, . . . ,xj , . . . ,xi, . . . ,xN ). (2.13)

The wave function Ψ(x1,x2, . . . ,xN ) for a single electron is a spin orbital ψ(x). Let

us assume that we have a system, where the electrons do not interact with each other.

The Hamiltonian of such a noninteracting system would be just the sum of independent

one-electron hamiltonians ĥ(i),

Ĥnonint = −
N∑
i=1

1

2
∇2
i +

N∑
i=1

ν(ri) =

N∑
i=1

ĥ(i), (2.14)

and the wave function can simply be written as the product of a set of spin orbitals,

ΨHP(x1,x2, . . . ,xN ) = ψi(x1)ψj(x2) · · ·ψk(xN ) (2.15)

Antisymmetrization of this product allows the description of a non-interacting fermionic

system. This antisymmetrized product can be written as a determinant, called the Slater

determinant ΨSD(x1,x2, . . . ,xN ).

ΨSD(x1,x2, . . . ,xN ) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣

ψ1(x1) ψ2(x1) · · · ψN (x1)

ψ1(x2) ψ2(x2) · · · ψN (x2)
...

...
...

ψ1(xN ) ψ2(xN ) · · · ψN (xN )

∣∣∣∣∣∣∣∣∣∣∣
(2.16)

For large N these calculations can be quite time consuming. The expectation value of

the Hamiltonian can be calculated by using the one-particle density ρ(r) (in the remainder

simply called electron density) and the two-particle density ρ(r, r′). The electron density

ρ(r) describes the number of electrons in a certain unit volume. The electron density at

the position r1 can be calculated according to

ρ(r1) = N

∫
· · ·
∫
|Ψ(x1,x2, · · · ,xN )|2 ds1dx2 · · · dxN . (2.17)

The two-particle density can be calculated according to

ρ(r1, r2) = N(N − 1)

∫
· · ·
∫
|Ψ(x1,x2, · · · ,xN )|2 ds1 ds2 dx3 · · · dxN . (2.18)
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2. Theoretical Methods 2.2 Density-Functional Theory

Integration of ρ(r) over the whole space r yields the total number of electrons∫
ρ(r)dr = N (2.19)

2.2.2 The Two Hohenberg-Kohn Theorems

The foundations of density-functional theory (DFT) are the two Hohenberg-Kohn theo-

rems. [55] The first theorem states, that it is possible to determine the external potential

ν(r) of a system within an additive constant by only using the ground-state electron density

ρ(r). With the knowledge of ρ(r) it is possible to determine the ground-state wave function.

Therefore, one can write the total energy of a system as

E[ρ] = T [ρ] + Vne[ρ] + Vee[ρ] =

∫
ρ(r)ν(r)dr + F [ρ], (2.20)

where the first term is a system-dependent quantity and F [ρ] is the universally valid

Hohenberg-Kohn functional, given by

F [ρ] = T [ρ] + Vee[ρ]. (2.21)

The second Hohenberg-Kohn theorem states the so called Hohenberg-Kohn density

variational principle,

F [ρ′]

∫
ρ′(r)ν(r)dr ≥ F [ρ]

∫
ρ(r)ν(r)dr = E0. (2.22)

The energy obtained with any trial density ρ′ is always larger or equal to the exact energy

of the ground state E0 corresponding to the ground state density ρ(r).

So, it is theoretically possible to determine all ground state properties of a given system

by using density functional theory, but unfortunately the exact form of the Hohenberg-Kohn

functional F [ρ] is not known.

2.2.3 Kohn-Sham DFT

Kohn and Sham proposed the use of a fictitious non-interacting reference system demanding

that the ground state electron density of the non-interacting system is exactly the same as

the ground state electron density of the interacting system. [56] The Hamiltonian Ĥs of that

system can be written as

Ĥs = −1

2

N∑
i

∇2
i +

N∑
i

νs(ri). (2.23)

This Hamiltonian does not consider the electron-electron repulsion. The advantage is, that

the wave function Ψs of the reference system is simply a slater determinant (see Equation

14



2. Theoretical Methods 2.2 Density-Functional Theory

2.16), and the kinetic energy Ts[ρ] can be calculated rather easily with

Ts[ρ] = 〈Ψs| −
1

2

N∑
i

∇2
i |Ψs〉 = −1

2

N∑
i

〈ψi|∇2|ψi〉. (2.24)

So one can rewrite F [ρ] as

F [ρ] = Ts[ρ] + J [ρ] + Exc[ρ], (2.25)

where J [ρ] is the so called self-interaction of our electron cloud given by

J [ρ] =
1

2

∫ ∫
1

|r− r′|ρ(r)ρ(r′) dr dr′. (2.26)

All still missing contributions are simply subsumed into Exc[ρ], which is called exchange-

correlation energy and can be expressed as

Exc[ρ] = T [ρ]− Ts[ρ] + Vee[ρ]− J [ρ] (2.27)

Still, the exact form of Exc[ρ] is unknown. Many approximations of it have been proposed

and a few of them are discussed below. Exc[ρ] is often referred to as the holy grail of density

functional theory. One can now write the total energy E[ρ] as

E[ρ] = Ts[ρ] + J [ρ] + Exc[ρ] +

∫
ν(r)ρ(r)dr, (2.28)

which leads to the Kohn-Sham (KS) equation(
−1

2
∇2 + ν(r) +

∫
ρ(r′)

|r− r′| dr
′ + νxc(r)

)
ψi = εiψi (2.29)

with

ρ(r) =
N∑
i

|ψi(r)|2, (2.30)

and

νxc(r) =
δExc[ρ]

δρ(r)
. (2.31)

2.2.4 Approximations to the Exchange-Correlation Functional

The first attempt to describe the exchange-correlation functional Exc[ρ] was the local density

approximation (LDA) [56]

ELDA
xc [ρ] =

∫
ρ(r)εxc(ρ(r)) dr, (2.32)

where εxc(ρ(r)) describes the exchange-correlation energy per electron in a homogeneous

electron gas. Obviously, this approximation can only yield good results for systems with a

nearly homogeneous electron distribution.
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2. Theoretical Methods 2.2 Density-Functional Theory

Next, the generalized gradient approximation (GGA) was introduced:

EGGA
xc [ρ] =

∫
f(ρ(r),∇ρ) dr. (2.33)

In this case the exchange-correlation energy depends not only on the density ρ(r), but also

on its first derivative ∇ρ.
A further improvement are the so called meta-GGA functionals, where the exchange-

correlation energy depends additionally to GGA also on the second derivative of the density

ρ(r). GGA and meta-GGA functionals perform quite well for a variety of systems but

all of them and also LDA suffer from the so called self-interaction error. The exchange

part is not described correctly and so an electron can interact with itself. In contrast to

DFT, Hartree-Fock describes the exchange correctly. Therefore, to overcome this problem,

hybrid functionals were introduced, which include a certain amount of exact exchange from

Hartree-Fock. In this work the GGA functional BP86 [57,58] and the hybrid functionals

B3LYP, [57,59,60] M06-2X, [61] ωB97X, [62,63] and PBE0 [64–66] are used.

2.2.5 Dispersion Corrections to DFT

Recently developed density functionals are able to describe covalent bonds in molecules

quite accurately, but often fail for intermolecular interactions, because they do not account

for long-range electron correlation. Therefore, simple dispersion corrections Edisp are used

and just added to the DFT energy EDFT

EDFT−D = EDFT + Edisp, (2.34)

where EDFT−D is then the dispersion-corrected DFT energy.

In this thesis, two dispersion corrections developed by Grimme and coworkers [67,68] are

used: In the D2 scheme [67] the dispersion correction is given by the atom-atom function

ED2
disp = −s6

M−1∑
A=1

M∑
B=A+1

CAB6

R6
AB

fdmp(RAB), (2.35)

where s6 is a scaling factor that depends on the density functional used for the DFT

calculation, M is the number of atoms, RAB the distance between atom A and B, and

CAB6 is the dispersion coefficient between these two atoms. The range of this dispersion

correction is determined by a damping function fdmp(RAB) given by

fdmp(RAB) =
1

1 + e−d(RAB/Rr−1)
, (2.36)

with Rr being the sum of the atomic van-der-Waals radii and d being a parameter. We see,

that this equation has a form similar to the interaction between two fluctuating dipoles.
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2. Theoretical Methods 2.2 Density-Functional Theory

The coefficients CAB6 are calculated from the atomic coefficients CA6 and CB6 by

CAB6 =
√
CA6 C

B
6 . (2.37)

Ci6 parameters for an atom i were determined by PBE0 calculations according to

Ci6 = 0.05K Iip α
i, (2.38)

where K is 2 for first-row elements and 10 for second-row elements of the periodic table,

Iip the atomic ionization potential, and αi the static dipole polarizability of atom i.

The D3 scheme [68,69] used in this work describes the energy of the dispersion correction

by

ED3
disp = −1

2

∑
A 6=B

s6
CAB6

R6
AB + [f(R0

AB)]6
+ s8

CAB8

R8
AB + [f(R0

AB)]8
, (2.39)

where s8 is an additional scaling factor and the damping function f(R0
AB) is given by [69]

f(R0
AB) = a1R

0
AB + a2. (2.40)

where a1 and a2 are fit parameters and R0
AB is given by

R0
AB =

√
CAB8

CAB6

. (2.41)

In the D3 scheme dispersion coefficients were calculated with time-dependent DFT, for

details see Grimme et al. [68]

Another approach was developed by Pernal et al. [70] They developed a so-called dis-

persionless density functional (dlDF) supplemented by an atom-atom dispersion function

Das, which accounts for the complete dispersion interaction. This dispersion function was

refined by Podeszwa et al. [71] and has the following form

Das =
∑
a∈A

∑
b∈B

Dab
as (Rab), (2.42)

with

Dab
as (Rab) = −

√
Ca6C

b
6

R6
ab

· f6

(√
βaβbRab

)
−

√
Ca8C

b
8

R8
ab

· f8

(√
βaβbRab

)
. (2.43)

This function calculates all possible pair interactions between an atom a in monomer A

and an atom b in monomer B. The damping function fn
(√
βaβbRab

)
with n = 6, 8 depends

on the distance Rab between atom a and b, and also on two fit parameters βa and βb. It
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can be expressed in the following way:

fn(x) = 1− exp(−x)
n∑
i=0

xi

i!
. (2.44)

Another popular dispersion correction using pair-potentials was developed by Tkatchenko

and Scheffler, [72] and recently Tkatchenko et al. developed a many-body dispersion correc-

tion. [73]

2.2.6 Interaction Energies

Interaction energies and also adsorption energies can be calculated with DFT in basically

the same way as with GLYCAM06 (see Equations 2.7 and 2.8). For practical calculations a

finite basis set has to be used, which causes a basis set superposition error in the interaction

or adsorption energy, respectively. This error can be corrected by using the so called coun-

terpoise correction. [74] Therefore, ghost atoms are used for the two monomer calculations.

This means that for every monomer calculation the basis functions of the other monomer

are also included but the nuclear charges of all atoms of the second monomer are set to

zero.

2.3 Symmetry-Adapted Perturbation Theory

With symmetry-adapted perturbation theory (SAPT) one can calculate very accurate in-

teraction energies, but one also gets a rigorous decomposition of the interaction energy in

all physical interaction components, i.e., electrostatics, exchange, induction, and dispersion.

In this thesis SAPT(DFT) is used, which is symmetry-adapted perturbation theory based

on DFT calculations of the two monomers of an interacting dimer.

At first the Schrödinger equation is solved for the isolated monomers

ĤXΦX = EXΦX , X = A or B, (2.45)

and the wave function of monomer A (ΦA) and monomer B (ΦB) are obtained. In the

dimer case the monomers interact with each other, this interaction can be described with

the intermolecular interaction operator V̂ , which can be expressed as

V̂ =
∑
a∈A

∑
b∈B

ZaZb
Rab

−
∑
a∈A

∑
j∈B

Za
rja
−
∑
i∈A

∑
b∈B

Zb
rib

+
∑
i∈A

∑
j∈B

1

rij
, (2.46)

where a and b are used for nuclei of monomer A and B, respectively, and i and j are

used for electrons of monomer A and B, respectively; Za and Zb are nuclear charges, Rab

describes a nucleus-nucleus distance, rja and rib an electron-nucleus distance, and rij an

18



2. Theoretical Methods 2.3 Symmetry-Adapted Perturbation Theory

electron-electron distance. Therefore, the Hamiltonian for the dimer can be written as

Ĥ = ĤA + ĤB + V̂ = Ĥ0 + V̂ , (2.47)

and the corresponding Schrödinger equation is

ĤΨAB = EABΨAB, (2.48)

where ΨAB is the dimer wave function and EAB the corresponding energy of the dimer.

The interaction between the two monomers can be treated as perturbation of the isolated

monomers by using V̂ as perturbation operator. So the unperturbed Hamiltonian is now

Ĥ0. The corresponding unperturbed wave function Φ0 is simply the product of the two

monomer wave functions:

Φ0 = ΦAΦB, (2.49)

and the energy E0 of the unperturbed system is the sum of the monomer energies

E0 = EA + EB. (2.50)

For the perturbation of the isolated monomers, Rayleigh-Schrödinger (RS) perturbation

theory is used. For a detailed description of that theory the reader is referred to the

book of Szabo and Ostlund. [45] The wave function of the dimer ΨAB and the interaction

energy Eint can be expressed with a polarization expansion, which describes the mutual

polarization of the monomers

ΨAB ≈ Φpol = Φ0 + Φ
(1)
pol + Φ

(2)
pol + · · · (2.51)

Eint = E0 + E
(1)
pol + E

(2)
pol + · · · (2.52)

The numbers in parenthesis mark the order of perturbation theory. According to RS

perturbation theory ERS
int can be calculated with

ERS
int =

〈Φ0|V̂ Φpol〉
〈Φ0|Φpol〉

. (2.53)

The first order polarization energy E
(1)
pol describes the electrostatic interaction E

(1)
elst and can

be calculated according to

E
(1)
pol = E

(1)
elst = 〈Φ0|V̂ Φ0〉 (2.54)

In order to calculate the second-order polarization energy, one has to calculate the first-

order polarization wave function Φ
(1)
pol according to

Φ
(1)
pol =

∑
kl

′ 〈Φ0
AΦ0

B|V̂ Φk
AΦl

B〉
E0
A + E0

B − EkA − ElB
|Φk
AΦl

B〉, (2.55)
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where the superscript k and l denote the quantum states of monomer A and monomer B,

respectively. The prime means that the term with k = 0 and l = 0 is excluded. Please note

that Φ0
A = ΦA and Φ0

B = ΦB. The second-order polarization energy can now be written as

E
(2)
pol =

∑
kl

′ |〈Φ0
AΦ0

B|V̂ Φk
AΦl

B〉|2
E0
A + E0

B − EkA − ElB
. (2.56)

This term contains induction and dispersion interactions. All singly excited states belong

to the second-order induction energy E
(2)
ind, i.e. terms with Φ0

AΦl
B and Φk

AΦ0
B (k, l > 0).

Doubly excited states belong to the second-order dispersion energy E
(2)
disp, i.e. terms with

Φk
AΦl

B (k, l > 0).

With this approach one can get values for the electrostatic, the induction, and the

dispersion interaction. However, there are no exchange interactions present. This is due

to the fact that no term of Φpol fulfills the antisymmetry requirement. To overcome this

problem, an antisymmetrization operator Â was introduced, given by

Â =
1

N !

∑
P∈Sn

sgn(P̂ ) P̂ , (2.57)

where P̂ denotes an intermonomer permutation operator. The wave function is now ap-

proximated by

ΨAB w ÂΦpol, (2.58)

which yields asymptotically exact results. So the interaction energy is now given by

ESRS
int =

〈Φ0|V̂ ÂΦpol〉
〈Φ0|ÂΦpol〉

, (2.59)

the superscript inducates that now Symmetrized Rayleigh-Schrödinger (SRS) perturbation

theory is used. Now, one can express the energies up to second-order as

E
(1)
SRS =

〈Φ0|V̂ ÂΦ0〉
〈Φ0|ÂΦ0〉

, (2.60)

E
(2)
SRS =

〈Φ0|V̂ − E(1)
SRS|ÂΦ

(1)
pol〉

〈Φ0|ÂΦ0〉
. (2.61)

The exchange energies are now simply the differences between SRS and RS perturbation

theory:

E
(n)
exch = E

(n)
SRS − E

(n)
RS (2.62)

From the first-order energy one gets the exchange interaction or Pauli repulsion E
(1)
exch,

which was discussed in the introduction; from the second-order energy one gets two cou-

pling terms, the exchange-induction energy E
(2)
exch−ind and the exchange-dispersion energy
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E
(2)
exch−disp. These terms can be seen as modifications to the induction or dispersion en-

ergy, respectively, if exchange interactions are taken into account. [3] With SAPT(DFT)

the perturbation theory is truncated after second order. However, higher-order induction

contributions can also be important, especially for hydrogen-bonded systems. An estimate

of these interactions can be calculated by a SAPT calculation based on Hartree-Fock. This

estimate is abbreviated with δHF.

To sum up, interaction energies calculated with SAPT(DFT) can be decomposed ac-

cording to

ESAPT = E
(1)
elst + E

(1)
exch + E

(2)
disp + E

(2)
exch−disp + E

(2)
ind + E

(2)
exch−ind + δHF (2.63)

2.4 Summary

In this chapter three theoretical methods have been discussed, which are used in the fur-

ther chapters to calculate interaction energies. Systems with several thousand atoms can

be studied with the GLYCAM06 force field. With this method only the total interaction or

adsorption energy can be obtained. For smaller model systems containing up to around 150

atoms (for our hardware) density-functional theory (DFT) can be applied. If a dispersion

correction is used, one can roughly estimate the lower-bound of the dispersion interaction.

The most accurate results and the most insight can be obtained by using symmetry-adapted

perturbation theory (SAPT). With this method one gets accurate values for the electro-

static, the exchange, the induction, and the dispersion interaction. If DFT is used for

the description of the monomers [SAPT(DFT)], systems up to around 40 atoms can be

calculated given our current hardware.
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Chapter 3

Adsorption of Glucose onto Cellulose

Surfaces

In this chapter the adsorption of a glucose molecule onto two different cellulose model sur-

faces (i.e., the (100) surfaces of cellulose Iα and Iβ) is discussed. In order to validate the

quality of the GLYCAM06 force field for describing adsorption processes involving carbo-

hydrates, GLYCAM06 results are compared to DFT values with and without dispersion

correction. It is also discussed if an evidence for the importance of dispersion interactions

for this adsorption process can be found. These results were recently published in the

Journal of Physical Chemistry B. [75]
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3. Glucose onto Cellulose 3.1 Computational Details

3.1 Computational Details

In order to study the adsorption of a β-D-glucose molecule onto cellulose surfaces with

quantum theoretical methods, small model systems must be used. To model the (100)

surfaces of cellulose Iα and cellulose Iβ two adjacent cellobiose strands were used. The

size of these model systems is sufficient to describe the major interactions of an adsorbed

glucose molecule with the surface. The small contributions from neighboring surface strands

and from lower-lying layers of the cellulose bulk are neglected. These model surfaces were

constructed from surface slabs that were optimized and equilibrated with the GLYCAM06

force field by Maurer et al. [76] An illustration of the used model surfaces is shown in Figure

3.1. In the remaining chapter these model systems will be called surface.

To get a representative sample of structures for the adsorption of a glucose molecule,

starting geometries for the geometry optimization were created for both surfaces as follows:

The principal axis of inertia, which goes through the exocyclic hydroxymethyl group of the

adsorbate (glucose), will be called molecular axis. At first, the adsorbate was positioned

above the surface model with its molecular axis parallel to the growth direction of the

glucan chains of the surface. The smallest distance between two carbon atoms were set

to around 4 Å. The adsorbate was positioned on top of a surface glucose ring, on top of

a glycosidic bond of the surface, and between the two surface strands. Next, the angle

between the molecular axis of the adsorbate and the surface plane was set to 45 degrees

and the positioning was done as described above. In one set of structures the exocyclic

hydroxymethyl group of the adsorbate was pointing towards the surface and in another set

it was pointing away from the surface. Finally, the angle between the molecular axis of the

adsorbate and the surface plane was set to 90 degrees. Positioning was done as described

above and also different orientations of the exocyclic hydroxymethyl group were considered.

(a) (b)

Figure 3.1: Illustration of the adsorption of a glucose molecule onto the (100) surfaces
of cellulose Iα (a) and cellulose Iβ (b). The used surface models are shown in the black
rectangles. [75]
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3. Glucose onto Cellulose 3.1 Computational Details

These surface/glucose complexes were optimized at the BP86 [57,58]/def2-SVP [77] level of

theory by using the software package TURBOMOLE [78–81] with the resolution of the iden-

tity approximation. [82–87] The default convergence criteria were used for electronic structure

and geometry. In the surface models only the exocyclic hydroxymethyl groups and the OH

groups were optimized, the coordinates of all other atoms of the surface models were kept

frozen.

The optimized geometries can be classified according to the orientation of the glucose

on the surface. This can be done by using a parameter γ, which is the angle between the

surface plane and the principal axis of inertia of the glucose molecule that corresponds to

the largest moment of inertia (3-axis). An angle γ of zero degrees means that the glucose

is oriented completely vertical to the surface and |γ| = 90 degrees means that the glucose

is oriented completely parallel to the surface. The term vertical is used for structures with

|γ| 6 45 degrees and structures with |γ| > 45 degrees are called parallel. For each surface

three representative structures (one parallel and two vertical structures) were chosen for

our method comparison. In one vertical structure the adsorbate was located on top of a

cellobiose molecule of the surface and in the other structure it was located between the two

cellobiose molecules of the surface. These representative structures will be called BP86-

optimized geometries. In order to estimate how explicit inclusion of dispersion interaction

changes the geometries, they were re-optimized with BP86-D2, [57,58,67] yielding the BP86-

D2-optimized geometries.

The main goal of this study is to evaluate the performance of the GLYCAM06 [52]

force field in describing the structure of the surface/adsorbate complexes. Therefore, the

BP86-D2-optimized geometries were also re-optimized with GLYCAM06, these structures

are termed GLYCAM06-optimized geometries. All GLYCAM06 calculations were done

by using DL POLY [88] with the ChemShell 3.3.1 interface. [89] For the optimizations the

geometry optimizer DL-FIND [90] was used. For the generation of input files AmberTools

1.4 [91] was used employing the GLYCAM06g parameters. Geometries were edited with

Aten [92] and visualization was done with VMD. [93]

For all the selected representative structures the adsorption energy Eads for the adsorp-

tion of the glucose molecule onto the cellulose surface was calculated according to

Eads = Esurface + Eadsorbate − Esurface+adsorbate (3.1)

The adsorption energy Eads was calculated with BP86 [57,58], B3LYP [57,59,60], BP86-

D2 [57,58,67], B3LYP-D2 [57,59,60,67], B3LYP-D3 [57,59,60,68,69], ωB97X-D [62,63], M06-2X [61], and

GLYCAM06. [52]

The five methods that cover medium-range or long-range dispersion effects (BP86-D2,

B3LYP-D2, B3LYP-D3, M06-2X, and ωB97X-D) will be called DFT-D methods; BP86 and

B3LYP, will be called DFT methods throughout this chapter. The counterpoise correc-

tion was applied for all calculations of the adsorption energies with the DFT and DFT-D
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3. Glucose onto Cellulose 3.2 Comparison of Optimized Geometries

Figure 3.2: Naming convention employed for all atoms within a glucose molecule. [75]

methods. [74]

For all quantum theoretical calculations of adsorption energies the def2-TZVP basis

set was used. [94] Gaussian 09 [95] was used for all ωB97X-D and M06-2X calculations; all

other quantum theoretical calculations were performed by using TURBOMOLE, [79–81] with

the resolution of the identity (RI) approximation and the auxiliary basis set for def2-

TZVP. [84–87] Default convergence criteria were used.

In order to discuss hydrogen bonds, a special naming convention will be used for all

atoms within a glucose unit. This convention is shown in Figure 3.2. In this chapter, hydro-

gen bonds are named by the atoms involved in the O–H· · ·O moieties. The first mentioned

oxygen atom will always belong to the adsorbate and the second one to the surface. Only

hydrogen bonds between the adsorbate and the surface will be discussed.

3.2 Comparison of Optimized Geometries

For the adsorption of a β-D-glucose molecule onto the (100) surfaces of cellulose Iα and Iβ,

six BP86-optimized geometries were selected as representatives for the method comparison.

These geometries are shown in Figure 3.3 (blue) together with the corresponding structures

that were re-optimized with BP86-D2 (red) and the GLYCAM06 force field (green).

In order to compare the results of the different optimization methods various parame-

ters are used. It can be expected that optimization with BP86-D2 yields the most reliable

results. Therefore, differences are only discussed with respect to BP86-D2. The first pa-

rameter is the previously defined angle γ (see Section 3.1). It measures the alignment of

the molecular plane of the adsorbate to the surface plane, i.e. if the adsorbate is aligned

parallel, vertical, or in between. All values of γ are shown in Table 3.1. We see, that for

most model systems the agreement between the three methods is quite good. The ranges

of the deviations of BP86 from BP86-D2 are -20.0 to 25.1 degrees and the corresponding

mean of the absolute values amounts to 9.2 degrees. For GLYCAM06 the deviations from
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3. Glucose onto Cellulose 3.2 Comparison of Optimized Geometries

(a) (b) (c)

(d) (e) (f)

Figure 3.3: Optimized geometries of glucose onto the surfaces models for systems Iα-1 (a),
Iα-2 (b), Iα-3 (c), Iβ-1 (d), Iβ-2 (e), and Iβ-3 (f) calculated with BP86 (blue), BP86-D2
(red), and GLYCAM06 (green). [75]

Table 3.1: Angle γ for all three optimizations in degrees. [75]

Struct. BP86 BP86-D2 GLYCAM06

Iα-1 -21.6 -21.4 -56.4
Iα-2 67.2 87.2 71.6
Iα-3 5.1 4.6 8.5
Iβ-1 7.4 -17.7 -9.7
Iβ-2 69.1 76.5 76.2
Iβ-3 -32.0 -33.8 -33.4

BP86-D2 are between -35.0 and 8.0 degrees and the corresponding mean of the absolute

values amounts to 10.5 degrees.

The next parameter is the normal distance dn between the centers-of-mass of the glucose

molecule and the surface model. It can be used to compare the relative distances between

the surface and the adsorbate in the optimized geometry sets. All values of dn are shown

in Table 3.2. In general, BP86 and GLYCAM06 yield larger values for dn than BP86-

D2, the only exception is the geometry Iα-1 optimized with GLYCAM06. The ranges of

the deviations of BP86 from BP86-D2 are 0.12 to 0.46 Å and the corresponding mean of

the absolute values amounts to 0.29 Å. For GLYCAM06 the deviations from BP86-D2 are

between -0.33 to 0.41 Å and the corresponding mean of the absolute values amounts to

0.26 Å.
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3. Glucose onto Cellulose 3.2 Comparison of Optimized Geometries

Table 3.2: Distance dn for all three optimizations in Å. [75]

Struct. BP86 BP86-D2 GLYCAM06

Iα-1 3.06 2.94 2.61
Iα-2 2.39 1.93 2.34
Iα-3 3.48 3.20 3.49
Iβ-1 2.58 2.40 2.59
Iβ-2 2.31 1.88 2.07
Iβ-3 3.03 2.77 2.93

Table 3.3: RMSD values for the BP86-optimized geometries and the GLYCAM06-
optimized geometries in comparison with the corresponding BP86-D2-optimized geometries
in Å. [75]

Struct. BP86 GLYCAM06

Iα-1 0.09 0.73
Iα-2 0.59 0.57
Iα-3 0.48 0.46
Iβ-1 0.77 0.45
Iβ-2 0.41 0.18
Iβ-3 0.20 0.21

Another parameter is the root mean square distance between two structures (RMSD).

All RMSD values are shown in Table 3.3; no value is greater than 0.8 Å. The ranges of the

RMSD values between BP86 and BP86-D2 are 0.09 to 0.77 Å and the corresponding mean

value amounts to 0.42 Å. For GLYCAM06 the RMSD from BP86-D2 is between 0.18 to

0.73 Å and the corresponding mean value amounts to 0.43 Å. Based on the three discussed

parameters, one can say that the agreement between the structures obtained with all three

methods is remarkable, especially considering that only weak intermolecular interactions

are holding the surface and the adsorbate together.

Finally, the occurrence of hydrogen bonds between the adsorbate and the surface can

also be used to compare the optimized geometries. Figure 3.3 shows only hydrogen bonds,

which have O−O distances below 3.5 Å and O−H· · ·O angles greater than 140 degrees.

In the BP86 and BP86-D2-optimized geometry of Iα-1, there are three hydrogen bonds

(O1· · ·H−O2, O1−H· · ·O3, and O6−H· · ·O3); whereas in the GLYCAM06-optimized ge-

ometry, the O6−H· · ·O3 hydrogen bond is missing. For the parallel structure Iα-2 all opti-

mization methods find only one hydrogen bond (O6· · ·H−O2). For Iα-3, all methods yield

two hydrogen bonds (O1· · ·H−O2 and O2−H· · ·O6); BP86-D2 yields also a O3−H· · ·O4

hydrogen bond.

For Iβ-1, there is no agreement between the three methods: BP86 finds three hydro-

gen bonds (O4−H· · ·O5, O3−H· · ·O3, and O4· · ·H−O1); BP86-D2 finds two hydrogen

bonds (O4−H· · ·O5 and O3−H· · ·O3), and GLYCAM06 finds only one hydrogen bond

(O3−H· · ·O3). For the parallel system Iβ-2 there is a good agreement among all methods.

27



3. Glucose onto Cellulose 3.3 BP86-Optimized Geometries

Figure 3.4: Illustration of the effect of dispersion interactions: Geometries were optimized
using methods with and without account of dispersion interactions. BP86 (blue), BP86-D2
(red), and GLYCAM06 (green). For all optimizations the same starting geometry was used,
which is practically identical to the BP86 optimized geometry. [75]

There, the parallel orientation of the glucose rings prevents the formation of any hydrogen

bond with the surface. This is also observed between the layers of cellulose strands in crys-

talline cellulose Iβ [76,96]. For Iβ-3 all methods agree and predict only one hydrogen bond

(O4−H· · ·O6).

For an accurate prediction of an adsorption structure dispersion interactions are very

important, especially when weakly interacting complexes are optimized. Let us start an

optimization with a structure where the adsorbate is aligned parallel to the surface plane

and far away from the surface. With BP86 there are no attractive interactions between the

adsorbate and the surface and the starting geometry remains unchanged and no hydrogen

bonds are formed. In contrast to that, in geometry optimizations with GLYCAM06 and

BP86-D2 the adsorbate is pulled towards the surface model and also hydrogen bonds are

formed. An example for such a situation is shown in Figure 3.4.

3.3 Adsorption Energies for BP86-Optimized Geometries

For all previously shown geometries the adsorption energies were calculated with several

methods. At first, the adsorption energies of the BP86-optimized geometries are discussed.

All adsorption energies are listed in Table A.1 in the Appendix and plotted in Figure 3.5.

It can bee seen that adsorption energies calculated with BP86 and B3LYP (DFT meth-

ods) are nearly identical and only around half the size of the corresponding DFT-D val-

ues. For the system Iβ-2 the counterpoise-corrected DFT adsorption energies are even

slightly negative. For the DFT-D methods M06-2X yields the lowest adsorption energies
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3. Glucose onto Cellulose 3.3 BP86-Optimized Geometries

and B3LYP-D2 the highest adsorption energies. The differences between them vary be-

tween 11 and 19 kJ/mol. The adsorption energies calculated with the GLYCAM06 force

field are surprisingly close to the corresponding DFT-D results.

The trends in the adsorption energies for the different structures are very similar for

all DFT-D methods, whereas the GLYCAM06 results are sometimes lower and sometimes

higher than the DFT-D results. For the cellulose Iα structures there is a good agreement

between the DFT-D and GLYCAM06 values, whereas for the cellulose Iβ structures larger

differences are observed: for Iβ-1 the GLYCAM06 adsorption energy is smaller than any

DFT-D value, but for Iβ-2 it is larger than any DFT-D value. In the BP86-optimized

geometry of Iβ-1 there are three hydrogen bonds present, while the Iβ-2 geometry has

no hydrogen bonds at all. So in the case of adsorption onto cellulose Iβ GLYCAM06

underestimates the adsorption energy for structures with many hydrogen bonds, while it

overestimates the adsorption energy for structures without hydrogen bonds.

In order to estimate the quality of the GLYCAM06 adsorption energies more quanti-

tatively, the following terms were calculated for every structure: The mean value of the

DFT-D adsorption energies ĒDFT−D with the corresponding standard deviation σ, the dif-

ference between the GLYCAM06 adsorption energy and the DFT-D mean value of the

adsorption energy EFF − ĒDFT−D, and the maximal difference between the five DFT-D

values ∆maxEDFT−D. All values of these terms are listed in Table 3.4.

For the cellulose Iα structures the GLYCAM06 results agree quite well with the corre-

sponding DFT-D mean values ĒDFT−D. For all three structures the absolute value of the

difference between the GLYCAM06 value and the DFT-D mean value, |EFF − ĒDFT−D|,
is even smaller than the spreading of the DFT-D results (∆maxEDFT−D). For the cellulose

Iβ structures there are larger differences between GLYCAM06 adsorption energies and the
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Figure 3.5: Adsorption energies for the BP86-optimized geometries. [75]
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Table 3.4: Statistics of adsorption energies for BP86-optimized geometries. The mean
values of DFT-D adsorption energies (ĒDFT−D) with corresponding standard deviations
(σ), the GLYCAM06 adsorption energies (EFF), the differences between GLYCAM06 values
and mean DFT-D values (EFF − ĒDFT−D) , and the maximal differences between DFT-D
values (∆maxEDFT−D) are shown. All energies are in kJ/mol. [75]

Structure ĒDFT−D ± σ EFF EFF − ĒDFT−D ∆maxEDFT−D

Iα-1 70.8 ± 4.6 67.9 -2.9 11.2
Iα-2 83.5 ± 7.7 80.7 -2.8 19.0
Iα-3 104.7 ± 5.4 94.2 -10.5 14.4

Iβ-1 75.7 ± 5.7 54.2 -21.5 12.9
Iβ-2 50.2 ± 7.2 64.4 14.2 18.1
Iβ-3 81.1 ± 6.1 77.7 -3.4 16.1

DFT-D mean adsorption energies. In one case (Iβ-1) the absolute value of EFF − ĒDFT−D

is significantly larger than the spreading of the DFT-D results. For Iβ structures no sys-

tematic error can be observed for the GLYCAM06 results.

3.4 Adsorption Energies for BP86-D2-Optimized Geometries

All adsorption energies of the BP86-D2-optimized geometries are listed in Table A.2 in

the Appendix and plotted in Figure 3.6. The GLYCAM06 values, the DFT-D mean val-

ues, and the previously defined deviations are presented in Table 3.5. Adsorption energies

calculated with the DFT methods are for the BP86-D2-optimized geometries always sig-

nificantly smaller than for the BP86-optimized geometries; in the parallel structure Iβ-2

the interaction between the adsorbate and the surface is now even repulsive by around 40

kJ/mol and in Iα-2 the interaction is nearly zero. It is not surprising that the BP86-D2

adsorption energies are for the BP86-D2-optimized geometries always larger than for the

corresponding BP86-optimized geometries. However, for the remaining DFT-D methods

this trend is not always observed. In fact, the spreading of the DFT-D adsorption energies

(∆maxEDFT−D) is for all BP86-D2-optimized geometries larger than for the corresponding

BP86-optimized geometries.

Except for Iβ-2 all GLYCAM06 adsorption energies are significantly lower than the

corresponding DFT-D mean values. In Iβ-2 there are no hydrogen bonds present and the

GLYCAM06 adsorption energy is comparable with the largest DFT-D value. The low-

est GLYCAM06 adsorption energy is found for the system Iβ-1, in which hydrogen bonds

are present. For the BP86-D2-optimized geometries larger differences between the DFT-D

mean values ĒDFT−D and the GLYCAM06 results are observed than for the BP86-optimized

geometries; in two cases the absolute values of EFF− ĒDFT−D are larger than the spreading

of the DFT-D mean values ∆maxEDFT−D. Nevertheless, the quality of the GLYCAM06
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Figure 3.6: Adsorption energies for the BP86-D2-optimized geometries. [75]

Table 3.5: Statistics of adsorption energies for BP86-D2-optimized geometries. The mean
values of DFT-D adsorption energies (ĒDFT−D) with corresponding standard deviations (σ),
the GLYCAM06 adsorption energies (EFF), the differences between GLYCAM06 values and
mean DFT-D values (EFF−ĒDFT−D) , and the maximal differences between DFT-D values
(∆maxEDFT−D) are shown. All energies are in kJ/mol. [75]

Structure ĒDFT−D ± σ EFF EFF − ĒDFT−D ∆maxEDFT−D

Iα-1 70.0 ± 5.3 64.0 -6.0 12.2
Iα-2 92.3 ± 11.0 72.6 -19.7 22.3
Iα-3 109.5 ± 7.2 87.7 -21.8 17.5

Iβ-1 71.5 ± 9.3 40.5 -31.0 20.6
Iβ-2 53.1 ± 10.2 61.2 8.1 22.6
Iβ-3 77.9 ± 7.6 67.9 -10.0 16.5

adsorption energies is still quite remarkable.

3.5 Adsorption Energies for GLYCAM06-Optimized Geometries

All adsorption energies of the GLYCAM06-optimized geometries are listed in Table A.3 in

the Appendix and plotted in Figure 3.7. The GLYCAM06 values, the DFT-D mean values,

and the previously defined deviations are presented in Table 3.6.

As before, the DFT methods yield the lowest adsorption energies; The adsorbate/surface

interaction in Iβ-2 is even repulsive by around 20 kJ/mol. For all vertical structures the

GLYCAM06 adsorption energies agree very well with the DFT-D results. For all those

structures the absolute values of EFF−ĒDFT−D are below 5 kJ/mol and therefore also much
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Figure 3.7: Adsorption energies for the GLYCAM06-optimized geometries. [75]

Table 3.6: Statistics of adsorption energies for GLYCAM06-optimized geometries. The
mean values of DFT-D adsorption energies (ĒDFT−D) with corresponding standard devia-
tions (σ), the GLYCAM06 adsorption energies (EFF), the differences between GLYCAM06
values and mean DFT-D values (EFF − ĒDFT−D) , and the maximal differences between
DFT-D values (∆maxEDFT−D) are shown. All energies are in kJ/mol. [75]

Structure ĒDFT−D ± σ EFF EFF − ĒDFT−D ∆maxEDFT−D

Iα-1 64.8 ± 4.8 64.2 -0.6 11.7
Iα-2 66.6 ± 7.1 78.3 11.7 19.2
Iα-3 93.3 ± 4.8 91.1 -2.2 13.2

Iβ-1 62.8 ± 4.0 58.7 -4.1 9.4
Iβ-2 55.1 ± 7.7 74.7 19.6 18.7
Iβ-3 76.6 ± 5.8 80.7 4.2 15.5

lower than the spreading between the various DFT-D results (∆maxEDFT−D). However, for

the parallel geometries GLYCAM06 overshoots all DFT-D adsorption energies. For the

GLYCAM06-optimized geometries the GLYCAM06 adsorption energies of the cellulose Iα

geometries are on average 3 kJ/mol larger than for the BP86-D2-optimized geometries;

GLYCAM06 adsorption energies for the Iβ geometries are on average 15 kJ/mol larger.

3.6 Method Comparison

Geometry optimizations with BP86, BP86-D2, and GLYCAM06 yield quite similar geome-

tries. The largest differences between the three methods were observed for geometries with

a vertically adsorbed glucose molecule above a glucan chain of the surface (Iα-1 and Iβ-1).
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3. Glucose onto Cellulose 3.7 Summary

For the remaining geometries the agreement between BP86, BP86-D2, and GLYCAM06

geometries is remarkable.

But the similarity between the BP86 and BP86-D2 optimized geometries can only be

observed if the adsorbate and the surface model are in close-contact to each other already

at the starting geometry for the BP86 optimization. If this is not the case, an optimization

with BP86, or other DFT methods that do not fully account for dispersion interactions,

would produce wrong geometries due to the missing attractive dispersion interaction be-

tween the two interacting systems. For our systems the shortest distance between two

carbon atoms in the starting geometry has to be smaller than 5 Å for producing reasonable

BP86 optimized geometries. In general, optimizations with BP86-D2 yield geometries with

the shortest distances between the surface model and the adsorbate compared to BP86

and GLYCAM06 optimizations; only for the system Iα-1 GLYCAM06 predicts a shorter

distance than BP86-D2.

For the adsorption energies there are larger differences between the used methods. Three

sets of optimized geometries were compared (see Tables 3.4, 3.5, and 3.6). As it can be

seen in Figures 3.5, 3.6, and 3.7, the DFT adsorption energies are always only a fraction

of the corresponding GLYCAM06 and DFT-D adsorption energies, more than half of the

adsorption energy originated because of dispersion interactions. The agreement between

DFT-D and GLYCAM06 adsorption energies is for cellulose Iα geometries better than for

cellulose Iβ geometries. In most cases there is a better agreement between the GLYCAM06

and the DFT-D mean adsorption energies than between the different DFT-D methods used

in this work.

Considering the relative energetically ordering of the studied geometries, all DFT-D

methods are in agreement but GLYCAM06 yields a different ordering. For DFT-D methods

structure Iα-3 is most stable and Iβ-2 is least stable. In comparison with the DFT-D

results, GLYCAM06 slightly underestimates the adsorption energy for geometries with a

large number of intermolecular hydrogen bonds (e.g., Iβ-1 in all optimizations) and it

overestimates adsorption energies in systems with no intermolecular hydrogen bonds, e.g.

Iβ-2. The last effect is especially important for small and rigid adsorbates. Large and

flexible adsorbates, such as medium-sized carbohydrates, can form hydrogen bonds with

the surface rather easy and therefore this effect will be less pronounced.

3.7 Summary

The adsorption of a single glucose molecule onto the (100) surfaces of cellulose Iα and

cellulose Iβ was investigated with the GLYCAM06 force field and DFT. It was found

that GLYCAM06 is able to produce adsorption geometries, which are in good agreement

with dispersion-corrected DFT geometries. For adsorption energies GLYCAM06 provides

a generally good description compared to dispersion-corrected DFT. In fact, it does a

much better job than DFT without dispersion correction. Therefore, it is justified to
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3. Glucose onto Cellulose 3.7 Summary

use the GLYCAM06 force field to study the adsorption process of medium-sized flexible

carbohydrate adsorbates such as cellobiose and cellotetraose onto cellulose surfaces. This

topic will be discussed in Chapter 4.

The difference in adsorption energies between DFT and dispersion-corrected DFT can

be used as a rough estimate of dispersion interaction if using the same density functional in

both calculations. It was found that the contribution of dispersion interaction to the total

interaction between the adsorbate and the surface model is huge. This is the case not only

for adsorption geometries without hydrogen bonds, but also for structures involving mul-

tiple hydrogen bonds. Therefore, the nature of the interaction between hydrogen-bonded

molecules should be further investigated. This will be done in Chapter 5.
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Chapter 4

Adsorption of Cellobiose and

Cellotetraose onto Cellulose Surfaces

We have learned in Chapter 3 that GLYCAM06 provides a reasonable description of the

adsorption of medium-sized carbohydrates onto cellulose surfaces. Therefore, the adsorp-

tion of a cellobiose and a cellotetraose molecule onto the (100) surfaces of cellulose Iα and

cellulose Iβ is studied in this chapter. By comparing the two adsorbates the effect of the

adsorbate size on the interaction with the surface is discussed. These results were recently

published in the Journal of Physical Chemistry B. [75]
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4.1 Computational Details

The adsorption of a cellobiose molecule and a cellotetraose molecule was studied with

the GLYCAM06 force field. For these calculations two cellooctaose strands are used as

model systems for the (100) surfaces of cellulose Iα and cellulose Iβ. The principal axis of

the adsorbate (cellobiose or cellotetraose) corresponding to the smallest principal moment

of inertia (1-axis) defines the molecular axis of the adsorbate. The molecular plane of the

adsorbate can be defined as a plane that is perpendicular to the principal axis corresponding

to the largest principal moment of inertia (3-axis). To get a representative sample of

surface/adsorbate complexes, starting geometries for optimizations were constructed in the

following way: At first, the adsorbate was positioned on top of a glucan strand of the

surface, i.e. the molecular axis of the adsorbate is parallel to the growth direction of the

glucan chains of the surface and the molecular axis of the adsorbate is aligned parallel to

the surface plane. The distance between the adsorbate and the surface was chosen in a

way that the smallest distances between two carbon atoms were around 4 Å. Next, the

adsorbate was shifted along the growth direction of the surface by half the size of a glucose

ring and the adsorbate was also positioned at various positions between the glucan chains

of the surface. After that, the adsorbate was translated as described but rotated in steps

of 45 degrees around the 3-axis, which leads to a no longer parallel alignment between the

growth direction of the surface and the molecular axis of the adsorbate. Finally, starting

geometries were created by using the previous positions but also rotating the adsorbate

molecule around its molecular axis, so that the molecular plane of the adsorbate is no

longer parallel to the surface plane. All starting geometries were optimized and adsorption

energies were calculated with the GLYCAM06 force field as described in Section 3.1.

4.2 Adsorption of Cellobiose

In order to describe the adsorption of a cellobiose molecule onto the (100) surfaces of cellu-

lose Iα and Iβ various starting geometries were created and optimized with the GLYCAM06

force field. Several geometrical parameters are used to characterize the alignment of the

cellobiose molecule on the surface.

At first, the absolute value of the angle between the projection of the principal axis of

inertia of the cellobiose corresponding to the smallest moment of inertia (1-axis) on the

surface plane and the growth direction of the surface constitutes the parameter α. The

cellobiose molecule is oriented exactly parallel to the growth direction of the surface if

α = 0 degrees and it is oriented exactly orthogonal if α = 90 degrees. The alignment is

called orthogonal if α > 45 degrees; in this study only one group of adsorbates is oriented

orthogonal.

Second, the parameter β describes the absolute value of the angle between the surface

plane and the 1-axis.
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(a) (b) (c)

(d) (e) (f)

Figure 4.1: Representative structures for the cellobiose adsorption: Iα-vertical (a), Iα-
parallel (b), Iα-diagonal (c), Iβ-vertical (d), Iβ-parallel (e), Iβ-parallel, orthogonal (f). [75]

Finally, the parameter γ describes the absolute value of the angle between the surface

plane and the principal axis of inertia of the cellobiose molecule corresponding to the largest

moment of inertia. The cellobiose molecule is oriented completely vertical to the surface

plane if γ = 0 degrees and it is oriented completely parallel to the surface plane if γ = 90

degrees. The alignment is called vertical if γ is between 0 and 45 degrees, and parallel if

γ > 45 degrees.

The geometry optimizations with GLYCAM06 yielded 43 stable surface/cellobiose struc-

tures, which are divided into 6 different groups based on the alignment of the cellobiose onto

the surface. 17 structures were obtained for cellulose Iα, which are grouped into vertical,

parallel, and diagonal structures. The diagonal structures look like an intermediate stage in

crystal growth. For cellulose Iβ 26 structures were obtained and are grouped into vertical

and two different parallel structures. For the parallel structures the growth direction of

the cellobiose is either parallel or orthogonal to the growth direction of the surface. Figure

4.1 shows one representative geometry of each group. Pictures, adsorption energies, and

structural parameters for all structures investigated are presented in Appendix A. In Table

4.1 the mean values, the standard deviations and the highest adsorption energy for each

group are listed.

Parallel structures have on both surfaces higher adsorption energies than non-parallel

structures, because for parallel structures more atom pairs between the surface and the

adsorbate are in close-contact. Therefore, the loss of dispersion energy in non-parallel

structures can not be compensated by forming hydrogen bonds.

The mean adsorption energy for the adsorption of cellobiose on the cellulose Iα surface

37



4. Cellobiose/Cellotetraose onto Cellulose 4.3 Adsorption of Cellotetraose

Table 4.1: GLYCAM06 mean adsorption energies of cellobiose (maximal values in paren-
theses) in kJ/mol. [75]

Adsorbate orientation Iα Iβ

vertical 155 ± 20 (178) 99 ± 17 (114)
parallel 209 ± 32 (238) 139 ± 32 (186)
parallel, orthogonal 120 ± 14 (141)
diagonal 180 ± 23 (206)

(a) (b)

Figure 4.2: Parallel glucan molecules as model systems for the cellulose Iα(100) surface
(a) and Iβ(100) surface (b). [75]

amounts to 185 ± 35 kJ/mol (calculated for 17 structures); for the adsorption on the

cellulose Iβ surface it amounts to 120 ± 28 kJ/mol (calculated for 26 structures).

A reason for the strong adsorption to the cellulose Iα surface is the larger number of

hydrogen bonds that can be formed, because on the cellulose Iα surface more oxygen atoms

are accessible to the adsorbate than on the cellulose Iβ surface. The highest observed

number of hydrogen bonds between the cellobiose and the surface model is 6 for cellulose

Iα, but only 2 for cellulose Iβ. The cellulose Iα surface has a grooved shape and therefore

small molecules can in general get closer to the surface compared to Iβ (see Figure 4.2).

4.3 Adsorption of Cellotetraose

For the description of the orientation of the cellotetraose molecule onto the surfaces the

same parameters as for the cellobiose adsorption are used. Additionally, it is distinguished

between flat and twisted structures by using

σ =
I3 − I2

I3
× 100, (4.1)

where I2 refers to the second largest principal moment of inertia and I3 to the largest

principal moment of inertia. The larger σ, the more flat is the cellotetraose molecule.

Structures are termed as twisted structures, if an assignment to either the vertical or
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Table 4.2: GLYCAM06 mean adsorption energies of cellotetraose (maximal values in
parentheses) in kJ/mol. [75]

Adsorbate orientation Iα Iβ

vertical 249 ± 35 (289) 189 ± 31 (214)
parallel 325 ± 32 (374) 290 ± 20 (325)
twisted 231 ± 24 (251) 211 ± 27 (247)
diagonal 342

parallel group is no longer reasonable. Structures with a σ value smaller than 6.0 are

twisted structures.

For the adsorption of cellotetraose 14 structures adsorbed onto cellulose Iα and 18 onto

cellulose Iβ were divided into vertical, parallel, and twisted structures. In addition, one

diagonal structure was investigated for cellulose Iα. Pictures, adsorption energies, and

structural parameters can be found in Appendix A.

Different numbers of stable structures of each type were found and sorted into the

various groups. The number of stable parallel structures is much larger than the number

of either vertical or twisted structures. In Figure 4.3, only representatives of those groups

that were not found among the cellobiose structures are shown. Table 4.2 shows the mean

values, the standard deviations, and the highest adsorption energies for all groups.

The highest adsorption energies for both cellulose surfaces were found for parallel ad-

sorption; the differences between adsorption energies of vertical and twisted structures are

rather small. The crystal-growth-like structure (diagonal) has one of the highest adsorption

energies.

The mean energy for the adsorption of a cellotetraose molecule onto the cellulose Iα

surface is 289 ± 53 kJ/mol (calculated for 14 structures); for adsorption onto the cellulose

Iβ surface it is 255 ± 50 kJ/mol (calculated for 18 structures).

(a) (b)

Figure 4.3: Representative geometries of the cellotetraose adsorption: Iα-twisted (a),
Iβ-twisted (b). Only orientations that were not observed in the cellobiose adsorption are
shown. [75]
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4.4 Discussion of the Carbohydrate Adsorption

A Comparison of all adsorption energies shows, that adsorption onto the hydrophilic cel-

lulose Iα surface is stronger than onto the hydrophobic cellulose Iβ surface. The difference

becomes smaller with increasing size of the adsorbate. This can be clearly seen from the

adsorption energy per glucose residue in the adsorbate (see below).

The highest adsorption energies are always observed when the glucose residues are

parallel to the surface, because in this orientation the number of adsorbate atoms that are in

close-contact with the surface atoms is maximized, and this leads to high adsorption energies

due to large dispersion contributions. In contrast, for vertical structures, the number of

hydrogen bonds is maximized but at the cost of a tremendous loss of dispersion energy,

which cannot be compensated by the larger number of hydrogen bonds. With increasing

size of the adsorbate, the energy difference between parallel and non-parallel alignment of

the adsorbate with the glucan molecules vanishes. For small adsorbates, parallel alignment

is preferred to non-parallel alignment with the glucan molecules.

Furthermore, no direct correlation between the adsorption energy and the number of

intermolecular hydrogen bonds in the complex can be observed, as can be demonstrated by

the Iβ/cellobiose structures: The structure shown in Figure 4.4 has no hydrogen bonds and

an adsorption energy of 127 kJ/mol, the structure with the highest adsorption energy of 186

kJ/mol has two hydrogen bonds. The difference between the highest and lowest adsorption

energy for structures with no hydrogen bond amounts to 38 kJ/mol; for structures with

one hydrogen bond the corresponding difference is 100 kJ/mol, while for structures with

two hydrogen bonds it is 109 kJ/mol. These differences are mainly due to the different

dispersion interactions in these complexes.

That the dispersion contributions become more important for larger adsorbates can be

seen from the mean adsorption energies per glucose residue: for cellobiose, it is 93 kJ/mol on

the hydrophilic Iα surface and 60 kJ/mol on the hydrophobic Iβ surface; for cellotetraose,

the values are 72 kJ/mol and 64 kJ/mol, respectively. We see that, with increasing size of the

Figure 4.4: Structure Iβ+cb-po-7.
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adsorbate, the adsorption energies become more similar, regardless of surface hydrophilicity.

Averaging over the Iα and the Iβ values yields 77 kJ/mol for cellobiose and 68 kJ/mol for

cellotetraose; this suggests that an adsorption energy between 70 and 75 kJ/mol could be

a reasonable estimate for the adsorption energy per glucose residue for carbohydrates on

any kind of cellulose I surface.

4.5 Summary

In this chapter the adsorption of cellobiose and cellotetraose onto two different cellulose

model surfaces was discussed based on description with the GLYCAM06 force field. It

was found that the adsorption energy increases with increasing adsorbate size. Adsorption

onto the cellulose Iα surface is in general stronger than the adsorption onto the cellulose

Iβ surface because the Iα surface is more hydrophilic. But with increasing adsorbate size

the differences in adsorption energies between the hydrophilic and the hydrophobic surface

are shrinking. This suggests that for much larger adsorbates the surface type is no longer

an important factor and dispersion interactions dominate. An estimate of an averaged

adsorption energy per glucose residue on any cellulose I surface was given, which amounts

to 70-75 kJ/mol. It was also found that adsorption parallel to the surface is stronger than

vertical adsorption.

Also no direct correlation between the adsorption energy and the number of hydrogen

bonds between the adsorbate and the surface can be found. This also suggests that hydrogen

bonding is not solely responsible for the adsorbate-surface interaction. But still, the amount

of dispersion interactions can not be quantified because the force field approach allows no

reasonable decomposition of interaction energies.
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Chapter 5

Water and Alcohol Dimers

As already discussed in the previous chapters, the interaction between two hydrogen-bonded

molecules can not be directly related to the number of hydrogen bonds between them,

ubiquitous dispersion interactions must also be important. Generally, hydrogen bonding

is often attributed to only electrostatic interactions. To determine the nature of the in-

teraction between two hydrogen-bonded molecules, small model systems are studied with

symmetry-adapted perturbation theory (SAPT). The used model systems consist of the

water dimer and several progressively larger alcohol dimers. The interaction between the

two monomers is discussed in terms of electrostatic, exchange, induction, and especially

dispersion interactions. These results were recently published in Chemistry - A European

Journal. [97]
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5.1 Computational Details

Various small hydrogen-bonded dimers ranging from the water dimer to the tert-butanol

dimer were optimized using the second-order approximate coupled cluster method (CC2); [98]

calculations were performed with the cc-pVDZ basis set [99] using the program package

TURBOMOLE. [78–81]

For every dimer the interaction energy was calculated with symmetry-adapted pertur-

bation theory based on DFT description of the monomers [SAPT(DFT)] for several O–O

distances of the oxygen atoms involved in the hydrogen bond. Based on the CC2 opti-

mized dimer geometries rigid displacements of the monomers were performed in 0.1 Å steps

along the line spanned by the oxygen atoms of the hydrogen bond. Any relaxation of the

monomers was prohibited. The coordinates of each monomer were transformed in a way

that one oxygen atom was placed at the coordinate origin and the other one on the x-axis.

Therefore, this displacements consisted of simply changing the x-coordinates of every atom

in one monomer.

All SAPT(DFT) calculations of the interaction energies were performed by using the

SAPT2012 suite of programs [100] with the density fitting approach. [101–104] The software

packages DALTON [105] and GAMESS [106] were used to calculate DFT orbitals of monomers

and integrals containing auxiliary functions, respectively. The PBE0 functional [64–66] was

applied together with the Fermi-Amaldi-Tozer-Handy asymptotic correction. [107] All ioniza-

tion potentials, which were needed for the asymptotic correction were taken from Ref. 108.

For all calculations the aug-cc-pVTZ basis [109] was used together with the corresponding

auxiliary basis from Ref. 110. The δHF terms were computed using the aug-cc-pVDZ basis

set due to the fact, that calculations in aug-cc-pVTZ were becoming very time consuming

for the biggest systems investigated, because the SAPT(HF) codes within SAPT2012 do

not utilize density fitting. Hartree-Fock energies and HF-level SAPT components converge

fast with the basis set size. Therefore, the use of the smaller basis set for δHF had only

negligible effect on the calculated interaction energies, which are discussed in this chapter.

SAPT(DFT) calculations yield a variety of interaction components, which were already

discussed in Section 2.3. In order to interpret the calculated interaction energies, the differ-

ent contributions to the total interaction energy ESAPT were collected into four components:

electrostatics (Eelst), induction (EIND), dispersion (ED) and exchange interactions (Eexch).

EIND includes the induction, the exchange-induction and the δHF terms. ED consists of the

dispersion and the exchange-dispersion component. The sum of Eelst, EIND, and Eexch is

referred to as the dispersionless interaction energy EDL.

In addition, also the atom-atom dispersion function Das was used. [70,71] With Das it is

possible to determine approximate dispersion contributions from groups of atoms.
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5.2 Total Interaction Energies

The following systems are investigated in this chapter: water dimer (H2O)2, methanol

dimer (MeOH)2, ethanol dimer (EtOH)2, n-propanol dimer (nPrOH)2, n-butanol dimer

(nBuOH)2, isopropanol dimer (iPrOH)2, and the t-butanol dimer (tBuOH)2. Minimum

configurations of these dimers were calculated by using the CC2 method. The optimized

structures are shown in Figure 5.1. Note, that some of them might not be global minima,

because the topologies of the minima were kept as similar as possible so that a reasonable

comparison between the structures is possible. The coordinates of all optimized geometries

are listed in Appendix B.

Figure 5.2 shows the total interaction energies ESAPT of all investigated systems as

functions of the O–O distance. These potential curves were obtained by a rigid variation

of the O–O distances. It can be seen that the minima of the ESAPT curves are all located

very close to 2.9 Å. In Table 5.1 the total interaction energies and the O–O distances at

the minima are shown together with the dispersionless interaction energies EDL and the

O–O distances at the corresponding minima (see below). The largest difference in the O–O

distances at the minimum of ESAPT was observed between the two smallest systems and

it amounts to 0.11 Å, whereas for the remaining dimers the values differ by only 0.01 Å.

The closeness of these minima will simplify the analysis of the results. The SAPT(DFT)

minima have slightly larger O–O distances than the CC2 optimized dimers, the former are

on average 0.08 Å larger than the latter. This is due to the fact that the optimization with

CC2 did not include the counterpoise correction, whereas SAPT(DFT) interaction energies

do not contain the basis set superposition error at all. For the methanol dimer the differ-

ence between the CP-corrected CC2 minimum and the SAPT(DFT) minimum is smaller

than 0.01 Å.

(H2O)2 (MeOH)2 (EtOH)2 (nPrOH)2

(nBuOH)2 (iPrOH)2 (tBuOH)2

1

Figure 5.1: Optimized geometries of the studied dimers. [97]
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2.5 3.0 3.5 4.0

H2O...H2O
MeOH...MeOH
EtOH...EtOH
nPrOH...nPrOH
iPrOH...iPrOH
nBuOH...nBuOH
tBuOH...tBuOH

(H2O)2

(MeOH)2

(EtOH)2

(nPrOH)2

(iPrOH)2

(nBuOH)2

(tBuOH)2

1

Figure 5.2: Total interaction energies. [97]

Table 5.1: O–O distances in Å and interaction energies in kJ mol−1 at the local minima
of the respective ESAPT and EDL curves. [97]

System ESAPT O–OSAPT EDL O–ODL

(H2O)2 -19.4 2.95 -11.9 3.19
(MeOH)2 -23.3 2.84 -10.9 3.19
(EtOH)2 -24.1 2.90 -10.0 3.28
(nPrOH)2 -25.1 2.89 -10.2 3.27
(nBuOH)2 -25.4 2.89 -10.0 3.27
(iPrOH)2 -27.5 2.90 -8.3 3.37
(tBuOH)2 -30.6 2.90 -8.7 3.40

The binding energy is the interaction energy at the minimum of ESAPT with sign re-

versed. It increases with dimer size from 19.4 to 30.6 kJ mol−1, which corresponds to an

increase by 58%. This is a significant variation given the fact that the range of medium-

strength hydrogen bonds is often assumed to be between 20 and 50 kJ mol−1. This shows

immediately that the simplest physical interpretation of hydrogen bonding, which utilizes

only the properties of the central moiety O–H· · ·O, fails for the presented sequence of

dimers. This moiety is almost the same in all the studied dimers, so no significant variation

of the binding energy should be observed.

As can be seen in Figure 5.2, the increase of the binding energy with dimer size is

not uniform and can therefore not depend only on the size of the monomers; the shape

of the monomers is also important. The average increase of the binding energy amounts
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to 1.9 kJ mol−1, but the increase between (H2O)2 and (MeOH)2 is with 3.9 kJ mol−1 much

larger than the average. When moving to (EtOH)2, the increase amounts to 0.8 kJ mol−1,

which is about twice smaller than the average. Going to (nPrOH)2, the increase is virtually

the same with 1.0 kJ mol−1. Finally, moving from (nPrOH)2 to (nBuOH)2 yields an increase

of only 0.3 kJ mol−1. In contrast to that, the increases in the sequence (EtOH)2 →(iPrOH)2

→(tBuOH)2 are 3.4 kJ mol−1 and 3.1 kJ mol−1, respectively, which are similar in size to the

first step. Obviously, there is no chance that these observed variations can be explained by

only considering the central moiety O–H· · ·O. In fact, we need to consider all components

of the interaction energy.

5.3 Dispersionless Components of the Total Interaction Energy

5.3.1 Electrostatic Interactions

All components of the total interaction energy ESAPT at the minima of the ESAPT curves

are listed in Table 5.2. The potential curves of the dispersionless components as functions

of the O–O distance are plotted in Figure 5.3. We start the discussion with the electrostatic

interactions, because a lot of interpretations of hydrogen bonding only use these interac-

tions. Some models only consider the central moiety and in biochemical applications purely

electrostatic models are often used. Therefore, we will discuss the question whether (com-

plete) electrostatic interactions alone can describe the observed variation of the hydrogen

bond stabilization in the presented sequence of dimers. The electrostatic interaction energy

is the energy of the Coulomb interactions of permanent charge distributions on monomer

A with permanent charge distributions on monomer B. Since the electrostatic interactions

of uncharged molecules with a nonzero dipole moment decay with the third inverse power

of the intermolecular separation, there is no minimum observed on the electrostatic energy

curves. Therefore an electrostatic model is always tacitly supplemented by a simple model

of the repulsive exchange forces. The simplest model is just a hard-sphere repulsion at

atomic van der Waals radii.

Table 5.2: Energy components in kJ mol−1 at the minima of the ESAPT curves. [97]

System Eelst Eexch EIND EDL ED EDas ESAPT

(H2O)2 -32.4 31.3 -8.8 -10.0 -9.4 -9.4 -19.4
(MeOH)2 -35.1 38.6 -10.2 -6.7 -16.5 -17.2 -23.2
(EtOH)2 -36.4 42.0 -11.2 -5.5 -18.6 -19.4 -24.1
(nPrOH)2 -36.9 42.8 -11.6 -5.7 -19.4 -20.2 -25.1
(nBuOH)2 -36.8 43.0 -11.7 -5.4 -20.1 -20.9 -25.4
(iPrOH)2 -43.0 54.1 -13.3 -2.1 -25.4 -26.1 -27.5
(tBuOH)2 -46.6 59.3 -14.5 -1.8 -28.8 -29.1 -30.6
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Figure 5.3: Dispersionless components of the total interaction energy as a function of the
O–O distance. [97]
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Figure 5.4: Absolute values of percentage contributions to total interaction energies at
the minima of the ESAPT curves. [97]
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Absolute values of percentage contributions of all interaction components to the total

interaction energy are shown for all studied dimers at the minima of the ESAPT curves

in Figure 5.4. It can be seen that the electrostatic interaction is surprisingly not the

largest contribution to ESAPT, but only the second largest. Except for the water dimer, the

largest contribution is always the exchange-repulsion. Nevertheless, the contribution of the

electrostatic interaction is between 145% and 167% of the total interaction energy. Note

that this percentage contribution is remarkably constant. Nevertheless, the electrostatic

contribution increases in the presented sequence of dimers (from (H2O)2 to (tBuOH)2) by

14.2 kJ mol−1 in absolute terms or by a factor of 1.4 in relative terms. This absolute increase

is fairly close to the corresponding change of ESAPT, which amounts to 11.2 kJ mol−1.

In order to find out how well the electrostatic interactions can actually predict the stabi-

lization of hydrogen-bonded systems, Figure 5.5 shows the correlation between all possible

differences of electrostatic energies and all possible differences of the total interaction ener-

gies at the minima of the ESAPT curves. One can see, that there is only modest correlation

between differences of the electrostatic energy ∆Eelst and differences of the total interac-

tion energy ∆ESAPT. The observed ratios ∆Eelst/∆ESAPT vary between -0.3 and 3.0. Only

one negative ratio was observed, which belongs to the difference between (nPrOH)2 and

(nBuOH)2. The ratios are highest for differences between systems, in which at least one

is either (iPrOH)2 or (tBuOH)2 (blue points); for these systems the correlation is worse

than for the others. So only for structural homogeneous systems, like the linear hydrogen
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Figure 5.5: Correlation of all possible differences of total interaction energies ∆ESAPT

versus those of electrostatic energies ∆Eelst. The linear regression is shown by the solid line.
Ideal correlation is indicated with the red dashed line. Differences containing (iPrOH)2 or
(tBuOH)2 are shown in blue, all others in black. [97]
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bonded systems (black points), the electrostatic model might be able to describe changes

in stabilization of hydrogen bonds, for all others this is not the case.

5.3.2 Induction Interactions

The next component to discuss is the induction interaction, which is the interaction between

permanent and induced multipoles. For neutral systems induction energies decay as sixth

inverse powers of the intermonomer separation and are always negative. Therefore, an

electrostatic plus induction model needs additionally an implicit hard-sphere repulsion.

It can be seen in Figure 5.4 that the induction interactions in the presented sequence of

dimers are always a quite constant fraction of the total interaction energy; the percentage

contributions vary between 44% and 48%. Between (H2O)2 and (tBuOH)2 the induction

energy increases by 5.7 kJ mol−1 in magnitude, which corresponds to a factor of 1.6. Adding

the induction contribution to the electrostatic one makes the predictions of the variation

of the total interaction energies even worse. The overall change of the sum of electrostatics

and induction amounts to -19.9 kJ mol−1, which is by a factor of 1.8 larger than the overall

change of the total interaction energy. The ratios ∆Eelst+IND/∆ESAPT calculated for all

possible differences are between 0.2 and 3.7. Therefore, the electrostatics plus induction

model is a little worse than the pure electrostatics one. It can be seen in Figure 5.3 that

the induction interactions are decaying much faster than the electrostatic interactions. So

at larger separations than those discussed here, the induction will be even less important.

5.3.3 First-Order Exchange Interactions

Exchange interactions are a quantum mechanical phenomenon related to the Pauli exclusion

principle. These interactions decay exponentially with increasing distance. Since electron

densities also show this exponential decay, the magnitude of the exchange interactions can

be related to an overlap of electron densities.

Table 5.2 and Figure 5.4 show that the exchange contributions are always destabilizing

and have percentage contributions between 161% and 197%. Except for the water dimer,

the exchange has the largest percentage contributions. In the water dimer the percentage

contribution of electrostatics is slightly higher than that of the exchange, for the remaining

systems, the ratios of magnitudes of exchange and electrostatic interactions are between

1.1 and 1.3. Between (H2O)2 and (tBuOH)2 the exchange energy increases in magnitude

by 28 kJ mol−1, which corresponds to a factor of 1.9. Note, that this is the largest absolute

increase of all components. The exchange repulsion plays an important role in the studied

systems and it is obvious that it is not possible to model this large exchange effect accurately

by just using a hard-sphere approximation.

The importance of the exchange interaction is increasing relative to electrostatic interac-

tions with increasing dimer size. This can be rationalized as follows: The latter interactions

originate to a large extent from charge distributions on the central moiety and its vicinity
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since alkyl groups are fairly nonpolar. Thus, the increase of the dimer size leads to an

increase of the magnitude of the electrostatic energy by a factor of 1.4 only. In contrast,

significant exchange interactions take place whenever two atoms come close to each other.

As seen in Figure 5.1, there are several such close contacts in larger dimers, in particular in

those with branched monomers. The exchange interactions are the largest for (iPrOH)2 and

(tBuOH)2. This explains the relative increase by a factor of 1.9 for the exchange energies,

which is much larger than that for the electrostatic energies.

5.3.4 Dispersionless Interaction Energy

One may now ask how well the sum of the electrostatic, induction, and exchange energies

predicts the stabilization of hydrogen bonds. This is again a very important question since

numerous papers have been published investigating hydrogen bonds at the supermolecular

Hartree-Fock and DFT level. Both methods are unable to reproduce dispersion interactions

(exact DFT would be able to but such a method is unknown), so the predictions of these

methods should be similar to those given by the dispersionless energies.

Table 5.2 and Figure 5.4 show that the predictions of the dispersionless approach are

even worse than those of the purely electrostatic model. In fact, EDL generally decreases

in magnitude when the total interaction increases, the contribution to the total interac-

tion energy drops from 52% in (H2O)2 to 6% in (tBuOH)2, or put in other words, the

dispersionless method predicts for this dimer a binding energy that is 17 times too small

in magnitude.
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Figure 5.6: Dispersionless interaction energies. [97]
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One could argue that the poor performance of the dispersionless method is due to the

fact that we performed the comparisons at the minima of the ESAPT curves rather than at

the minima of the EDL curves. However, it is shown in Table 5.1 that using the minima of

the EDL curves does not help. The values of EDL at these minima are almost constant, so

that this method cannot predict the observed trends. The EDL minimum O–O distances

are also significantly larger than those of the real minima, and the minima of the branched

dimers are always larger than those of the linear ones (see Table 5.1). The dependence

of EDL on the O–O distance is presented in Figure 5.6. The Comparison with Figure 5.2

shows again a complete failure of the dispersionless approach for the investigated sequence of

dimers. It can be clearly seen that one cannot describe the stabilization of the investigated

dimers without considering dispersion interactions.

The components of EDL are plotted in Figure 5.3. This figure shows that for distances

smaller than 2.9 Å, EDL becomes quickly dominated by the first-order exchange interaction.

For distances larger than 2.9 Å, the electrostatic component gradually becomes more and

more important, and at O–O distances of 4.0 Å and larger, it dominates EDL. Since at such

distances the dispersion interaction is also small in magnitude, electrostatic interactions

dominate the whole interaction energy. This is an expected behavior since electrostatics is

the slowest decaying component of the total interaction energy in the investigated dimers.

5.4 Dispersion Interactions

Since we were not able to rationalize the dependence of the stabilization energy of the

investigated dimers by using the electrostatic, induction, and exchange interactions, it is

clear that one has to take into account also the dispersion interactions, which are very rarely

discussed in the context of the physical interpretation of hydrogen bonds. The dispersion

interactions, similarly as the exchange interactions, are a pure quantum phenomenon and

result from correlations of motions of electrons in monomer A with those in monomer

B. The interaction between fluctuating dipoles decays as the sixth inverse power of the

intermonomer separation. Dispersion energies are always negative. Table 5.2 and Figure 5.4

show that the dispersion energy gives the third largest in magnitude contribution to the

total interaction energy, varying from 48% to 94%. Whereas the magnitude of the dispersion

energy is only 30% of the value of the first-order exchange energy for (H2O)2, the same

ratio is 49% for (tBuOH)2. Despite the modest size, the dispersion energy is the component

that increases fastest with increasing dimer size: by 19.4 kJ mol−1 or a factor of 3.1 between

(H2O)2 and (tBuOH)2. Therefore, the absolute change is the second largest and the ratio

is the largest, significantly larger than the ratio of 1.9 for the exchange contributions. The

differences of the total interaction energy are reasonably well correlated with the differences

of the dispersion energy: the ratios ∆ED/∆ESAPT over all possible differences vary in a

small interval between 0.8 and 2.5. Thus, it is the dispersion energy which best predicts

the increases of the total interaction energies with increasing dimer size. Nevertheless, it is
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Figure 5.7: Dependence of the dispersion energy on the O–O distance. [97]

also clear that one has to consider all interaction energy components in order to get really

reliable predictions.

Since for (tBuOH)2 the dispersion energy is -28.8 kJ mol−1 and the total interaction

energy is -30.6 kJ mol−1, one may be tempted to say that this dimer is bound by dispersion.

However, we believe that this is not the right point of view since the electrostatic and first-

order exchange components are actually larger in magnitude than the dispersion component.

Nevertheless, one can definitely say that the dispersion interaction plays a crucial role in

stabilization of all discussed hydrogen-bonded dimers.

Figure 5.7 shows the dependence of the dispersion energy on the O–O distance. As one

can see, the curves are virtually parallel. Note that the curves for (EtOH)2, (nPrOH)2, and

(nBuOH)2 almost overlap. Up to (EtOH)2 the increase of the substituent sizes increases

the dispersion interaction, but the terminal methyl groups in (nPrOH)2 and the terminal

ethyl groups in (nBuOH)2 contribute only very little to the dispersion interaction. In

other words, the dispersion interactions in (nPrOH)2 and (nBuOH)2 take place almost

exclusively within a sphere corresponding to the size of (EtOH)2, while the contributions

of atoms outside this sphere can be neglected.

To analyze in more detail how various regions of monomers contribute to the disper-

sion energy, we used the atom-atom dispersion function Das, which allows calculations of

approximate dispersion contributions between a pair of atoms or between groups of atoms.

As can be inferred from Table 5.2, this function predicts dispersion energies in excellent

agreement with the ED values from SAPT(DFT). All values of the dispersion interaction

52



5. Water and Alcohol Dimers 5.5 Linear vs. Branched Systems

within the O–H· · ·O moiety at the minima of the ESAPT curves, i.e., the dispersion inter-

action between the hydroxyl group of the donor molecules and the O atom of the acceptor

molecule, lie in the narrow interval from -6.7 to -7.7 kJ mol−1, giving an average value of

-7.4 kJ mol−1. All other dispersion contributions amount to 28% of the total dispersion

energy for (H2O)2 and vary between 55% and 74% for the other systems. Thus, except for

(H2O)2 in which this effect obviously cannot be large because there are only a few electrons

beyond the central moiety, the non-central dispersion interactions dominate, as long as

the atoms are within the sphere discussed above. In (tBuOH)2 the non-central dispersion

interactions are especially important: they amount to 74% of the total dispersion energy,

which itself recovers 94% of the total interaction energy.

5.5 Comparison of Linear and Branched Systems

As already discussed for Table 5.2 and Figure 5.4, our sequence of dimers can be better

analyzed if the dimers are grouped into one sequence consisting of linear monomers and

another sequence of branched ones. Also, it is interesting to compare interactions of linear

and branched monomers. Figure 5.8 shows such a comparison on the example of (nBuOH)2

and (tBuOH)2. As one can see, all contributions are for all O–O separations larger in mag-

nitude in (tBuOH)2 than in (nBuOH)2. The relative increases at the minima of the ESAPT

curves are 43%, 38%, 27%, and 24% for dispersion, exchange, electrostatic, and induction

energies, respectively. The reason for the stronger increase of the two former components

is that there are several close-contact atoms in (tBuOH)2, not present in (nBuOH)2, which

contribute to the dispersion and the exchange interactions. Since these fragments are quite

nonpolar, changes of the electrostatic and induction energies are less pronounced.

Table 5.3 shows the contributions of various groups to the dispersion energy of (nBuOH)2

and (tBuOH)2 at the minima of the ESAPT curves calculated using Das. Note that the OH

donor group is located in monomer A and monomer B contains the acceptor atom O. The

Table 5.3: Contributions to the dispersion energy in kJ mol−1 calculated using Das for
different groups of the two butanol structures at the minima of the ESAPT curves. The two
monomers are denoted with A and B. [a] without OH group. [b] without O. [c] CH3 group
that is most remote to the other monomer. [97]

Group (nBuOH)2 (tBuOH)2

EDas -20.9 -29.1
OH(A)· · ·O(B) -7.5 -7.6

A[a]· · ·B[b] -4.5 -6.7

OH(A)· · ·B[b] -6.4 -12.0

A[a]· · ·O(B) -2.5 -2.9

CH3(A)[c]· · ·B -0.2 -0.8

CH3(B)[c]· · ·A -0.1 -0.6
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(dashed lines) and (tBuOH)2 (solid lines) on the O-O separation. [97]

total dispersion interaction for (tBuOH)2 is by 8.2 kJ mol−1 stronger than for (nBuOH)2.

If one considers only the central moiety O–H· · ·O, the corresponding dispersion energies

for (nBuOH)2 and (tBuOH)2 are almost the same: -7.5 and -7.6 kJ mol−1, respectively.

Omitting the whole O–H· · ·O group in the calculations yields for (nBuOH)2 a dispersion

energy of only -4.5 kJ mol−1 and for (tBuOH)2 it amounts to -6.7 kJ mol−1. This means

that in (tBuOH)2 the contribution of the dispersion interaction between the alkyl groups

is of comparable magnitude to the O–H· · ·O contribution. For (tBuOH)2, the largest con-

tribution to the dispersion energy, -12.0 kJ mol−1 or 41%, originates from the interaction of

the alkyl group of monomer B with the OH group of monomer A, so that this term clearly

dominates. The corresponding term in (nBuOH)2 is only half as large (31%), so that it is

comparable to the contribution of the central moiety. Note that the sum of the second to

fifth numerical rows in the table is equal EDas (modulo rounding errors). The dispersion

energy contributions between the most remote CH3 group of monomer A with all atoms of

monomer B and vice versa are quite small in magnitude due to the large distances, but for

(tBuOH)2 these interactions are on average still 5 times stronger than for (nBuOH)2.

Table 5.3 demonstrates clearly that: first, the dispersion energy is proportional to the

number of electrons that can be dynamically polarized, thus, dispersion increases with

increasing size of the molecules; second, the dispersion energy decreases with increasing

distance between the interacting electrons. It appears that a sphere of the size of (EtOH)2

provides an approximate boundary for the balance of the two trends: if with the increasing

size of the substituents all atoms stay within this sphere, their contribution to the dispersion
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energy is significant, if atoms are positioned outside the sphere, their contribution could be

neglected.

5.6 Interactions at Distances Larger than the Equilibrium

So far mainly the interactions at the minima of the ESAPT curves have been discussed. But

what happens at distances, which are larger than the equilibrium distance? To answer that

question, the absolute values of the percentage contributions of all interaction components

to the total interaction energies are shown for (H2O)2 and (tBuOH)2 at three O–O distances

(R) in Figure 5.9.

The O–O distance R = 2.9 Å is very close to the equilibrium distances of both systems.

It can be seen that in both cases the exchange has the highest and the induction the

lowest percentage contribution. For (H2O)2 the contribution of the electrostatic interaction

amounts to 185%, while for (tBuOH)2 it is 152%. The dispersion interaction contributes

for (H2O)2 only 54% but for (tBuOH)2 already 94%.

When moving to R = 3.5 Å all percentage contributions are decreasing. It can be seen

that the exchange contribution decreases much faster than the contribution of the elec-

trostatic interaction. For (H2O)2 the contribution of electrostatics is now 97%, while the

exchange amounts to only 34%. For (tBuOH)2 the difference between electrostatics and

exchange is much smaller, the electrostatic interaction contributes 76% and the exchange

interaction still 52%. As can be seen, the induction interaction decreases much faster than

the dispersion interaction. For (H2O)2 the contributions of the induction and dispersion

interactions amount to 13% and 24%, respectively. For (tBuOH)2 the induction contribu-

tion is quite the same as for (H2O)2 (15%), while the dispersion contribution is still large

with 61%. So at R = 3.5 Å one can say that for (H2O)2 the electrostatic interaction is

most important. In contrast, for (tBuOH)2 also the exchange and dispersion interactions

are still important.

At R = 4.0 Å the electrostatics contributes for (H2O)2 88% to the total interaction en-

ergy, while the second largest contribution is only 16% (dispersion). Therefore, one can say

that the electrostatic interaction clearly dominates the interaction between the two water

molecules at an O–O distance of 4.0 Å. In contrast, this is not the case for (tBuOH)2. There

the electrostatic interaction contributes 61% and the dispersion interaction contributes still

52%. So at this distance the dispersion is still of comparable strength to the electrostatic

interaction. Therefore, for large and bulky dimers dispersion interactions can play a crucial

role even at distances significantly larger than the equilibrium distance.
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Figure 5.9: Absolute values of the percentage contributions to the total interaction ener-
gies for (H2O)2 and (tBuOH)2 at O–O distances (R) 2.9 Å, 3.5 Å, and 4.0 Å.
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5.7 Summary

The intermolecular interactions between small hydrogen-bonded dimers were studied by

using symmetry-adapted perturbation theory. Interaction energies were decomposed into

electrostatic, exchange, induction, and dispersion interactions. At first the water dimer

was studied, followed by consecutive alcohol dimers. In the sequence of systems studied

in this chapter, the interaction energy increases by 58% when moving from the smallest

to the largest and bulkiest system. Except for the water dimer, exchange interactions are

always largest in magnitude and can be up to 27% larger than corresponding electrostatic

interactions at equilibrium geometries. It was found that dispersion contributions exhibit

the fastest variation with dimer size.

It was discussed whether it is possible to describe the observed trends of the total inter-

action energy with increasing system size at the equilibrium geometries by only considering

the electrostatics or other subsets of components. The general trends of the electrostatic

interactions are the same as for the total interaction energy, but electrostatics alone is

not capable to describe energy differences between linear and branched dimers correctly.

Inclusion of the induction made the description even worse. A dispersionless energy was

defined, which is the sum of electrostatics, induction, and exchange interactions. It turned

out that the dispersionless interaction is an even worse predictor than electrostatics alone,

the stability trends on the investigated dimers are somehow reversed. So it is clear that

these systems can not be described without considering the dispersion interaction. In fact,

the dispersion interaction alone was the best descriptor for the observed trends of the total

interaction energy. But for an accurate description all components have to be considered,

unfortunately there is no simple single descriptor for describing intermolecular interactions

in hydrogen-bonded dimers.

Also all interaction components were studied as a function of the oxygen-oxygen dis-

tance. Surprisingly, all minima of the total interaction energy are located around an O–O

distance of 2.9 Å. The electrostatic interaction has no minimum at all for the considered

variation of the O–O distance. Therefore, electrostatics alone can never be solely respon-

sible for the observed equilibrium distances. Minima are only observed when the exchange

interaction is considered, because it is the only repulsive component. The minima of the

dispersionless method are located at distances larger than 2.9 Å and their location also de-

pends on the shape of the monomers. It turned out that the dispersionless method predicts

somehow reversed stability trends over the whole potential curves. Therefore, inclusion of

dispersion interaction is important for getting correct interaction energies and geometries.

In addition, significant differences were observed between linear and branched dimers.

In the sequence of linear dimers the total interaction energy reaches already a plateau at

(EtOH)2. But for the sequence of branched dimers, the total interaction energy decreases

by -6.5 kJ mol−1 when moving from (EtOH)2 to (tBuOH)2. These differences arise because

in branched dimers there is a larger number of close-contact atoms; this leads to larger
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dispersion energies. For branched dimers dispersion is not only very important at the

equilibrium geometry but plays also an important role at larger distances.
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Chapter 6

Conclusion

In this thesis intermolecular interactions were studied for several hydrogen-bonded systems

by using different computational methods. First, the adsorption of a glucose molecule onto

cellulose surfaces was investigated. Geometries and adsorption energies were calculated

with the GLYCAM06 force field and density-functional theory (DFT) with and without

dispersion correction. GLYCAM06 is able to produce structure in good agreement with

dispersion-corrected DFT results. Concerning adsorption energies, the GLYCAM06 en-

ergies are in most cases surprisingly close to dispersion-corrected DFT results. However,

for structures with very few hydrogen bonds, GLYCAM06 tends to slightly overestimate

the adsorption energies. We believe that this effect is much smaller for larger adsorbates

like cellobiose and cellotetraose because they are quite flexible around the glycosidic bond

and can therefore form more hydrogen bonds. These results suggested that GLYCAM06

can be safely used to study the adsorption of medium-sized carbohydrates onto cellulose

surfaces. It was found that DFT without dispersion correction produces completely wrong

adsorption energies, they are far too small. This suggests that dispersion interactions are

important for this adsorption process, although the adsorbate is small and hydrogen bonds

are formed. The exact amount of the dispersion interaction can not be calculated with this

method, because the dispersion correction accounts only for dispersion interactions missing

in the used density functional.

Next, the adsorption of a cellobiose and a cellotetraose molecule onto the hydrophilic

(100) surface of cellulose Iα and the hydrophobic (100) surface of cellulose Iβ was investi-

gated by using the GLYCAM06 force field. It was found that the adsorption onto the Iα

surface is in general stronger than onto the Iβ surface, but with increasing adsorbate size

the differences are getting smaller. These findings indicate that for very large adsorbates

the hydrophilicity of the surface is probably not important any longer. In addition, it was

found that adsorption parallel to the surface is stronger than vertical adsorption. Also no

pronounced correlation between the adsorption energy and the number of hydrogen bonds

between the surface and the adsorbate can be found. Therefore, the observed adsorption
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energies can certainly not be attributed to hydrogen bonding alone. This also suggests that

dispersion interactions are important.

Finally, we wanted to quantify the contribution of dispersion interactions to the in-

teraction energy between two hydrogen-bonded molecules. By using symmetry-adapted

perturbation theory (SAPT) interaction energies can be rigorously decomposed into four

contributions: electrostatics, exchange, induction, and dispersion. Because of the compu-

tational costs of this method, the water dimer and progressively larger alcohol dimers were

investigated up to the tert-butanol dimer. The interaction in hydrogen-bonded systems is

often only attributed to electrostatic interactions. The presented results strongly contradict

that. Although electrostatic interactions are very important, one has to consider all four

interaction components for an accurate description of the interaction energy. It was found

that the dispersion exhibits the largest variation with dimer size. For the tert-butanol

dimer it contributes 94% to the total interaction energy, while the sum of electrostatics,

exchange, and induction amount to only 6%. That means that without considering dis-

persion interactions one can not describe the interaction in these systems. But this does

not mean that only dispersion is important, the interaction between two hydrogen-bonded

molecules consists of an interplay of all four interaction components.

The dispersion interaction depends on the number of atoms in one monomer, which are

in close contact to the other monomer. So whenever two molecules get closer together, the

dispersion interaction gets stronger. However, at small distances the repulsive exchange

prevents the molecules from getting any closer.

The results obtained from the SAPT study can now be related to the adsorption process

of carbohydrates onto cellulose surfaces. For very small adsorbates the formation of hy-

drogen bonds may be important but for larger adsorbates the dispersion interaction clearly

dominates. Large adsorbates will try to minimize the distance between every atom of them-

selves and the surface. We have already seen this in the adsorption study, in which the

preferred orientation of the adsorbates was parallel to the surface. We now also know that

dispersion interactions are even important for the hydrogen bond itself. So the formation

of hydrogen bonds also increases the dispersion energy. Therefore, one can safely say that

the adsorption of carbohydrates is dominated by dispersion interactions. Based on these

findings, one can argue that dispersion interactions might even be of utmost importance

between hydrogen-bonded glucan chains within the cellulose bulk.

But there is still room for further studies related to that topic. For example free energies

of the adsorption process of larger carbohydrates onto various cellulose surfaces could be

determined by molecular dynamics simulations using the GLYCAM06 force field. Next, the

importance of dispersion interactions for the stabilization of bulk cellulose could be studied

by using the dispersion function Das together with the dispersionless density functional. It

would also be interesting to study cooperative effects of multiple hydrogen bonds by using

SAPT(DFT) for systems like the propanetriol dimer. In the presented SAPT(DFT) study
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only the distance between the two monomers was varied. Therefore, one could also study

the angular dependence of the interaction energy by using SAPT(DFT).
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Appendix A

Adsorbate/Surface Complexes

A.1 Adsorption Energies for the Glucose Adsorption

Table A.1: Adsorption energies in kJ/mol for the BP86-optimized structures.

Method Iα-1 Iα-2 Iα-3 Iβ-1 Iβ-2 Iβ-3

BP86 36.2 28.5 58.9 34.3 -9.9 31.9
B3LYP 37.0 33.0 62.4 32.7 -3.5 36.0
BP86-D2 74.7 87.1 106.8 82.1 49.5 83.4
B3LYP-D2 75.4 91.6 110.3 80.6 55.9 87.5
B3LYP-D3 68.8 78.6 104.4 71.1 50.3 79.6
M06-2X 64.2 72.6 95.9 69.2 38.6 71.4
ωB97X-D 70.6 87.6 106.3 75.3 56.8 83.6
GLYCAM06 67.9 80.7 94.2 54.2 64.4 77.7

Table A.2: Adsorption energies in kJ/mol for the BP86-D2-optimized structures.

Method Iα-1 Iα-2 Iα-3 Iβ-1 Iβ-2 Iβ-3

BP86 30.5 3.2 46.6 14.4 -42.5 13.0
B3LYP 30.0 3.4 48.5 10.8 -41.0 14.8
BP86-D2 75.7 103.4 115.6 82.9 61.6 84.5
B3LYP-D2 75.2 103.7 117.5 79.3 63.1 86.3
B3LYP-D3 66.6 81.9 105.3 63.1 40.5 70.9
M06-2X 63.5 81.4 100.0 62.3 44.3 69.8
ωB97X-D 69.2 91.0 109.1 70.1 55.8 78.0
GLYCAM06 64.0 72.6 87.7 40.5 61.2 67.9

62



Appendix A. Adsorbate/Surface Complexes

Table A.3: Adsorption energies in kJ/mol for the GLYCAM06-optimized structures.

Method Iα-1 Iα-2 Iα-3 Iβ-1 Iβ-2 Iβ-3

BP86 18.9 8.4 47.0 17.7 -21.7 23.6
B3LYP 20.4 14.8 52.0 20.0 -16.4 28.9
BP86-D2 67.9 68.1 93.7 65.2 57.5 78.0
B3LYP-D2 69.4 74.5 98.8 67.5 62.9 83.3
B3LYP-D3 62.3 65.6 93.5 59.1 50.4 74.6
M06-2X 57.7 55.3 85.6 58.1 44.2 67.8
ωB97X-D 66.9 69.7 94.9 63.9 60.5 78.9
GLYCAM06 64.2 78.3 91.1 58.7 74.7 80.7

A.2 Geometries for the Adsorption of Cellobiose and Cellote-

traose

(a) Iα+cb-v-1 (b) Iα+cb-v-2 (c) Iα+cb-v-3

(d) Iα+cb-v-4 (e) Iα+cb-v-5 (f) Iα+cb-v-6

Figure A.1: Geometries of the vertical adsorption of cellobiose onto the cellulose Iα model
surface.
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(a) Iα+cb-p-1 (b) Iα+cb-p-2 (c) Iα+cb-p-3

(d) Iα+cb-p-4 (e) Iα+cb-p-5 (f) Iα+cb-p-6

(g) Iα+cb-p-7 (h) Iα+cb-p-8

Figure A.2: Geometries of the parallel adsorption of cellobiose onto the cellulose Iα model
surface.

(a) Iα+cb-d-1 (b) Iα+cb-d-2 (c) Iα+cb-d-3

Figure A.3: Geometries of the diagonal adsorption of cellobiose onto the cellulose Iα
model surface.
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(a) Iβ+cb-v-1 (b) Iβ+cb-v-2 (c) Iβ+cb-v-3

(d) Iβ+cb-v-4 (e) Iβ+cb-v-5 (f) Iβ+cb-v-6

(g) Iβ+cb-v-7 (h) Iβ+cb-v-8 (i) Iβ+cb-v-9

Figure A.4: Geometries of the vertical adsorption of cellobiose onto the cellulose Iβ model
surface.
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(a) Iβ+cb-p-1 (b) Iβ+cb-p-2 (c) Iβ+cb-p-3

(d) Iβ+cb-p-4 (e) Iβ+cb-p-5 (f) Iβ+cb-p-6

(g) Iβ+cb-p-7 (h) Iβ+cb-p-8 (i) Iβ+cb-p-9

(j) Iβ+cb-p-10

Figure A.5: Geometries of the parallel adsorption of cellobiose onto the cellulose Iβ model
surface.
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(a) Iβ+cb-po-1 (b) Iβ+cb-po-2 (c) Iβ+cb-po-3

(d) Iβ+cb-po-4 (e) Iβ+cb-po-5 (f) Iβ+cb-po-6

(g) Iβ+cb-po-7

Figure A.6: Geometries of the parallel, orthogonal adsorption of cellobiose onto the
cellulose Iβ model surface.

(a) Iα+ct-v-1 (b) Iα+ct-v-2 (c) Iα+ct-v-3

Figure A.7: Geometries of the vertical adsorption of cellotetraose onto the cellulose Iα
model surface.
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(a) Iα+ct-p-1 (b) Iα+ct-p-2 (c) Iα+ct-p-3

(d) Iα+ct-p-4 (e) Iα+ct-p-5 (f) Iα+ct-p-6

(g) Iα+ct-p-7

Figure A.8: Geometries of the parallel adsorption of cellotetraose onto the cellulose Iα
model surface.

(a) Iα+ct-t-1 (b) Iα+ct-t-2 (c) Iα+ct-t-3

Figure A.9: Geometries of the twisted adsorption of cellotetraose onto the cellulose Iα
model surface.
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(a) Iα+ct-d-1

Figure A.10: Geometry of the diagonal adsorption of cellotetraose onto the cellulose Iα
model surface.

(a) Iβ+ct-v-1 (b) Iβ+ct-v-2 (c) Iβ+ct-v-3

Figure A.11: Geometries of the vertical adsorption of cellotetraose onto the cellulose Iβ
model surface.
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(a) Iβ+ct-p-1 (b) Iβ+ct-p-2 (c) Iβ+ct-p-3

(d) Iβ+ct-p-4 (e) Iβ+ct-p-5 (f) Iβ+ct-p-6

(g) Iβ+ct-p-7 (h) Iβ+ct-p-8 (i) Iβ+ct-p-9

(j) Iβ+ct-p-10 (k) Iβ+ct-p-11

Figure A.12: Geometries of the parallel adsorption of cellotetraose onto the cellulose Iβ
model surface.
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(a) Iβ+ct-t-1 (b) Iβ+ct-t-2 (c) Iβ+ct-t-3

(d) Iβ+ct-t-4

Figure A.13: Geometries of the twisted adsorption of cellotetraose on the cellulose Iβ
model surface.

A.3 Structural Parameters for the Adsorption of Cellobiose and

Cellotetraose

In Tables A.4 and A.5 the geometrical parameters for every structure of the cellobiose and

cellotetraose adsorption (Chapter 4) are shown. The parameters α, β, and γ are given in

degrees. The principal moments of inertia I1, I2, and I3 are given in amu × Å2, where the

indexes 1 and 3 mark the smallest and the largest principal moment of inertia, respectively.

Adsorption energies are listed in kJ/mol.
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Table A.4: Structural parameters for the adsorption of cellobiose.

Structure Eads α β γ I1 I2 I3 σ

Iα+cb-v-1 178 13.6 8.8 5.1 1259 3510 4409 20.4
Iα+cb-v-2 161 7.8 12.4 11.3 1205 3611 4614 21.7
Iα+cb-v-3 146 0.4 10.1 14.8 1188 3705 4647 20.3
Iα+cb-v-4 128 10.7 2.9 20.3 1269 3567 4638 23.1
Iα+cb-v-5 142 25.8 14.4 14.5 1242 3570 4376 18.4
Iα+cb-v-6 175 5.1 18.6 27.4 1261 3617 4419 18.1

Iα+cb-p-1 235 4.3 0.2 88.6 1250 3582 4599 22.1
Iα+cb-p-2 205 18.9 3.5 83.6 1207 3615 4618 21.7
Iα+cb-p-3 149 5.6 2.1 81.1 1188 3731 4664 20.0
Iα+cb-p-4 238 3.3 1.2 80.5 1254 3477 4396 20.9
Iα+cb-p-5 175 14.2 4.9 76.8 1215 3585 4620 22.4
Iα+cb-p-6 232 2.2 0.5 85.7 1261 3487 4384 20.5
Iα+cb-p-7 215 3.5 0.0 86.2 1262 3488 4413 21.0
Iα+cb-p-8 224 25.7 0.2 72.7 1169 3789 4653 18.6

Iα+cb-d-1 172 13.4 10.0 63.5 1219 3590 4603 22.0
Iα+cb-d-2 162 0.1 3.0 60.5 1243 3561 4637 23.2
Iα+cb-d-3 206 2.2 2.7 75.8 1181 3759 4747 20.8

Iβ+cb-v-1 111 6.2 4.7 8.7 1244 3508 4493 21.9
Iβ+cb-v-2 110 22.2 6.9 16.8 1229 3582 4505 20.5
Iβ+cb-v-3 86 7.0 21.6 12.1 1245 3483 4472 22.1
Iβ+cb-v-4 68 11.2 5.0 14.8 1240 3511 4553 22.9
Iβ+cb-v-5 77 42.1 10.3 6.3 1247 3530 4563 22.6
Iβ+cb-v-6 108 19.1 23.1 34.2 1229 3528 4540 22.3
Iβ+cb-v-7 113 28.1 9.5 11.1 1228 3596 4495 20.0
Iβ+cb-v-8 105 19.5 5.0 8.3 1224 3545 4556 22.2
Iβ+cb-v-9 114 13.0 5.5 42.9 1254 3453 4452 22.4

Iβ+cb-p-1 137 19.5 6.6 78.7 1246 3478 4496 22.6
Iβ+cb-p-2 89 5.1 4.4 85.1 1205 3599 4606 21.9
Iβ+cb-p-3 165 12.2 1.3 68.3 1231 3547 4587 22.7
Iβ+cb-p-4 186 19.2 2.5 57.3 1156 3844 4599 16.4
Iβ+cb-p-5 116 4.7 3.2 84.4 1265 3501 4453 21.4
Iβ+cb-p-6 139 9.0 7.8 66.4 1221 3537 4585 22.9
Iβ+cb-p-7 168 7.8 3.1 78.8 1237 3516 4559 22.9
Iβ+cb-p-8 135 18.1 3.5 70.2 1207 3595 4603 21.9
Iβ+cb-p-9 158 4.3 11.3 66.3 1241 3469 4441 21.9
Iβ+cb-p-10 94 5.2 14.7 46.4 1233 3508 4527 22.5

Iβ+cb-po-1 110 84.5 3.5 76.9 1238 3571 4507 20.8
Iβ+cb-po-2 110 68.1 6.0 84.0 1236 3458 4480 22.8
Iβ+cb-po-3 141 76.9 6.4 80.7 1223 3541 4582 22.7
Iβ+cb-po-4 135 65.8 6.2 83.8 1218 3537 4545 22.2
Iβ+cb-po-5 111 85.0 3.0 85.9 1243 3542 4538 21.9
Iβ+cb-po-6 104 87.3 6.7 81.9 1246 3567 4502 20.8
Iβ+cb-po-7 127 76.9 3.1 83.5 1253 3494 4510 22.5
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Table A.5: Structural parameters for the adsorption of cellotetraose.

Structure Eads α β γ I1 I2 I3 σ

Iα+ct-v-1 227 4.4 0.0 6.0 2554 27012 29104 7.2
Iα+ct-v-2 230 5.4 0.2 17.7 2572 27023 29147 7.3
Iα+ct-v-3 289 3.4 1.0 12.2 2735 26219 28067 6.6

Iα+ct-p-1 282 11.8 0.9 74.5 2562 26961 28983 7.0
Iα+ct-p-2 374 8.5 1.1 74.3 2580 27089 29223 7.3
Iα+ct-p-3 358 3.2 0.9 85.8 2625 27028 28818 6.2
Iα+ct-p-4 311 2.8 3.1 70.3 2552 27346 29483 7.2
Iα+ct-p-5 324 3.0 0.4 84.3 2569 27387 29376 6.8
Iα+ct-p-6 324 2.9 0.1 87.3 2511 27833 30037 7.3
Iα+ct-p-7 300 3.0 3.2 70.4 2557 27306 29458 7.3

Iα+ct-t-1 205 11.8 0.1 (7.3) 2749 26555 28075 5.4
Iα+ct-t-2 236 12.9 2.6 (43.7) 2801 26475 27655 4.3
Iα+ct-t-3 251 10.6 8.5 (13.4) 2651 26932 28282 4.8

Iα+ct-d-1 342 2.6 0.9 75.6 2476 28108 30102 6.6

Iβ+ct-v-1 155 8.5 1.1 12.8 2538 27254 29095 6.3
Iβ+ct-v-2 198 7.8 3.2 29.9 2583 26853 28932 7.2
Iβ+ct-v-3 214 14.2 1.6 13.6 2613 26992 29090 7.2

Iβ+ct-p-1 282 0.3 0.7 89.2 2569 27064 29209 7.3
Iβ+ct-p-2 287 1.8 1.2 81.7 2567 26821 28989 7.5
Iβ+ct-p-3 303 0.3 0.2 70.1 2580 27291 29516 7.5
Iβ+ct-p-4 288 8.5 0.2 83.1 2576 26927 28929 6.9
Iβ+ct-p-5 280 0.8 2.0 77.3 2597 26992 29272 7.8
Iβ+ct-p-6 292 8.6 0.6 88.2 2536 27078 29088 6.9
Iβ+ct-p-7 284 8.5 0.6 89.0 2533 27116 29144 7.0
Iβ+ct-p-8 288 0.2 0.7 89.2 2570 27045 29170 7.3
Iβ+ct-p-9 311 4.3 4.0 58.2 2583 26857 29031 7.5
Iβ+ct-p-10 246 2.6 3.9 60.2 2612 27054 28805 6.1
Iβ+ct-p-11 325 5.8 6.0 51.4 2613 26798 28608 6.3

Iβ+ct-t-1 195 9.4 6.7 (15.2) 2712 26771 27612 3.0
Iβ+ct-t-2 213 7.4 9.1 (22.6) 2599 26870 28244 4.9
Iβ+ct-t-3 247 7.5 7.9 (57.7) 2852 26609 27855 4.5
Iβ+ct-t-4 187 8.1 8.3 (34.8) 2666 27006 28393 4.9
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Coordinates of the Water and

Alcohol Dimers

Tables B.1 to B.7 show the cartesian coordinates in Å of all CC2/cc-pVDZ optimized ge-

ometries discussed in Chapter 5. In every table the total interaction energy ESAPT as well

as the total CC2/cc-pVDZ energy ECC2 are listed.

Table B.1: Coordinates of (H2O)2
[97]

H 0.96684 0.09795 -0.00277
O 0.00000 0.00000 0.00000
H -0.28968 0.92066 0.00446
H 3.03798 -0.59166 0.75480
O 2.90430 0.00000 0.00000
H 3.04610 -0.59380 -0.75161

ECC2 = −152.471346 a.u.
ESAPT = −19.3 kJ/mol
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Table B.2: Coordinates of (MeOH)2
[97]

H 0.50885 2.03588 0.21850
C -0.21666 1.36957 -0.28961
H -1.22592 1.63165 0.06638
H -0.17435 1.59331 -1.37500
O 0.00000 0.00000 0.00000
H 0.92357 -0.16800 -0.25827
H 1.87253 0.02191 1.82187
C 2.87082 -0.18632 1.41329
H 3.60473 0.50712 1.86316
H 3.14719 -1.22338 1.67778
O 2.75773 0.00000 0.00000
H 3.57754 -0.31955 -0.40152

ECC2 = −230.795063 a.u.
ESAPT = −22.7 kJ/mol

Table B.3: Coordinates of (EtOH)2
[97]

H -0.24917 3.19817 1.13332
C 0.04295 2.41209 0.41512
C -0.32018 1.02289 0.93168
H 1.13266 2.47994 0.25163
H -0.46221 2.60219 -0.54629
H 0.17761 0.85362 1.91151
O 0.00000 0.00000 0.00000
H -1.40703 0.95400 1.11042
H 0.95889 0.09817 -0.15660
H 4.28395 -2.19916 2.13603
C 4.25650 -1.51186 1.27378
C 2.85354 -0.96329 1.06758
H 4.59286 -2.07479 0.38495
H 4.96685 -0.68887 1.45228
H 2.12768 -1.77846 0.88691
O 2.80863 0.00000 0.00000
H 2.51615 -0.41481 1.96107
H 3.14067 -0.45636 -0.79010

ECC2 = −309.169774 a.u.
ESAPT = −23.6 kJ/mol
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Table B.4: Coordinates of (nPrOH)2
[97]

H -0.00930 4.50774 1.08717
C -0.30114 3.50901 1.45187
C 0.07183 2.41461 0.45036
H -1.38977 3.52325 1.63636
H 0.19978 3.34689 2.42267
C -0.30990 1.01800 0.93921
H 1.16186 2.42745 0.26029
H -0.42433 2.58964 -0.52143
H 0.18038 0.83545 1.92223
O 0.00000 0.00000 0.00000
H -1.39971 0.96645 1.11349
H 0.96004 0.08994 -0.15471
H 5.40505 -2.81294 2.61330
C 4.38127 -2.42635 2.48446
C 4.29258 -1.47980 1.28555
H 4.09567 -1.90907 3.41659
H 3.70656 -3.29075 2.35889
C 2.88137 -0.94585 1.08047
H 4.61230 -2.00988 0.36699
H 4.97614 -0.62186 1.41354
H 2.16609 -1.77734 0.92386
O 2.80926 0.00000 0.00000
H 2.54898 -0.39097 1.97339
H 3.14615 -0.46162 -0.78506

ECC2 = −387.533253 a.u.
ESAPT = −24.7 kJ/mol
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Table B.5: Coordinates of (iPrOH)2
[97]

H -2.04641 -1.33316 -0.91463
C -1.87622 -1.43216 0.16959
H -2.44638 -0.63851 0.68212
H -2.25487 -2.41344 0.50171
C -0.39593 -1.28073 0.48810
H 0.16497 -2.08407 -0.04207
O 0.00000 0.00000 0.00000
H 0.96513 0.05494 0.15617
C -0.11705 -1.40095 1.98603
H -0.66229 -0.60959 2.52823
H -0.43089 -2.38479 2.37723
H 0.96039 -1.27546 2.19244
H 2.94125 2.45620 -0.78861
C 2.47582 1.78293 -1.52603
H 1.38527 1.77345 -1.36219
H 2.67857 2.17102 -2.53777
C 3.03489 0.37586 -1.38147
H 4.12727 0.39277 -1.57177
O 2.81531 0.00000 0.00000
H 3.14619 -0.90877 0.09038
C 2.35994 -0.61760 -2.32169
H 1.27882 -0.63861 -2.10820
H 2.51778 -0.32929 -3.37486
H 2.77224 -1.63390 -2.18582

ECC2 = −387.548390 a.u.
ESAPT = −27.1 kJ/mol
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Table B.6: Coordinates of (nBuOH)2
[97]

C 0.14100 4.90713 0.96384
C -0.27051 3.51733 1.45523
H 1.23076 4.95519 0.79361
H -0.12386 5.69208 1.69226
H -0.35729 5.14835 0.00876
C 0.08973 2.41094 0.46203
H -1.36107 3.49864 1.64400
H 0.21603 3.30983 2.42777
C -0.30297 1.01561 0.94527
H 1.18149 2.41954 0.27382
H -0.40351 2.59521 -0.51098
H 0.18650 0.82304 1.92636
O 0.00000 0.00000 0.00000
H -1.39294 0.97036 1.11910
H 0.95886 0.09135 -0.16147
C 5.73033 -3.00018 2.74071
C 4.32668 -2.42986 2.52684
H 5.76499 -3.66895 3.61663
H 6.46253 -2.19031 2.90251
H 6.05823 -3.57849 1.85950
C 4.25322 -1.49280 1.31852
H 4.00651 -1.88008 3.43210
H 3.60439 -3.25726 2.39295
C 2.85481 -0.93505 1.09246
H 4.57557 -2.04197 0.41061
H 4.95447 -0.64764 1.44617
H 2.12480 -1.75329 0.93700
O 2.81050 0.00000 0.00000
H 2.52399 -0.36293 1.97484
H 3.14654 -0.47688 -0.77634

ECC2 = −465.896549 a.u.
ESAPT = −25.1 kJ/mol
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Table B.7: Coordinates of (tBuOH)2
[97]

H -2.46941 -0.76090 0.29196
C -2.02101 -0.28840 1.18196
H -2.20378 0.79761 1.12550
H -2.51520 -0.68713 2.08424
C -0.52003 -0.56053 1.21530
C -0.24237 -2.06814 1.23837
O 0.00000 0.00000 0.00000
H 0.97270 -0.11439 0.05249
C 0.13492 0.12151 2.42166
H -0.07647 1.20434 2.40612
H -0.23954 -0.29708 3.37266
H 1.22990 -0.01722 2.38511
H -0.66534 -2.53974 0.33551
H -0.68064 -2.54893 2.13085
H 0.84687 -2.25390 1.24980
H 2.84453 2.44033 0.90543
C 2.38931 2.32373 -0.09239
H 1.31354 2.12080 0.02800
H 2.52147 3.26333 -0.65422
C 3.05001 1.16843 -0.83810
C 4.55891 1.37307 -0.96609
O 2.81013 0.00000 0.00000
H 3.20545 -0.75301 -0.47230
C 2.39607 0.94894 -2.20385
H 1.31543 0.76632 -2.08464
H 2.53980 1.83013 -2.85258
H 2.84811 0.07824 -2.71391
H 4.78479 2.28111 -1.55095
H 5.02699 0.51419 -1.48092
H 5.01387 1.47069 0.03318

ECC2 = −465.927977 a.u.
ESAPT = −30.1 kJ/mol
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tries in Å. [75] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.4 Statistics of adsorption energies for BP86-optimized geometries. The mean
values of DFT-D adsorption energies (ĒDFT−D) with corresponding standard
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