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Abstract

Impact of collective effects on charge transport through
molecular monolayers

Veronika Obersteiner
Institute of Solid State Physics, Graz University of Technology,
8010 Graz, Austria

In the area of molecular electronics, it has been increasingly acknowledged over the past
years that there are fundamental differences between charge transport through individual
molecules and through continuous, extended, two-dimensional monolayers.

In the present work these differences are related to effects that originate from the collective
electrostatic interactions between molecules in an extended system. This is theoretically
demonstrated by varying the coverage in self-assembled monolayers (SAMs) consisting of
organic molecules with dipoles distributed along their backbones. Starting with SAMs at
full coverage the molecular density is continuously reduced until arriving at the single-
molecule level.

The coverage dependent calculations are performed using density functional theory (DFT).
To determine the transport properties, the transmission coefficients are calculated apply-
ing a Green’s function approach.

Besides varying the coverage, collective effects are additionally studied for molecular clus-
ters of varying size. When measuring transport through molecular junctions, it is often
the case, that one deals with a bunch of molecules, rather than having only one single
molecule comprised between the leads. Therefore, especially for experiments, it is impor-
tant to know at which number of molecules such collective electrostatic effects start to
appear.

To study the impact of the docking chemistry (that is known to also strongly affect elec-
trical transport), collective effects are investigated for different anchoring groups forming
the contact between the SAMs and the gold electrodes.



Kurzfassung

Einfluss von kollektiven Effekten auf den Ladungstransport in
molekularen Monolagen

Veronika Obersteiner
Institut fiir Festkorperphysik, Technische Universitit Graz,
8010 Graz, Austria

Im Bereich der molekularen Elektronik stellte es in den letzten Jahren zunehmend her-
aus, dass es fundamentale Unterschiede im Ladungstransport durch einzelne Molekiile
und durch kontinuierliche, ausgedehnte, zweidimensionale Monolagen gibt.

In der vorliegenden Arbeit werden diese Unterschiede auf Effekte zuriickgefiihrt, die eine
Folge von kollektiven, elekrostatischen Wechselwirkungen zwischen den Molekiilen sind.
Dies wird theoretisch durch Variation der Bedeckung in selbstassemblierten Monolagen
(SAMs), welche aus Molekiilen mit eingbauten Dipolen bestehen, beschrieben. Ausge-
hend von voller Bedeckung, wird die Dichte der Molekiile nach und nach verringert bis
man die Situation des Einzelmolekiils erreicht.

Die bedeckungsabhéngigen Berechnungen werden mit Hilfe der Dichtefunktionaltheorie
(DFT) durchgefiihrt. Um die Transporteigenschaften zu bestimmen, werden die Trans-
missionskoeffizienten unter Anwendungen der Green’s Funktionen berechnet.

Neben der Verédnderung der Bedeckung, werden kollektive Effekte zusétzlich fiir moleku-
lare Cluster verschiedener Grofien untersucht. Experimentell hat man es haufiger mit
einer Ansammlung von Molekiilen zu tun als mit einem einzelnen Molekiil. Deshalb ist
es speziell fiir Experimente interessant, ab welcher Anzahl von Molekiilen kollektive elek-
trostatische Effekte auftreten.

Um den Einfluss von Ankergruppen zu untersuchen, die sich bekanntlich sehr stark auf
das Transportverhalten auswirken, wurden kollektive Effekte zusétzlich fiir verschiedene
funktionelle Gruppen untersucht, die den Kontakt zwischen des SAMs und den Goldelek-
troden bilden.
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1 INTRODUCTION AND MOTIVATION

1 Introduction and Motivation

In this chapter an introduction into the field of molecular electronics, as well as the main
motivation for this thesis shall be presented. It will start with the basic ideas of molecular
electronics combined with the most important facts related to its history. A detailed dicus-
sion of recent results concerning the difference between single-molecule and full monolayer
junctions follows, leading to the basic ideas that motivated this work. Finally, the impor-
tance of docking groups in molecular junctions will be discussed with a subsequent short
summary of the most important experimental techniques within molecular electronics.

1.1 Molecular Electronics

Molecular electronics is an interdisciplinary field of science, involving the combined knowl-
edge from traditional disciplines like physics, chemistry, biology and engineering to inves-
tigate electrical and thermal properties in nanoscale devices, in which individual molecules
or an assembly of them act as basic building blocks. Since some of the feature dimensions
of such molecular circuits are of the order of nanometres, molecular electronics can also
be seen as a subfield of nanoscience.

Many review articles were published on this topic in the last years. These include [1], 2]
and more recently [3] and [4]. Additionally, there is a very recommendable book called
Molecular Electronics - An Introduction to Theory and Experiment by Cuevas and Scheer
[5], where amongst others, detailed information about the history of molecular electronics
and its experimental techniques can be found. This chapter builds on [2] and [5].

Molecular electronics is based on the bottom-up approach, where elementary pieces,
like atoms are assembled to build more complex structures, as opposed to the top-down
approach, where macroscopic systems are shrinked by cutting, etching and lithography
process, but soon arrive at its intrinsic limits. Since single molecules are the basic elec-
tronic components in these devices, a unique ingredient of variability and structural con-
trol can be added, that cannot be achieved by conventional solid state physics. Choosing
different compositions and geometries of the molecules offers the ability to extensively
vary transport, optical or structural properties. With device densities orders of magni-
tudes higher than todays state of the art, molecular electronics could have the potential
means of extending Moore’s Law to dimensions of a single molecule.

With benefits in size, speed and functionality, the vision of molecular electronics was
once to replace the silicon-based technology. Up to now this seems to be relative unlikely,
but nevertheless molecular electronics has become a huge and important playground in
fundamental science, having more the character of supporting todays technology rather
than replacing it.

One of the most important works concerning the history of molecular electronics was
done in 1974, when Arieh Aviram and Mark Ratner suggested to use a single molecule as
a molecular rectifier [6]. This was a theoretical work describing how a modified charge-
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transfer salt could operate as a traditional diode in an electrical circuit. At this time
this idea was more a theoretical curiosity and could not be tested experimentally, mainly,
because of the disability of attaching the electrodes to the molecule.

As for many fields in nanoscience, the invention of the Scanning Tunneling Microscope
(STM) by Gerd Binnig and Heinrich Rohrer in 1981 [7], changed the view for this field.
For the first time it was possible to really manipulate matter on the atomic scale [8].
Besides, at the end of the 1980’s the mechanically controllable break junction (MCBJ),
introduced by Moreland et al. [9] and Muller et al. [10], was used to fabricate metallic
wires of atomic dimensions.

This was a great improvement for molecular electronics and in 1997 the collaboration of
James Tour and Mark Reed led to a publication [11], that is known to be the first trans-
port experiment in single-molecule junctions and is considered the real birth of molecular
electronics. They used the MCBJ technique to contact benzenedithiol with gold elec-
trodes. From that time on, many new experimental techniques (see section 1.4) were
invented and also on the theoretical side there was much progress.

The central question in molecular electronics is to understand how electrons move through
a single molecule. The attempt to characterize charge transport through single molecules
or an assembly of them bridging external contacts experimentally as well as theoretically,
led to the discovery of many characteristic functions, such as diodes [12], switches [13],
transistors [14] and memories [15].

1.2 Single Molecule vs. Monolayer

Typical investigated systems in molecular electronics are so called molecular junctions, as
shown in Fig. 1. They consist of a left and a right electrode and in between the organic
part composed of a molecular backbone and the docking group. The latter is the group of
atoms that attach the molecule to the electrode. To obtain the transport characteristics,
a voltage is applied and the current is measured.

| OS> O~ W

docking docking

Figure 1: Molecular junction consisting of a left and a right electrode and the organic
part in between

Electronic transport properties in these metal-molecule-metal systems generally depend
on the electronic properties of the metal electrodes and the molecular constituent, on the
bonding between them (mainly the docking group [16]), on the junction geometry and

2
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conformation [17], [18] and on environmental parameters such as temperature [19].

Additionally, it has been shown that putting a single molecule into the junction results
in hugely different properties compared to putting an assembly of molecules, also called a
self assembled monolayer (SAM) (see Fig. 2). Therefore, the dependence on the number
of molecules in the conduction process is also an important issue that has been addressed
in several experimental [20], [21]|, and theoretical works [22|, 23], [24]. Latest results
concerning this issue will be discussed in the following.

a)
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Figure 2: (a) Single molecule junction and (b) molecular junction comprising the corre-
sponding SAM

When dealing with ensemble characteristics of molecules that form SAMs of different
densities, the responsible effects are termed as cooperative or collective effects [22],
[25], [26], [23], [20]. While electron transport through single molecules is reasonable well
understood [27], the scaling with molecular coverage is still a disputed topic, yielding
oppositional predictions when going from single to multiple molecules in parallel. On
the one hand, a common practice is to associate the conduction-per molecule measured
from monolayer junctions with that of the single molecule junction. This linear scaling
was indicated by Cui et al. [28] and Xu and Tao [29], but also by Kushmerick et al [30].
On the other hand, conduction of single molecule junctions was found to be orders of
magnitudes larger than the corresponding monolayer conduction-per-molecule [31].

Also, theoretical studies led to contradicting results. N Molecular wires were found to
obey a kind of pseudo Ohm’s law [32]

Gy = NG/, (1.1)

where Gif ! is an effective single wire conductance, differing from the corresponding sin-
gle molecule property because of intermolecular interactions. In many cases cooperative
effects cause G/ > Gy 23], [33], but there are also reports about G/ < G4 [23], [33].

While direct intermolecular coupling and substrate-mediated coupling were found to
explain cooperative phenomena [20], collective electrostatic effects are particularly
important for adsorbed polar monolayers, as emphasized in [34], [35], [36]. In their ex-
perimental work [21] Selzer et al. investigated molecular junctions consisting of isolated

3
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individual monolayers on the one hand and self assembled monolayers on the other. They
found that the conduction per molecule assembled in the SAM is similar to that of
the corresponding individual molecule, but the differential conductance of the individual
molecule increases more rapidly with bias and can become a thousand time larger than
that of the SAM. They related these differences to electrostatic effects depending crucially
on the local molecular environment, i.e. on the existence of neighbouring molecules.

In general, a polar monolayer introduces an electrical dipole perpendicular to the sur-
face/interface, resulting in a shift in the electrostatic potential energy. The magnitude of
the potential-energy step AE due to the induced dipole layer with the dipole moment u
per surface area A can be described by the Helmholtz equation,

L qd

AFE = A oA (1.2)
where €; denotes the vacuum permettivity and g can be expressed by the charge ¢ times
the seperation distance d. This simple picture effectively treats the monolayer as a dielec-
tric parallel plate capacitor 37|, but since a layer of molecules is a quantum mechanical
object with rapid variations in charge density along lateral and vertical directions, this
picture has to be adapted. Natan et al. [34], therefore, emphasized the fundamental
electrostatic difference between one dipole and an array of dipoles and found that the
characteristic decay-length of the electric field for a two-dimensional array of dipoles is
d/(2m), with d being the lateral distance of the dipoles. Therefore the induced electric
field decays much faster for an array of dipoles than for a single dipole.

A very important theoretical work concerning the difference between single molecules
and monolayers in molecular junctions and at the same time the main motivation for this
thesis was presented by David A. Egger et al. in "Polarity Switching of Charge Transport
and Thermoelectricity in Self-Assembled Monolayer Devices’ [38].

In their work they investigated the charge-transport characteristics of two isomeric molecules,
shown in Fig. 3a. Based on the 'Tour-wire’ molecule [39], a very famous model system
in molecular electronic named after James Tour, chemical modifications were built into
the molecular backbone by symmetrically replacing the two outermost phenyl rings with
pyrimidine rings. Referring to the position of the nitrogen atoms on the inner and outer
part of the rings, they are called Nj, and N,,; molecule, respectively. Since these two iso-
meric molecules are fully symmetric, they have no net dipole moment, but by introducing
the pyrimidine units, their polar bonds and those on the thiol docking groups add up to a
local dipole moment on the peripheries of the N;, molecule, while they essentially cancel
for the N, molecule.

As isolated single molecules N, and N, were shown to have very similar HOMO (highest
occupied molecular orbital) and LUuMO (lowest unoccupied molecular orbital) energies,
leading to nearly the same molecular IP (ionization potential). The molecular IP can
to first order be approximated by the energy difference between the HOMO and the vac-
uum energy E..., as can be seen in Fig. 4, showing the energetic situation for the non-
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Figure 3: (a) Chemical structures of Nj, and N, molecules with arrows indicating the
local dipoles. (b) Calculated current-voltage characteristics of the SAM devices. Re-
produced with permission from ref. [38], (©2012 WILEY-VCH Verlag GmbH&Co.KGaA,
Weinheim

interacting metal-molecule system. The alignment of the molecular orbitals, in this case
the HOMO with the Fermi energy Ep, determines the so called charge injection barrier
AEpomo, which charge carriers have to overcome to enable current flow. Therefore, the
alignment of the molecular orbitals with the Fermi level of the external electrodes is a
dominant parameter controlling transport through molecular junctions [40]. Since Ny, and
Nout have a very similar molecular IP, one might expect similar transport characteristics
for the respective devices.

vac A

$ AE HOMO HOMO

metal molecule

Figure 4: Energetic situation for the non-interacting metal-molecule system emphasizing
the impact of the molecular IP on the charge injection barrier AEgonmo

But, arranging these molecules into self assembled monolayers (SAMs) and calculating
charge-transport characteristics of the associated molecular devices on the basis of DFT
and Green’s function techniques resulted in entirely different current-voltage curves for
Nin, and Ny, as can be seen in Fig. 3b.

Although Nj, and N, are very similar as isolated species, for the N;, SAM a current
up to a factor of 9 higher than for the N,,; SAM was obtained in the low-bias regime.
Additionally a fundamentally different nature of charge transport through the SAMs was
found. The nature of charge transport through molecular junctions is characterized by
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their dominant transport orbitals and, therefore, dependent on the position of the Fermi
energy of the metallic contacts with respect to the HOMO and LUMO levels of the organic
part. While molecules with Er lying closer to the HOMO level exhibit p-type current with
holes being the dominant charge transport carriers, molecules that are predicted to con-
duct through the LUMO exhibit n-type current, mainly carried by electrons. The polarity
switch from primarily p-type conduction for the Nj, device to n-type conduction for Ny
can be seen in Fig. 5a. It implies a change in the thermoelectric properties, namely a
change in sign of the appropriate Seebeck coefficient associated with the junction. Details
on thermoelectric properties, charge transport polarity and Seebeck coefficients will be
given in section 4.2.

a) b)
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Figure 5: (a)Calculated charge-transport characteristics of Nj, and Ny, SAM-devices.
(b) DFT calculated potential wells of Nj, and Ng isolated molecules (top) and free
standing monolayers (bottom), and the respective potential energy difference, emerged

from collective electrostatic effects (middle). Reproduced with permission from ref. [38],
(©2012 WILEY-VCH Verlag GmbH&Co.KGaA, Weinheim

The explanation for this observation are purely electrostatic effects connected to the su-
perposition of fields generated by the polar bonds present in Nj, and N, molecules.
When assembling these two isomeric molecules in respective monolayers, the fields from
local dipoles on the peripheries of the Nj, molecule add up, while there are no local dipoles
for the N, molecule. The impact of this collective effect on the potential energy land-
scape is illustrated in Fig. 5b and is very different for Nj, and N, molecules arranged
in SAMs. When arranging the local dipoles of the Nj, molecule, the potential energy
in the region of the backbone is shifted by about 1 eV towards the vacuum level. Since
the differences between isolated molecule and monolayer only arise from the ensemble
of molecules that form the SAMs, the responsible effect was termed to be a collective
electrostatic effect. This collective effect together with the interface dipole were found
to be responsible for the entirely different transport characteristics for Ny, and Ny SAMs.

The main goal of this thesis is to demonstrate these typically thereby underestimated
implication of collective electrostatic effects, by studying their coverage dependence and
their implications on charge-transport properties on the basis of DFT calculations com-
bined with Green’s function techniques. By varying the coverage in molecular junctions
comprising these molecules with dipoles distributed along their backbones, different pack-
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ing densities of the respective SAMs can be achieved, leading to intermediate situations
between single molecule and SAM, with not as densely packed molecular arrangements as
was assumed in [38]. It will be shown that a simple extrapolation of the single-molecule
picture to the respective SAM is insufficient to describe electrical properties in the asso-
ciated monolayer device. In addition to Nj, and N, molecules with different docking
groups will be investigated.

1.3 Docking Groups

The behaviour of charge transport through molecular junctions consisting of a single
molecule or an assembly of them coupled to metal electrodes is very sensitive to the de-
tailed atomic structure of the contact region between the metal and the molecule. The
strength of the metal-molecule coupling can be tuned chemically by using appropriate
docking groups. Therefore, the influence of the docking chemistry is of great interest in
molecular electronics and was widely investigated experimentally [41], [42], [43], [44], [45]
as well as theoretically [46], [47], [48], [49].

Depending on the electrode material, proper anchoring groups need to be found, that
provide both stability and high contact transparency to electrons. To date, the combina-
tion of thiol (SH) moieties and gold electrodes is by far the most studied metal-molecule
system, primarily due to the favourable bonding properties. At the same time, thiol-gold
bonds exhibit large variations and fluctuations that are reflected in unreliable transport
measurements [27]. As will be explained in the next section, single molecule measurements
are based on a statistical analysis of large numbers of equivalent molecular junctions. It
has been shown that the resulting conductance distribution spreads over one order of mag-
nitude, when using thiols as docking groups. One of the origins of that are differences in
the binding geometry at the contact, which are less pronounced when using, for instance,
amines (NHy) [27], [45]. Therefore, the chemical group used as anchor can be crucial in
obtaining reproducible molecular junctions.

A combined experimental and theoretical study of anchoring groups in electrical conduc-
tion through single-molecule junctions was done by Zotti et al. [16]. They investigated
tolane molecules attached to gold via thiol, nitro and cyano docking groups, showing
that anchor groups influence not only the strength of the metal-molecule coupling, but
also the position of the molecular energy levels. Another experimental and theoretical
work by Hong et al. [50] compared the effect of thiol, pyridyl, amine and nitril anchor-
ing groups revealing a hierarchy considering junction formation probability and stability:
PY > SH > NH, > CN.

Lortscher et al. [44] experimentally investigated the influence of metal-molecule coupling
on transport through single-molecule junctions using thiol and isocyano linkers connecting
benzene molecules to gold, applying the MCBJ technique. They found isocayno groups to
be the better docking group, resulting in fewer instabilities in the current-voltage curves
and higher surface mobility of the molecules arranging on the gold electrodes. They
reached similar currents in the order of 25 — 40 nA at 1.2 V for the thiol docking group
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and 20 — 30 nA at 1.2 V for isocyanide. Koga et al. theoretically investigated electron
transport properties through single benzene molecules with cyanide (-CN) and isocyanide
(-NC) anchor groups at their para and meta positions [49]. They found larger broadened,
transmissive LUMO peaks for isocyanide, resulting from a stronger coupling to the gold
electrodes and leading to a higher current of about 6 pA at 1V, than for the cyanide
docking group.

The influence of docking groups was also intensively investigated on the basis of metal-
SAM systems for pyridine anchors by Ma et al. [51] or by Heimel et al. [35] comparing
-SH, -NC and pyridine.

Not only the type of anchoring group, but also its exact position matters in case of
transport calculations, as was shown by Mayor et al. [52] by investigating thiol groups
placed in the para or meta position of the last phenyl ring. The latter resulted in a cru-
cially reduced current, due to an interruption of conjugation.

1.4 Experimental Techniques

The final goal of experiments in molecular electronics is to make robust, reproducible and
consistent electronic devices, that can be easily manufactured and integrated. A detailed
description of experimental techniques can be found in several reccomendable reviews
about molecular electronic junctions like [1] and [2|. Here, only an overview about the
most common techniques will be given, mainly based on [2] and [5].

Since molecular junctions can be divided into two types, namely single molecule and
ensemble; the underlying experimental fabrication techniques can accordingly be sub-
divided, as shown in Fig. 6. In the red area two examples for single molecule device
fabrication can be found and the green area shows common examples for ensemble junc-
tions.

Break junction techniques can be divided into two categories: mechanically control-
lable break junction MCBJ [9], [10] and electromigrated break junctions [53]. As illus-
trated in Fig. 7, MCBJs typically consist of a metallic free suspended bridge fixed on
top of a bendable substrate. Moving a piezo-controlled rod bends the substrate until the
metallic wire is elongated enough to break. Two nano sized electrode surfaces are cre-
ated. The molecules that are supposed to bridge the gap can either be present in solution
or in gas phase. The main advantage of MCBJs is the ability to repeat back-and-forth
bending, which allows a large number of measurements that can be evaluated statistically.
Since the details of the contact geometry and conformation strongly affect the electrical
behaviour of single molecule junctions, and since these local configurations are not known
for a specific experiment and vary significantly for each molecule studied [54], one needs
a large number of experiments and then draws conclusions on the basis of histograms.

Scanning Tunneling Microscopy (STM) has the ability of combining high-resolution
imaging and spatially resolved scanning tunneling spectroscopy, providing the local den-
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Figure 6: Examples of single molecule (red) and ensemble (green) molecular junctions. A)
Single molecule interrogated using an STM or cpAFM tip. B) MCBJ formed by breaking
a metallic wire until a gap opens, that is bridged by molecules. C) Liquid-metal junction
formed by suspending an Hg drop over a metal surface in a solution of thiol molecules,
which adsorb to form monolayers. D) Cross-wire junction formed at the intersection of
two cylindrical metallic wires, one of which is coated with a SAM. E) Planar cross-bar
junction made by evaporating a metal onto a molecular layer covalently bonded to a carbon
substrate F)Junction made using a conductive polymer as the top contact. Reproduced
with permission from Ref. [2] ©2012 WILEY-VCH Verlag GmbH&Co.KGaA, Weinheim

(@)

Counter liquid cell . B Gekinire

wmmmmrmmmmww «—SAM

Wire stretched until breakage,

O 2 = SR g | e | resuting i tp formaton
? - SIS " o i

Pushing rod

Solvent evaporates, then tips
Ibrought togethar until the
, onsat of conductance

Figure 7: Schematics of the MCBJ principle (a) with the corresponding measurement
process (b). Reproduced with permission from Ref. [1] ©2012 WILEY-VCH Verlag
GmbH&Co.KGaA, Weinheim
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sity of states with atomic resolution. An integration of the STM and the aforementioned
break junction leads to a very commonly used technique, referred to as a STM-controllable
break junction (STM-BJ) [29]|, where moving the STM-tip into and out of the contact
with a metal surface in a solution containing the molecules, leads to quickly and repeat-
edly formed junctions, again allowing robust statistical analysis.

In conducting-probe Atomic Force Microscopy (CP-AFM) the metal-coated tip acts as
the top electrode and is brought into contact with the molecules arranged on a conducting
substrate, that acts as the bottom electrode. An external circuit measures current-voltage
characteristics.

A main alternative to overcome these statistical fluctuations of single molecule junctions
is the ensemble approach, where > 103 molecules are aligned in parallel between two
conducting contacts. Of course, this increases the complexity of the junction and, as was
partly discussed in section 1.2, the scaling of single molecules to large area junctions is not
that clear. Still, there are several advantages of ensemble junctions over single molecule
junctions concerning consistency, mass production and integration into conventional elec-
tronics.

One of the main challenges for large area junctions is making the top contact between the
metal and the molecular monolayer. In particular one has to avoid metallic filaments pen-
etrating the molecular layer. In fact, approaches like chemical vapour deposition or liquid
metal junctions often lead to electrical shorts and cannot not eliminate the problem, in
spite of improvements combining chemical vapour deposition with strong metal-molecule
bonding [55].

Akkerman et al. [56] managed to overcome the penetration of metals into the molecu-
lar monolayer by using a highly conducting polymer as a top contact, followed by a
gold layer, as illustrated in Fig. 6F. The junctions obtained by this technique show ex-
cellent stability and the desired reproducibility.

Crossed-wire junctions are formed when molecules bridge the gap between two cylin-
drical metal fibres (Fig. 6D), producing single molecule junctions as well as ensemble
junctions. Using the magnetic Lorentz force the gap between the metallic wires (one of
which is coated with a monolayer) can be tuned.

10
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2 Theoretical Concepts

In this chapter, some basic theoretical considerations and derivations will be presented
that are needed to calculate the relevant properties of the systems investigated in this
thesis. The theoretical fundamentals of density functional theory (DFT) as well as a
basic understanding of how DFT-based programs work will be given. The transport
description will be theoretically discussed within the Landauer-Biittiker formalism. Since
a combination of DFT and Green’s function techniques will finally provide the current
through molecular junctions, a theoretical description of that approach will be provided.

2.1 Density Functional Theory

Density Functional Theory (DFT) is presently the most successful approach to inves-
tigate the electronic structure of complex many-body systems in physics and chemistry.
Its application ranges from atoms, molecules and solids to nuclei and quantum and clas-
sical fluids. DFT is widely used to predict a great variety of molecular properties, like
molecular structures, vibrational frequencies, ionization energies, electric and magnetic
properties. More important for this work, DFT is at the moment the theoretical ap-
proach with the largest impact on molecular electronics.

Within this theory, the properties of a many-electron system can be determined by using
functionals of the electron density, meaning that in principle one scalar function of posi-
tion determines all properties of the system in its ground state. This is a big advantage
over traditional methods, like e.g. Hartree-Fock theory, that are based on the complex
many-electron wavefunction.

In this chapter an overview of the theoretical background of DFT shall be given. Addi-
tionally, some important facts about the programs that were used are contained. More
practical information on the codes will be given in section 5. In this work two DFT
based codes where applied: The Vienna Ab-initio Simulation Package VASP [57] and
the Spanish Initiative for Electronic Simulations with Thousands of Atoms SIESTA [58].

There is very much recommendable literature on DFT. Of course the original papers
of P. Hohenberg and W. Kohn [59], and W. Kohn and L. J. Sham [60], as well as Kohn’s
Nobel lecture [61]. Advisable books on DFT would be [5], [62] and [63]. The following is
mainly based on [5], [62] and [64].

2.1.1 Schrodinger Equation

The ultimate goal and at the same time major challenge in most theoretical approaches
in solid state physics and quantum chemistry is the solution of the non-relativistic, time-
independent Schrédinger equation for the many-electron wave function W,

A~

H\Ij<r17"' 7rN7Rl>"' 7RM) :qu(rlf" 7rN7R1>"' 7RM) (21)
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where H is the Hamiltonian for a molecular system in the absence of magnetic fields
containing M nuclei and N electrons. r; and R; are the positions of the electrons and
nuclei, respectively.

- h2Nv2 VQNM Ze? 2 1L 77
_2_7716; ‘ QMIZ ;;\ri—RI\ Zz‘rl_rJ’+521;’RI_RJ‘

(2.2)
The first two terms of H describe the kinetic energy of the electrons and the nuclei. The
three remaining terms represent the attractive electrostatic interaction between nuclei and
electrons and the repulsive potential due to electron-electron and nucleus-nucleus inter-
actions.

A very common simplification of Eq. 2.1 can be achieved using the Born-Oppenheimer
approximation. Since the much heavier nuclei move more slowly than the electrons, we
can assume a separate motion of electrons and ions and we consider the electrons as mov-
ing in the field of the fixed nuclei.

The problem reduces to the Schrédinger equation for the electronic part
ﬁelecqjelec = Eelec\Ijelec (23>

where now the electronic Hamiltonian Helec consists of the kinetic energy of the electrons
T the electrostatlc interaction between electrons and nuclei V and the electron-electron
interaction U.

N M

. A Ze?
Helec =T + V U Z ZZ ’ri _IeRI’ ZZ ’rl — rJ| (24)

=1 I=1

The total energy Fi, is represented by the sum of the electronic part E... and the
constant nuclear repulsion term F,,,,..

Etotal = Eelec + Enuc Enuc - 2MI ZI 1 V2 +3 ZI 1 Z;ﬁ] \RZII—Zli‘ﬂ

Although the Born-Oppenheimer approximation helped to decrease the number of de-
grees of freedom, it is still challenging to solve Eq. 2.3, because of the fact that the
wavefunction W = W(ry,--- ,ry) is still a function of 4N electron coordinates including
spin. Since typical problems in solid state physics deal with about N = O(10%*) particles,
an exact solution cannot be obtained.

Methods based on the expansion of the wavefunction in Slater determinants, like the
Hartree-Fock-method give excellent results for sufficiently small molecules, like H,. For
large systems, the core advantage of DFT plays out, namely that the whole problem can
be expressed entirely in terms of the electron density n(r), as will be seen in the next
chapter.

12
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2.1.2 Hohenberg-Kohn Theorem

A very crude theory that was developed in 1927 shortly after the introduction of the
Schrodinger equation is the so called Thomas-Fermi model [65], which can be viewed as
a precursor to modern DFT. Based on the uniform electron gas, it stands separate from
wave function theory as being formulated in terms of the electron density distribution
n(r) alone.

This idea was picked up in 1964 by P. Hohenberg and W. Kohn and led to the famous
Hohenberg-Kohn Theorems [59], whose main statement is, that n(r) implicitly determines
all properties derivable from H through the solution of the Schrodinger equation. More
precisely, ground state properties of a many-electron system are uniquely determined
by an electron density that only depends on three spatial coordinates. In this way, the
many-body problem of N electrons with 3N spatial coordinates can be reduced to 3 spatial
coordinates through the use of functionals of the electron density.

The first Hohenberg-Kohn Theorem states: "The ground state energy of a system of
interacting electrons is a unique functional of the electron density” 64|, meaning that
there is a unique relationship between the ground-state electron density no(r) and the
ground-state wavefunction Wo(ry - - - rn).

While the first theorem proofs the existence of the functional, the second Hohenberg
Kohn Theorem defines its property: "The electron density that minimizes the energy of
the overall functional is the true ground-state electron density” [64].

According to these theorems, the expectation value of the Hamiltonian of Eq. 2.4, that
will be from now on stated as H can be written as

< U|H|¥ >= Eln(r)] (2.5)

where E[n(r)] is the total energy functional of the electron density. If the exact form of
this functional could be established, the variational problem to be addressed would be

OB (26)

with the constraint
/fm@:N. (2.7)

The electron density that minimizes the energy-density functional and, therefore, corre-
sponds to the minimum energy Ej is the ground-state density.

To proceed in practical calculations, the total energy as a functional of the electron den-
sity can be written as

Eln(r)] = Tln(r)] + Vn(r)] + Uln(r)] (2.8)

13
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where
Vin()] = / o(r)n(r)dr (2.9)
and, therefore

Eln(r)] = /drv(r)n(r) + Fykn(r)], (2.10)

which seperates E[n(r)] into contributions that depend on the actual system (the poten-
tial energy due to electron-nuclei attraction) and those which are universal, Fix[n(r)].

Finding what is called the universal functional Fyg[n(r)] = Tn(r)] + Uln(r)] is the
holy grail of DFT. The explicit form of both functionals T'[n(r)] and U[n(r)] is unknown,
but from the latter the classical character J[n(r)] can be extracted,

o [ e
U] = 5 [ dr [ ar 8R4 Buafo(e)] = Tn(e) + Bualoe)] - 21)

Eq. 2.11 devides the electron-electron interaction U[n(r)] into a classical contribution, the
electrostatic energy or Hartree energy J[n(r)] and into a non-classical contribution, the
self-interaction correction, the exchange and Coulomb correlation E,4[n(r)] [5]. Finding

explicit expressions for the kinetic energy T'[n(r)] and E,[n(r)] is the major challenge in
DFT.

2.1.3 Kohn-Sham Approach

In 1965 W. Kohn and L. J. Sham suggested to calculate the exact kinetic energy of a
non-interacting reference system with the same density as the real, interacting one [60].
The total energy functional can then be expressed as

Eln(x)) = Taln(e)) + Jn(e)] + [ o(e)n(e)dr + Eeclnfe)] (2.12)

where Ts[n(r)] is the kinetic energy functional of the non-interacting electron system mov-
ing in an effective Kohn-Sham potential Vig. Since Ts is not equal to the true kinetic
energy of the system, Kohn and Sham introduced the so called exchange and correlation
energy E..[n(r)] to account for everything that is unknown.

Eyc[n] = (T[n] — Ts[n]) + (Un] — J[n]) (2.13)

This was a way to reduce the many-body problem into a one-electron problem. The
resulting single-particle Kohn-Sham equations obtained by minimizing the total energy
with respect to the electron density are

V2

— 5 T Vies[n(@)]| 1i(0)] = 6 0i(x) (2.14)
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where

n(r’) N S Eyze[n(r)]
v —r/| on(r)
The Kohn-Sham potential Vi g has a functional dependence on n. The latter is defined
in terms of the Kohn-Sham wave functions

=V + VHartree + ‘/mc- (215)

Vies(r) = V+/dr

occ

n(r) = Z 13 (r)]*. (2.16)

Once the potential Vg is known and, therefore, an expression for F,., it can be inserted
into the Kohn-Sham-equations, which determine the Kohn-Sham orbitals and hence the
ground state density and the ground state energy. But since Vig itself depends on n,
these equations have to be solved self-consistently, as is shown in Fig. 8. Starting with
an initial density guess n(r), the effective potential Vi g can be determined (Eq. 2.15).
With that one can solve the Kohn-Sham equation (Eq. 2.14) and from its solution, the
Kohn-Sham orbitals and the new electron density can be calculated (Eq. 2.16). This will
be self-consistently repeated until a convergence criterion is achieved. From the converged
ground-state density one can get the ground-state energy.

An important aspect that has to be kept in mind is that, if one knows the exchange corre-
lation energy exactly, the Kohn Sham strategy would lead to the exact energy. Therefore,
people are widely attempting to find the best approximation for exchange correlation
functionals.

2.1.4 Exchange-Correlation Functionals

After transforming the many-body problem into the effective single-electron problem,
finding the best expression for the unknown exchange-correlation functional E,.[n(r)] is
the major challenge in DFT. Very common and widely used approximations are the local
density approximation (LDA) and the generalized gradient approximation (GGA) [5].

Derived from the homogeneous electron gas, LDA is the simplest approach and at the
same time basis of all approximate exchange-correlation functionals. This method as-
sumes electrons to move in a positive background charge distribution such that the total
ensemble is neutral [5].

EXPA[n(r)] = / n(r)ehom (n(r))dr (2.17)

e'om(n(r)) is the exchange-correlation energy per particle of a uniform gas with the elec-

tron density n(r), that is weighted with the probability n(r) that there is an electron at
this position.

A more accurate approximation can be achieved by including the gradient of the elec-

tron density (GGA). Typical numerous forms for this case would be the Perdew-Wang
functional (PW91) [66] and the Perdew-Burke-Ernzerhof functional (PBE) [67]. In this
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Figure 8: Schematic representation of the self-consistent Kohn-Sham cycle. Starting
with an initial density guess n(r), the effective potential Vg can be determined. With
that one can solve the Kohn-Sham equation. From its solution, the Kohn-Sham orbitals
U(r), the new electron density can be calculated. This procedure will be repeated self
consistently until a chosen convergence criterion is fulfilled and the ground-state energy
can be deduced.
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thesis, the PBE functional has been used within VASP as well as SIESTA.

2.1.5 Basis Sets

To solve the Kohn-Sham equations, its solutions, the Kohn-Sham wave functions need to
be expanded in a set of well chosen basis functions. A general expression for a proper
basis has the following form [62]

Ui(r) = Z at(k)pp () (2.18)

t

where b; ;. is a set of coefficients and the functions ¢ (r) are called the basis set.

There are two big groups concerning the choice of basis functions used to expand the
solutions of the Kohn-Sham equations. Atomic-independent ones, typically plane waves,
that are particularly well suited for extended systems and basis sets which use atom-
centered functions, usually relatively compact ones.

Appropriate boundary conditions need to be specified when solving Eq. 2.14. VASP
and SIESTA apply periodic boundary conditions, where the system of interest is assumed
to be represented by a box of atoms, the unit cell, which is periodically repeated in all
three spatial directions. The unit cell is described by three vectors a;, as and ag, whose
reciprocal lattice vectors by, ba, bz define the volume €2 of the reciprocal unit cell, also
called the first Broullin zone.

(2m)?
0

According to Bloch’s theorem, the Kohn-Sham wave functions can be expressed as a
product of a plane wave part and a lattice-periodic part

by.(bs X by) = (2.19)

W;(r) = uy(r)e™™, (2.20)

where k is a vector in reciprocal space. Kohn-Sham equations are mapped into reciprocal
space and solved for each value of k independently. Therefore, a proper k-point sam-
pling needs to be adopted using suitable values of k in the first Broullin zone. A very
common and frequently used Broullin zone sampling in VASP and SIESTA is the so called
Monkhorst-Pack Method [68]. There are also other methods and even a way to define
k-points per hand, as will be described in detail in section 2.1.6.

For periodic systems, the plane wave basis set appears to be the natural choice
1 .
Uy(r) = zt: ai(k)pri(r) = ﬁ ; at(k)ez(kJth)r, (2:21)

where K; are vectors in the reciprocal space. In practical calculations the sum over ¢ needs
to be finite. Therefore, only plane waves up to a certain cutoff wave vector are included in
the basis set. Accuracy can be systematically enhanced by increasing the number plane
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waves one takes into account to represent the wavefunction. Plane wave basis sets are
implemented in the VASP code, where the number of basis functions can be controlled by
a single parameter called the ENCUT parameter. It has to be converged for every system
in question to guarantee correctness of the results.

The second group are atom-centred basis functions, so called localized atomic orbitals.
They are, e.g., implemented in the SIESTA code. Using localized atomic orbitals is essen-
tial to make SIESTA to an order-N algorithms, where computer time and memory scale
linearly with the simulated system size [69]. Order-N methods rely heavily on the sparsity
of H and overlap matrices, which can only be achieved by strictly confined basis orbitals,
that are zero beyond a certain cutoff radius.

Basis functions consisting of a linear combination of localized numerical atomic orbitals

(LCAO) can be expressed as |70]

Uy (r) =Y e P, (r— R,) (2.22)

where the ¢,, can be expressed as a product of a radial function times a spherical harmonic.
Therefore, restrictions for the basis sets are (i) the functions have to be atomic-like (radial
functions multiplied by spherical harmonics), and (ii) they have to be of finite range (radial
function becomes zero beyond a certain cutoff). One can either create ones own basis or
use a hierarchy of basis sets established by SIESTA. Following the nomenclature of quan-
tum chemistry there are single ¢ to multiple ( basis sets where one can add polarization
by choice. Each ¢ orbital corresponds to the same spherical harmonic but with different
radial function (single- ¢ SZ, double-¢ DZ, triple-¢ TZ for 1, 2 and 3 radial functions).
Including polarization leads to single-zeta-polarized SZP, double-zeta-polarized DZP etc.
SIESTA offers standard basis functions from SZ and SZP to DZ and DZP. The range of
these localized atomic orbitals can be set by a parameter called PAO.EnergyShift. This
is a parameter describing the energy increase experienced by the pseudo-atomic orbitals
(PAO’s) when they get confined to finite range [71]. The energy is inversely proportional
to the real space extension of the basis, described by the cutoff radius r.. Details on
different basis sets and cutoff will be given in chapter 6.2.1.

2.1.6 k-point Sampling

Since all functions with crystal symmetry are repeated beyond the first Broullin zone, the
corresponding k-point grid is also constrained to this area. So all observables, such as
energy, charge densities or potentials, are calculated as an integral over the 1.BZ that is
converted into a sum over discrete points in k-space. The error induced by calculating
the electronic states only at a finite number of k-points can be systematically reduced
by increasing the density of the k-point mesh. Since each additional k-point means a
new self-consistent Kohn-Sham system, accuracy should be maximized while reducing the
number of k-points. Extensive descriptions of k-point generation in VASP and SIESTA can
be found in the corresponding manuals [72| and [71] respectively.
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k-point grids in VASP

There are several possibilities proposed in the literature to define k-points [68], [73], [74].
In VASP one can either use the automatic k-mesh generation, which seperatly offers dif-
ferent schemes, or one can enter all k-points explicitly. K-points settings are specified in
the KPOINTS input file [72].

For automatic mesh generation, a typical format for this file is:

Nin_cov100 ! Comment

0 ! number of k-points = 0 -> automatic generation of k-points
Monkhorst ! automatic generation scheme: Monkhorst, Gama, Auto

8§81 ! 8x8x1 grid

000 ! optional shift of the mesh

The first line is treated as a comment. If the second line equals zero, k-points will be
generated automatically either using the Monkhorst Pack scheme [68] or if defined as
Gamma the I' centred method. The Monkhorst Pack scheme produces an equally spaced
mesh in the 1.BZ with distributed k-points [68|

k’ - Nlbl + N2b3 + Ngbg. (223)

by, bs, bs are the reciprocal lattice vectors and

2p; —q; — 1
N=P"&7" (2.24)
2q;
with p; = 1,2, ,q; where ¢; are the numbers of k-points in each direction.

(One can also use a fully automatic generation scheme "Auto’, that generates I' centred
Monkhorst-Pack grids, where no explicit number of subdivisions has to be declared, but
this scheme was not used in this thesis.)

The third line either starts with "M’ or 'm’ selecting the original Monkhorst Pack scheme
or with G’ or ’g’ for generating meshes with their origin at the I' point. The fourth line
states the subdivisions Ny, No, N3 along the reciprocal unit cell vectors. An optional,
additional shift of the whole mesh can be introduced in multiples of the length of the
reciprocal lattice vectors by entering the appropriate value in the fifth line.

The practical application of these different schemes will become aparent in section 3.3
where some investigated systems with different sized unit cells will be discussed. With
increasing size of the unit cell, the volume of the 1.BZ becomes smaller and, therefore,
fewer k-points are needed.

Since there were some problems with automatic generation, the possibility of explicitly
entering k-points was also investigated. In the case of entering all k-points explicitly the
KPOINTS file must contain the coordinates and relative weights for each k-point to create
the grid. This will be also discussed in more detail in chapter 3.3 for exemplary systems
investigated in this thesis.
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k-point grids in SIESTA

In SIESTA there is no possibility of explicitly entering the desired k-point mesh, but there
is of course the Monkhorst-Pack scheme defined in the data block of the corresponding
.fdf Input file as [71]:

%block k_grid_Monkhorst_Pack

Mk(1,1) Mk(2,1) Mk(3,1)  dk(1)
Mk(1,2) Mk(2,2) Mk(3,2) dk(2)
Mk(1,3) Mk(2,3) Mk(3,3) dk(3)
%endblock k_grid_Monkhorst_Pack

where Mk (i, j) are integers defining the grid and dk (i) are again optional displacements
of the whole mesh. From Mk the k-grid supercell will be defined. Details on SIESTA
supercells will be given in section 5.

Another possibility for defining a mesh of k-points in SIESTA is by setting one single
parameter, the so called kgrid_cutoff, which defines the fineness of the k-grid in the
first Broullin zone, chosen in an optimal way according to the method of Moreno and
Soler |74].

2.2 Transport in Nanocontacts

Perhaps the most popular and widely used method for describing transport in nano scale
devices is the Landauer formalism [75], also known as the scattering approach. This the-
oretical model starts dominating when the size of the contact becomes so small that the
wave nature of electrons can no longer be ignored, i.e. when entering the full quantum
limit. The main approximation introduced by Rolf Landauer in the late 1950’s is re-
garding electrons as non-interacting particles, also neglecting phonon contributions and,
therefore, assuming coherent transport, meaning that there are no phase-breaking scat-
tering processes involved. If inelastic interactions can be ignored, a transport problem
can be viewed as a scattering problem. For this reason transport properties like electrical
conductance get related to the transmission probability for an electron to cross the sys-
tem. So the Landauer formula states "conductance is transmission". To determine the
total conductance GG, one has to solve the Schrédinger equation, find the current-carrying
eigenmodes, calculate their transmission values and sum up their contributions. G is the
given by

262 N N
G =" Y T.=Go) T, (2.25)
n=1 n=1

where Gy = 2¢%/h (12.9 kQ)~! is the quantum unit of conductance and the summation is
performed over all available conduction modes, whose individual transmissions are T,.

Derivation of the Landauer Formula

On basis of Ref. [5], a heuristic derivation of the Landauer formula shall be obtained. In
typical transport experiments on molecular junctions the organic molecule is connected
to macroscopic leads allowing the injection of currents and fix voltages. The scattering
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approach relates transport properties into transmission and reflection probabilities of in-
coming waves impinging on a potential barrier. While the electrodes act as ideal electron
reservoirs in thermal equilibrium, they incorporate all inelastic scattering processes en-
tering in the description in terms of boundary conditions.

An incoming plane wave impinging on a one-dimensional potential, simulating the central
part of the junctions, gets partially reflected and partially transmitted with probabilities
r and T = |t|? respectively. The electrical current density J;, carried by one electron can
be described by its wavefunction ®

[@*(:p)% . (I)(x)dai* - _Tev(k:)T(k) (2.26)

—eh

J. =
k 2ma

with the group velocity v(k) = hk/m , the length of the system L and the transmission
probability T". Since in a molecular device many electrons contribute to the current, a
sum over k has to be introduced. Additionally, the Pauli principle has to be taken into
account by introducing a factor f7(k)[1 — fr(k)], where fr g are the Fermi functions of
the electron reservoirs on the left /right side of the potential barrier. This factor allows,
only initially occupied states on the left and empty ones on the right to contribute to the
current. The Fermi functions are connected to the corresponding chemical potentials p,
that can be shifted by applying a voltage.

Alltogether, after converting the sum into an integral and changing from variable & to
energy E, one gets a left-to-right current density Ji_, g, as well as a right-to-left current
density Jr_.r:

In =1 [ TE)FE - )1 = £(E = pr)dE (2.27a)
Irow = [ T)FE ~ a1 = F(E = pu)dE (2.27h)

The total voltage dependent current (V') can then be simply expressed by the difference
of the current density from left to right and the one from right to left, resulting in the
famous Landauer formula:

2e
1) =2 [ TE)HE - ) = F(E = pr)ldE. (229
with the corresponding Fermi function for the left or right lead given by

f(E = pLr) = !

. 2.29)
o (
1+ ewp[—kgLT/R}

Fig. 9 shows the corresponding electronic situation of a metal-molecule-metal junction for
zero bias (a) and with an applied bias V' (b) that is represented as the difference of the left
and right chemical potential pu; — ur = eV. Eq. 2.28 clearly illustrates the close relation
between current and transmission in this simplest version of the Landauer formula. To
get the charge transport characteristics, an expression for the transmission function T'(F)
of the system has to be obtained. This will be done by combining DFT with Green’s
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Figure 9: Schematic representation of the electronic structure of the metal-molecule-metal
junction with (a) zero bias and (b) an applied bias V', where p — ugp = eV

Function techniques, as will be seen in the next chapter.

2.3 Green’s Function Techniques

Since transport in nano devices can be described on the atomic level, a combination of Non
Equilibrium Green’s Functions NEGF and DFT leads to a very advantageous descrip-
tion of electronic transport characteristics. For coherent transport the NEGF formalism
will reduce to the well known Landauer formula. While other methods have limitations
concerning (i) the geometric restriction to either finite or periodic systems and (ii) the
need of thermal equilibrium, combined NEGF and DFT calculations are able to describe
non-periodic and infinite systems at finite bias in non-equilibrium situations.

In this work an extension of the aforementioned SIESTA code, the non-equilibrium elec-
tronic structure code TRANSIESTA [76] was used to calculate some of the transport char-
acteristics. With this program the electronic structure of open systems consisting of a
finite structure sandwiched between to semi-infinite metallic leads can be described. A
finite bias can be applied between the leads to drive a finite current. But since there were
many problems with convergence in applying this program to the systems investigated
here, a program stemming from a cooperation between Georg Heimel and David A. Egger
was applied. This code is called SIESTATg, since it is based on the SIESTA code and
calculates transport properties at zero bias. A detailed description concerning practical
applications will be given in chapter 5.

Regarding literature there are several recommendable articles, e.g. by S. Datta |77], [78],
as well as a very comprehensible description by M.Paulsson [79]. The following theoretical
description partly stems from [76] and [79].

2.3.1 Screening Approximation

To obtain transport characteristics a separation of the investigated open systems into
three parts has to be done, as it is shown in Fig. 10. Two semi-infinite electrodes (a left
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and a right one) serving as electron reservoirs are coupled via a contact region, which is
often called central region. By including a few layers of the metal in the central region,
surface effects due to perturbations of the molecule at the contact can be avoided and the
contact gets sufficiently large to include screening.

left electrode central region right electrode
(*
[*)

. @
0® ©%e
000 (o, " ‘ &0 UO
200 © W“uu“ou“

. @ o oy y p Uu
[*] [#) [ *]
w09 glo ¢ goSBEBwiEBe® gol° g @
OU.Q [*] [*]

Figure 10: Molecular junction seperated into left electrode, central region and right elec-
trode

The semi-infinite leads have a regular periodic structures in transport direction, while
the central region is of finite size in z-direction. The incorporation of the influence of
the infinitely extended leads on the finite size central region is the basic mission of the
Green’s function technique.

By using the so called screening approach, the total Hamiltonian of the system shown
in Fig. 10 can be written as [76]

Hy Hipe 0 H, 7. 0
H" = (Ho, He Her| = |70 He 74 (2.30)
0 HRC HR 0 TR HR

where H;, Ho and Hy are the Hamiltonian matrices for the left electrode, the central
region and the right electrode respectively. Hep = HTLC =717 and Hpo = HLR = Tp
describe the interactions between the left /right electrode with the central region. The
central region is large enough, so there is no direct interaction between the two electron
reservoirs and, therefore, no cross terms 7 for the different electrodes. Notice that Hy g,
H;- and Hgpr are all matrices of infinite dimension.

After partitioning the system into these three different regions we want to solve the

23



2 THEORETICAL CONCEPTS

Schrodinger equation
H*'W = ESW¥ (2.31)

where the overlap matrix S includes the effect of non orthogonal basis functions, where S
is not the identity matrix. Solving the whole eigenvalue problem turns out to be a very
difficult task. Therefore, Green’s functions are introduced in the next section, from which
most properties of the system can be calculated.

2.3.2 Green’s Functions and Self Energies

To solve problems like Eq. 2.31 the retarded Green’s function G corresponding to the
Hamiltonian matrix H** of Eq. 2.30 is defined by the relation [76]

[EYS —H"|G" =1 (2.32)

where E = F +in with 1 being an infinitesimal positive number, S is the overlap matrix
and 1 the identity matrix.

Inserting H*' into Eq.2.32 leads to

EtS, —H, 7y 0 G GE, GE, I 00

—r! E*tSc —He —rh, GE GE GE,|=(0T10

0 —TR E+SR—HR GgL ch Gg 001
(2.33)

A great benefit of this technique is that the Green’s Function of the central region GZ - the
part of interest- can be calculated without determining the Green’s function of the whole
system consisting of the electrodes and the central region. After some transformations
and matching of terms one can obtain an expression for the retarded Green’s function of
the central region

GE=(E'S¢ —He — X, — )™ (2.34)

where X7,/ are the so called self-energies including all the effects coming from the coupling
between central region and leads. They have the same finite dimension as He.

¥, = TTLgLTL (2.35a)
ER = T}r%gRTR (235b)

g, = (E*S;, —Hp) ! and ggr = (ETSg — Hp) ! are the retarded Green’s functions of
the isolated semi-infinite left and right leads, also called surface Green’s functions of the
electrodes uncoupled to the device. They are calculated using an efficient iterative method
proposed by Sancho et al. [80]. Sg/y, are the overlap matrices of the left and right contact.

The physical interpretation of the self-energies 3, can be obtained from their real and
imaginary parts [77|. These are associated to the energy level shift A and the broadening
I' of the molecular levels when the molecule attaches the semi-infinite leads, as illustrated
in Fig. 11.
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Ar/r(E) = RE/R(E) (2.36)
L/r(E) = i(S1/p(E) — B} () = =23(Spr(E) (2.37)

The latter is inversely proportional to the lifetime 7 of the electronic states on molecules
and gives the self energy its physical meaning. When the molecule is coupled to the
electrodes, electrons escape into the leads and spend some time 7 in the state localized
at the central region. An uncertainty principle between broadening and lifetime can be
formulated:

' =h. (2.38)

A large self-energy, resulting from a great influence of the bulk, broadens the states in the
corresponding DOS and, at the same time, reduces the sharpness of the peaks, yielding
shorter measurable states.

E

HOMO

! A

metal-molecule systeme isolated molecule

Figure 11: Graphical illustration of the energy level shift A and the broadening I' of the
molecular levels when the molecule is attached to the semi-infinite leads

With the use of Green’s functions, the infinite-dimensional problem of Eq. 2.31 can be con-
verted into a problem of the dimension of the central region, where the self-energies contain
all information about the semi-infinite properties of the electrodes. While Hy g + X1/r
are received from separate calculations for the bulk systems, 7 r and He depend on the
non-equilibrium electron density and are determined self-consistently.

2.3.3 Charge Density Matrix and Electrical Current

While an elaborate and comprehensible derivation of the charge density and the electri-
cal current can be found in [76] or in [79], here, only the results will be summarized, to
understand the combination of DFT and NEGF.

The density matrix D¢ describes the distributions of electrons and can be separated
into an equilibrium part and a non-equilibrium part [76]. It is mainly derived from the
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Green’s function of the central region G& and the self energies X /5. From D¢ one can
get the electron density according to

ZCD )(De)ap®s(r) (2.39)

where ®,(r) are localized atomic orbitals.

Since now an expression for the charge density is found, the NEGF formalism can be
combined with DFT, see Fig. 12. So far the NEGF technique taught us to calculate
self energies and retarded and lesser Greens Functions in the device region of an open
boundary problem from the Hamiltonians of isolated device and metal leads. Now DFT
can be used to calculate the self-consistent Kohn-Sham Hamiltonian matrix elements.
Therefore, as a first step, a trial charge density is used to compute the Hamiltonian of the
central region applying DFT. For the retarded Green’s function the Hamiltonian for the
central region is needed and also the self-energies. To compute the self-energies one needs
to calculate the surface Green’s functions for the isolated leads. Afterwards the density
matrix D¢ and finally the electron density can be obtained. A combination of input and
output density gives the new trial densities. For an applied bias, this self-consistent loop
is repeated until convergence is achieved.

Finally the current through the central region connected to two metal leads at different
chemical potential p;, and pr can be computed from the self-consistent Green’s function
and self energies,

2e
I = W Tr(GETRGTL)[f(E — pr) — f(E — pg)|dE (2.40)
according to the Landauer formula. From that, an expression for the transmission function
can be found as

T = Tr(GLTRGeTy) (2.41)

where I'y/p = i(X1/r — ETL/R) are the broadening matrices and pr/r = Er & % account
for the bias.
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Initial electron density
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> He from DFT
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Green’s function of the central region
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Figure 12: Schematic representation of the combined DFT and NEGF cycle. Starting
with an initial density guess n(r), the Hamiltonian of the central region H¢ is calculated
applying a usual DFT run. From that together with the self energies 3 produced from
the bulk calculations, one can determine the Green’s function of the central region GE.
Afterwards the density matrix Ds and the new electron density can be calculated. In
case of an applied bias, this new density usually mixed with the old one enters again H¢

and the whole scheme is solved iteratively until convergence is achieved.
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3 Investigated Systems

In the following chapter, the molecules investigated in this thesis shall be introduced.
After a detailed description of the optimization of their geometry, it will be shown how
different coverages of the monolayers comprised between the electrodes can be obtained
in the simulation. Since the variation of coverage is strongly connected to k-points, the
adaptation of the k-point meshes will be discussed as well.

3.1 Structure of the Molecules

The molecular junctions that were theoretically investigated in this work have the struc-
ture shown in Fig. 13. They consist of a left and a right gold electrode (Au(111)), and in
between a m-conjugated organic part consisting of molecules, whose chemical structures
are shown in Fig. 14.

organic
Au (111) Tt - conjugated system Au (111)
A A A
\o-ol
docking docking

Figure 13: Molecular junction consisting of a left and a right gold electrode and the
m-conjugated organic part in between

The first group of junctions that will be studied consists of molecules with internal dipoles
distributed along their backbones, as depicted in Fig. 14a. They are denoted as N;, and
Nowt and were already introduced in chapter 1.2 as the two isomeric molecules investi-
gated in [38]. Their internal dipoles are introduced by symmetrically replacing two of the
carbon atoms by nitrogen in the outermost rings; on the inner side for Nj, and on the
outer side for N, . Since these two isomeric molecules are fully symmetric, they have
no net dipole moment. But for Ny, the dipoles due to the pyrimidine ring and the thiol
docking group add up to a local dipole moment on the peripheries, while they essentially
cancel for the N, molecule.

The methylene spacers were introduced to decouple the pyrimidine from the thiol docking
group and to reduce hybridisation between metal states and m-backbone states.

A peculiarity of the widely used thiol docking group (-SH) is that the sulfur has to be
saturated by hydrogen for the free-standing molecule to avoid a radical situation, as was
stressed in [81]. Therefore, on a surface the S-H bonding will be replaced by the S-Au
bond when connecting to the electrodes.

Expecting a strong influence of the docking group on the electronic structure of the junc-
tion [16], the molecules depicted in Fig. 14b were introduced. Referring to their anchor
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-
N N
HS-Cc—¢ :\>+©+</: Y—C-SH N, ..
H, N= =N H,
- —> -— —>

) sl ==V Tou,

N = ={ W Tour,,,

c)

Figure 14: Chemical structures of the investigated systems. a) molecules with internal
dipoles Ny, and N, with arrows indicating their polar bonds; b) molecules with different
docking groups Toursy , Touryc and Tourpy, with thiol, isocyanide and pyridine anchor
groups respectively; c) reference system Tourcy,sy used for comparison
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groups, they will be denoted as Toursy , Tourne and Tourpy, for the thiol, isocyanide and
pyridine groups, respectively. Toursy represents the well known "Tour wire’ molecule, a
prototypical model system in molecular electronics, named after James Tour [39]. When
bonding this system to an electrode, again the S-H bond will be replaced by a S-Au bond.
For Touryc and Tourpy, there will be a bond formation between C-Au and N-Au respec-
tively. These docking groups have been frequently investigated by several groups, as was
discussed in section 1.3.

To allow a comparison between the results obtained for the systems with internal dipoles,
Ni» and Ny, and the ones with different docking groups studied without CH, spacers,
a reference system needed to be introduced. In comparison to the classical "Tour-wire’,
Tourgy , it contains an additional methylene spacer and, therefore, is called Tourcy,sy -
Its structure is shown in Fig. 14c.

As a starting point for the DFT based programs (VASP and SIESTA) an input geom-
etry in terms of a unit cell that is periodically repeated in every spatial direction, has to
be determined. Therefore, as a first step, a geometry optimization of the entire molecular
junction structure has to be performed.

3.2 Geometry Optimization

To determine a stable molecular configuration in a consistent way, geometry optimizations
of all molecular junctions were performed before calculating the electronic properties. Ge-
ometry optimization or relaxation means starting with a certain configuration of atoms
and searching for the structure belonging to a local minimum of the total energy, using
the Hellmann-Feynman theorem [82].

There are several programs to optimize geometries. In most of them one starts with
a set of ionic coordinates, performs a DFT calculation to find the total energy and its
gradient. Then an internal optimizer proposes a next set of ionic coordinates on the basis
of the local energy hyperspace. In principle, the optimization problem would be solved, if
the total energy hyper surface E = FE(ry, -+ ,ry) was known. Since this is not the case
in practical calculations, the total energy is subsequently evaluated again and the process
continues until a chosen convergence criterion is met. So for every configuration of ionic
positions, the Schrédinger equation is solved for the electrons within the framework of
DFT.

In this work an optimization scheme based on the geometrical direct inversion in the
iterative subspace method (GDIIS) [83] using GADGET [84], as well as an internal opti-
mization scheme of VASP, the conjugate gradient method [85], were used. In comparison
to conventional optimization schemes implemented in VASP, which use Cartesian coor-
dinates, GADGET offers the possibility to perform the geometry optimization process in
internal coordinates. These have proven to perform significantly better in many geometry
optimization problems when molecules are involved [86], [87]. Geometry optimizations
were stopped as soon as the maximum force on the atom fell below 1072 eV/ A. In all op-
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timizations the innermost gold layers were also relaxed to include surface reconstructions.

In the case of molecular junctions, geometry relaxation means, optimizing structure as
well as the length in z direction to find the optimum position of the docking groups
with respect to the electrodes and the optimum electrode-electrode distance. This is of
course a strategy, that is only an approximation to the experiment. In experiments the
exact geometry of the molecules often significantly varies between individual molecules
and, therefore, transport characteristics are evaluated on the basis of statistical analy-
sis. Additionally, the electrodes are not necessarily flat [88], as is assumed in this thesis.
Therefore, with geometry optimization one does not try to depict the situation that comes
closest to one specific experiment, but rather tries to find a consistent way of describing
geometries theoretically.

Since the geometry optimization was a quite extensive and conscientiously executed part
of the thesis, a detailed discussion follows. At the beginning several strategies appeared
to be reasonable, but after trial and error option C was found to be the best choice.

Strategy A

The most elegant and at the same time most time consuming idea to optimize the struc-
ture of the molecular junctions was to first make an optimization of the geometry of the
monolayer attached only on one side to the metal elecrode to get the "natural" tilt of
the molecules. This can be done by using the GADGET optimizer and introducing a large
vacuum gap of about 20 A on the unattached side of the molecule, since periodic bound-
ary conditions are applied. Fig. 15a shows a corresponding starting geometry for the Ny,
molecule with a 2 x 2 unit cell.

As soon as the optimum geometry of the monolayer docked to one electrode is found, the
metal-SAM system can be attached to the second electrode by setting the same distance
between docking group and second electrode as was found for the first electrode. After
that one has to optimize this junction structure, meaning that the total energies for dif-
ferent lengths of the unit cell, need to be determined. In this fashion the global minimum
structure including an optimization of the electrode-electrode distance can be obtained.

Since GADGET works with internal coordinates, it is possible for atoms to move large
distances to adopt optimum position. This is at the same time a big problem within this
strategy, resulting in quite large tilt angles for some of the SAMs. The tilt angle of a
molecule attached to a surface is defined as

(v = arccos <&> = arccos <%> (3.1)
|l - || |al

where a is the axes along the molecular backbone, defined as the vector connecting the
lowest and top atom of the molecule and e, is the unit vector in z-direction perpendicular
to the surface.

As depicted in Fig. 15b the Ny, molecule tilts quite significantly with o = 35 °, making

the attachment to the second electrode kind of inconvenient. Fig. 16 and 17 show the
situations for Touryc and Tourpy,. While for the former a tilt angle of about ov = 34 °
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Figure 15: Nj, molecule attached to one electrode before (a) and after (b) geometry
optimization with GADGET following strategy A; tilt angle after optimization: o = 35 A

was found, similar to the Nj, molecule, the latter exhibits a tilt of only a = 4 ° i.e. the
molecules stand almost upright. Since in this work, chemically different docking groups
and their resulting dipole moments shall be investigated, these different tilt angles would
lead to an additional effect superposing the effects under investigation. Therefore, to make
traceable comparisons between the different systems and, additionally, since the impact
of the tilt angle has been discussed in different publications anyway [18], it was decided
not to account for different tilts and to move on to strategy B.

Strategy B

Instead of optimizing the individual monolayers a simple perpendicular arrangement of
the molecules in between the electrodes was assumed. This is associated with a little
complication since the unit cells have the form ABC-molecule-ABC (A, B, C referring to
the (1,1,1) Au layers in a closed packed fcc structure). As a consequence, there would
be different docking positions for the two ends of the molecules, due to the fact that the
molecule bonds to a "C" layer on one side and to an "A" layer on the other side. An idea
was to change the layer stacking of the unit cell to ABCA-molecule-ABC, but such an
asymmetric unit cell was decided to be not compatible with the Green’s function based
transport calculations.

Strategy C

As a combination of the two aforementioned options we designed the following strategy for
obtaining consistent geometries that would avoid interference with effects stemming from
different tilt angles and at the same time overcome the problem of different docking posi-
tions obtained for a simple perpendicular arrangement. As a first step the molecules were
"pre-optimized" in gas phase using GAUSSIAN(9 [89] (applying the PBE functional [67]
and the 6-31G* basis set [90]). To overcome the problem concerning the different dock-
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Figure 16: Touryc molecule attached to one electrode before (a) and after (b) geometry
optimization with GADGET following strategy A; tilt angle after optimization: o = 34 A

a) b)

Figure 17: Tourp,, molecule attached to one electrode before (a) and after (b) geometry
optimization with GADGET following strategy A; tilt angle after optimization: @ =4 A
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ing positions on each side of the junction discussed above for the fully perpendicular
arrangemenet, a slight tilt of the molecules was introduced to achieve two equivalent
docking positions. To get consistent results, this had to be done in the same way for
all junctions, especially regarding the twist angle of the molecules. This shall be demon-
strated on the example of Ny,. As can be seen in Fig. 18, the twist angle strongly
influences the symmetry of the optimized structure. Fig. 18A1 shows the top view of
the molecular junction with a twist angle that leads to a close approach of the hydro-
gene atoms and the molecular backbones are almost arranged in line. Optimizing this
structure leads to a completely asymmetric geometry, as shown in Fig. 18A2. Since this
asymmetry would strongly impact the dipole moment in z-direction and, therefore, the
whole collective effect, a different twist angle is chosen, as can be seen in Fig. 18B1. With
this arrangment the optimized geometry becomes symmetric (Fig. 18B2). All molecules
where arranged in a structure according to Fig. 18B1.

Figure 18: Top view of Ny starting geometry with different twist angles A1), A2) result-
ing in an asymmetric (A2) and symmetric (B2) geometry after optimization according to
strategy C.

As a next step, the optimimum distance between the electrodes had to be determined,
as described in option A. To that aim, the distance between the docking group and the
innermost Au layer was first set to a certain value (starting geometry z = 0 in Fig. 19)
and then varied in steps of £0.1 A. For every z distance, the geometry was fully opti-
mized. By making the unit cell larger and smaller and calculating the minimum energy
for each electrode-electrode distance, a parabolic relationship between distance and en-
ergy was found, as illustrated in Fig. 19 for the different systems (black circles referred
to as "standard" method). To find the geometry with the lowest energy, a first idea was
to apply a parabolic fit to the black circles of Fig. 19 and take the geometry with the
electrode-electrode distance belonging to the minimum energy. This fit turned out to be
strongly dependent on the number of points taken into account. Additionally, some of the
systems exhibit more assymetry in the parabolic behaviour than others. Alltogether, the
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position of the minimum turned out to be too sensitive to make consistent statements.
Therefore, another strategy was found to get access of the geometry with minimum en-
ergy. As a first suggestion, the optimized geometry with the electrode-electrode distance
belonging to the lowest energy (minimum of the black circles) was taken to be the mini-
mum. To ensure that one is close to a minimum, the optimized structure of the minimum
found so far was used to start new geometry optimizations reducing and enlarging the unit
cell in z-direction by +0.05 A. If the change in energy was found to be AE < 0.0002 eV,
the geometry was taken to be the optimum one (as for the Tourgy and Tourpy, junctions
in Fig. 19d and e referred to as "check 1"). For energy differences larger than 0.2 meV
the sanity check was repeated (as for the Nj,, Ny and Tourcy,sy junctions in Fig. 19a,
b and c referred to as "check 2").
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Figure 19: Minimum energies as a function of different electrode-electrode distances for a)
Nins b) Nout, ¢) Tourcm,su, d) Toursy, €) Tourpy, and f) Touryc. Starting with an initial
configuration at z = 0, the electrode-electrode distance was varied in steps of £0.1 A and
for every Az the geometry was optimized, resulting in a parabolic relationship between
minimum energy F,.;, and distance.
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The optimized geometries corresponding to the minimum energy taken from Fig. 19 are
illustrated in Fig. 20a-f for Niy, Nou, Tourcm,su, Toursy, Tourne and Tourpy, respec-
tively. The organic parts of the long molecular junctions Ni,, Noy and Tourcp,sy were
slightly bent, while the shorter ones Tourgy, Touryce and Tourpy, remained straight. For
the thiol docking group, -S was found to dock on the hollow position (only fcc hollow po-
sition was tried), while for the pyridine -N an on top docking position was favoured. For
Tourne two energy minima were found, see Fig. 19d, corresponding to different docking
positions. Energetically the fcc hollow docking position turned out to be the favourable
docking position.
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Figure 20: Fully optimized molecular junctions according to strategy C for all investigated
systems: (a) Ni, (b) Nout (¢) Tourcm,su (d) Toursy (e) Tourne (f) Tourpy,

3.3 Variation of Coverage

To achieve intermediate situations between single molecule and full monolayer junctions,
the density of the molecules bridging the electrodes was varied by changing the size of the
unit cell and successively removing molecules. All systems are based on a p(2 x 2) unit
cell, as shown in Fig. 21a. Repeating this unit cell in every spatial direction, results in a
full monolayer junction with coverage © = 1. Doubling this unit cell in x direction and
at the same time deleting one molecule, yields the unit cell depicted in Fig. 21b. One
molecule in a doubled sized unit cell repeated in every spatial direction mimics half of the
coverage of a full monolayer, © = 0.5. (After deleting the redundant molecule in the unit
cell, the relaxed gold atoms on these places where manually replaced by unrelaxed ones.)
By alternatingly doubling the unit cell in x and y direction and always keeping only one
molecule per unit cell, coverages of © = 0.25, © = 0.125 and finally © = 0.0625 were
generated, as shown in Fig. 21c, d, e. The lowest coverage achieved here, © = 0.0625, is
assumed to mimic the single molecule situation.

For all coverages, molecules were kept frozen at the equilibrium geometry found for full

coverage to highlight effects of purely electronic nature. Additionally, full geometry opti-
mizations of reduced coverage would be computationally extremely costly.
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Figure 21: Top view of molecular junctions of different coverage. Variation of coverage
by varying the size of the unit cell, in particular by alternately doubling the unit cell in
x and y direction. © =1 (a), © = 0.5 (b), © =0.25 (¢), © = 0.125 (d), © = 0.0625 (e).
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Finally, it should be mentioned that such an approach for varying the coverage of a mono-
layer has been successfully applied in previous studies, for example in those by Romaner
et al. [91] on the basis of metal-SAM systems and by Wang et al. [47] for molecular junc-
tions comprising alkane monolayers of different densities.

3.4 Adaptation of k-Point Mesh

For these differently sized unit cells, the k-point meshes had to be adapted. A typical
scheme for k-point generation is the Monkhorst-Pack method, that was introduced in
section 2.1.6.

For full coverage, © = 1, an 8 x 8 k-point mesh was considered to be sufficient. (A
10 x 10 k-point mesh led to an insignificant energy difference of 0.007 eV in the cor-
responding density of states.) According to the inverse relationship of unit cell vector
length and k-points, the k-mesh was systematically decreased when going to lower cover-
ages, meaning larger unit cells: 4 x 8 for © = 0.5, 4 x 4 for © = 0.25, 2 x 4 for © = 0.125
and 2 x 2 for © = 0.0625.

Using the Monkhorst-Pack method implemented in VASP, problems arose for coverages
©=1,6 =0.25and © = 0.0625, corresponding to unit cells with same lengths of the ba-
sis vectors in x and y directions. For these cases too many and non-equidistant k-vectors
were taken into account by the Monkhorst-Pack generation, as can be seen in Fig. 22. For
O =1, an 8 x 8 k-point mesh would result in at most 64 k-points without considering any
symmetry operations. As can be seen in Fig. 22 (black circles) VASP created 96 k-points
within the first Broullin zone, which where at unexpected postitions. When proceeding
to ©® = 0.5, the right number of 16 k-points after exploiting symmetry is produced on
a suitable mesh. For the next lower coverage, © = 0.25, again the problem that VAsSP
generates wrong and too many k-points is encountered, while for © = 0.125 again correct
points are produced.

To overcome this problem and to provide consistent k-point meshs the possibility of en-
tering all k-points "manually" was used. This can be done by specifying the coordinates
in x, y and z-direction and the corresponding weights for each k-point in the KPOINTS file.
The coordinates are to be specified in reciprocal space in fractions of the unit cell vectors
of the 1.Broullin zone. An example for a KPOINTS file of a 4 x 4 mesh (corresponding to
a coverage © = 0.25) would be:

manually
8
reciprocal
0.125 0.125 0.0000 2
0.375 0.125 0.0000 2
-0.375 0.125 0.0000 2
-0.125 0.125 0.0000 2
0.125 0.375 0.0000 2
0.375 0.375 0.0000 2
-0.375 0.375 0.0000 2
-0.125 0.375 0.0000 2
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Figure 22: k-point meshes within the 1.Broullin zone for different coverages produced by
VAsp with the Monkhorst-Pack method. ©® = 1 corresponds to a 8 x 8 mesh, © = 0.5 to
a 4 x 8 mesh, © = 0.25 to a 4 x 4 mesh and © = 0.125 corresponds to a 2 X 4 mesh.

there, the first line is treated as a comment, the second line defines the number of k-points
and the third line can be either reciprocal or real, defining the k-point mesh in recip-
rocal space or real space, respectively. In the following, the first three columns specify the
coordinates and the last row the weight. For a 4 x 4 grid, there would be 16 k-points, but
by using the Kramers-Kronig-relationship (¥(k) = ¥(—k)), one can reduce the number
of k-points to 8. In this case only positive k, values are specified and each k-point has
the double weight. Fig. 23 shows the k-meshes of different sizes obtained using manual
input. In this way, consistently and correctly defined k-points for differently sized unit
cells are obtained.

In comparison to the Monkhorst-Pack method that, implemented in VASP, leads to wrong
k-points, the correct, manually produced k-point mesh results in an insignificant energy
shift of at most 0.004 eV in the corresponding density of states (with the actual value de-
pending on the investigated system and the coverage). Therefore, the effect of the actual
mesh is rather small and it is obviously not that important, which k-point mesh will be
used. In general, the VASP manual recommends to apply I' centred methods to be much
more efficient for hexagonal unit cells. This was actually found too late to do corrections
for all calculations. But, since I'-centred grids led to an energy shift of only 0.03 eV com-
pared to the Monkhorst-Pack method, again, the effect coming from the mesh was found
to be very small. Therefore, the manually generated KPOINTS file was used throughout
the whole thesis.
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Figure 23: Manually generated k-point meshes within the 1.Broullin zone for different
coverages. © = 1 corresponds to a 8 x 8 mesh, © = 0.5 to a 4 x 8 mesh, © = 0.25 to a
4 x 4 mesh and © = 0.125 corresponds to a 2 x 4 mesh.

4 Quantities of Interest

In this chapter the main quantities as well as some basic concepts to understand the later
analysis and discussion shall be introduced. The level alignment in the density of states
(DOS) will be found to strongly determine the charge transport characteristics. For the
examples of N, the typical procedure applied in this thesis to find the right transmissive
states will be demonstrated. Additionally, it will be shown that the transport charac-
teristics can be further analyzed on the basis of thermoelectricity and charge transport
polarity. Basic definitions of the ionization potential (IP) and the electron affinity (EA)
will be given. Additionally, their calculated values for all investigated systems will be
listed. An important conceptional idea, on which the analysis of the coverage-dependent
effects will be based on, will be introduced in the subsection 4.4.

4.1 Band Alignment

The alignment of the frontier molecular orbitals with the Fermi energy of the metal
electrode is expected to be the key parameter governing charge transport characteristics
through molecular junctions [40], [77]. In particular, it is the energy separation between
the Fermi level Er and the electronic bands derived from the highest occupied molecu-
lar orbital, HOMO, and the lowest unoccupied molecular orbital, LUMO, determining the
charge injection barriers, that charge carriers need to overcome to make current flow.

Since upon metal-SAM bond formation, the energy bands in the SAM are broadened
and overlap [92], it is often not straightforward to associate the peaks in the PDOS (den-
sity of states projected onto the molecular part) around Ep with any particular molecular
orbital of the isolated molecule. Additionally, in particular for pyrimidine, problems with
overlaping ¢ and m states arise and therefore the highest and lowest lying peaks in the
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DOS are not always the transmissive ones. Therefore, instead of HOMO and LUMO it
appears more adequate to refer to the highest energy state in the occupied region of the
molecular PDOS as highest occupied transport channel HOTC and to the lowest transmis-
siv energy peak in the unoccupied region as lowest unoccupied transmission channel LUTC.

For the examples of N, the typical procedure applied in this thesis to find the right trans-
missive states shall be demonstrated. To investigate the DOS shown in Fig. 24a for the
free-standing N+ monolayer at full coverage, a script called interpolation_and_integration
written by Bernhard Kretz was used to find the energy intervals, in between two electronic
states (one spin up and one spin down) are defined. These intervals are indicated by black
vertical lines. Additionally, the local density of states LDOS was obtained by integrating
the DOS in steps of 0.1 €V in the interesting energy regions. The obtained HOMO-1,
HOMO, LUMO and LUMO-+1 LDoOss are illustrated in Fig. 24b. As can be seen from
the delocalization, the HOMO-2 is the highest occupied transmissive channel and the
LuUMO is the lowest unoccupied transmissive channel. These results can be compared to
the energy intervals of the corresponding DOS in (a) and the HOTC and LUTC can be
uniquely identified from these combined findings, as indicated in Fig. 24a.
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Figure 24: a) DOS for Ny, molecular monolayer at full coverage. The vertical lines
indicate the intervals, in between which two states are found. b) Corresponding isodensity
plots of the LDOS.

As illustrated in Fig. 25, the energetic offset of the HOTC and LUTC peaks with the
metals Ep, termed as AEporc and AEruytc constitutes the effective tunnel barrier for
holes and electrons respectively. In particular, the molecular level closest to the Fermi
level determines the transport characteristics.

Many works concentrated on the dependence of different docking groups on the band
alignment e.g. [35] for metal-SAM systems or [47] for molecular devices. In this work,
it will be shown that the band alignment in molecular junctions is very sensitive to the
selected docking group as well as to the specific coverage.
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Figure 25: Schematic representation of the charge injection barriers AEgorc and AEpuyrc
as energy offset between the HOTC and LuTcC and the Fermi level Er of the electrodes

4.2 Thermoelectricity and Transport Polarity

The thermopower, also called the Seebeck coefficient S of a material reflects the magni-
tude of an induced thermoelectric voltage in response to a temperature difference across
the material. In 2003 M. Paulsson and S. Datta proposed in a theoretical paper [93], that
the sign of the Seebeck coeflicient of a molecular junction can indicate the nature of charge
transport and the relative position of Er with respect to the HOMO or LuMO levels. With
that, new insights into charge transport in molecular junctions is provided, that cannot
be achieved by traditional current-voltage measurements alone. As an alternative, it has
been suggested to get the location of the Fermi energy from the asymmetry of the I(V)
curves [94], but for that a detailed knowledge of the contact structures would be required.
In contrast, the thermoelectric voltage is rather insensitive to the detailed coupling and
at the same time large enough to be measured. Additionally, these measurements can not
only provide insights about the electronic structure of the molecular junction, but are also
expected to have an impact on a yet unexplored field of thermoelectric energy conversion
based on molecules [95].

In 2007 P. Reddy et al. reported the first thermoelectric measurements on single molecule
junctions [95]. They used STM-BJs (Scanning Tunneling Microscope-based break-junction)
to trap molecules between two gold electrodes with a temperature difference across them
and statistically measured the thermoelectric voltage. From the histograms for each
temperature differential they estimated the junction thermopower, or Seebeck coefficient

Sjunction

AV
Sjunction = SAu - E (41>

Here, Sy4, is the bulk Seebeck coefficient, which is 1.9 pVK~! at 300 K. The relative
position of HOMO and LUMO levels with respect to Er of the electrodes can be related to
the measured value of Sjynction. Via the Landauer formula the relationship between the
Seebeck coefficient and the slope of the transmission function at the Fermi level can be
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obtained as
7T2]€QBT Jin(T(FE))

Sjunction - - 3¢ oFE E:EF’

where kg is the Boltzman constant.

(4.2)

Depending on the position of the Fermi energy with respect to the molecular levels,
the thermopower can either be positive or negative. The Seebeck coefficient was found
to be positive, when Ep lies closer to the HOMO level, resulting in a so called p-type or
hole-dominated current, or negative, when Eg is closer to the LUMO, equivalently provid-
ing n-type or electron-dominated current [95], [96].

In an experimental paper [97| Baheti et al. used thermopower measurements to char-
acterize the dominant transport orbitals of molecular junctions with different chemical
structure. While substituents on BDT generated only small changes in the transmission,
changing the docking group from thiol to cyanide radically changed the transport dom-
inated by HOMO for the former to LuMO-determined transport for the latter. This was
also confirmed by a combined experimental and theoretical work done by Tan et al. [98].
Since the docking group has a strong effect on the level alignment, it of course, also influ-
ences thermoelectricity. End group effects on thermopower were also recently studied in
a theoretical work [96] by Balachandran et al. They analysed triphenyl molecules coupled
to gold for different docking groups and confirmed the possibility of tuning the nature
of transport by changing the docking group. Pyridine and amine docking groups in con-
junction with conductance and thermopower measurements were done in [99], finding a
negative Seebeck coefficient for pyridine-Au linked LUMO - conducting junctions and a
positive one for amine-Au linked HOMO- conducting junctions. As pointed out in the
introduction, there is also the possibility to switch transport polarity by pure electro-
static effects [38]. In this thesis it will be demonstrated that changes in charge transport
polarity can also be achieved by collective effects as well as by different docking groups,
as shown in section 6 and 7.

In our theoretical considerations, the nature of charge transport can be obtained by cal-
culating the current through occupied and unoccupied states separately. Therefore, the
transmission function is set to zero, T'(F) = 0 for £ > EF in the case of calculating occu-
pied states and, accordingly, T'(FE) = 0 for E' < Ep in the case of calculating unoccupied
states. Afterwards, the Landauer Equation 2.28 is re-evaluated again to get the current
(as it was done in [38]).

4.3 Ionisation Potential and Electron Affinity

The molecular Ionisation Potential (IP) is defined as the energy that is needed to remove
one electron from a molecule in gas phase. It can be expressed as the energy difference
between the cation E* and the neutral molecule E° and is often approximated as the
negative HOMO energy, according to Janaks theorem [100].

IP=E" - E° (4.3)
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For the Electron Affinity (EA) similar considerations can be adopted. Defined as the
energy change when an electron is added to the molecule in gaseous state, it can be
expressed as the energy difference between the neutral molecule E° and the anion ET,
approximately related to the LUMO energy.

EA=E"—-E~ (4.4)

Molecular IPs and EAs were calculated using GAUSSIANQ9, applying the PBE functional
together with the 6-31**G basis set. In contrast to VASP , this code applies open boundary
conditions and is, therefore, able to treat the molecule as an isolated moiety. According
to Eq. 4.3 and 4.4, the IPs and EAs of all investigated systems were determined by sub-
tracting the total energy of the neutral species from that of the charged radical ion, see
table 1.

Table 1: Molecular IP and EA of the investigated molecules obtained from GAUSSIANO9
’ \ Niy \ Nout \ Tourcpasn \ Tourgy \ Tourync \ Tourp,, ‘

IP[eV] | 6.88 | 6.84 6.40 6.14 6.81 7.24

EAleV] | 1.52 | 1.61 1.03 0.88 1.63 1.03

As emphasized in the introduction, N;, and Ny are very similar in gas phase leading to
nearly the same molecular IP. In comparison Tourcy,sy provides the same docking group
but a clearly different molecular IP and EA. Interestingly, Tournc has a very similar 1P
and EA compared to Nj, and Ny, but a different docking group. For Tourgy and Tourpy,
a different docking group as well as different IP s and EA s are calculated.

These trends of the IPs and EAs are mainly reproduced, when evaluating the HOMO
and LUMO energies of the investigated single molecules with GAUSSIAN(09, as shown in
table 2, with exception of the pyridine docking group whose HOMO now fully agrees with
the one of Ngy;.

Table 2: HOMO and LUMO energies of the investigated single molecules obtained from
GAUSSIANO9

‘ Ni, ‘ Nout ‘ Tourcpaosy ‘ Tourgy ‘ Touryc ‘ Tourpy, ‘
HOMO|eV] | -5.39 | -5.43 -4.88 -4.65 -5.27 -5.43
LUMOIeV]| | -3.07 | -3.14 -2.55 -2.43 -3.10 -2.71

We can now compare these results to IPs and EAs obtained from VASP calculations,
where, in contrast to the open boundary conditions provided by GAUSSIANO9, periodic
boundary conditions are applied. IPs and EAs are approximated within the VASP calcu-
lations as HOMO and LUMO energies of the monolayer at lowest coverage, © = 0.0625,
with respect to the vacuum level, Eyac. As shown in the corresponding schematic illus-
tration in Fig. 26, Eyac can be obtained from the plane-averaged potential energy of the
free-standing SAM at lowest coverage.
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Figure 26: Plane averaged electrostatic potential and DOS of the monolayer with values
for the IP/EA, as energy differences between the HOMO/LUMO and Eyac respectively

When comparing the results from table 2 and 3 one can obtain nice agreements in the
trends for all molecules. This fact emphasizes the correctness of the single-molecule pic-
ture used in this thesis.

Table 3: Molecular IP and EA of the investigated molecules obtained within VASP from
the HOMO and LUMO energies for monolayers at lowest coverage © = 0.0625 aligned to
vacuum level taken from the according plane-averaged potential.

’ \ N;, \ Nout \ Tourcuasy \ Tourgy \ Touryc \ Tourpy,
IP[eV] | -5.80 | -5.83 -5.17 -4.93 -5.72 -5.86
EA[eV] | -3.48 | -3.40 -2.87 -2.76 -3.60 -3.48

4.4 Charge Rearrangements and Bond Dipole

When a SAM is deposited onto a metal surface, the formation of chemical bonds leads
to charge density rearrangements [101], [91], [51]. To describe these modifications of
the charge density upon bond formation, it is convenient to conceptionally partition the
metal-molecule-metal system into metallic and molecular part.

Therefore, charge rearrangements, Ap, can be expressed as the difference between the
charge density of the full metal-molecule-metal system p,, and the sum of the densities
of the isolated non-interacting subsystems, consisting of the charge density of the metal
surface pgqp and the molecular part p,. (Eq. 4.5a). In the case of a thiol docking group,
the sulfur has to be saturated in the free standing monolayer and the charge density of
hydrogen pg needs to be subtracted upon bond formation (Eq. 4.5b). So bonding of SH
to gold is a bond replacement rather than a bond formation [81].
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AP = Psys — [pmol + pslab] (45&)
Ap = psys - [(pmol - PH) + pslab] (45b>

These charge rearrangements include contributions from bond formation/replacement
as well as contributions stemming from the Pauli pushback [101], [102]. This is the
pushback of the exponentially decaying tail of the electron density leaking out of the
metal surface into the vacuum, when the monolayer attaches the surface. Ap(z,y, 2)
can be integrated in the (z,y) plane over the unit cell reducing the dimensionality to
Ap(z) = [ [ Ap(z,y, z)dxdy, which only depends on the z-direction and is given in units
of [—e/ A] Fig. 27 shows the charge rearrangements for the reference system Tourcy,sn.
It can be seen that they are strongly localized at the immediate interface region between
the metal and the molecule. Depending on the chain length and on the docking group
this is not always the case, especially for pyridine anchor groups [51], leading to Fermi
level pinning [51], as will be shown in section 7.
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Figure 27: Charge rearrangements Ap upon bond formation integrated over the (z,y)
plane of the surface unit cell for Tourcy,sg molecular junction of full coverage © =1

Further insight into the implication of charge rearrangements can be obtained by inte-
grating Ap over the transport direction z, yielding the amount of transferred electrons
(—e), reflected in the net charge transfer Q(z), illustrated in Fig. 28.

Q= /_Z Ap(2')dZ (4.6)

The alternating sequence of charge accumulation and depletion corresponds to a series of
dipoles rapidly decaying both in the metal and in the SAM leading to a single, pronounced
step in the electrostatic potential. A relation to the charge rearrangements is given by
the one-dimensional Poisson equation

VAV = ——% (4.7)
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Figure 28: Charge transfer ) integrated over the (z,y) plane of the surface unit cell for
Tourcy,sp molecular junction of full coverage © = 1. Since there is one molecule per unit
cell, this is the charge transfer per molecule.

Fig. 29 shows the corresponding change in the electrostatic potential energy AFE(z), that
is again confined to the interface between metal and molecule. The magnitude of the
total step in the potential energy is typically referred to as bond dipole AEgp [101], [35].
Shape and magnitude of the the bond dipole depend strongly on the nature of the docking
group [35], on the metal substrate [35] as well as on the packing density [91], [47], as will
be seen in chapters 6.1 and 7.

0.24 r0.2

AEgp[eV]

Figure 29: Bond dipole AFEpp arising from charge rearrangements for Tourcp,sy molec-
ular junction of full coverage © = 1.

The quantities Ap(z), AQ(z) and AEgp can be obtained using some VASP post-processing
routines that use the aforementioned equations. These routines have been written by for-
mer group members. The average script yields the plane averaged potential.dat and
charge.dat for each subsystem and afterwards executing
induced_density_(un)saturated_monolayers provides the bond_dipole.dat file con-
taining the plane-averaged quantities.
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5 Computational Methods

In this thesis three different programs were used to get the electronic as well the trans-
port properties of the investigated systems: VASP, SIESTA1g and TRANSIESTA. While
their theoretical fundamentals were already discussed in section 2, this chapter focuses
on their practical application. Since VASP was used in its "typical operation scheme" (as
e.g. in [35]), only the transport programs shall be addressed here in detail.

To get the transport properties of the investigated systems two programs, both based
on SIESTA were used to do combined DFT and Green’s function calculations. On the one
hand, a generally available expansion of SIESTA called TRANSIESTA [76] was deployed,
and, on the other hand, a code called SIESTATg, has been used. The latter was developed
in a cooperative work of Georg Heimel and David A. Egger. For this, no official description
is available. A very detailed description of TRANSIESTA can be found in its users man-
ual [103]. A comparison of the transport characteristics obtained from these two codes
is given in section 6.2.2. The reason for changing between these codes were enormous
convergence problems with TRANSIESTA, when going to coverages lower than © = 1,
which so far have not been overcome. Therefore, results obtained from TRANSIESTA and
SIESTATg will be compared for full coverage, while low coverages will be calculated with
SIESTATg. In this thesis, only zero-bias transmission was calculated, not considering a
voltage drop to evaluate current at finite voltage. This is justified up to relatively low
voltages, where the transmission function was found not to change significantly in the
relevant small energy window [104], [105].

5.0.1 General Description - TRANSIESTA

Obtaining the transmission function of a typical molecular junction with TRANSIESTA
involves three consecutive calculations: the bulk calculation, the central region calcu-
lation and afterwards the tbtrans run, where the transmission function is determined.
Using localized basis sets enables the partitioning of the system into left electrode, central
region, and right electrode, as shown in Fig. 30.

The bulk calculation is a standard SIESTA run with periodic boundary conditions, where
an additional file, the electrode.TSHS is generated. It contains all information about the
electrodes, which is necessary to perform the calculation for the central region and also
the tbtrans run. This file comprises the real-space Hamiltonian and the overlap matrices
together with some information used to calculate the surface Green’s functions. The elec-
trode atoms will not enter explicitly into the TRANSIESTA calculation, but only through
the self-energies that they produce.

In general, the organic system can be sandwiched between two different kinds of semi-
infinite leads and two appendant electrode calculations can be performed separately. In
this thesis left and right gold electrodes have identical structures (see Fig. 30), so the
same electrode.TSHS file can be used to describe both.

When performing the calculations, a couple of things have to be considered. SolutionMethod
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Figure 30: Molecular junction seperated into left electrode, central region, and right
electrode for TRANSIESTA calculations

must be set to diagon when performing a SIESTA run. TS.SAVEHS has to be set to true,
to generate and save the .TSHS file containing Hamiltonian and overlap matrix. This can
be seen in the following part of a .fdf input file for a bulk calculation:

B g T T
# Atomic coordinates and Unit cell specification #
B s
AtomicCoordinatesFormat Ang # Bohr (Ang, ScaledCartesian, Fractional)
AtomCoorFormatQOut Ang # Bohr (Ang, ScaledCartesian, Fractional)
%block AtomicCoordinatesAndAtomicSpecies

4.4284645500 2.5567752000 0.0000000000 1
1.4761548500 2.5567752000 0.0000000000 1
0.0000000000 0.0000000000 0.0000000000 1
2.9523097000 0.0000000000 0.0000000000 1
2.9523097000 3.4090336000 2.4105910000 1
5.9046194000 3.4090336000 2.4105910000 1
1.4761548500 0.8522584000 2.4105910000 1
4.4284645500 0.8522584000 2.4105910000 1
7.3807742500 4.2612920000 4.8211820000 1
5.9046194000 1.7045168000 4.8211820000 1
4.4284645500 4.2612920000 4.8211820000 1
2.9523097000 1.7045168000 4.8211820000 1

%endblock AtomicCoordinatesAndAtomicSpecies

Atomic coordinates have to be arranged in ascending order along the z-axis, correspond-
ing to the transport direction. Moreover, the individual atoms have to have the same
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order as in the corresponding centralregion.fdf file. The left electrode will be defined
to be the first atoms in the central region calculation and the right electrode to be the last
ones. As can be seen from the atomic coordinates, three layers of Au(111) are sufficient
to describe the metallic character of the electrodes in the unit cell on each side.

Attention has to be paid to the length of the bulk unit cell in transport direction. It
should be large enough to ensure that orbitals spread only into nearest neighbour cells.
Therefore the size of the bulk unit cell is associated to the extent of the orbital basis func-
tions, which is determined by the PAQ.EnergyShift, discussed in section 6.2.1. Generally,
SIESTA works with a so called internal auxiliary supercell (n, x n, x n,), describing the
number of unit cells needed in every spatial direction to include interactions correctly. In
summary, to include only nearest neighbour interactions, for the electrode the unit cell
along the z-direction needs to fulfill two criteria: (i) the internal auxiliary supercell should
be 2 in z-direction (n(z) = 2) and (ii) 2Rne: < L, with R, being the maximum cutoff
radius of the basis functions and L, being the length of the unit cell in z-direction.

Besides, care should be taken to always have the same settings in the input file of the
electrode as in the central region calculation. Otherwise, wrong results will be obtained
within the tbtrans run.

In TRANSIESTA, k-points have have to be set in the specification part of the electrode.fdf
file according to the Monkhorst-Pack’s scheme:

HHUHH
# K-point grid specifications #
HHUHH
%block KGridMonkhorstPack

8 0 0 0.0

0O 8 0 0.0

0 0 6 0.0
%endblock KGridMonkhorstPack

They have to be adapted for different coverages corresponding to the inverse relationship
between the appropriate number of k-points and the unit cell length. This k-point sam-
pling, more precisely the first and the second column, have to be the same as the one used
for the central region. Otherwise, the code will stop.

To start the bulk calculation, one needs the electrode’s pseudo-potential file, Au.psf and
the electrode.fdf file.

As soon as the electrode.TSHS file is available, the TRANSIESTA calculation for the
central region can be executed. Starting with a usual SIESTA Kohn-Sham scheme for
periodic systems, the converged density matrix is obtained, serving as an initial input for

the Green’s functions self consistent cycle shown in Fig. 12. The Hamiltonian and overlap
matrix is again stored in the corresponding .TSHS file.

All atomic coordinates again have to be ordered along the transport direction. SolutionMethod
hast to be set to TRANSIESTA.

HEH S S R
# TRANSIESTA control #
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HEHHH A H AR R R R R R R R R R R

SolutionMethod transiesta

TS.SaveHS .true.

TS.Voltage 0.00 eV

TS.MixH .false. # .false. (.true.)
TS.UpdateDMCROnly .true. # .true. (.false.)
TS.CalcGF .false. # .true. (.false.)
TS.TriDiag .false. # .false. (.true.)

The path to where the bulk calculations are stored has to be specified in the
central_region.fdf file by setting TS.HSFileLeft and TS.HSFileRight:

g g T T T
# electrode options #
g g T
# LEFT ELECTRODE

TS.HSFileLeft ./electrode.TSHS

TS.NumUsedAtomsLeft 12

TS.BufferAtomsLeft 0

# RIGHT ELECTRODE

TS.HSFileRight ./electrode.TSHS

TS.NumUsedAtomsRight 12

TS.BufferAtomsRight O

TS.NumUsedAtomsLeft/Right are integers defining the number of electrode atoms in-
cluded in the left /right lead and must be equal to or less than the number of atoms in the
unit cell of the electrode. With TS.BufferAtomsLeft/Right one can define a number of
atoms, starting from the first/last atom of the unit cell, that should be neglected in the
TRANSIESTA run.

To obtain the transport properties in a post-processing way after the TRANSIESTA run,
the analysis utility tbtrans, developed by M. Brandbyge was used. It requires the
electrode.TSHS file and the aforementioned central_region.fdf file with additional
tbtrans options setup:

HAEHBHHAHBHHAHBHHAHBHHAHBH RS HBHREHEH RS HAH RS H AR RS H AR B H AR B H GRS RS HBH R HAH RS
# TBTRANS options #
HAHBHHAHBHHAHBHHAHBHHAHBHHSHBHREHEH RS HAHBHHAH RS R RS H AR R HBH RS HBH R HAH RS
TS.TBT.HSFile ./central_region.TSHS

TS.TBT.Emin -3.0 eV
TS.TBT.Emax +3.0 eV
TS.TBT.NPoints 600
TS.TBT.NEigen 0
TS.TBT.Eta 0.000001 Ry

Here TS.TBT.HSFile determines the path to the corresponding .TSHS file of the central
region. TS.TBT.Emin/Emax define the energy range for the computed transmission func-
tion, calculated at TS.TBT.NPoints points. Since the applied voltage is not stored in the
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. TSHS files one also needs to define the voltage here.

As an output one gets the AVTRANS file containing the k-averaged transmission. For
obtaining that for a given spin and energy value the contribution from each k-point is
summed with its respective weight. For spin unrestricted calculations the obtained trans-
mission function has to be divided by two. AVTRANS consists of 4 columns, the first
one giving the energy relative to Ep, the second one showing the averaged transmission
function, the third column containing the total density of states, and the last column
comprising the density of states projected onto the molecular part PD0S. To specify the
atom range on which the PDOS shall be calculated, the parameters TS.TBT.PDOSFrom and
TS.TBT.PDOSTo can be specified in the tbtrans run, although this is not defined in the
user’s manual [71].
To summerize this paragraph an overview about the steps necessary to obtain the trans-
mission function from TRANSIESTA is given below:
a) Calculation of the electrode
e runtransiesta with solution method diagon
e Input: electrode.fdf, Au.psf
e Output: electrode.TSHS file with Hamiltonian and Overlap matrix
b) Calculation of the central region
e runtransiesta with solution method transiesta

e Input: central_region.fdf, S.psf, C.psf, N.psf,..., electrode.TSHS

e Output: central_region.TSHS file with Hamiltonian and overlap matrix;
central_region.TSDE file with density and energy density matrix

c) Tbtrans post-processing
e runtbtrans

e Input: central_region.fdf, electrode.TSHS, central_region.TSHS, S.psft,
C.psf, N.psft,...

e Output: .AVTRANS file containing the transmission function averaged over all
k-points

Once the transmission is computed the current can be calculated, according to the Lan-
dauer formula (see equation 2.28).

5.0.2 General Description - SIESTATg

As was previously described in section 2.3, the Greens function

GE=(EtS¢ —He - %, — Zp) (2.32)
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according to Eq. 2.32 has to be found to get the transmission function
T = Tr(GLTRGely) (2.41)

and afterwards the current via the Landauer formula (Eq. 2.28). Therefore, the self en-
ergies 37, /r and the Hamiltonian matrix He and overlap matrix S¢ of the central region
need to be determined. Using SIESTATg three different calculations have to be done, sim-
ilar as in the aforementioned description of TRANSIESTA provided in section 5.0.1.

Electrode calculation

The electrode calculation, as well as the one for the central region, are separated into two
parts: a ’single-point’ calculation and a second one, that is called here 'write-out’ calcu-
lation. To determine the Hamiltonian and overlap matrix for the electrode, a SIESTATg
calculation has to be performed, by using a modified pdosK.F file, that forces SIESTA to
write out H and S. To enable this, one has to adjust the nhist parameter in the following
part of the corresponding standard SIESTA .fdf Input file:

%block ProjectedDensityQOfStates
-10.0 5.0 0.2 1502 eV
%endblock ProjectedDensityOfStates

Usually, in a standard SIESTA run, this part of the input instructs to write the projected
density of states PDOS between two given energies (first two values) with a peak width for
broadening the eigenvalues (third value). The last number before eV is called nhist and
usually determines the number of points in the energy window. In this modified SIESTATg
version it enables to write out the Hamiltonian and overlap matrices to respective files for
each k-point, by setting nhist=1502, in the case of an electrode. To perform this calcu-
lation, one additionally needs to create the so called params.inp file with the following
structure:

SuperCellX 5
SuperCellY 5
SupercellZ 1

where the Internal auxiliary supercell has to be defined, that was already introduced in
section 5.0.1 and has to satisfy the same conditions. Since this 'write-out’ calculation
at the moment only works on 1CPU, one has to perform a single point calculation first,
to get the converged density matrix electrode.DM and the required information about
the Internal auxiliary supercell. The Hamiltonian and overlap will be saved in the files
BulkElectrode.spinY.XXX for each k-point XXX with given spin polarization Y.

Central region calculation

Similar to the electrode calculation, one performs again a single-point and a write-out
calculation for the corresponding central region, with the single exception of setting
nhist=1503 to write out Hamiltonian and overlap matrices for the central region.

%block ProjectedDensityOfStates
-10.0 5.0 0.2 1503 eV
%endblock ProjectedDensityOfStates

As an output one gets the CentralRegion.spinY.XXX files for each k-point, that contain
the Hamiltonian and overlap matrices for each k-point, and additionally the so called
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Checkwings.dat file, containing the first row of the central region Hamiltonian matrix,
which will be needed for the calculation of the transmission.

Transmission

To get the transmission function there is a script transmission.f90, that calculates the
zero-bias transmission spectrum at a given k-point in a symmetric two-probe junction
via the Landauer-Biittiker formalism. It does not account for real bias, being rather an
equilibrium Green’s function code, than a NEGF program. The central region is assumed
to be already in equilibrium with the electrodes, so no charge can flow in or out of the
central region. This is implemented by setting the Fermi levels of the electrodes to the
same value as for the central region. Additionally no actual voltage drop is considered
in the calculation of the transmission spectrum. This is satisfied by the obseation, that
for many organic molecules the transmission around Ep is not significantly affected at
reasonable small voltages [105], [106].

For every k-point, spin polarization and energy, the left and right Green’s functions
gL /r are iteratively calculated, according to the algorith introcuced in [80]. From that
the self-energies 3,z (Eq. 2.35) are computed, reflecting the perturbation part to the
Hamiltonian of the surface layer that represents the coupling to the bulk. Knowing the
self-energies, the Green’s function of the central region can be computed according to
Eq. 2.34 and from that together with the broadening matrices I'z/r, defined as the anti-
hermitian part of the self-energies, the transmission function 7" = Tr(GEF rGcTL) can
be obtained.

Since this is done for every k-point, a summation of all contributions corresponding to an
integration over the 1.BZ can be done,

T(E) =) Ti(E). (5.1)

transmission.f90 needs the CentralRegion.spinY.XXX, containing the Hamiltonian
and overlap matrices of the central region, the dimension of these matrices and the
weight of the current k-point, the BulkElectrode.spinY.XXX containing the intra-and
interlayer Hamilton and overlap matrices of the electrodes as well as the dimension of
these matrices for each k-point, and additionally some general information defined in
tranmission.inp.spinY.XXX for each k-point. These input files can be generated by
executing the script make_input, which has the following form:

#!/bin/bash

for (( i=1; $i <= 37; i++ ))

do

echo "SpinKpoint 1 $i">transmission.inp.spinl.00$i
echo "MinMaxStepEne -3.0 3.0 0.01

ElectrodeFermi -4.1146

CentralRegionFermi -5.2795

ClipWings 280
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EpsilonIteration 1.e-10

DeltaImaginary 1.0e-5

StartStopDos_01 1 60

StartStopDos_02 61 120

StartStopDos_03 121 180

StartStopDos_04 181 578">>transmission.inp.spinl.00$i
done

In this file seven lines have to be defined: The first line, denoted with ’SpinKpoint’ defines
the spin polarization Y (1 or 2) and the k-point number to be calculated. The second
line determines the range in energy for calculating the transmission and the discrete steps
in units of eV relative to Er. The next two lines are the Fermi energies f the respective
central region and electrode SIESTA calculation. A very important value is set in the
subsequent line, denoted with ClipWings. This is the dimension of the wings that need to
be clipped for the Hamilton and overlap matrices of the central region, since the central
region is supposed not to interact with its consecutive images, as we rather want it to
connect to the electrodes. To get the right value, one needs to check the CheckWings.dat
file obtained in the central region calculation. This file contains the first rows of the
Hamiltonian (real and imaginary part) of the last k-point, where somewhere in the mid-
dle of the file all values become zero and then again nonzero. Fig. 31 shows the Hamilton
matrix for the unclipped situation (a) and after cutting away the contributions coming
from consecutive images (b). In this case about 800 lines have to be cut off (starting

from the right), which is the number that needs to be specified in the line referred to as
ClipWings.

a) o 200 400 600 800 1,000 b) 00 200 400 600 800 1,000

200 200 §
400§ 400
v 600 ) I
3 2 600
2 °
800 800!
1,000 1,000}
oFf - : . . . ,
1] 200 400 600 800 1,000 0 200 400 600 800 1,000
columns columns

Figure 31: Hamilton matrix of the central region before clipping the wings (a) and after
clipping the wings (b). To avoid undesired interactions of the central region with its
consecutive images, a certain number of lines have to be cut off in the Hamilton matrix
of the central region. This number can be found, by checking the CheckWings.dat file.
Figures were produced by David. A. Egger.

EpsilonIteration is the convergence criterion for the self-energy iteration and DeltaImaginary
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the imaginary infinitestimal 1 needed for the retarded Green’s function of the device (see
Eq.2.32). The last four lines are optional and can be specified to calculate the density of
states projected onto an arbitrarily chosen range of atomic orbitals. In this case SartStop-
DOS 01 would calculate the bulk dos, whereas SartStopDOS 02, 03, 04 would result in
the PDOS of the organic elements respectively.

transmission.f90 creates the output file transmission.spinY.XXX for each k-point,
containing the energy relative to the Fermi level (in eV), the transmission function, and
the projected density of states (both multiplied by the weight of the respective k-point.

To summarize this paragraph an overview about the steps necessary to obtain the trans-
mission function from SIESTATg is given below:

a) Calculation of the electrode

e single-point calculation
— runsiesta_TS with nhist = 1501
— Input: electrode.fdf, Au.psf

— Output: electrode.DM and auxiliary supercell to define params. inp

e write-out calculation
— runsiesta_TS with nhist = 1502
— Input: electrode.fdf, Au.psf, params.inp and electrode.DM

— Output: BulkElectrode.spinY.XXX files with Hamiltonian and Overlap
matrix for each k-point

b) Calculation of the central region
e single-point calculation
— runsiesta_TS with nhist = 1501
— Input: central_region.fdf, S.psf, C.psf, N.psf, ...
— Output: central_region.DM and auxiliary supercell to define params. inp
e write-out calculation
— runsiesta_TS with nhist = 1503

— Input: central_region.fdf, S.psf, C.psf, N.psf,..., params.inp and
central _region.DM

— Output: CentralRegion.spinY.XXX files with Hamiltonian and Overlap
matrix for each k-point

c) Transmission
e transmission.f90 for each k-point

e Input: CentralRegionspinY.XXX, BulkElectrodespinY.XXX,
transmission.inp.spinY.XXX

o6



5 COMPUTATIONAL METHODS

e Output: transmission.spinY.XXX for each k-point containing the transmis-
sion function

k-Points in SIESTATg

To calculate the transmission function for each k-point, one of course has to ensure to
have the same k-points for the central-region, as for the electrode. To achieve this, the
k-points of the central region have to match the k-points with zero z-component k, = 0
of the electrode. For an 8 x 8 grid the Monkhorst-Pack scheme generates 37 k-points for
the central region, as well as 37 k, = 0 points for the corresponding electrode. For lower
coverages, in particular for 4 x 4 and 2 x 4 grids, the numbers do not match, resulting in
too many k, = 0 points for the electrode.

Since there is no possibility in SIESTA to enter k-points explicitly and attempts to control
the k-point mesh by the single parameter kgrid_cutoff did not result in any k£, = 0
points for the electrode, the ability of writing out the Hamiltonian and overlap matrices
for special k-points, as it was used for surface band structure calculations in the master
thesis of David. A. Egger, was supposed to solve the problem.

For calculating the surface band structure, one needs to force SIESTA to write out H
and S at arbitrary k-points. To obtain the high accuracy that is provided when using
a uniformly distributed k-point mesh, a standard SIESTA DF'T calculation is performed
for the primary mesh, to receive the converged density matrix. In a second calculation
this density matrix is read in by setting USESaveDM to .true., and the maximum SCF
iterations is set to one (MAXSCFIterations=1), meaning SIESTA reads the density matrix
and does nothing. To force SIESTA to write out Hamiltonian and overlap matrices at
certain k-points, one needs to specify the desired k-points in the kpoints. inp file, where
the first line defines the number of k-points followed by three columns of k,, k, and k,
coordinates. To enable the mechanism, again the nhist parameter has to be modified.
When nhist=1506 and the kpoints. inp file is available, STESTA writes out Hamiltonian
and overlap matrices at those k-points.

For the case of the 4 x 4 and 2 x 4 grids the k-points that were correctly produced
for the central region were defined in the kpoints. inp file to specify the k-points for the
electrode. With this strategy agreement between electrode’s and central region’s k-points
could be achieved for all coverages in a consistent way with no loss in accuracy.
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6 IMPACT OF COVERAGE FOR MOLECULES WITH INTRA-MOLECULAR
DIPOLES

6 Impact of coverage for molecules with intra-molecular
dipoles

In this chapter we want to investigate the impact of coverage for molecular junctions
consisting of the already introduced N;, and N, molecules with polar bonds built into
their molecular backbones, see Fig. 32. A detailed analysis of the origins of these cov-
erage effects on the basis of VASP calculations will be followed by transport calculations
obtained from SIESTArg, including a comparison to TRANSIESTA results.

After optimizing the geometries of the metal-molecule-metal systems (see section 3.2),
the obtained geometry can be used to do electronic structure calculations with the VASP
code. Using the script obtaining_dos by Gerold M. Rangger one can easily get the den-
sity of states DOS as an output, describing the number of states per energy that can be
occupied by electrons. Coverage effects will be analysed on the basis of the DOS because
the alignment of the molecular energy levels relative to the Fermi energy of the metallic
electrodes to a large extent determines charge transport characteristics, as was discussed
in section 4.1.

N N
HS'C—</: ‘)%@—(E' :\>—C—SH N.
H2 =N N= H2 n
- " - —_— —>
N N
HS=C ’:\>+©+</:\ C-SH N
HZ_(N_ _N>_H2 out

-  —> - —>

Figure 32: Chemical structure of Nj, and Ny

The N;, and N, molecules are put between two gold electrodes and assembled with dif-
ferent densities. Fig. 33a shows their density of states projected onto the molecular part
(PDOSs) for full coverage © = 1. One can clearly identify the HOTC and LuTC peaks and
in between the Kohn-Sham gap. There is a pronounced energy difference of 0.8 eV for the
HoTc and 0.86 eV for the LUTC between the N;, and Ny, systems. Fig. 33b, ¢, d and
e show the corresponding PDOS for lower coverages, © = 0.5, © = 0.25, © = 0.125 and
O = 0.0625, respectively. When going to lower densities, the DOS of the systems become
increasingly similar. At the single molecule junction level (© = 0.0625) there is only a
difference of about 0.24 eV for the HOTC and 0.21 eV for the LuTc. Going to even lower
densities, © = 0.03125 results in no further increase of the shifts in the DOS of N;, and
Nout. The energy difference of about 0.2 eV at the "single molecule level" comes on the
one hand from the slightly different IPs of the molecules in gas phase and the rest stems
from differences of the local bonding at the contact region. The latter is reflected in the
bond dipole that was introduced in section 4.4
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Figure 33: Density of states projected onto the molecular part PDOs for Nj, and Ngy
junctions of different coverages ©® = 1 (a), © = 0.5 (b), © = 25 (¢), © = 0.125 (d),
© = 0.0625 (e). While the two isomeric molecules have a very similar behaviour in the
single molecule junction at lowest coverage, they get more and more different when going
to higher coverages.
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The shifts in the PDOS of Nj, and N, junctions shown in Fig. 33 shall be illustrated
seperately for each system to investigate the trends in more detail. Fig. 34 shows the
PDos of the Ny junction for different coverages O, aligned to the Fermi energy Ep.
Starting from the densely packed full monolayer, © = 1 an energy shift of about 0.5 eV to
higher energies is found when going to the single molecule junction © = 0.0625. Varying
the molecular density for Ny, junctions has a great effect on the positions of the frontier
molecular orbitals, while the Kohn-Sham gap essentially stays the same for different cov-
erages. Screening effects that in real bulk systems reduce the fundamental gap are not
captured by (semi)local DFT.
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Figure 34: Density of states projected onto the molecular part PDOS for Ny junctions of
different coverages ©. PDOS shifts about 0.5 eV when going from full monolayer © = 1
to single molecule junction © = 0.0625

Equivalent coverage dependent calculations for the Nj, junction are shown in Fig. 35.
Surprisingly, in this case the PDOS does not essentially shift with coverage. The HoTC
energy differs about 0.1 eV between full monolayer and single molecule. So for this molec-
ular junction there seems to be no coverage effect.

When assembling these two isomeric molecules in between gold electrodes and varying
the coverage, two fundamentally different trends arise. While there is a coverage effect
shifting the PDOS for the Ny, molecular junction, there is no modification in the band
alignment for the Nj, junction. Remembering that N;, and N, have the same electrical
properties in gas phase, this is a quite surprising result. In the next section, the origin of
this behaviour will be associated with two collective effects, analyzed on the basis of the
knowledge that was introduced in chapter 4.4.
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Figure 35: Density of stated projected onto the molecular part PDOS for Ny, junctions of
different coverages ©. PDOS does not shift much when changing the coverage

6.1 Origin of Collective Effects

To investigate the origin of the trends in the PDOS found so far for N;, and Ny, molec-
ular junctions of different coverages, the systems will be split into separate fractions, as
described in section 4.4. On the one hand, the effect stemming from the metal-molecule-
bond formation will be investigated, and, on the other hand, the hypothetical case of a free
standing monolayer. The collective contributions of these two effects should essentially
explain the coverage-dependent behaviour of the respective metal-molecule-metal systems.

Metal-Molecule Bond Formation

As a first step the effect of the metal-molecule-bond formation in molecular junctions
will be investigated. For both systems, N;, and N, the bond dipole AEgp, associated
with the charge rearrangements upon bond formation will be analysed. Since there is a
thiol docking group for both systems it is mainly a bond replacement rather than a bond
formation, as was already discussed in section 4.4.

Fig. 36a and 36¢ show the plane averaged charge-density rearrangements Ap, according
to Eq. 4.5b, between the molecular junction and the sum of the corresponding subsystems
for full coverage for the N;, and N, junction, respectively. For both systems they are
strongly localized at the contact region between metal and molecule and do not signifi-
cantly extend into the region of the molecular backbone. The resulting dipoles strongly
affect the electrostatic potential at the interface region. This can be seen in Fig. 36b
and d, where the plane averaged potential-energy difference between the whole systems
and the sum of the subsystems, AEgp, for different coverages is shown. Note that this
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is a (x,y)-plane averaged potential and, therefore, care should be taken with the inter-
pretation at lower coverages, where an average across a very big unit cell is performed.
As was already mentioned in the introduction (section 1.2), Natan et al. found in their
work [34] that the characteristic decay-length of the electric field for a two-dimensional
array of dipoles is d/(27), with d being the lateral distance of the dipoles. With this,
we can estimate this decay-length for lowest coverage, ©® = 0.0625, to be approximately
164 /27 &~ 3A. Therefore, the average potential for lower coverages is a good approxima-
tion.

In contrast to the aforementioned different coverage effect of the N;, and Ny, junctions
(Fig. 35 and 34), there is a strong coverage dependence of the bond dipole, AEgp, for
both of the systems in a similar way. AFgp drops sharply at the contact and becomes
approximately flat inside the monolayer. Of course there is a difference in the local shape
of AEgp at the contact region, due to the different positions of the nitrogen atoms in
Ni, and Ny . The potential drop at the center reduces with decreasing monolayer den-
sity, starting with about —0.74 eV for full coverage resulting in only —0.16 eV for lowest
coverage for the Nj, system. In the case of Ny the bond dipole at full coverage is about
—0.98 eV and reduces to —0.09 eV for lowest coverage.
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Figure 36: Charge rearrangements Ap upon bond formation and corresponding jump
in the electrostatic potential energy, referred to as Bond dipole AEgp for N, (a), (d)
and Ny junctions (c), (d) of different coverages ©. Charge rearrangements are mainly
concentrated to the interface region, as well as the bond dipole, that decreases when
lowering the coverage.

The first collective effect, investigated here, is very similar for both systems, contrary
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to the behaviour that was found regarding the coverage dependent shifts in the PDoOSs.
Further investigations need to be done to describe the different effects in the PDOS of the
junctions comprising N;, and N,; molecules.

Free-standing Monolayer

The second step to investigate the coverage effects in more detail is to look at the hy-
pothetical case of a free standing monolayer in the absence of the gold electrodes. In
this case, the molecules are frozen corresponding to the optimized geometry of the whole
junction and the sulfur is saturated with hydrogen. Again VASP calculations can be done
for different coverages. Fig. 37 shows the results for N, and N, monolayers of different
densities. One can see the coverage dependent HOMO and LUMO energies aligned to the
vacuum level for both systems depending on the coverage ©. The reported values cor-
respond to the peaks in the corresponding DOSs. Now, for the N, monolayer there is a
pronounced shift of about 1 eV when going from lowest to highest density (black line),
while the Ng,; monolayer exhibits only a slight coverage dependent shift. In contrast to
the metal-molecule-metal systems (Fig. 34 and 35), a complete opposite behaviour is
found for the free standing SAMs.
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Figure 37: HOMO and LUMO energies aligned to the vacuum energy for N;, and Ngyu
monolayers of different densities ©

This can be explained by looking at the electrostatics of the local dipoles of the free
standing monolayer, as was initially discussed in section 1.2. For the N;, molecule, local
dipoles at the peripheries were generated by introducing pyrimidine rings with nitrogens
on the inner side. Assembling these molecules into a monolayer of different coverages
corresponds to adding up local dipoles of different densities. The summation of these
local dipoles leads to a dipole layer, that introduces a step in the electrostatic potential
V' according to its dipole density D = u/A:
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Figure 38: Collective effects of Ny (left side) and Ny, (right side) junctions; the arrows
are indicating the counteracting effects of the bond formation and the local dipoles for
N;, and the compound effects for Ny
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Since for the N,,; molecule these polar bonds at the peripheries of the molecule point into
opposite direction, they partly cancel resulting in a very small coverage dependent shift

of about 0.2 eV, as can be seen in Fig. 37 (blue line).

The second collective effect found on the basis of the free-standing monolayer is very
different for Nj, and N, and can, together with the effect stemmig from the molecule-
metal bond formation essentialy explain the trends of the coverage dependent PDOS shifts
of the corresponding metal-molecule-metal systems.

Combining two collective effects

A combination of the two collective effects, found so far, can indeed provide the an-
swer to the diffenert coverage-dependent effects of junctions consisting of isomeric Nj,
and Ny molecules. As can be seen from the arrows indicated in the left panel of Fig. 38
for the N, molecule the effect coming from the metal-molecule bond formation and one
for the free standing monolayer add up, leading to a shift of about 0.5 eV in the DOS,
when going from single molecule to full monolayer. In contrast, for the N;, molecule these
two effects are counteracting and fully cancel, see right panel of Fig. 38, leading to a
vanishing coverage-dependent effect for this molecular junction.

To obtain also a quantitative description of these trends, we want to discuss these collec-
tive electrostatic effects on the basis of the following equations:

§Enops = 6Enomo + 6Epp + 20Ej o '© (6.1a)

corr

SELups = 0ELumo + 6Epp + 26EL, ¢ (6.1Db)

corr

These quantities are schematically illustrated in Fig. 39 on the example of the reference
system Tourcpy,sy and the concept shall be now explained on the basis of this system.
0EnoTc and 0Epytc define the energy shifts of the HOTC and LUTC when going from full
coverage, © = 1, to lowest coverage ,© = 0.0625, in the corresponding metal-molecule-
metal system (Fig. 39a). These shifts should in principle be explained by a combined
action of the collective effects stemming from the free standing monolayer and the ones
coming from the bond formation. dEgomo and dEpymo define the energy shifts of the
HoMmoO and LuMO when going from full density © = 1 to lowest density © = 0.0625 in
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the free standing monolayer (Fig. 39b). dFEpp defines the energy difference of the bond
dipole between full coverage © = 1 and lowest coverage © = 0.0625 in the middle of the
molecular backbone (Fig. 39c). A quantitative analysis of the trends revealed that the
coverage dependent energy shifts in the PDOS of the molecular junction cannot just be
described by simply adding the bond dipole effect to the alignment in the non-interacting
case. Rather, small correction terms dEFOMO and ELUMO have to be added, which alto-

corr corr

gether leads to the aforementioned Eq. 6.1a and 6.1b.
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Figure 39: Schematic representation of the quantities described in Eq. 6.1a and 6.1b on
the example of the reference system Tourcp,spy. a) PDOS of the molecular junction for
different coverages; dEgorc and dEpyrc define the energy shift of the HoTC and LuTcC
when going from full coverage © = 1 to lowest coverage © = 0.0625. b) DOS of the
free-standing monolayer for different densities; dEgono and dEpumo define the energy
shift of the HOMO and LuMO when going from full coverage © = 1 to lowest coverage
© = 0.0625. c) Shift in the electrostatic potential due to bond formation for different
coverages; 0 Fgp defines the energy difference between full coverage ©® = 1 and lowest
coverage © = 0.0625 in the middle of the molecular backbone.

The correction terms, dEIOMO and §ELUMO which were also introduced in [101], [35], [107]

for metal-SAM systems, can be rationalized by the fact that (i) the bond formation be-
tween metal and SAM slightly perturbs the internal electronic structure of the SAM and,
consequentely sligthly modifies its energy levels, and (ii) for lower coverages the potential
drop, § Epp, is not sudden at the interface. JEHOMO and §ELUMO were already found to be
coverage-dependent, in a work done by Romaner et al. [91|, where the dependence of the

65



6 IMPACT OF COVERAGE FOR MOLECULES WITH INTRA-MOLECULAR
DIPOLES

electronic structure of Au(111) covered by SAMs of conjugated molecules on their packing
densitiy was investigated. Typical values are < 0.3 eV and in most cases decrease with
increasing chain length [35]. For comparison with the aforementioned papers JEXOMO and
SEXUMO have to be taken twice, since in the case of molecular junctions two metal-SAM

contacts are established.

The quantities described in Eq. 6.1a and 6.1b shall now be evaluated for the N;, and
Nout junctions. Table 4 summarizes the values. The shifts of N;, and Ny junctions can

Table 4: Quantities described in Eq. 6.1a and 6.1b for N;, and N, molecular junctions:
dEnorc/0ELuTc are the differences in the HOTC/LUTC energies between full monolayer
and single molecule junctions. dEgomo/dELumo are the differences in the Homo/Lumo
energies between the corresponding free full monolayer and single molecule. § Egp reflects
the energy difference of the bond dipole upon charge rearrangements between full coverage

HOMO SELUMO ; ;
and lowest coverage. 0E. ", 0Eg,, = are correction energies.

Systems 5EHOTc/eV 5EHOM0/6V §EBD /eV 5EHOMO/6V

corr

Nin -0.08 -0.94 0.87 -0.01
Nout 0.47 0.18 0.58 -0.15

Systems 5ELUTC /eV 5ELUMO/eV (SEBD /eV (5E£§1MO/€V

Nin 0.00 -0.86 0.87 0.05
Nout 0.47 0.16 0.58 -0.14

indeed be explained by a combined investigation of two collective effects, stemming on the
one hand from the free standing monolayer, assigned by its local dipoles, and on the other
hand from the metal-molecule bond formation. The correction terms for Ny, is very small:
—0.01 eVand —0.05 eV for the HOMO and LUMO, respectively. This is in agreement with
the largely stretched thiol docking group including the methylene spacer. Ng,; exhibits
larger correction terms: —0.15 eV and —0.14 eV for the HOMO and LuMoO. This has to be
investigated in more detail in the future. Higher correction terms will be found for some
of the investigated systems with different docking groups that exhibit stronger couplings,
see section 7.

Summarizing, two isomeric molecules Ny, and N, that are essentially the same in gas
phase and very similar in single molecule junctions, were found to behave very differently
when assembled in molecular junctions of high densities. Responsible for this different
behaviour are collective electrostatic effects. Interestingly, these collective effects can
also be switched off by cleverly designed electrostatic dipoles, as in the case of Ny, junc-
tions. This strategy offers a possibility to selectively control collective electrostatic effects.

6.2 Transport Calculations

As already mentioned in chapter 2 I had to switch from VASP to SIESTA to do trans-
port calculations on the basis of combined DFT and Green’s function techniques. As a
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first step, a comparison between these two codes is necessary. The focus will be on the
density of states as this is a quantity highly relevant for transport. Surprisingly, SIESTA
calculations with commonly used parameters resulted not only in a mismatch in energy
compared to VASP, but also in a quite large reduction of the collective effects that were
found for Nj, and Ny, junctions.

6.2.1 Testing Parameters in SIESTA

To adjust the level alignment to that obtained from VASP a lot of parameters were
tested, with special emphasis on the PAO.BasisSize, PAO.EnergyShift, MeshCutOff,
DM.Tolerance and DM.MixingWeight. These investigations shall be summarized for the
Ni, molecular junction.

PAO.BasisSize

As mentioned in section 2.1.5 the size of the basis set can either be chosen from the
pre-supplied SZ, SZP, DZ and DZP basis functions or can be generated considering the
restriction of finite-support, atomic-like basis functions. In this thesis the preset basis
functions were used.

In [108] Strange et al. compared transmission functions using a DFT based plane wave
code and the SIESTA code. They found that the transmission functions converges towards
the plane-wave result as the SIESTA basis is enlarged and in particular the DZP basis pro-
vides sufficient agreement.

Unfortunately, these trend could not be reproduced for the systems investigated in this
thesis. Fig. 40 shows the DOS for the N, junction at full coverage, © = 1, obtained
from SIESTA, as a function of basis set (solid lines) and the one obtained from VASP
with ENCUT= 273.894 (dashed line). Since in SIESTA the DOS is determined per spin,
the curves have half of the height compared to VASP. (To better compare the results
obtained from SIESTA and VASP in the corresponding figures, the heights have not been
adapted.) When extending the basis set from SZ (pink line), to SZP (blue line), to DZ
(green line) and DZP (orange line), no systematic convergence can be achieved. (Such a
test was also done for lowest coverage, obtaining an equivalent result.) As was seen in
many other works, the best agreement can be obtained with the DZP basis set, but there
remained an energy shift of about 0.1 eV to lower energies compared to the plane wave
result.

This energy difference between the two codes was initially intended to be accepted, but
when changing the coverage in Nj, and N, junctions, unpredictable problems arose re-
sulting in worse agreement compared to VASP when going to lower densities. This can
be seen in Fig. 41a and b for N, and N, respectively. In the SIESTA calculations, the
black line corresponding to © = 1 and the orange one corresponding to © = 0.5, reflect
the plane-wave result relatively well, but for lower densities huge discrepancies are found.
Especially for the lowest coverage, © = 0.0625 there is a disagreement of 0.33 eV in the
case of N;, and 0.27 eV in the case of N,,. But also for © = 0.25 and © = 0.125 there is
a significant mismatch.

This disagreement dramatically weakens at the same time the collective electrostatic ef-
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Figure 40: DOS of N, junction obtained from SIESTA for different basis sets (solid lines)
compared to results obtained from VASP (dashed black line). There is no systematic trend
when enlarging the basis set. With an energy difference at the HoOMO of 0.1 eV between
SIESTA and VASP, the DZP basis set provides the best agreement. (Since in SIESTA the
DOS is determined per spin, the curves have half of the height compared to VASP.)

fects obtained from VASP, leading to even opposite trends than the ones found with VASP.
This shows that with the standard set of parameters one cannot describe the collective
effects. Since DZP is the best basis set provided, other parameters were tested trying to
improve the situation.

MeshCutOff

For calculations of integrals or potentials and charge densities, SIESTA defines a three
dimensional grid, whose fineness is determined by its plane-wave cut off, also called the
MeshCut0ff [71]. All periodic plane waves with kinetic energies lower than the cut off
can be represented in the grid without aliasing. Besides the default value of 100 Ry,
MeshCutoff was also set to 150 Ry, 200 Ry and 300 Ry for N;, and Toursy junctions.
The default value provides the result most similar compared to VASP, closely followed by
the other values, all leading to essentially the same alignment of the DOS.

DM.Tolerance

With regard to the SCF convergence, a very important parameter is the tolerance of
the density matrix, DM.Tolerance [71], defined as the maximum difference between the
output and input charge density in a SCF cycle. DM.Tolerance was set to 10™* (default
value), 107° and 107% for the Ny, and Toursy system. For sure, with decreasing density
matrix tolerance the amount of steps increased, but no differences in the DOS were found.
Hence 10~* was taken, as it is the fastest one.

PAO.EnergyShift

A crucial parameter, that was found providing the means to significantly increase the
agreement with VASP is the PAQ.EnergyShift [71]. This is a single parameter defining
the confinement radii of all different orbitals, i.e., the energy increase that each orbital
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Figure 41: Coverage dependent PDOS of N, junctions (a) and N,y junctions (b) obtained
from SIESTA (solid lines) and VASP (dashed lines) for a PAO.EnergyShift of 0.01 eV. For
full coverage there is a good agreement, but when decreasing the coverage, a significant
mismatch between the codes is found. (Since in SIESTA the DOS is determined per spin,
the curves have half of the height compared to VASP.)
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experiences when confined to a finite sphere. With this parameter one can uniquely spec-
ify the range of the orbitals, determined by the cut off radius, beyond which the strictly
localized orbitals are zero.

Typical default values, that were found to provide good agreement with plane-wave codes
are 0.01 — 0.02 Ry [108]. Its indirect relationship with the confinement of the orbitals,
leads to very strongly localized atomic orbitals for high PAO.EnergyShifts. A small
PAO.EnergyShift means more extended orbitals.

For the systems investigated in this work an agreement with VASP could not be found
for the typical default values; at least not for lower coverages. But decreasing the
PAO.EnergyShift led to better results. Going to lower energy shifts yields more extended
basis functions, more and more approaching the plane wave result. Fig. 42 shows the
PDOS of the Ny, junction for different PAO.EnergyShifts for full coverage © = 1. One can
clearly see a shift into the right direction when lowering the PAO.EnergyShift, leading to
a perfect agreement between VASP and SIESTA for full coverage for a PAO.EnergyShift of
0.001 Ry (AE = 0.06 V). Lowering the PAO.EnergyShift even more, does not improve
the situation.

Figure 42: PDOS of Nj, junction obtained from SIESTA for different PAOEnergyShifts in
Ry compared to results obtained from VASP. (Since in SIESTA the DOS is determined
per spin, the curves have half of the height compared to VASP.)

Utilizing the impact of this parameter Ny, junctions with different coverages were calcu-
lated with the lowest PAO.EnergyShift of 0.001 Ry. In comparison to the aforementioned
mismatch that was obtained with a PAO.EnergyShift of 0.01 Ry (Fig. 41), results could
be improved considerably and now the general trends are reproduced, as can be seen in
Fig. 43a and b. Still there is an increasing quantitative deviation when going to lower
coverages, leading to a difference of about 0.1 eV for the lowest coverage © = 0.0625 for
N;, as well as for Ngy.

A cause for this behaviour could be that the localized basis sets used in SIESTA can-
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not describe the vacuum region very well. Going to lower coverages, means increasing the
size of the unit cell and, therefore, introducing more and more vacuum. This could be
a reason why the discrepancies increase with decreasing coverage. Keeping this in mind,
the next step to improve the situation should be introducing ghost atoms into the vacuum
region.

Ghost Atoms

Ghost atoms, or floating orbitals possess basis functions in positions determined by their
coordinates, but do not affect the calculation. This means that no charges or projectors,
i.e. no pseudopotentials or electrons are considered for these atoms. In this way we have
the possibility to describe the vacuum region with basis functions specified on dummy
centres, as can be seen in Fig. 44, where the pale molecules represent the ghost atoms.

In SIESTA ghost atoms can be defined by giving them a negative atomic number Z shown
for the example of the Nj, molecule as a part of the corresponding .fdf file:

%block ChemicalSpeciesLabel

1 79  Au

2 16 S

3 6 C

4 1 H

5 -16 S_ghost
6 -6 C_ghost

7T -1 H_ghost
%endblock ChemicalSpeciesLabel

In addition, appropriate pseudopotential files have to be generated by just copying the
.psf and renaming them into _ghost.psf respectively.

When doing these calculations with the optimum parameters found so far (DZP basis
set, PAQ.EnergyShift of 0.001 Ry) the situation cannot be improved. Tested on the ex-
ample of Tourgy single molecule junction with © = 0.0625, an energy shift in the DOS
between the calculation with and without ghost atoms of only 0.02 eV was found. This
is negligible, as can be seen from Fig. 45 (solid lines).

It was concluded that for this low PAO.EnergyShift, basis functions sufficiently tail into
the vacuum region and, therefore, introducing additional basis functions into that region
will not provide any essential improvement. To ensure that there was no error in my
definitions of the ghost atoms, the same calculation done with a higher PAO.EnergyShift
of 0.01 eV. Indeed, then a shift of about 0.12 eV into the right direction was found, as
illustrated in Fig.45 (dashed lines).

The pale, black line in Fig.45 represents the VASP result. Obviously introducing ghost
atoms could not improve the situation and the best results obtained from SIESTA are the
ones already shown in Fig. 43a and b. But even though there are some discrepancies
between VASP and SIESTA, slightly "weakening" the collective effects, the trends can be
reproduced and collective effects can further be investigated calculating transport prop-
erties using SIESTA.
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Figure 43: Coverage dependent DOS of Nj, junctions (a) and Ny junctions (b) obtained
compared to VASP.)
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Figure 44: Unit cell for Tourgy at © = 0.0625 with ghost atoms (pale molecules) intro-
duced into the vacuum region
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Figure 45: Effect of introducing ghost atoms in SIESTA on the example of Tourgy at
© = 0.0625 for different PAO.EnergyShifts compared to the VASP result (grey, pale line).
For the smallest energy shift 0.001 eV, the introduction of ghost atoms does not improve
the situation. For more confined basis functions, when increasing the PAO.EnergyShift
to 0.01 eV, an energy shift of 0.12 eV can be achieved by adding ghost atoms.
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6.2.2 Current-Voltage Characteristics

In this section coverage dependent transmission functions and current-voltage characteris-
tics of Ny, and Ny junction are investigated using the SIESTAts code, that was extensively
described in chapter 5.0.2. Additionally, there will be a comparison of the results obtained
from SIESTATg with the ones obtained from TRANSIESTA.

Full coverage junctions

At first a comparison of Ny, and Ny junctions for full coverage © = 1 shall be made.
Fig. 46 shows the corresponding transmission functions (a) and resulting current-voltage
characteristics (b) obtained from SIESTAts. What was calculated is the current per unit
cell and since there is always one molecule in each unit cell of different coverage, it can be
interpreted as current per molecule. The transmission function describes the probability
for an electron to be transmitted through the SAM from one electrode to the other at a
certain energy. One can clearly see the transmission channels contributing to the current.
The two transmission curves differ in energy by about 0.88 eV for the highest occupied
transport channel HOTC and 0.85 eV for the lowest unoccupied transport channel LUTC.
The onset of the first transmission channel is slightly closer to Er for Ny than for Ny,
resulting in a slightly higher current per molecule for the Ny junction.

Since for Ny, SAMs the HOTC is closer to Ep they provide p-type current (HOMO deter-
mined), meaning the electron concentration is higher on the cold electrode than on the
hot electrode, driving the electrons from cold to hot. For Ny, SAMs it is the other way
round, since they provide a closest transport channel at an energy above Eg, leading to
an electron flow from hot to cold and resulting in an n-type current.

When comparing the transport characteristics of Ny, and N, in Fig. 46 with the ones
obtained in Ref [38] by David. A. Egger, reproduced in Fig. 5, differences can be found.
This is due to the fact, that (i) geometries were fully optimized in this thesis, whereas
they were only partly optimized in [38] and (ii) the PAQ.EnergyShift is 0.001 Ry in this
thesis and 0.01 Ry in Ref. [38]. When adapting the PAQ.EnergyShift to 0.001 for both
systems, see Fig. 47 for the Nj, junction, the effect stemming from the geometry can
be identified to be almost 0.2 eV. The influence of the PAO.EnergyShift was already
discussed in section 6.2.1 and was here again found to be about 0.1 eV, see Fig. 48 (a) for
the fully optimized Nj, junction and (b) the partly optimized Ny, junction of Ref. [38§].

Since full coverage results could also be obtained from TRANSIESTA, a comparison be-
tween these codes shall be done at this point. Generally for TRANSIESTA enormous
convergence problems were found for the DZP basis set combined with the small

PAQO.EnergyShift. Many parameters, like the DM.Tolerance, the DM.MixingWeight, or
the DM.NumberPulay were varied to achieve convergence, with no success. A very crucial
parameter concerning convergence in these systems, was the number of Au layers used in
the central region. As schematically drawn in Fig. 49, a combination of 3 layers of gold in
the electrode and 6 layers on each side of the central region finally led to converged results
for full coverage. This is a relative surprising result, in the sense, that actually especially
for the electrode 6 gold layers would be needed, to describe interactions correctly (see sec-
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Figure 46: Transmission (a) and current per molecule (b) for Ny, and Ny, junctions of
coverage © = 1 obtained from SIESTAts
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Figure 47: Transmission functions for the Nj, full monolayer junction fully optimized in
this thesis (black line) compared to the partly optimized Ny, structure of Ref. [38| (orange

line). The energy shift of the transmission peaks of about 0.2 eV completely stems from
the different geometries.
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Figure 48: Transmission functions for the Ny, full monolayer junction fully optimized in

this thesis (a) and for the partly optimized Nj, structure of Ref. [38] (b) for different
PAQ.EnergyShifts of 0.01 Ry (black line) and 0.001 Ry (orange line).
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tion 5) and a combination of 6 layers in the electrode and 6 layers in the central region did
not converge! This problem is still under investigation and parameters, like temperature
and complex contour integration options will be more deeply investigated in the future.
Nevertheless, a comparison of TRANSIESTA and SIESTA was done and is shown in Fig.
49. The left panel (A) shows the transmission functions and (I-V)-characteristics of Ny,
and Nyy SAM devices for TRANSIESTA and SIESTATs. A rigid shift of about 0.1 eV can
be found, stemming from the fact, that there were 6 layers of gold used on each side of
the central region for TRANSIESTA, whereas there were 3 layers in the case of SIESTATg.
When adapting the number of gold layers used in the central region, one can find nice
agreements between the two codes, as illustrated in the right panel (B).

Coverage dependent junctions

As a next step, transmission and current were calculated for N, and N, junctions as a
function of coverage. Fig. 50 shows the coverage dependent transmission functions for
Nout, that was produced by summing up all contributions from all k-points, according to
Eq. 5.1. As was already found in section 6.1 by observing the corresponding PDOS, the
transmission function also shows a significant coverage dependent effect of about 0.6 eV
for Noy junctions when going from full monolayer to single molecule levels. Coverage-
dependent calculations can be done for the Nj, junctions, and again there is nearly no
collective effect for this kind of molecule, as shown in Fig. 51.

From the transmission functions, one can easily get the current, applying the Landauer-
Biittiker formula from Eq. 2.28. Fig. 53a shows the current-voltage characteristics for
different coverages for the N, junction. On the y-axis the current per molecule is plotted.
There is a clear decrease in current per molecule when going to lower coverages. So the
local environment, determined by collective electrostatic effects, makes the current per
molecule vary for different coverages.

When investigating the charge transport polarity, as was described in section 4.2, one
finds that almost all of the current is of n-type for coverages © = 1,0.5 and 0.25. For
lower coverages there is, however, a switch from n to p-type current. This can also be
easily seen in the corresponding SIESTA PDOs (Fig. 43). Since the channel closest to the
Fermi energy determines the charge transport polarity, there has to be a switch from n-
to p-type for the transition from © = 0.125 to © = 0.0625, because then the LUTC is
suddenly closer to Er than the HOTC. Due to collective effects one can obviously achieve
a switch in charge transport polarity for this kind of molecule as a function of coverage
that results in a change in sign of the corrsponding Seebeck coefficient. I.e. for Ny, one
can change the charge transport polarity of the junctions by collective electrostatic effects.

Fig. 53a and b show the coverage dependent current-voltage characteristics and the cor-
responding charge transport polarities for the Nj, molecule. Since there was almost no
coverage effect in the PDOS or in the transmission, a very similar, slightly decreasing
current per molecule is found, when decreasing the coverage. Since the HOTC for all
coverages is closer to Ep, the current is of p-type for all densities and S does not change
sign.
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Figure 49: Comparison of transport properties obtained from TRANSIESTA and SIESTATg
for Nj, and Ny, junctions of full coverage. (A) transmission function and current per
molecule for 6 gold layers on each side of the central region for TRANSIESTA (to obtain
convergence) and 3 layers of gold for SIESTATs. A rigid shift of about 0.1 eV is observed.
(B) transmission function and current per molecule for the same number of layers in the

centralregion (6 for both cases). Almost identical transport characteristics can be found
for the different codes.
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Figure 50: Coverage dependent transmission function for Ny junctions. A significant
energy shift of about 0.6 eV are found when going from full monolayer to single molecule
junctions due to collective electrostatic effects.
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Figure 51: Coverage dependent transmission function for Ny, junctions. A minor shift of
—0.1 eV is found when going from full monolayer to single molecule junctions.
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Figure 52: (a)Voltage dependent current per molecule for N, junctions of different cov-
erages O; (b) corresponding n-type and p-type currents per molecule
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Figure 53: (a)Voltage dependent current per molecule for Nj, junctions of different cov-
erages O; (b) corresponding n-type and p-type currents per molecule
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It has to be mentioned that the current in all DF'T based methods is found to be signif-
icantly overestimated compared to experiments, due to the wrong level alignment found
within the DFT framework, leading to a too smaller bandgap, and therefore too high
current densities are achieved. For example, Quek et al. [109] tried to quantitatively un-
derstand the conductance of single-molecule benzenediamine-gold junctions in a combined
theoretical and experimental investigation. They found the average calculated conduc-
tance to be seven times larger than in experiment, and explained the discrepancy quanti-
tatively in terms of electron correlation effects impacting the molecular level alignments
in the junction.

A very successful approach to correct for this self-interaction error, at least for weakly
coupled systems, was persued by J. Neaton et al. [110] by cleverly renormalizing the
molecular electronic levels at the metal-molecule interfaces. This electron self-energy cor-
rection to the molecular orbital energies consists of two parts: (i) a 'molecular’ term
correcting for the difference between DFT HOMO and LUMO energies and IP and EA of
the gas phase, and second (ii) an 'image charge’ term accounting for the effect of electrode
polarization. In [111] Quek et al. investigated the length dependence of conductance in
aromatic single-molecule junctions. They showed that DFT + X brings both conduc-
tance and the length dependency into nice agreement with measurements, while normal
DFT only correctly describes the exponential decay of conductance with length. Using
self-energy-corrected DFT together with a coherent scattering approach Darancet et al.
recently found excellent agreement with experiments at finite bias for pyridine-Au and
amine-Au linked molecular junctions [112].

Since in this thesis, absolute values for the current are not that important, as only relative

energies are needed to describe collective electrostatic effects, standard DF'T is a sufficient
description.
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7 Impact of coverage for molecules with different dock-
ing groups

Since docking groups were found to have a strong impact on charge transport charac-
teristics, as reported in section 1.3, molecules with different anchor groups forming the
contact between the organic part and the electrodes shall be investigated in this chapter.
After analyzing the effect of different docking groups on the electronic properties of full
monolayer junctions on the basis of VASP and SIESTA, coverage-dependent effects will be
studied in a similar way as it was done in the previous section. Transmission functions
and (I-V)-characteristics will be obtained from SIESTATg as a function of coverage.

7.1 Full coverage junctions

Bevor investigating collective electrostatic effects established in molecular junctions with
different docking groups, properties of the full monolayer junctions (2 x 2 unit cell with
11.81 AZ) comprising the molecules Tourcp,sy, Tourgy, Tourne and Tourpy, (Fig. 54)
shall be analyzed on the basis of VASP and SIESTA1g results.

2

==\

Figure 54: Chemical structures of Tourcm,su, Tourgy, Tourne and Tourpy,

7.1.1 Docking Groups and Level Alignment

Docking groups were shown to have tremendous effects on the level alignment in molecular
junctions, as was elaborately discussed in the introduction (section 1.3). Fig. 55 shows
the density of states projected onto the molecular part (PDOS) for the different systems
for full coverage © = 1 obtained from VASP. The line-up of the frontier molecular orbitals
with the metal Ep is greatly influenced by changing the anchoring group. While there
is only a small difference when removing the methylene (CH5SH) spacer, reflected in the
broadening of the two sharp peaks for Tourcp,sy into a composition for Tourgy, there
are enormous shifts to lower energies of HOTC and LuTcC for the isocyanide and pyridine
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anchor group.

As can be seen in Fig. 55, the identification of the highest occupied transmission channel
HoTc the lowest unoccupied transmission channel LUTC, is not always that clear, espe-
cially for the HOTC of Toursy and the LuTC of Touryc. To find the right states I followed
the procedure carried out in in section 6.1 for the example of Ny . At first the local density
of states LDOS was obtained by integrating the PDOS in steps of 0.1 €V in the interesting
energy regions. Additionally, a python script called interpolation_and_integration
written by Bernhard Kretz, was used to find the energy intervals, in between two elec-
tronic states (one spin up and one spin down) are defined. The vertical, black lines in
Fig. 55 indicate the corresponding energy intervals. Table 5 summarizes the positions
of the HOTC and LUTC energies with respect to the metal Ep, AEgorc and AEpyrc
respectively for full coverage © = 1.

Table 5: Level alignment AEgorc and AEyrc , defined as the energy difference between
Hotc and LuTcC with the metal Eg, for the systems with different docking groups for full
coverage © =1

Systems AEHOTCG):l/eV AELUTC@:1 /eV

TOUI‘CHQSH -0.80 1.55
Tourgy -0.68 1.53
Tournc -1.40 0.68
Tourpy, -2.15 0.17

The HOTC and LUTC come to lie highest with respect to Er for the -SH (CH2SH) docking
groups, they are at intermediate positions for -NC and lowest for -Pyr; the choice of the
anchor group, thus, permits the possibility to tune the level alignment over a range of
> 1 eV. The special alignment of the LUTC of Tourpy,, due to an effect called Fermi-level
pinning [51], [113], will be discussed in detail in section 7.3.

A comparison to the results obtained from SIESTA, as it was done for N;, and Ny
in section 6.2.1, is shown in Fig. 56 for the the full monolayer junctions with different
docking groups. A nice agreement can be, again, found for © = 1 when adapting the
same settings as in section 6.2.1 (with a crucial parameter being the PAO.EnergyShift).

7.1.2 Current-Voltage-Characteristics

The difference in the level alignment, originating from different anchor groups binding
the molecules to the electrodes, is, of course, reflected in the corresponding transport
characteristics. Fig. 57 shows the current of all molecular junctions for © = 1, calculated
with SIESTATs. Again, for the sake of comparison the results obtained from TRANSIESTA
are indicated as dashed lines. The differences between the codes are basically stemming
from the fact, that there are three layers of gold on each side of the central region used in
SIESTATg, while there had to be six layers deployed to achieve convergence for TRANSI-
ESTA. Adapting the number of layers used in the central region leads to a nice agreement
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Figure 55: Density of states projected onto the molecular part (PDOS) for full coverage
© = 1 for different docking groups -CH,SH, -SH, -CN, -Pyr (from top to bottom) cal-
culated with VAsp; HOTC and LUTC peaks are marked after deriving the corresponding
isodensity plots of the LDOS; black, vertical lines indicate the intervals, in between which
two states are found.
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Figure 56: Density of states projected onto the molecular part (PDOS) for full cover-
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calculated with VASP and SIESTA.
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between the codes as was shown for Nj, and N, in section 6.2.2.

An enormous difference in the (I-V) curves for full monolayer devices can be found, when
changing the docking groups. Compared to Ny, and Ny, there is a lower current per
molecule for Tourcy,sy. For the -SH and especially for the -NC docking group, a vast
increase in current per molecule up to several uA can be found. Note, that these results
only hold in the low-bias regime and again the special case of Fermi-level pinning for the

-PYR anchor group leads to a saturation of the current within this description (see section
7.3).

10 .
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Figure 57: Current-voltage characteristics for full coverage Tourcp,sn, Toursy, Tournc
and Tourpy, junctions, obtained from SIESTATg, as well as TRANSIESTA with small differ-
ences mainly stemming from the different number of gold layers used in the centralregion
calculation for the different codes. Ny, and N, results are indicated as grey lines.

7.2 Coverage-dependent Effects

Collective electrostatic effects shall now be investigated also for Tourcy,s, Toursy, Tournc
and Tourpy, junctions of different coverages in a way similar to what was done in section
6.1. It was shown, that N;, and N, molecular junctions have very different transport
characteristics when assembled in a full monolayer device, but reducing the coverage led to
a more and more similar situation. When lowering the molecular junctions with different
docking groups, the tremendous differences originating from collective effects in the full
monolayer devices mentioned in the last section are expected to reduce to the respective
differences in the IP and EA and the bond dipole for the corresponding single molecule
junctions.

Fig. 58a - d illustrate the PDOS of all systems with different docking groups as a function
of coverage obtained from VASP. Bevore discussing the pronounced differences found in
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these coverage-dependent PDOSs, a comparison to the results obained from SIESTA shall
be done, since these are the quantities entering the transport calculations. Fig. 58a - d
show the same coverage-dependent curves, on the one hand calculated with VASP and, on
the other hand, obtained from SIESTA with the same settings as for Ny, and Ny, (section
6.2.1) that provided the best agrreement with VASP. The localized basis sets used in
SIESTA, again, cannot describe the situation for lower coverages correctly, leading to pro-
nounced energy differences in the HOTC and LUTC peaks > 0.1 eV for lowest coverage,
O = 0.0625. As a consequence, the investigated collective effects are sligthly reduced in
all further transport calculations obtained from SIESTA.
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Figure 58: Coverage dependent PDOS of molecular junctions with different docking
groups: (a) Tourcp,su, (b) Toursy, (¢) Tourne, (d) Tourpy, for different coverages ©,
obtained from VASP.

The corresponding HOTC and LUTC energies derived from the peaks of Fig. 58a - d are
summarized in Fig. 60a and b for all molecular junctions. Depending on coverage, ©, the
HoTrc and LUTC peaks are aligned with respect to the HOTC and LUTC energies for full
coverage Enorc®=" and Epyre®='. From these plots one can easily retrace the pronounced
differences in the coverage-dependent trends for the investigated systems. Compared to
all other systems, the Nj, molecular junction (black circles) stands out with an almost
vanishing coverage-dependent effect. Also unusual is the Tourpy, system, showing a very
strong shift when going to lower coverages with a pronounced kink at © = 0.5. All other
systems Tourgy, Tourcp,sn, Tourne and Ny exhibit collective effects that lie somewhere
between the former systems.

88



7 IMPACT OF COVERAGE FOR MOLECULES WITH DIFFERENT DOCKING
GROUPS

! respec-

" and Epyrc®

89

o < o (=} ol O
] / 20 : 5 3 3,
< oun&E g g ; ; _ _
Nlgrssss S & b
700000 = @ z
[11] = S0
II >V
m W C_S_P_N_
] ) 8.. 5555
~| o888 £ o S{==88ee
~ . £ - thit
SRR v < 088 _— 1m )
e 0 Eusess > = o]
Ydoooo0 e <b] o
~ - e ]
' — = o= !
w wo
1
— <
w w n O o]
=
S &
+~
S £ o] ?
o
S 3 .
.JT h
M ~—~
)
£l 2TTETTTTE
% R ) ) ) o
=5 (A®);=gONNMg- 0WN1g
O Z. —_—
g 5 <
w O
N 5\\_4\ - T — a1 o H © © < N
e ——— n o~ ) c ) ) )
3) : : : :
o~ e O N— -
::::::: DD1 R z
s 8o
n MV tm_m_Dv.._M_
+— . -
- 5nmm g 2 < 3.m_uo_mmmm
288 275555 < S H S
~lgsssss e =Rl phtict
wununn — S0 ) m
WGB@GG I [ — O/ =
N > S 22w o
e 58 e o-I
~ < aRH8 9 < 71m
4= 2TRgeS - T o= ®
[11] olFcooce lo wl O w0
°or re [1]] ; o0 2 p,
w & = <
w o 090 )
O = <
2 >
> 5 o :
- T | = O H m N
i _ =& °
T - P > = .h
::::::::::: N o
i D
= n o
= g a5 ® © ¥ 8 o
> o w4 e %2 2 S o onmal
OWNIg-_OWN1
Ay —~ T O A>0v = m m
© < (*n"e) soad L &0 o © t=e e

Figure 60: Coverage dependent energy shifts AEgorc and AEpyrce for all investigated
systems. HOTC and LUTC energies, obtained from the peaks of the corresponding PDOS

are aligned with respect to the energies for full coverage Enorc®

tively.



7 IMPACT OF COVERAGE FOR MOLECULES WITH DIFFERENT DOCKING
GROUPS

Table 6: Level alignment AEgorc and AEpyrc for coverage ® = 0.5
Systems AEHOTCGZO'S/GV AELUTC@:0'5/6V

Tourcm,su -0.68 1.66
Toursy -0.59 1.60
Tournc -1.32 0.75
Tourpy, -2.12 0.20

Table 7: Level alignment AEgorc and AEpyrc for coverage ® = 0.25
Systems AEnorc® %% /eV  AELyrc®="% /eV

Tourcm,sn -0.65 1.78
Tourgy -0.47 1.71
Tournc -1.18 0.82
Tourpy, -1.69 0.61

7.2.1 Origin of Collective Effects

In anaolgy to section 6.1, a detailed description of the collective electrostatic effects shall
be given. This will be based on a seperation of the effects into the ones arising from
metal-molecule bonding and the ones coming from the properties of individual molecules,
respectively, free standing monolayers.

The corresponding HOTC and LUTC energies derived from the peaks of the PDOS of
the metal-molecule-metal systems, shown in Fig. 58, are summarized in tables 5 (page
85), 6, 7,8 and 9 for ©® =1, © = 0.5, © = 0.25, © = 0.125 and © = 0.0625 respectively.
Every system shows a pronounced shift to higher energies when going from full monolayer
© = 1 to a single molecule junction at © = 0.0625, similar to the Ny, junction. None
of them reflects the situation observed for Nj,, where the combined interaction of local
dipoles and bond dipole led to a disappearing coverage effect.

Taking a closer look at the shifts in the PDOS, the first collective effect, namely the jump
in the electrostatic potential energy due to metal-bond formation reflected in the bond
dipole, shall be investigated as a function of coverage for all systems with different dock-
ing groups. The coverage-dependent bond dipole, App, is shown in Fig. 6la-d for all
systems. Tourcy,sy adopts an intermediate situation between Nj, and Ny, reflected in

Table 8: Level alignment AEgorc and AEpyr¢ for coverage ® = 0.125
Systems AEHOTC@:O'HS/GV AELUTC@:0'125/6V

Tourcm,sn -0.47 1.87
Tourgy -0.41 1.77
Tournc -1.06 0.97
Tourpy, -1.50 0.81
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Table 9: Level alignment AEgorc and AEpyrc for coverage ® = 0.0625

Systems  ABEporc®=""%/eV  AEpyrc®=0"% /eV

Tourcm,su -0.40 1.96
Toursy -0.38 1.82
Tourng -0.98 0.93
Tourpy, -1.37 0.94

a bond dipole that is —1.04 eV at full coverage that reduces to —0.19 eV for low cover-
ages (0Egp= 0.85 €V). While the jump in electrostatic potential energy is very localized
to the metal-molecule interface for the reference system, it is a slightly more extended
into the backbone for the Tourgy molecular junction with a shift of dEgp=0.79 eV when
going from full to lowest coverage. This is a consequence of a slightly more extended
charge transfer into the molecular backobone for Tourgy. A different behaviour is found
for Touryc. With a bond dipole of about +1 eV for full coverage, it is the only system
with a positive bond dipole, and, therefore, a negative coverage effect concerning bond
formation (0Egp= —0.86 eV). This behaviour is in agreement with many works [35], [49]
and can be reflected in the electron withdrawing property of the strong accepting -NC
docking group, while thiol docking groups exhibit an electron donating character [49]. A
special situation occurs again for the pyridine docking group, where there is a remarkable
reduction of the bond dipole for full coverage in the middle of the backbone. Therefore,
0Egp is nominally reduced here to 0.10 eV.

The second collective effect coming from the assembly of local dipoles of the free-standing
monolayers of different densities is illustrated in Fig. 62. The plots show the HOMO (a)
and LUMO (b) energies aligned to the vacuum level Eyac of the free standing monolayers
for different molecular densities ©. Tourcy,sy and Tourgy are found to shift very little
with coverage (about 0.1 — 0.3 eV), whereas Tourpy, and especially Touryc show tremen-
dous shifts for different molecular densities (about 1 — 2 eV).

As discussed in section 6.1, the shifts in the molecular junction PD0S, dEgorc and dErurc,
when going from full coverage to lowest coverage can be partitioned into contributions
coming from the free monolayer (6Egomo and dEpuymo) and contributions coming from
the metal-molecule bond formations, reflected in the jump of the corresponding electro-
static potential (§Epp). The equations are reprinted, according to Eq. 6.1a and 6.1b from
section 6.1

0Exops = 6Enomo + 0Egp + 20 EHOMO (6.1a)

corr

SErups = 0ELumo + 6Epp + 26EL, 0 (6.1b)

corr

Again, small correction terms have to be introduced, accounting for (i) the shifts of the
eigenenergies of the SAM resulting from changes in the molecular potential due to the
bonding-induced charge rearrangements and (ii) potential inhomogenieties for different
coverages. 0Egorc and dEpyrc are taken from the peaks of the PDOS plots in Fig. 58a-
d, )0Egomo and dEpumo from the peaks of the corresponding DOS of the free standing
monolayer (Fig. 62a-d) and the bond dipoles difference dEgp is taken from Fig. 6la-d.
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Table 10: Parameters characterising collective effects in Tourcpy,sy, Toursy, Tournc
and Tourpy, molecular junctions of different densities according to Eq. 6.1a and 6.1b:
dEnotc/dELuTc are the differences in the HOTC/LUTC energies between full monolayer
and single molecule junctions. dEgomo/0ELumo are the differences in the HOM0O /LUMO
energies between the corresponding free full monolayer and single molecule. d Egp reflects
the energy difference of the bond dipole upon charge rearrangements between full coverage

and lowest coverage. JEHOMO §ELUMO are correction energies.

Systems dEnorc/eV  0Enomo/eV  6Epp/eV  SEHOMO joy

corr

Tourc,sn 0.40 -0.27 0.85 -0.09
Tourgy 0.30 -0.10 0.79 -0.19
Tournc 0.42 1.81 -0.86 -0.26
Tourpy, 0.78 1.01 0.10 -0.16
Systems 5ELUTC /eV (SELUM()/QV 5EBD/€V 5EI;§£/[O/6V
TourCHQSH 0.41 -0.28 0.85 -0.08
Toursy 0.29 -0.10 0.79 -0.20
Tournc 0.28 1.78 -0.86 -0.32
Tourpy, 0.77 1.06 0.10 -0.19

Table 10 summarizes the results.

The correction energies are found to be very small for extended docking group like the -
CH,SH and rise significantly, when switching to docking groups that are stronger coupled.
This was also found in [35]. While they are in the range of 0.1 eV for the -CH,SH anchor
group, they get very high for the -NC docking group. The larger value for Tournc is, in
part, also due to the difficult determination of the LUTC position, as can be seen in Fig. 58.

In section 6 it was described in detail that the ismoeric Nj, and Ny, systems were seen to
become almost equal when lowering the coverage in the respective molecular junctions,
since they have a very similar IP. Now, the systems with different docking groups are
investigated. They are expected not to become equal as single molecule junctions, but to
result in differences only according to their various molecular IP and EA and the remain-
ing bond dipole.

As expressed in Eq. 7.2a and 7.2b, the energy difference of the level alignment of the HoTC
and LUTC with the Fermi level at lowest coverage, AEuorc®=%% and AE[ypc®=0%%,
should be reflected in contributions coming from the corresponding alignment as a free
standing single molecule (approximated by IP and EA), and from the remaining bond
dipole at lowest coverage, Egp®=0%%.

AEHOTCGZO.OGQS —IP + EBD9:0.0625 + 2Ecorr%?)%)325 (72&)
AELUTC@:O.0625 — EA + EBD@:O.0625 + 2Ecorr?§](\)j0(§25 (72b)
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Table 11: Quantities described in Eq. 7.2a and 7.2b. AEporc®="%% and AEyp®=0062
are the energy shifts of the HOTC and LUTC with respect to Fermi energy for the molecular
junction systems at lowest coverage. IP®700625 and EA®=00% are . Differences are
investigated with respect to the reference system. IPs and EAs are taken from table
3, whereas AEpops®="%2° and AELups®="%2 are calculated from the respective values
summarized in table 9.

Systems | IP/eV  AEnorc®""*/eV  Epp®""*/e&V  Eenpono. /€V

Towrcmsn | -0.15 20.40 -0.19 -0.03
Toursy -0.15 -0.38 -0.24 0.05
Tournc -0.28 -0.98 -0.13 -0.35
Tourpy, -0.15 -1.37 -0.19 -0.52

Systems ‘ EA/eV AE; yp®~006% /eV Epp©~00625 /eV ECOH?ER;[OOG% /eV

Tourcmsn | 2.11 1.96 -0.19 0.02
Tourgy 1.98 1.82 -0.24 0.04
Tournc 1.95 0.93 -0.13 -0.45
Tourpy, 2.22 0.94 -0.19 -0.55

IPs and EAs are approximated by the HOMO and LUMO energies aligned to the Fermi
level at lowest coverage. AEuorc®=2%% and AELyrc®=%%% are taken from the peaks
of the corresponding PDos and Egp®=2%% is taken from Fig. 61. The respective values
are summarized in table 11. Again, correction terms have to be added.

For Tourcy,sy and Tourgy the situation is very well described and the correction terms
are really small (< 0.1 eV). So reducing the coverage in these systems results only in dif-
ferences coming from their different IP/EA and the remaining bond dipole is very small
(0.1 = 0.2 eV). For Tournc and Tourpy, there are tremendous correction effects, but the
remaining bond dipole is similar to the values of the other systems. For these systems
further investigations need to be done.

7.2.2 Transport Calculations

Applying SIESTATg coverage-dependent charge transport properties of all molecular junc-
tions with different docking groups were obtained. The corresponding transmission func-
tions are shown in Fig. 63a-d and Fig. 64a-d contains the respective current-voltage
curves, obtained according to the Landauer formula.

In comparison to Nj, and Ny, the reference system Tourcpy,sy has exactly the same
docking group, but of course a different IP and EA. Its coverage dependent transmis-
sion functions can be found in Fig. 63a. In accordance with the corresponding PDOS
there is a shift of 0.3 eV to positive energies when going from full monolyayer to single
molecule junctions. Since the HOTC is in this case closer to the metal Eg, charge transport
through unoccupied states is expected. Altogether Tourcp,sy represents a new situation.
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In comparison to Ny, the peaks in the shift PDOS into the same direction, but trans-
port is HOMO instead of LUMO dominated. Nj, and Tourcy,sny exhibit opposite energetic
trends, but are both HOMO dominated. Reducing the coverage for the reference system,
shifts the crucial transport channel closer and closer to the Fermi energy, resulting in a
curent per molecule, that is expected to increase with decreasing coverage. Indeed, this is
the case for Tourcy,sn, as can be seen in Fig. 64 a in the low-bias current-per molecule.
This is a new kind of (I-V) behaviour compared to N, where the current was found to
decrease with decreasing coverage, and Nj,, where a relatively small coverage effect was
obtained.
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Figure 63: Coverage dependent transmission functions obtained with SIESTATg for (a)
Tourcp,sn, (b) Toursy, (¢) Tourxe and (d) Tourpy,.

Different charge transport characteristics are discovered when investigating Toursy molec-
ular junctions at different densities. As shown in Fig. 63b, there is only a slight shift to
higher energies when going from © = 1 to © = 0.0625, resulting basically in a rising cur-
rent per molecule for lower coverages (see Fig. 64b). This increase is not constant. After
a pronounced step, when going from © = 1 to © = 0.5, the current stays nearly the same
for further reduced coverages. The fact that the current corresponding to half coverage
(orange line) is even slightly above the curve corresponding to © = 0.25 (green line) is
connected to the difficult determination of the HOTC states for Toursy. In comparison
to Tourcy,sn, the HOTC are very much broadened, stemming from the also broadened
PDOs, incorporating many states in this area. This pronounced HOTC leads to a higher
current per molecule than in the case of Tourcy,sy.
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Figure 64: Voltage dependent current per molecule for Tourcp,sn (a), Toursy (b), Tournc
(c) and Tourpy, (d) molecular junctions of different coverages, derived from the transmis-
sion functions via the Landauer formula
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An interesting candidate, that exhibits great potential as a docking group, is Touryc.
Compared to Nj, and N, Touryc has in fact a different docking group, but at the same
time, very similar I[P and EA. Fig. 63c shows a broad transmission spectrum around
Er, stemming from the fact that the metal Eg is near-resonance with the LUTC state
in the PDOs, which is delocalized over the entire molecule. As can be seen from Fig.
64c this broad LUTC results in a large current per molecule for low voltages, tremen-
dously reducing the onset voltage. Since the LUTC shifts away from Ep with decreasing
coverage, there is the same trend of lower current per molecule when reducing the cov-
erage, as was found for the N, molecule. Transport is LUMO dominated for all coverages.

The special transmission function and transport characteristics of Tourpy, will be dis-
cussed in the next chapter.

7.3 Fermi Level Pinning

In the case of pyridine docking to the gold electrodes, a special situation appears, as can
be seen in the respective PDOS in Fig. 58d. When going from single molecule to full
monolayer, collective electrostatic effects shift the states by 0.77 eV to lower energies,
until the onset of the LUTC related peak is right at the Fermi energy for © = 1 and to
some extent also for © = 0.5. This is a manifestation of the of the fact, that the system
is in the regime of Fermi-level pinning [51], [35].

Fermi level pinning is found to be a consequence of interfacial charge rearrangements
that, in contrast to other systems, extend along the whole molecular backbone. This can
be seen in Fig. 65 that shows a comparison of the charge rearrangements Ap for Tourpy,
(a) and the reference system Tourcp,sp (b). While for the latter, Ap is well localized to
the interface, the charge rearrangements for the former are clearly extended. The series
of dipoles introduced by these charge rearrangements readjusts the bond dipole in a way
that the effective AEgp is diminished for © = 1, as illustrated in Fig. 61d.
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Figure 65: Charge rearrangements Ap upon bond formation for (a) Tourp,, and (b)
compared to the reference system Tourcp,sy

These charge-rearrangements are not associated with long-range charge transfer, as it is
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Figure 66: Charge transfer () per molecule for Tourpy, (black line) compared to the
reference system Tourcy,spy (blue line).

usually found for flat-lying adsorbates [114], [115], but rather with a local polarization
of the SAM as can be seen in Fig. 65 and 66 showing Ap and the charge transfer per
molecule, @), respectively.

As can be also seen in the PDOS of Tourp,,, for the pinning situation at © = 1 and
© = 0.5, a new state appears in the intragap region between the HOTC and the LuTcC
mainly localized on the gold substrates and the N atoms. This was also found by Heimel et
al. in [35], where they saw the pinning situation in gold-pyridine systems when increasing
the length of the molecule. Collective effects can be again quantitatively investigated cor-
responding to the concept introduced in section 6.1 for the example of Tourcy,sy. While
the PDOS of the whole system shifts about dEryre = 0.77 €V, the contributions of the
monolayer dEryyo = 1.06 eV and the ones stemming from the bonding dgp = 0.1 eV

add up to 1.16 eV leading to a negative correction energy of dELUTC = —(0.19 eV, to

corr

satisfy Eq. 7.2b. Similar results are obtained for the HOTC shift, as can be seen in table
10.

Since the alignment of the closest molecular orbital with Er determines the charge trans-
port characteristics, pyridine linkers are supposed to be promising docking groups in
molecular electronics, giving rise to particularly small charge injection barriers AEgzorc
and therefore dramatically reduced onset voltages. This is confirmed by the correspond-
ing current-voltage characteristics in Fig. 64d. While there is a typical exponential
behaviour for the current per molecule at lower coverages, the current starts out linearly
in the Fermi-level pinning regime. Since the onset in the corresponding transmission func-
tion (Fig. 63d) is right at Ep, a transport channel is provided instantly when opening
the symmetric voltage window. Again the current per molecule has a decreasing trend
when going to lower coverages, with the exception of # = 0.5. This can be explained when
looking at the transmission function that establishes a quite distinct LUTC channel and
noticeable broadening of the unoccupied states.
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Linear (I-V)-characteristics were also found in [113] by Heimel et al., where doping of
molecular wires in single-molecule junctions was investigated. In their work, they ob-
tained the Fermi-level pinning regime by using radicalic doped molecules, leading to a
current two orders of magnitudes larger than in the undoped molecule. In this thesis
Fermi-level pinning can be obtained without using radicals and additionally only for full
coverage. Therefore, this is an effect, regulated by pure collective electrostatic effects.

In general Fermi-level pinning was found for pyridine anchor groups in different works in
literature [51], [113]. Ma et al. investigated pyridine-based SAMs on gold and found ex-
tended charge rearrangements and Fermi level pinning strongly dependent on the length
of the molecular backbone. Recently Hong et al. [50| compared different anchor goups in
a combined experimental and theoretical study on single molecule conductance of tolanes
and found pyridine to exhibit the best performance with high conductance and 100%
junction formation probability. Pyridine docking groups were generally found to offer
high stability and low conductance fluctuations.
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8 Clusters of Molecules

While the full monolayer junction (© = 1) and the single molecule junction (© = 0.0625)
discussed so far represent realistic situations that can also be obtained in experiments, the
coverage variation in between (© = 0.5, 0.25 and 0.125) constitutes a kind of unnatural
situation compared to reality and makes its comparison to experiments difficult. I.e., these
situations were studied here primarily to be able to more clearly explain the differences
between SAM and single-molecule junctions. When measuring single molecule junctions,
it is, however, sometimes the case, that one deals with a group of molecules rather than a
single molecule contained between the leads. Therefore, especially for experimentalists, it
would be nice to know at which number of molecules collective electrostatic effects like the
ones discussed in the previous chapters start playing a rule. Therefore, in the following
molecular clusters of different size shall be investigated.

8.1 Structure of the Unit Cells

Since collective effects in clusters shall be investigated on the basis of VASP calculations,
proper unit cells need to be defined. As periodic boundary conditions are applied, the
molecules have to be assembled in a unit cell that is large enough to avoid interactions
with consecutive images. This unit cell is here referred to as supercell, since it is an
assembly of the unit cell obtained for full coverage © =1 (2 x 2 unit cell with 11.81 A2),
that was introduced in section 3.3.

Two methods seemed are conceivable to finding appropriate input geometries. The first
idea was to take a supercell, that is really large, so that adding additional molecules would
not change the interaction length between consecutive images. Since this method requires
too large computational cost, a second idea was introduced, as illustrated in Fig. 67.
Starting with a sufficiently large supercell for one molecule with a constant ’interaction
length’ a between the molecule and its consecutive image, one adds molecule per molecule,
while increasing the size of the supercell in every step.
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Figure 67: Graphic illustration of the cluster method: when adding molecule per molecule,
the unit cell is correspondingly enlarged, so that the ’interaction length’ a stays the same

The sufficiently large unit cell for a cluster containing one molecule was decided to be a
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super cell, consisting of 4 x 4 full coverage unit cells, resulting in an interaction length a
that is three times the full monolayer unit cell, as can be seen from Fig. 68a. (Starting
with a larger super cell, consisting of 5 x 5 full coverage unit cells, resulted in an energy
difference of the HOTC of only 0.04 eV in comparison to the 4 x 4 super cell.) For all
cluster calculations only 1 k-point in the 1.Broullin zone was used, to keep computational
cost as low as possible. (Tests were also made for 2 k-points resulting in an energy differ-
ence in the corresponding density of states of 0.01 eV.)
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Figure 68: Geometries of the super cells used for the cluster method for 1 molecule (1), 2
molecules (b), 4 molecules (c¢) and 16 molecules (d)

Cluster geometries were built and calculated using VASP for all systems including 1, 2, 3,
4,9, 16 and partly 25 molecules. Fig. 68a-d illustrates a top view of some of the structures.

8.2 Results

Fig. 69 shows the density of states projected onto the molecular part per molecule for
molecular junctions comprising 1, 2, 3, 4, 9 and 16 N, molecules. The cluster includ-
ing only one molecule corresponds exactly to the lowest coverage ® = 0.0625 discussed
in section 6. As a quite surprising result, the peaks in the PDOS do not broaden when
introducing more and more molecules. This would be expected for an increasing number
of molecules due to the stronger coupling to the metal electrodes. The PDOS exhibits
again a shift in the HOTC and LUTC energies when increasing the number of molecules.
These shifts are now compared to the coverage dependent calculations that were done in
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section 6.1.
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Figure 69: Density of states projected onto the molecular part PDOS for different numbers
of molecules in N, clusters

Fig. 70a shows the HOTC energies (obtained from the HOTC peaks of Fig. 69) relative to
the Fermi level for different cluster sizes (black circles) compared to the results obtained
for different coverages ©. The latter are included as the vertical, coloured lines. Increas-
ing the number of the molecules in the respective clusters corresponds to increasing the
coverage in the junctions. The HOTC peaks are found to rapidly shift with increasing
number of molecules. Already two molecules reflect a coverage of © = 0.125, whereas 16
molecules almost reach the behaviour of a half coverage monolayer ©® = 0.5. The same
calculations were done for all other systems investigated in this thesis (except the Nj,
molecule, since it was found not to exhibit any coverage effect). Fig. 70b-e show the en-
ergetic situation for Tourcp,sm, Toursy, Tourne and Tourpy,. All molecules are found to
rapidly approach to the half coverage limit and seem to converge very slowly afterwards
to the full monolayer situation. Clusters comprising 25 molecules were calculated for
Tourgy and Tourpy, leading to almost the same result as for 16 molecules. For a further
increasing number of molecules, the unit cell become very large, resulting in a very high
computational cost, prohibiting calculations for larger clusters.

To completely understand the behaviour illustrated in Fig. 70 further investigations need
to be done, including a better understanding of the electrostatic situation, as well as a
deeper look at convergence aspects (in particluar k-point convergence).

For future calculations it would be quite interesting to do transport calculations on these
molecular clusters and to investigate thermoelectric properties of the junctions. The See-
beck coefficient S is generally known to be independent of the number of molecules [97].
In this work the Ng,; molecule was found to change from mainly HOMO dominated current
to LUMO dominated current when varying the coverage and, therefore, to change the sign
of S with coverage (see section 6.2.2). Therefore, it would be interesting to do transport
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Figure 70: HOMO energies (black circles) for different numbers of molecules in (a) Ny
(b) Tourcm,su (c) Toursy (d) Tournc and (e) Tourpy, clusters compared to the HOMO
energies obtained from different coverages © (coloured, horizontal lines).
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calculations especially on Ny clusters, where collective effects are then expected to lead
to a Seebeck coefficient that depends on the number of molecules.
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