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Abstract

The topic of semantic segmentation is an important part of many applications
in computer vision. This master’s thesis presents a method for the incorpora-
tion of prior knowledge on the patch level in the inference process of a standard
semantic segmentation pipeline. The presented approach uses a simple yet effi-
cient method for the learning of prior knowledge by building a histogram of the
occurrences of all image patches of a certain size in a set of training images.
The implemented semantic segmentation framework extends the state-of-the-
art approach by iteratively modifying the output of a graph cuts framework
and reapplying the graph cuts regularization to the updated intermediate re-
sults obtained in this way. The previously constructed patch prior databases
are utilized to determine the likelihood of patches in the intermediate results
under the learned patch prior. In this way impossible patch configurations can
be completely ruled out, and image patches that only occur infrequently in the
training images are assigned a low likelihood. As a result, incorrectly labeled
areas that can otherwise not be eliminated by the state-of-the-art approach can
be dealt with.
This thesis starts out with a survey of related work on the topic of segmen-
tation with a special emphasis on semantic segmentation. It also deals with
some of the concepts that are used as basis for these works. This is followed
by an introduction of the datasets used in the evaluation phase and a detailed
description of the implemented method. A discussion of the conducted ex-
periments and the results and conclusions drawn from them demonstrates the
usability of the presented method for the task of semantic segmentation.
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Kurzfassung

Das Thema der Semantischen Segmentierung ist ein wichtiger Teil vieler An-
wendungen der Computer Vision. Diese Diplomarbeit präsentiert eine Meth-
ode für die Inklusion von Prior-Wissen (Vorwissen), das auf dem Patch-Level
(Bereich um ein Pixel) ermittelt wird, im Inferenz-Prozess der Standardvorge-
hensweise bei der Semantischen Segmentierung. Das präsentierte Verfahren
verwendet eine einfache aber effiziente Methode für das Lernen des Prior-
Wissens durch die Erzeugung eines Histogramms des Auftretens aller Bild-
Patches einer bestimmten Größe in einem Set von Trainingsbildern.
Das implementierte Framework zur Semantischen Segmentierung erweitert die
Vorgehensweise, die dem derzeitigen Stand der Technik entspricht, durch die
iterative Aktualisierung des Outputs eines Graph Cuts-Frameworks und die
nochmalige Anwendung der Graph Cuts Methode auf die so erhaltenen Zwisch-
energebnisse. Die zuvor errechneten Patch Prior-Datenbanken werden genutzt
um die Wahrscheinlichkeit von Patches in den Zwischenergebnissen, unter der
Einschränkung des gelernten Patch Priors, zu ermitteln. Auf diese Weise
können unmögliche Patch-Konfigurationen komplett ausgeschlossen werden
und den Patches, die nur selten in den Trainingsbildern vorkommen, wird
eine niedrige Wahrscheinlichkeit zugewiesen. Damit können falsch bezeichnete
Bereiche, die auf andere Weise nicht von der Standardmethode kompensiert
werden können, behandelt werden.
Diese Diplomarbeit beginnt mit einer Übersicht über verwandte Arbeiten die
Segmentierung thematisieren, mit einem besonderen Schwerpunkt auf Seman-
tischer Segmentierung. Es werden ebenfalls einige Konzepte behandelt, die
als Basis für diese Arbeiten dienen. Darauf folgt eine Vorstellung der ver-
wendeten Datensets, die in der Evaluierungsphase verwendet wurden, und
eine detaillierte Beschreibung der implementierten Methode. Eine Diskus-
sion der durchgeführten Experimente und die Ergebnisse und Schlussfolgerun-
gen, die daraus gezogen werden können, demonstriert die Anwendbarkeit der
präsentierten Methode für die Semantische Segmentierung.

Schlüsselwörter: Semantische Segmentierung, Patch Prior, Graph Cuts
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1 Introduction

Semantic segmentation is a core problem in computer vision. The goal of
this task is to assign a label to each pixel of an input image, specifying the
semantic class to which the pixel belongs.
This master’s thesis describes a method for the improvement of a common
semantic segmentation process by incorporating prior knowledge at the patch
level in a standard semantic segmentation pipeline.
This section starts out by giving a motivation for the task of semantic seg-
mentation in general and the presented method in particular in Chapter 1.1.
Then the main contribution of this master’s thesis to the topic of semantic
segmentation is discussed in Chapter 1.2. Finally, this section is concluded
by an overview of the individual parts of the following thesis with a short
synopsis of each section in Chapter 1.3.

1.1 Motivation

Segmentation in terms of computer vision is the task of dividing an input
image into a set of non-overlapping regions. In the case of semantic seg-
mentation the non-overlapping segments of the input image are additionally
labeled as belonging to a class from a finite set of semantic categories that
correspond to areas and objects in the real world like ’grass’, ’sky’, or ’per-
son’. Figure 1 shows an example image and the corresponding groundtruth
consisting of the two semantic categories ’grass’ (green) and ’cow’ (blue).

Figure 1: Example image and corresponding groundtruth with the two se-
mantic classes ’grass’ and ’cow’.

The semantic segmentation problem can be posed as a minimization prob-
lem where the relationships between pixels in the image are represented by
energies. This energy minimization problem can in turn be efficiently solved
by representing these energies with nodes and edges in a graph. The final
solution to the optimization problem can then be found with graph-based
techniques like the graph cuts regularization.
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There are many methods following this approach, some of which are discussed
in Section 2 which deals with related work. The current state-of-the-art ap-
proach consists of using a data structure to represent the per pixel likelihood
for belonging to each of the possible semantic categories and applying graph
cuts regularization on that data structure. Figure 2 shows the maximum
likelihood estimation (MLE) on this data structure on the left. The MLE
determines the most likely class label for each pixel according to the pre-
calculated data structure, and corresponds to a rough initial segmentation.
The result of the application of the graph cuts regularization is depicted on
the right of Figure 2.

Figure 2: Maximum likelihood estimation and result of graph cuts regular-
ization on representation of pixel relationships.

The two semantic segmentations, resulting from the MLE and the graph
cuts regularization in Figure 2, show slight differences in areas that corre-
spond to a transition between the two semantic classes. The actually measur-
able difference in terms of segmentation accuracy gets evident when the two
segmentations are evaluated with an evaluation framework that compares
the segmentation results to the desired result represented by the annotated
groundtruth that is depicted on the right in Figure 1. The results of this eval-
uation for the MLE and the graph cuts regularization on the data structure
representing the inter-pixel relationships are shown in Table 1.

Table 1: Segmentation accuracies for the example in Figure 2.

grass cow class accuracy pixel accuracy
MLE 92.48% 95.65% 94.07% 93.30%
Graph Cuts 93.00% 95.87% 94.43% 93.74%

The numbers in Table 1 show that the graph cuts regularization leads to a
slight increase in class accuracy compared to the MLE for both the ’grass’
and the ’cow’ class, which in turn also results in increases in average class
accuracy and average pixel accuracy.

8



Even though the application of the graph cuts regularization usually leads
to an improvement in terms of segmentation accuracy, this standard method
can not compensate for errors that are based on a flawed representation of
the inter-pixel relationships that is derived from the pre-calculation step.
Figure 3 shows an example of a segmentation containing areas with incorrect
semantic classes, some of which can not be eliminated by the graph cuts
approach.

Figure 3: Example image and corresponding groundtruth (top), MLE and
result of graph cuts regularization on representation of pixel relationships
with incorrect semantic classes (bottom).

This example shows that the graph cuts regularization can eliminate some
of the incorrectly labeled areas, like the brown and orange sections at the
top in the bottom left image of Figure 3. It also shows that the graph cuts
approach reaches its limits if the erroneous area is too large, like the light
green area on the right cow that corresponds to the semantic class ’dog’,
which even gets enlarged by the graph cuts regularization. The problem is
based on the fact that the graph cuts approach does not take the likelihood
of the co-occurrence of semantic categories into account.
The examples in this chapter show that the state-of-the-art approach of using
graph cuts regularization leads to improvements in segmentation accuracy.
The method presented in this master’s thesis aims at additionally improv-
ing the classification accuracy by analyzing and applying previously learned
prior knowledge to avoid impossible or unlikely constellations of semantic
categories.
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1.2 Contribution

The main contribution of this master’s thesis to the topic of semantic seg-
mentation is that the method presented here uses a comparatively simple
approach to extend the basis of the state-of-the-art approaches and is at the
same time also able to achieve results that can compete with more sophisti-
cated methods.
As the title already suggests, the main idea is to incorporate prior knowledge
on the patch level. This prior knowledge is learned from a set of input images
that consists of the manually annotated semantic segmentation groundtruth
for the respective original images. The prior knowledge is learned by build-
ing a patch prior database that holds all patches occurring in the training
images and their respective numbers of occurrences. This histogram of all
occurring patches gives an insight about the likelihood of the occurrence of
image patches in the input images according to the prior learned from the
training images.
Figure 4 shows examples of different patches of size 3×3 extracted at homoge-
nous locations and at the transition between areas of two different semantic
classes.

Figure 4: Example of patches extracted from a training image (patch size
3× 3).

Different databases are built for patch sizes varying between 3×3 and 15×15.
The image patches are extracted at each pixel location in all training images
and the number of their occurrences is stored in the resulting databases.
The following example, that uses a database constructed from four training
images, demonstrates the approach taken in this master’s thesis to learn the
prior knowledge and apply it to avoid unlikely configurations of semantic
categories.
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Figure 5 shows the four training images containing cows on grass and dogs
on grass that are used in this example.

Figure 5: Training images containing cows on grass and dogs on grass.

Figure 6 shows the 50 most frequent patches of size 3 × 3 along with the
number of their occurrences that appear in the database built for the training
images in Figure 5.

Figure 6: 50 patches with the highest number of occurrences constructed
from the training images from Figure 5 (patch size 3× 3).

The database excerpt presented in Figure 6 shows that for this example the
homogenous patches that only consist of ’grass’, ’cow’, or ’dog’ pixels have
the highest number of occurrences. The other patches consist of transitions
between the semantic classes ’grass’ and ’cow’ or ’grass’ and ’dog’.
While it is not impossible that an input image could contain a scene where
cows and dogs are photographed on grass at the same time, where areas
of ’cow’ and ’dog’ pixels touch, such a configuration is unlikely (actually 0,
which means impossible) under the prior learned from the training images in
Figure 5, since it does not contain any such patches.
The presented method computes a probability for each of the possible seman-
tic classes at every pixel location, according to the learned prior and applies
the graph cuts regularization on the data structure that is modified in this
way. These steps are repeated iteratively until convergence.
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Figure 7 shows the result that is obtained with the presented method. The
previously incorrectly labeled areas at the bottom of Figure 3, that corre-
sponded to the semantic class ’dog’, are now correctly labeled as belonging
to class ’cow’.

Figure 7: Segmentation result for the input image from Figure 3 calculated
by the implemented method.

Table 2 presents the segmentation accuracies that were determined in the
comparison with the annotated groundtruth for the segmentation results of
the MLE and the graph cuts regularization presented at the bottom of Figure
3 and the segmentation result that could be achieved with the implemented
method as shown in Figure 7.

Table 2: Segmentation accuracies for the segmentation results presented in
Figures 3 and 7.

grass cow class accuracy pixel accuracy
MLE 96.02% 71.66% 83.84% 89.12%
Graph Cuts 99.77% 63.40% 81.58% 89.46%
Method 99.85% 76.96% 88.41% 93.37%

Table 2 shows that the flawed representation of the inter-pixel relationships,
that leads to an incorrectly labeled area of pixels from class ’dog’, yields a
comparatively low class accuracy for the class ’cow’. The enlargement of
this incorrectly labeled area by the graph cuts regularization, presented at
the bottom right in Figure 3, leads to a further decline in the class accuracy
for this class. The segmentation accuracy for the class ’grass’ increases by
over 3% which results in a slight gain in pixel accuracy for the graph cuts
regularization. The segmentation obtained by the method implemented for
this master’s thesis can eliminate the incorrectly labeled pixels which results
in an improvement of the class accuracy for class ’cow’ which also leads to
an increase of the average pixel accuracy and the average class accuracy.
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Summing up, the contribution of the method presented in this master’s thesis
consists of the development of an efficient procedure for the learning and
application of prior knowledge at the semantic level that is extracted at the
patch level. The learned prior knowledge is stored in a database in a space-
and time-efficient manner that allows fast and easy access for writing in the
learning stage and reading during the application. The databases built in
this way are then applied in an iterative process that gradually refines the
semantic segmentation results, starting at a rough initial segmentation. The
goal is to avoid impossible and unlikely configurations of semantic categories
and in this way, additionally to an improvement of the segmentation accuracy,
also leading to an improvement in terms of classification accuracy.
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1.3 Synopsis

This chapter gives a brief overview of this master’s thesis by shortly summa-
rizing each of the following sections.

Section 2 gives an overview of previous work on the topic of segmentation
and semantic segmentation in particular. It also summarizes work on other
topics involved in these methods like image features, methods for the mod-
eling of learned training data, and inference methods.

Section 3 discusses the state-of-the-art approach of considering the semantic
segmentation problem as an energy optimization problem and the means of
representing the involved energies.

Section 4 presents the graph cuts regularization approach that is used to
iteratively update the semantic segmentation.

Section 5 discusses the details of the incorporation of the prior knowledge on
the semantic level.

Section 6 presents the method that was developed in the course of this mas-
ter’s thesis with a detailed discussion of the contributions to the topic of
semantic segmentation.

Section 7 introduces the datasets used in the experiments and evaluations
that are conducted with the implemented method.

Section 8 discusses the databases that were built during the learning stage.
Some interesting aspects of the databases that come with different patch sizes
are discussed and illustrated with tables and diagrams.

Section 9 presents the results that could be achieved with the implemented
method in the form of tables and diagrams along with corresponding inter-
pretations of the outcomes and comparisons to the results that were reported
by the current state-of-the-art semantic segmentation methods.

Section 10 offers a final discussion of the achieved results and the conclusions
that can be drawn from them. It also gives an outlook of possible improve-
ments that could be achieved by further enhancing the presented method.

14



2 Related Work

This section gives an overview of related work on the underlying concepts
involved in this master’s thesis. It starts out by describing a number of early
and recent efforts on the subject of segmentation in Chapter 2.1. A special
emphasis is of course put on the topic of semantic segmentation which is
covered in Chapter 2.2. A topic that is relevant in correlation with semantic
segmentation is the concept of conditional random fields. Related work on
this topic is discussed in Chapter 2.3. Chapter 2.4 covers prior work on the
topic of graph cuts and its significance in the context of semantic segmenta-
tion. The section is concluded by a review of previous work on the subject
of patch priors that are used to learn prior knowledge in Chapter 2.5.

2.1 Segmentation

Segmentation in the context of computer vision is the challenge of dividing
an input image into a set of non-overlapping regions. The goal is to split the
image into parts that have a strong correlation with objects or areas of the
real world that are contained in the image [43]. This processing step leads
to a data representation that is more meaningful and/or more efficient for
further analysis [44]. The resulting simple data representation can then be
used as basis in other computer vision tasks.
Numerous applications are based on segmentation results, for example object
detection, where the challenge is to differentiate between objects and the im-
age background, or edge detection which finds the borders of the objects in
an image. One very important application, that the master’s thesis at hand
deals with, is the task of semantic segmentation, where the goal is to assign
labels from a pre-defined set of object categories to the corresponding areas
in the input image.
The first methods for image segmentation were developed in the late 1970s
and early 1980s. These first efforts used low-level techniques such as thresh-
olding of intensity values [34], region growing [10], region splitting [35], and
watersheds [7, 6]. The focus of these methods lies mainly on the similarity
of intensity values in the images to be segmented. While there still exists
recent work dealing with image segmentation methods using these techniques
of thresholding [36, 37], watersheds [38], region growing [30], region splitting
[2], and other region based methods [4, 3] higher-level segmentation methods
like semantic segmentation usually utilize special image features and para-
metric methods to achieve their goal.
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2.2 Semantic Segmentation

Semantic image segmentation is the task of assigning a label, according to an
underlying category, to each pixel of the image to be segmented, such that
pixels that are labeled identically represent identical parts of the image.
Most semantic image segmentation methods have in common that they use
some kind of image features to extract information from the input images. In
the case of parametric methods this information is learned on a set of train-
ing images, and the learned knowledge is then applied to perform semantic
segmentation on a set of test images. This chapter gives a short overview of
the image features used in this process and then presents some of the most
important recent semantic segmentation methods.

2.2.1 Features

The features used to retrieve information from the input images range from
the scale invariant feature transform (SIFT) descriptors [32, 33] as used by
Vezhnevets et al. [49], through Histogram of Gradients (HoG) [39], Gaus-
sian mixture models (GMM) [18], combinations of different types of filter
responses like first and second order derivatives of Gaussians, Laplacians,
and Gabors [50], covariance descriptors [22], to color and texture features.
In some cases a combination of some of the above features is used.
One kind of feature that has gained special interest in recent work are tex-
tons [29]. Textons are capable of modeling an object’s shape, appearance,
and context [41] by performing a convolution with a multi-dimensional filter
bank. The 17-dimensional vector, that a texton consists of, captures filter
responses with a combination of Gaussians, x and y derivatives of Gaus-
sians, and Laplacians of Gaussians. The filters are applied to all three color
channels and the luminance channel in the CIELab color space [42]. These
textons are clustered with an unsupervised Euclidean-distance k-means clus-
tering algorithm. Each pixel in each image is then assigned to the nearest
cluster center, thus producing a texton map for each image. The textons
are used for a novel texture-layout filter feature which is a pair of an image
region and a texton.

2.2.2 Methods

The texton feature was first used and developed by Shotton et al. for the
TextonBoost system [42]. With textons they introduce an approach for the
learning of a discriminative model of object classes by efficiently incorporat-
ing information from multiple levels of the input image. The method uses
conditional random fields (CRF) to incorporate the texture, layout, color,
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location, and edge cues in a single unified model. The resulting function for
the conditional probability of the class labels contains terms for these edge
cues which can be included in the function or not, to turn certain features on
and off. The optimal labeling is found by applying as inference method on
the CRF the α-expansion graph cuts algorithm [48, 12], which is discussed
in more detail in Chapter 4.3.
The paper of Shotton et al. shows that the improvements that come with the
use of this new full CRF model, while being numerically small from the view
of segmentation accuracy, lead to an improved segmentation.

Ladický et al. [27] follow a similar approach. They use a class of global po-
tentials defined over all variables in a CRF, and they also use graph cuts
algorithms for optimization.
They define a set of constraints for the cost function over the CRF that have
to be met. The global energy formulates a co-occurrence that allows estima-
tion of the segmentation using all the data directly by minimizing a single
cost function rather than any sort of two stage process. The invariance con-
straint states that the co-occurrence cost should depend only on the labels
present in an image. It should be invariant to the number and location of
pixels that object occupies. The efficiency constraint demands that inference
must be tractable. The use of co-occurrence should not be the bottleneck
preventing inference. Finally, the parsimony constraint states that the cost
should follow the principle of parsimony which means that if several solutions
are almost equally likely, the solution that can describe the image using the
fewest distinct labels should be chosen.
The complexity for solving the labeling problem with multiple labels is very
high since the number of additional edges in the graph grows linearly with the
number of variables in the graph. For optimization so called move making
algorithms are utilized. These algorithms project the problem into a sub-
space in which the sub-problem can be solved efficiently. For this method in
particular α-β swap and α-expansion moves [48, 12] are used. The details of
the graph cuts algorithms for multiple labels are discussed in Chapter 4.3.

The approach of Krähenbühl and Koltun [25] is similar to the previous two
methods in that the CRF model is used. The authors use fully connected
CRF models defined on the complete set of pixels in an image. Pairwise
potentials are established on all pairs of pixels in the image which leads to
a refined segmentation and labeling. The resulting graphs contain tens of
thousands of nodes and billions of edges even on low resolution images which
makes a traditional inference algorithm like the graph cuts regularization
approach impractical.
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Instead they propose an efficient approximate inference algorithm for fully
connected CRF models in which the pairwise edge potentials are defined by
a linear combination of Gaussian kernels. The approximation is iteratively
optimized through a series of message passing steps, each of which updates a
single variable by aggregating information from all other variables. The up-
date of all variables in a fully connected CRF can be performed by Gaussian
filtering in feature space which allows the reduction of the computational
complexity of message passing from quadratic to linear in the number of
variables.
The unary potentials used in the implementation are derived from Texton-
Boost [42]. The 17-dimensional filter banks are extended by adding color,
histogram of oriented gradients (HOG), and pixel location features.

He et al. [19] propose an approach to include contextual features for the
labeling of images in which each pixel is assigned to one of a finite set of
labels. The features are incorporated into a probabilistic framework where
the outputs of several components are combined. The result is a combination
of a segmentation of the image and a recognition of each segment as one of
the object classes.
This method again uses a CRF approach. Features are considered on local,
regional, and global scales and are integrated into a multiscale conditional
random field (mCRF). The mCRF framework is instantiated with three sepa-
rate components operating at three different scales: a local classifier, regional
features, and global features. At the local level, pixels are classified using
a statistical classifier such as a neural network. Regional label features are
used to represent local geometric relationships between objects such as edges
or corners. These features prevent impossible label combinations such as a
border of ground above sky and are obtained by a division of the label field
for the whole image into overlapping regions. Each global feature has as its
domain the label field for the whole image.

Another similar approach is taken by Kluckner et al. [22]. Again the CRF
model is used, and additionally to other image features, height information
is integrated to semantically segment aerial images. The authors present
a technique to obtain accurate semantic segmentation on the pixel level,
capable of integrating appearance cues such as color, edge responses, and
height information. The paper uses covariance descriptors which provide
a low-dimensional feature representation that can simply integrate multiple
feature channels such as color, filter response, or height information and can
also exploit the correlation between them. Since the space of the covariance
matrices is non-Euclidean, machine learning methods cannot be used directly.
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To represent the individual covariance matrices directly in Euclidean vector
space the concept of Sigma Points is used. The final feature representation
is obtained by a concatenation of these Sigma Points, and it can be used in
a multi-class randomized forest classifier framework. Additionally semantic
contextual knowledge is included using a CRF formulation.

The previous methods discussed had all in common that they used a paramet-
ric approach, which means that images can only be semantically segmented
after first performing a learning process on training data.
Liu et al. [31] present a non-parametric approach for object recognition and
scene parsing via label transfer.
The main idea of the presented system is recognition by matching. The vi-
sual objects in the input images are matched to images in the database which
are annotated with category labels. These labels are transferred to the input
image to achieve a semantic segmentation.
The system pipeline contains three main steps. First scene retrieval tech-
niques are used to find a set of nearest neighbors, that share a similar scene
configuration with the input image, from a large database containing an-
notated images. For that purpose the system uses a combination of k-NN
and ε-NN to find candidates in the training database. Then a dense scene
correspondence between the input image and each of the retrieved nearest
neighbors with the top matching scores is established using the SIFT flow
algorithm. Finally, based on this correspondence, the best matches from the
database are warped to match the input image according to the estimated
dense correspondence from the previous step and the annotated labels are
transferred to the query image by resolving multiple labelings and imposing
spatial smoothness under a Markov random field (MRF) model that incor-
porates multiple cues such as likelihood, prior, and spatial smoothness.

Schnitman et al. [40] present another non-parametric approach that uses only
a single training image. They construct a non-parametric representation of
the segmentation of this training image by selecting patch-based representa-
tives inside each labeled region of the training image. These representatives
quantify the degree of resemblance between small regions in the input image
and the labeled regions of the training image. The input image is then par-
titioned into small homogenous fragments and a possible labeling is found
with a voting procedure under the presumption that homogenous regions al-
ways belong to the same semantic part of the image. Then the graph cuts
approach is used to label each fragment such that a labeling is achieved that
is globally optimal.
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Another method that uses the conditional random field model was developed
by Toyoda and Hasegawa [46]. They present a framework that explicitly
models local and global information in a conditional random field. The in-
corporation of the global information resolves local ambiguities. The method
characterizes scenes by global image features and generates scene-based top-
down information or prior knowledge about the scene. The framework derives
the global information from top-down information as a form of a predicted
spatial layout and category compatibility. A predicted layout for example
states that a scene probably includes a road with a car in the center of the
image. The category compatibility might state that a polar bear probably
will not appear in the same scene as a hippopotamus.
The labeling of scenes is performed at the superpixel level where the su-
perpixels correspond to the sites in the proposed model. The label of each
individual pixel is determined by the label of the superpixel it belongs to.
While the presented method is very similar to others that are more up to
date, this paper shows how the CRF is built from the local and global image
features in a very detailed way, and how these features are extracted from
the image.

Semantic segmentation is again discussed in more detail in Section 3 that
includes the definition of the semantic segmentation problem as an energy
minimization problem and how the energies involved can be represented by
data structures called potentials.

2.3 Conditional Random Field

The previous chapter shows that many of the recent papers on the topic of
semantic image segmentation utilize some form of the conditional random
field model as a means to efficiently model the information that is learned
with parametric methods.
A random field is a stochastic process that takes values in a Euclidean space,
and it is defined over a parameter space of a dimensionality of at least one
[1]. In the case of the application of random fields in computer vision tasks,
each image pixel is a random variable in the random field model, ranging
over the possible labels that can be assigned to each pixel.
A useful extension of the random field model, that can easily be applied to
tasks posed in computer vision, is the Markov random field (MRF) model
[45]. MRFs are used to model the joint probability of the image and its
corresponding labels. One problem that occurs with the use of MRFs is that
due to the high complexity of inference and parameter estimation, only the
local relationships of neighboring pixels are incorporated in the model which
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makes it inefficient for the capturing of interactions of pixels that are further
apart [19].
This problem can be avoided by directly modeling the conditional probability
of labels given images [19] in a conditional random field (CRF) [28]. This
method was first developed by Lafferty et al. and was originally intended
for the segmentation and labeling of text sequences. The authors present a
sequence modeling framework for building probabilistic models to segment
and label sequence data. A conditional model specifies the probabilities of
possible label sequences given an observation sequence. The CRF has a
single exponential model for the joint probability of the entire sequence of
labels in the given observation sequence. A CRF can be thought of as a
finite state model with unnormalized transition probabilities. CRFs assign a
well-defined probability distribution over possible labelings trained by max-
imum likelihood or maximum a posteriori (MAP) estimation. The authors
show that their novel approach is an alternative that can outperform hidden
Markov models (HMM) and maximum entropy Markov models (MEMM).
This method that was originally developed for the segmentation and labeling
of 1-D text sequences can be generalized for the solution of the same tasks
in the case of 2-D image data for computer vision tasks. There exist further
extensions like multiscale CRFs [19] or hierarchical CRFs [26] but they all
have in common that the different random fields capture the relationships
between the pixels of images. There exist different methods for the inference
of a solution from such a random field model. One very efficient method is
the graph cuts regularization approach that is discussed in the next chapter.

2.4 Graph Cuts

To infer a solution for the different random field models, and for the condi-
tional random fields model in particular, different approaches can be applied.
Among other methods like loopy belief propagation (LBP) [52] or iterated
conditional modes (ICM) [5], the graph cuts regularization approach is one
of the most efficient and most commonly used [45].

Greig et al. [17] were the first to apply the graph cuts approach in computer
vision. They show how the maximum a posteriori (MAP) estimate of the true
scene can be found exactly for binary images. This is achieved by determin-
ing the maximum flow in a capacitated network by reformulating the problem
as a minimum cut problem. The results achieved with the new method are
superior to simulated annealing. The authors state that the simple network
flow algorithm does not extend to multicolor scenes in an obvious way since
they could not find a corresponding network formulation.
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Wu and Leahy [51] present another early approach to utilize the graph cuts
approach in computer vision. They present a graph theoretic method for
data clustering and its application to the image segmentation problem.
The data to be clustered is represented by an undirected graph where each
node corresponds to a data point and an edge connects two nodes if the
corresponding data points are neighbors according to a given neighborhood
system. Each edge is assigned a flow capacity that reflects the feature sim-
ilarity between the pair of nodes. Clustering is achieved by removing edges
corresponding to minimum cuts between node pairs from the graph, to form
mutually exclusive sub-graphs. The minimum cuts of the graph are computed
from a flow and cut equivalent tree which is constructed using an algorithm
which was originally developed for solving the multi-terminal maximum flow
problem for undirected graphs.

While these early methods only deal with labels from a binary label set, most
modern approaches that use graph cuts regularization have to solve problems
with a label set consisting of multiple labels. In these cases the additional
labels either lead to graphs with a very high complexity, or the graph cuts
approach is applied iteratively by introducing moves in so called move spaces.
Based on the work of Ferrari et al. [13] and Ferrari et al. [14] Veksler [48] and
Boykov et al. [8, 9] show in their respective papers, methods for graph-based
energy minimization that deal with that exact problem. Felzenszwalb and
Zabih [12] also show different applications of graph techniques and dynamic
programming for finding the solution to the energy minimization problem by
using move spaces.

Since the graph cuts regularization approach is an important part of the
method implemented for this master’s thesis, it is given special attention
in Section 4 that contains a theoretic definition of the graph cuts problem,
illustrative examples, and a discussion of the solution for problems dealing
with multiple labels by applying move making techniques.

2.5 Patch Prior

The inclusion of prior knowledge is a popular method to decide the likeli-
hood of certain labelings. It is used to exclude impossible or improbable
results. The most simple prior consists of the observation of neighboring
pixels. The resulting probability is high for neighbors with the same label
and low for different labels. Since these probabilities are used in the task
of energy minimization, the pairwise terms describing the relationships be-
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tween neighboring pixels take the form of a contrast sensitive Potts model
and assign a low value for neighbors with identical values, and a value cor-
responding to the difference between the neighboring pixels otherwise [23].

Zoran and Weiss [53] show that priors that give high likelihood to the data
also lead to good performance in patch restoration. They also demonstrate
that patch based priors can be used to restore full images, and they intro-
duce a new Gaussian Mixture prior which performs well on image denoising,
deblurring, and inpainting.
In a first step they examine a number of popular prior models by comparing
the log likelihood each model gives on a set of unseen natural image patches,
and the performance of each of the models in patch denoising using MAP
estimates. The results show that the higher the likelihood a model gives for
a set of patches, the better it is in denoising them when they are corrupted.
The goal is to find a reconstructed image in which every patch is likely under
the obtained prior while keeping the reconstructed image as close to the cor-
rupted image as possible by maximizing the Expected Patch Log Likelihood
(EPLL) of the reconstructed image. This is achieved by an optimization
step over all extracted noisy overlapping patches from the input image. The
process of extracting patches and optimizing over all patches is iterated until
convergence which is usually reached after four or five iterations.
The paper shows promising results for the task of image denoising. The
framework improves the results of whole image restoration considerably when
compared to simple patch averaging.

Kontschieder et al. [24] propose a simple and effective way to integrate struc-
tural information in random forests for the task of semantic segmentation.
They show how random forests can be augmented with structured label in-
formation and introduce a new data splitting function that exploits the joint
distributions observed in the structured label space for learning typical label
transitions between object classes. The key concept of their work is that
they take the structured labeling information of the label neighborhood into
account. This information is included at the classification level which dras-
tically improves the results and counteracts the assignment of meaningless
configurations in the process.
A class prediction for a sample is obtained from a tree by recursively branch-
ing the sample down the tree until a leaf is reached. A class prediction for
a sample is obtained from a forest by determining the majority of votes of
the individual decision tree predictions. Each tree in the forest is trained in-
dependently on a random subset of the training set according to a recursive
learning procedure. The standard random forest classifiers are in the pre-
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sented approach extended by making them aware of the topological structure
of the output label space.
In the case of this method the prior knowledge is learned by the propagation
of the individual label patches in the decision trees of the random forests.
The final labeling is then inferred from the individual decision tree predic-
tions as the one receiving the majority of votes.

A more detailed discussion of patch priors and how the incorporation of patch
prior knowledge is handled in the method developed for this master’s thesis
follows in Section 5.

This section presented related work on the topics of segmentation, with a
special emphasis on semantic segmentation, conditional random fields, the
graph cuts regularization approach, and patch priors.
The topic of semantic segmentation is again discussed in more detail in Sec-
tion 3 where special attention is given to the interpretation of the seman-
tic segmentation problem as an energy optimization problem. More details
about the graph cuts approach are given in Section 4. Especially the solution
for problems with a label set of more than two labels is examined thoroughly.
Section 5 discusses the topic of patch priors in more detail and explains how
the prior knowledge is incorporated in the method developed for this master’s
thesis.
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3 State-of-the-Art Semantic Segmentation

The current state-of-the-art methods in semantic segmentation have in com-
mon that they use energy optimization techniques to solve the labeling prob-
lem. A general definition of the optimization problem is stated in Chapter
3.1. Chapter 3.2 presents the labeling problem in semantic segmentation as
an energy optimization problem along with the design of the corresponding
energy function, and Chapter 3.3 discusses the representation of the involved
energies by so called potentials.

3.1 Optimization

The following definitions are derived from a combination of [12] and [48] and
are identical or at least very similar for most of the related work on the topic.
The solution to an optimization problem consists of selecting one possible
solution f from a set of candidate solutions S and measuring its quality by the
use of an objective function E : S → R. The search space S for the candidate
solutions has the size cn, where c is the number of possible class labels and n
denotes the number of individual sites that need to be labeled, which in the
most basic case is the number of pixels in the image. So this search space
usually comprises a very large set of possibilities, and the optimal solution to
the optimization problem can theoretically be obtained by finding the global
optimum of the objective function. The objective function E either measures
the goodness or badness of a selected solution f and is therefore called energy
maximization function or energy minimization function respectively. Since in
the case of semantic segmentation we want to find a labeling that minimizes
the energy, the problem is considered an energy minimization problem. The
design of the resulting energy function is covered in detail in the next chapter.
The optimal solution for the energy minimization problem is specified by the
global minimum of the energy function

f ∗ = arg min
f∈S

E(f). (1)

The problem of finding the global optimum of an arbitrary energy function
is computationally intractable since the search space can consist of a very
large number of candidate solutions, and to find the definitive optimum of a
non-convex energy function, every single candidate needs to be considered.
Yet, there exist approaches that examine a vast amount of the search space
and can therefore be assumed to find a solution very close to the optimum.
These methods include simulated annealing [21, 47] which was utilized for
computer vision in [16], genetic algorithms [20], or the graph cuts approach
that is covered in Section 4.
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3.2 Energy Function

For computer vision problems, the energy function that is attempted to be
optimized is always designed in the same fashion. In this model, image
features are represented by a set of sites P = {1, 2, .., n}. In the most basic
case, sites represent single pixels, but they can also represent superpixels or
other kinds of image patches or edges.
The labels to be assigned to the input image are specified by a set of labels
L = {l1, l2, .., lk}, and the labeling problem consists of the task of assigning
a label from label set L to each site in the set of sites P . The labeling is a
mapping from P to L and is denoted by F = {f1, f2, .., fn}.
The energy of the labeling problem has the form

E(f) = EData(f) + λEPrior(f), (2)

where the constant λ is a weighting factor that is a measure for the relative
importance of the data and prior energy. It encodes whether the higher
emphasis should be put on the data or the prior term, meaning which of the
two kinds of energies should be considered as more reliable.
The data energy assigns large costs to labelings f which do not agree with
the data and a small cost to labelings close to the data by

EData(f) =
∑
p∈P

Dp(fp). (3)

where Dp(fp) measures how much assigning label fp to pixel p disagrees with
the data.
The prior energy in the same way assigns a heavy cost to the labelings f
which are not likely from the point of view of the prior knowledge by

EPrior(f) =
∑
{p,q}∈N

V{p,q}(fp, fq). (4)

The neighborhood system N is the set of all neighboring pairs {p, q}. The
function V{p,q}(fp, fq) is called the neighbor interaction function, and penal-
izes neighboring pixels p and q if they have different labels.
The final general energy function has the form

E(f) =
∑
p∈P

Dp(fp) + λ
∑
{p,q}∈N

V{p,q}(fp, fq). (5)

The optimal solution for the labeling problem can be found by minimizing
this energy function. One efficient way to achieve this goal is to apply graph
cuts regularization which will be discussed in Section 4. The next chapter
deals with the representation of the above energy function by the calculation
of so called potentials on the input image.
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3.3 Potentials

The data and prior energy from the above equations in the previous chapter
can be represented efficiently by calculating so called unary and pairwise
potentials respectively from the input image. The nature of these potentials
and how they are obtained is described in detail in this chapter.

3.3.1 Unary Potentials

The unary potentials represent the data energy from Equation 3 and encode
the constraints provided by the knowledge about the data. The goal is to get
a representation of the input image that encodes the probability for a certain
class from the label set fp at every pixel location Dp(fp), where fp ∈ 1, .., c
and c is the number of possible classes. The potentials are computed with
a combination of color distribution, location, edge, and texture information
from the input image by utilizing so called textons which were discussed in
Chapter 2.2.1.
There are different methods to compute the unary potentials that are used
in the further course of this work. One technique was presented by Shotton
et al. with their paper on TextonBoost [42]. Another system is the Auto-
matic Labelling Environment (ALE)1 that was developed for [27]. The unary
potentials used in this thesis were computed with the ALE. In the case of
the MSRC-21 dataset there is also a second set of unary potentials available.
These alternative potentials2 are the same that were used in [25]. They are
also used in this thesis to achieve the best comparison possible to this state-
of-the-art method.
The actual potentials that are obtained this way consist of a 3-dimensional
array of size height × width × number of classes where each value stands for
the probability of a certain class at that pixel location.
Figure 8 shows an example image from the Corel-100 dataset with the cor-
responding groundtruth. The image at the right is the maximum likelihood
estimation (MLE) that is derived from the unary potentials calculated with
the ALE. The MLE estimates the most probable class at every pixel location
based on the input consisting of the unary potentials.
The images in Figure 9 illustrate the nature of the unary potentials. Each
semantic class in the dataset is depicted by an individual array of size height
× width that indicates the most probable occurrences of that class in the
input picture. Dark areas in the individual arrays denote that the probability
of that class is low at the corresponding location. Light areas mean that

1http://cms.brookes.ac.uk/staff/PhilipTorr/ale.htm
2http://graphics.stanford.edu/projects/densecrf/unary/

27

http://cms.brookes.ac.uk/staff/PhilipTorr/ale.htm
http://graphics.stanford.edu/projects/densecrf/unary/


Figure 8: Example image from dataset Corel-100, corresponding
groundtruth, and maximum likelihood estimation calculated on potentials
computed with the ALE.

the probability of occurrences of the respective semantic class is high in
that area. As can be seen, the two arrays that correspond to the semantic
classes ’rhino/hippo’ and ’water’, that the input image solely consists of, have
the brightest intensities, which means that they get the highest probability
values throughout the seven possible semantic classes. The ’rhino/hippo’
array (top, leftmost) has its highest values exactly at the hippo’s location
in the input picture, and the ’water’ array (top, second from the right) has
high values everywhere except at those areas where the hippo is located. The
arrays corresponding to the classes ’polar bear’ and ’sky’ have the smallest
intensity values which means that their probability is very low for this input
picture. Another thing that can be observed is that the potentials are not
perfect. Some of the arrays, denoting the other semantic classes that do not
occur in the input image, have relatively high values in some areas as well.
This can even lead to artifacts in the calculation of the maximum likelihood
estimation, as can be seen in Figure 8 at the right, where some pixels are
classified incorrectly. At the underside of the hippo, some pixels get labeled
as belonging to the semantic class ’ground’, and at the top of the image some
classifications of ’ground’, ’vegetation’, and ’snow’ do occur.

Figure 9: Unary potentials of an example image from dataset Corel-100 as
computed with the ALE. The semantic classes are ’rhino/hippo’, ’polar bear’,
’water’, ’snow’, ’vegetation’, ’ground’, and ’sky’ from top left to bottom right.
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Unfortunately, the computation of the unary potentials is a very time con-
suming process. This is one reason why the developed system is not real-time
capable. Fortunately, the unary potentials only have to be precomputed once
and can then be stored for later use.

3.3.2 Pairwise Potentials

The pairwise potentials represent the prior energy from Equation 4 and en-
code the prior constraint. They reflect the compatibility of the local neigh-
borhood of the pixels in the input image. Neighboring sites, in the most
basic case individual pixels, are assigned a low value if they have similar
image features, whereas sites that are next to each other and greatly differ
in terms of image features are penalized with high values, according to the
contrast sensitive Potts model by

Φp,q =

{
0, if p = q

g(p, q), if p 6= q
, (6)

where the function g(p, q) assigns an energy according to the difference be-
tween sites p and q.
The difference in image features can mean different intensity values between
neighboring pixels, or as in the case of the pairwise potentials that are used
in the implementation of the semantic segmentation framework presented in
this master’s thesis, the assignment of identical or different labels.
The result is a sparse matrix of size (height × width) × (height × width)
where each value stands for the relationship between the corresponding pix-
els. The matrix is sparse because it only holds the potential values for neigh-
boring sites. These potentials are part of the input to the graph cuts frame-
work which will be discussed in Section 4.

This section discussed the approach of considering the labeling problem in
semantic segmentation as an energy optimization problem and presented the
design of the energy functions. It also introduced the unary and pairwise
potentials that are used to represent the energies that are involved in the
process.
These potentials are the input for the graph cuts framework that is introduced
in Section 4. Then the Sections 5 and 6 present the means that are taken to
manipulate the unary potentials in order to include the learned patch prior
knowledge to achieve the desired improvement of the segmentation results.
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4 Graph Cuts

The task of solving energy minimization problems in computer vision can be
reduced to the solving of a maximum flow problem in a graph. This task can
in turn be efficiently solved with the graph cuts approach. The graphs used
in this process are defined in Chapter 4.1. Chapter 4.2 illustrates the graph
cuts approach with a simple example on a binary label set and Chapter 4.3
discusses the application of graph cuts regularization in the case of problems
with more than two labels.

4.1 Definition

The weighted graph G = (V , E) used in the graph cuts regularization is
specified by a set of vertices V and a set of undirected edges E . Each of the
edges e ∈ E is assigned a non-negative weight we. The set of vertices includes
two special nodes called source and sink, that are called terminals. Edges
connecting two non-terminal vertices are called n-links. Edges that lead to
one of the terminals are called t-links.
A cut C ⊂ E is a set of edges that separates the terminals in G: G(C) =
(V , E \ C). The cost of a cut equals the sum of the included edge weights:
|C| =

∑
e∈E we. The goal is to find the cut with the smallest cost. This task is

called the minimum cut problem and can be solved efficiently by determining
the maximum flow between the terminals. The edge weights are in this case
interpreted as capacity constraints [15].
Figure 10 shows a very simplified example of the application of the graph
cuts approach for a binary label set of black and white pixels.

Figure 10: Example image (left) and corresponding graph with edge costs
reflected by magnitude of edges (right).
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The left side of Figure 10 shows a gray scale image with a size of 3×4. On the
right the resulting graph is displayed with the twelve vertices corresponding
to the twelve pixels of the image. The Terminals T and S denote the two pos-
sible label choices (in the case of this example white and black respectively).
The t-links connect the terminals to the vertices and the n-links interconnect
the non-terminal vertices. The magnitude of the edges corresponds to the
respective edge costs. An example of a graph cut on the graph presented in
Figure 10 and the resulting segmentation are shown in Figure 11. The cut
that results from cutting the edges with minimal edge cost is denoted by the
green line. The cut leaves each pixel vertex connected to only one terminal
which leads to the segmentation presented on the right.

Figure 11: Example graph cut in the graph from Figure 10 (left) and resulting
segmentation (right).

The next chapter demonstrates the theoretic definitions from above by means
of a very basic example for a problem with a binary label set. After that
some methods are presented that show how labeling problems with a larger
label set can be solved.

4.2 Elementary Example

Chapter 3.3 in [12] contains an example for a problem with a binary label set,
that illustrates the graph cuts approach very well by means of the restoration
of a binary image:
The basis of the example is a binary image where each pixel has been cor-
rupted independently. The goal is to clean up the input image which can
be formulated as an optimization problem of the general energy function in
Equation 5 from the previous chapter. The search space is {0, 1}n where n
is the number of pixels in the image which leads to 2n possible solutions.
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A unary function Dp corresponding to the data energy from Equation 3 pro-
vides the cost for labeling the p-th pixel using one of the two possible values.
The cost is zero for pixels that have the same label that was observed in the
corrupted image and a positive value λ if the pixel has the opposite label.
A binary Function Vp,q(xp, xq) corresponds to the prior energy in Equation
4 and is 1 if the two adjacent pixels xp and xq have different labels and 0
otherwise.
The resulting energy function that is similar to Equation 5 leads to a value
of λ times the number of pixels that get assigned a different label from the
one observed in the corrupted image plus the number of adjacent pixels with
different labels. Minimization of this energy leads to a spatially coherent
labeling that is similar to the observed data.
The resulting graph consists of an array of vertices corresponding to the ar-
ray of pixels in the image. The vertices are connected corresponding to their
neighboring pixels in the image. Each pixel vertex is connected to the two
terminals which correspond to the labels 0 and 1 which is similar to the ex-
ample in Figures 10 and 11.
A cut in this graph leaves each pixel vertex connected to exactly one terminal
vertex which complies to a binary labeling. The cost of the cut is the energy
that is associated with a certain labeling. A cut between a pixel vertex and a
terminal corresponds to the function Dp and the function Vp,q is responsible
for a cut between two adjacent pixel vertices.
This simple example shows the graphs cuts approach for a binary label set.
In many cases the labeling problem in computer vision consists of label sets
of higher magnitude. The next chapter presents methods to deal with those
cases.

4.3 Multiple Labels (Move Spaces)

The construction of the graph used in the elementary example above can
be generalized to accommodate for multiple labels without introducing any
further terminals.
One possibility is to build a graph with additional edges per pixel. The sim-
plest solution is to construct a chain of k − 1 vertices per pixel which leads
to k possible edges that may be cut (one per label). This approach is limited
to functions Vp,q that are convex. Additionally it leads to graphs with n× k
nodes which for datasets with a lot of different labels can lead to memory
complexity problems.
A second approach is to iteratively apply the graph cuts approach. This is
achieved by introducing the notion of a move from an initial labeling where
each pixel can either keep its current label or adopt a new one. In this way
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each pixel is again faced with a binary decision similar to the one stated in
the example above.
There are different types of moves to alter an initial labeling, and the possi-
ble moves are discerned by their corresponding move spaces. The following
definitions are from [48]:
In general a move space M is specified by a set of moves M ⊂ F × F .
A move is a pair of labelings (f, f ′) ∈ F × F , where F is the set of all
possible labelings. If (f, f ′) ∈ M then f is one move away from f ′. A la-
beling f is considered a local minimum with respect to the move spaceM if
E(f) ≤ E(f ′) for any (f, f ′) ∈M. A local minimum is defined by the moves
that are allowed. IfM = F ×F then the local minimum with respect toM
is also the global minimum. For every move space there exist O(2n) possible
moves for any labeling f .
There are four different types of move spaces that are discerned by the la-
beling action that is performed on the initial labeling f , which in turn lead
to the new labeling f ′:
In the relabel move space moves are indexed by a pair of labels {α, β} ⊂ L.
When an α-β relabeling move is performed some pixels that previously had
the label α are relabeled with label β.
The swap move space is again defined by a pair of labels {α, β} ⊂ L.
During an α-β swap move pixels with label α switch labels with pixels that
are labeled with label β.
In the jump move space moves are defined by a one-to-one function h :
L → {0, 1, .., k−1}, where k is the number of labels. This function is needed
to assign each label an integer value if necessary. Jumps are labeled by an
integer i ∈ {0, 1, .., k − 1} and called i-jumps. When an i-jump is performed
the labels of some pixels are changed by the value i. The relabel move space
is contained in the jump move space.
Finally, the expansion move space is defined by a single label α ∈ L. When
an α-expansion move is performed a set of pixels in labeling f switches the
current label to label α to derive the new labeling f ′.
As discussed, most of the state-of-the-art work on the topic of semantic seg-
mentation uses the approach of energy minimization with graph cuts. Since
most of the segmentation problems deal with more than two labels, the above
techniques of using move spaces are applied in most cases where the graph
cuts approach is used.
The graph cuts framework that is used in this thesis is viewed as a black
box that takes as input the unary and pairwise potentials as well as param-
eters that determine the relative importance of the potentials, and delivers
a semantic segmentation as output. The framework also offers the choice of
either using the swap or expansion move space. For all the experiments that
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were performed and that are documented in Section 9 the swap move space
was chosen.

This section presented the graph cuts approach by giving a theoretic defini-
tion of the graph and illustrating it with simple examples for the case of a
binary label set. It also discussed methods for the iterative application of the
graph cuts regularization with the help of moves in different move spaces.
The next section shows how the patch prior knowledge can be incorporated
to manipulate the unary potentials discussed in Chapter 3.3.1 that are then
used as input for the graph cuts framework.
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5 Patch Prior

The goal of this thesis is to incorporate prior knowledge on the semantic
level to obtain a sound semantic segmentation. This section presents the
idea the implemented method is based on in Chapter 5.1. Chapter 5.2 gives
an explanation of the motivation behind the use of prior knowledge on the
patch level for semantic segmentation. Finally, some details on the generation
of the patch prior database itself are given in Chapter 5.3.

5.1 Basic Idea

The basic idea of the method presented in this master’s thesis is inspired
by the approach of Zoran & Weiss [53], where the concept of learning patch
priors is used for the task of image denoising. The goal is to find a recon-
structed image in which every patch is likely under the obtained prior, while
keeping the reconstructed image as close to the corrupted image as possible.
The expected patch log likelihood of the reconstructed image is maximized
to meet the first constraint, while as a second constraint the similarity be-
tween the reconstructed image and the corrupted image should be as close
as possible.
This method is used as basis for the system developed for this master’s thesis.
Similar to the first constraint in [53] every single patch of the input image
should have a high likelihood under the learned prior, while as a second con-
straint the whole image should be segmented in a semantically sound way.
This second constraint is met by averaging on the semantic level by applying
the graph cuts approach that was presented in Section 4.

5.2 Motivation

The goal of incorporating prior knowledge is to learn which label configura-
tions are common and which are not. In this way it becomes possible to rule
out labelings that semantically do not make any sense and assign a high like-
lihood to labelings that occur frequently in the learned patch prior database.
For example a learned prior might state that pixels labeled with the seman-
tic class label ’sky’ will always be at the top part of patches whereas pixels
labeled with the label ’road’ will be at the bottom of the image patch most
of the time. When this learned prior knowledge is applied to patches of an
input image a patch with a configuration of ’road’ pixels at the bottom and
’sky’ pixels above will have a high confidence whereas a patch with ’sky’
pixels at the bottom and ’road’ pixels on top will be voted as being highly
improbable.
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5.3 Implementation

The prior knowledge is learned by analyzing a set of training data which con-
sists of the annotated groundtruth of training images on the semantic level.
For each pixel in every training image a label patch of a certain quadratic size
is extracted with the pixel as the center. All label patches are extracted from
all training images, and a histogram of their occurrences is built. The num-
ber of occurrences of each label patch in the prior database, that is obtained
this way, is a measure for the probability that it might also occur in an input
image for the semantic segmentation. It also gives a first impression of label
configurations that are common and configurations that are impossible.
The design of the actual patch prior database was one of the major chal-
lenges of the practical part of this thesis. The requirement was that access
to the database could not be too costly in terms of time since there would
be a lot of database queries for the individual patches. There are on the
one hand a lot of accesses during the generating of the database, where new
patches have to be entered in the database if necessary, or values for patches
that are already present have to be updated. On the other hand, during
the two-stage iterative process of updating the unary potentials and apply-
ing the graph cuts framework, which will be discussed in the next section,
there are a lot of queries to update the probabilities for the patches of the
intermediate results. Since the design of this database was so crucial in the
process of developing the system, Section 8 is dedicated to the description of
the database structure and a detailed analysis of the conclusions that can be
drawn from the learned patch prior knowledge.
Like the precomputation of the unary potentials, as stated in Chapter 3.3.1,
the precomputation of the patch prior database can be a very time consum-
ing effort, especially for datasets with big images, a large amount of training
data, and in the case of the larger patch sizes. This is the second reason why
the developed system is not real-time capable. Fortunately, it is again only
necessary to compute the patch prior database once for a certain patch size
and a certain dataset, and the database can then be stored for later use.

This section presented details of the patch prior knowledge that is in the
course of this master’s thesis used to avoid impossible or improbable label
configurations. It introduced the idea that the presented method is based on
and the motivation behind the use of prior knowledge. It also gave a short
overview of the details of the implementation of the patch prior database.
The next section shows how the precomputed patch prior database, along
with the graph cuts approach is utilized in the presented semantic segmen-
tation framework.
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6 Method

This section discusses the semantic segmentation framework that was imple-
mented in the course of this master’s thesis. Chapter 6.1 presents a short
overview of the system, with pre-existing parts and parts that needed to
be implemented. Chapter 6.2 presents the core of the implemented method
with the two-stage iterative process that merges the previously presented
approaches of semantic segmentation considered as an energy optimization
problem as introduced in Section 3, the graph cuts approach with the unary
and pairwise potentials as presented in Section 4, and the incorporation of
the patch prior knowledge which was discussed in Section 5, to yield the final
results. This section is concluded by a step-by-step example that illustrates
the whole process in Chapter 6.3.

6.1 Overview

The goal of this thesis was to build a robust semantic segmentation frame-
work by introducing prior knowledge on the semantic level, that is learned
on the patch level, for the inference method. Figure 12 shows an overview of
the presented semantic segmentation system with its input, individual com-
ponents, intermediate results, and output. For the gray components already
existing components could be used. The blue components had to be imple-
mented for this master’s thesis. The resulting system is then tested on the
databases described in Section 7, and the resulting segmentation results are
compared to those achieved by the state-of-the-art methods mentioned in
Chapter 2.2.

Figure 12: Overview of the semantic segmentation framework: gray compo-
nents already existed, blue components had to be implemented.
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The input for the semantic segmentation system consists of two parts. The
first part is a rough semantic segmentation in the form of the unary poten-
tials as discussed in Chapter 3.3. The second part of the input consists of
the previously learned patch prior database. The initial segmentation and
the patch prior database are used in the core of the system, a two-stage iter-
ative process, which desirably leads to a gradual improvement of the initial
segmentation. The details of this iterative process, consisting of an alter-
nating application of an update of the unary potentials and the graph cuts
regularization, are discussed in the next chapter.

6.2 Two-Stage Iterative Process

This chapter presents the heart of the semantic segmentation framework that
was implemented for this master’s thesis. It combines the approaches dis-
cussed in the previous sections by incorporating the learned prior knowledge
with the utilization of the previously built patch prior databases. The initial
segmentation represented by the precomputed unary potentials is iteratively
updated and graph cuts regularization is applied until convergence. The
following chapters discuss the details of this iterative process.

6.2.1 Incorporation of Patch Prior Knowledge

Every pixel of the input image is assigned a probability for each of the pos-
sible semantic categories according to the prior knowledge that was learned
during the learning phase when the patch prior databases were built. All this
happens at the semantic level which means that the input image contains a
label at each pixel location instead of an intensity value. A label patch of
a certain quadratic size is extracted around the pixel that is currently un-
der examination. The pixel, that is automatically the center pixel of the
extracted label patch, is varied over all c possible classes. The c resulting
label patches, that are obtained in this way, are used as query patch for the
patch prior database and in that way their respective number of occurrences
is determined. The individual values are stored in a vector of length c which
is then normalized to sum up to one. The corresponding values reflect the
probability for the pixel as belonging to each of the c possible classes.
The following example illustrates the approach of the incorporation of the
prior knowledge. An example label patch of size 3× 3 is extracted from the
input image. The label patch has the following label configuration:
2 2 3
2 3 3
3 3 3
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The center pixel is varied over all four possible label classes and the result-
ing label patches are used as query in the previously learned patch prior
database which returns the following numbers of occurrences for the respec-
tive patches:
2 2 3
2 1 3
3 3 3

: 0
2 2 3
2 2 3
3 3 3

: 10
2 2 3
2 3 3
3 3 3

: 40
2 2 3
2 4 3
3 3 3

: 0

The resulting vector of occurrences is [0, 10, 40, 0] and after normalization
[0.0, 0.2, 0.8, 0.0] which corresponds to a probability of 20% for the pixel un-
der examination being of class 2, and a much higher probability of 80% that
the pixel is actually of class 3.
This process is repeated for every pixel of the input image and the result is
an update of the unary potentials under the previously learned prior. The
details of this update are discussed in the next chapter.

6.2.2 Update of Unary Potentials

The incorporation of the prior knowledge discussed in the previous chapter
is the basis for the update of the unary potentials in the two-step iterative
process. What happens is that Equation 5 gets extended to

E(f) = γ
∑
p∈P

Dp(fp) + λ
∑
{p,q}∈N

V{p,q}(fp, fq) + (1− γ)
∑
p∈P

D̃p(fp), (7)

where the function D̃p(fp) stands for the energy introduced by the patch prior
knowledge and the variable γ controls the relative importance of the original
prior term and the newly introduced patch prior term respectively. Since the
update of the unary potentials uses the result of the previous iteration only
as basis and does not take it into further account, γ is chosen with a value
of 0 in the presented implementation.
For the first update of the unary potentials the basis for the incorporation of
the patch prior knowledge is the maximum likelihood estimation (MLE) on
the actual precomputed unary potentials which yields an array with the most
likely of the possible class labels at each pixel location. The prior is included
as discussed in the previous chapter and the resulting array of probabilities
replaces the previous unary potentials. These unary potentials are then used
as part of the input of the graph cuts framework, as presented in the next
chapter. The result of the graph cuts regularization is then used as basis
for all further iterations, and the patch prior knowledge is again used as
described in Chapter 6.2.1 to again yield an updated version of the unary
potentials.
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6.2.3 Graph Cuts

The updated unary potentials and the pairwise potentials, which are calcu-
lated from the input image and stay the same throughout the whole process,
are used as input for the graph cuts framework. The input also includes
two parameters α and β that control the relative importance of the unary
and pairwise potentials respectively. A high value for α and a low value
for β means that the graph cuts framework should lay great importance on
the unary potentials which is equivalent to putting more trust in this data
and a lower trust in the other. Since the focus of this thesis lies on the in-
clusion of patch prior knowledge, which is achieved by the manipulation of
the unary potentials, the system was tested with values for these parameters
that always laid a high importance on the unary potentials and only a low
importance on the pairwise potentials.
The output is a new semantic segmentation that is achieved by applying
graph cuts regularization by utilizing the swap move space. The resulting
labeling is the basis for the next iteration.

6.2.4 Iteration

The above steps of updating the unary potentials and applying the graph cuts
approach is repeated iteratively. After every iteration the new segmentation
is compared to the old one (in case of the second iteration with the MLE on
the unary potentials) and the pixelwise difference is calculated. This process
is repeated until one of the following stop criteria is met:

• Maximum number of iterations is reached.

• Difference between segmentation results is smaller than threshold.

The first criterion simply exists to prevent the system from getting caught in
an infinite loop. The method usually converges very fast, and the maximum
number of iterations is set to the low value of 10. For the second criterion
a threshold that depends on the size of the image to be segmented and the
chosen patch size is calculated. Whenever the difference between a new
segmentation result and the previous segmentation is smaller than or equal
to this threshold, the process is stopped with the output of the graph cuts
framework as the final result. Theoretically, especially if the threshold for the
second criterion is chosen too low, it could happen that the system reaches
a state where the segmentation results oscillate between two very similar
results, but their difference is higher than the chosen threshold. In that case
the first criterion stops the execution. Usually this is not necessary and the
method converges before the maximum number of iterations is reached.
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6.3 Step-by-step Example

This section presents a step-by-step example of the semantic segmentation
process performed on a single image by the system developed in the course
of this master’s thesis. The steps are executed in the sequence described in
the previous chapter and the intermediate results are given to illustrate the
process.
The sample image from the Corel-100 dataset that is used to exemplify the
method is the same image that was used in Chapter 3.3.1 to visualize the
unary potentials. The unary potentials were calculated with the Automatic
Labelling Environment and the parameters for the weight of the unary and
pairwise potentials respectively are α = 500 and β = 10 which lays a heavy
importance on the unary potentials. The patch size chosen for this example
is 11× 11.
The input for the first iteration consists of the unary potentials calculated
for the image on which the maximum likelihood estimation is performed.
The potentials can be viewed in Figure 9 and the corresponding MLE is
shown on the right in Figure 8 which can both be found in Chapter 3.3.1.
This MLE is then used as the basis for the update of the unary potentials by
applying the learned patch prior knowledge from the corresponding database.
All unique patches are extracted from the MLE and the probabilities of the
patch variations are determined by querying the database. The resulting
new unary potentials can be viewed in Figure 13 where only those arrays are
shown that contain any information. The images from left to right correspond
to ’rhino/hippo’, ’water’, ’vegetation’, and ’ground’.

Figure 13: Iteration 1: Updated unary potentials for the classes
’rhino/hippo’, ’water’, ’vegetation’, and ’ground’ (from left to right).

As can be seen the main information is justifiably reduced to the two se-
mantic classes ’rhino/hippo’ and ’water’. The arrays corresponding to the
classes ’vegetation’ and ’ground’ hardly contain any information at all and
the remaining three classes are completely empty.
The unary potentials are used as input for the graph cuts framework along
with the pairwise potentials calculated from the input image and the param-
eters α and β. The result of the graph cuts regularization can be viewed in
Figure 14.
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Figure 14: Iteration 1: Segmentation before (left) and after (middle) graph
cuts regularization and difference between segmentations (1537 pixels).

As will be seen in the course of this example most of the change takes place
during the first iteration. The small artifacts of the wrong class labels ’vege-
tation’ and ’ground’ are obliterated and the shape of the hippo gets smoothed
at the edges. This can be seen in the segmentation results as well as in the
images for the unary potentials. For the semantic class ’water’ the previously
wrongly classified areas at the top are now correctly classified as water. The
pixelwise difference between the two segmentations amounts to 1537 pixels.
In the next iteration the actual output of the graph cuts framework is the
basis for the update of the unary potentials. Figure 15 shows only the up-
dated unary potentials for the semantic classes ’rhino/hippo’ and ’water’,
since none of the other arrays contain any more information. The previ-
ous segmentation and the new segmentation are also shown along with the
difference which is 286 pixels for this iteration.

Figure 15: Iteration 2: Updated unary potentials for semantic classes
’rhino/hippo’ and ’water’, segmentation before and after graph cuts regu-
larization, and difference between segmentations (286 pixels) (left to right).

There are still some obvious changes between the two segmentations during
this iteration. The most profound one is the smoothing of the frayed area at
the head of the hippo. Figure 16 shows the results of the next iteration.

Figure 16: Iteration 3: Updated unary potentials for semantic classes
’rhino/hippo’ and ’water’, segmentation before and after graph cuts regu-
larization, and difference between segmentations (24 pixels) (left to right).
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There is again some minor change in the updated unary potentials which
results in a slight change of the segmentations. Some pixels labeled as
’rhino/hippo’ in the previous segmentation change to the class label ’wa-
ter’ at the bottom left of the hippo. The difference is only 24 pixels now.
Figure 17 shows the outcome of the final iteration.

Figure 17: Iteration 4: Updated unary potentials for semantic classes
’rhino/hippo’ and ’water’, segmentation before and after graph cuts regu-
larization, and difference between segmentations (0 pixels) (left to right).

Again, there are some small changes between the corresponding unary poten-
tials for the classes ’rhino/hippo’ and ’water’ respectively but they apparently
have no influence on the output of the graph cuts regularization. The new
segmentation is identical to the previous one. The difference is 0 pixels which
triggers the system to abort the iterative process and to consider the last out-
put of the graph cuts framework to be the final segmentation result. Figure
18 shows once again the original image and the corresponding groundtruth
along with the final segmentation result for comparison.

Figure 18: Original image, corresponding groundtruth, and final semantic
segmentation result after 4 iterations.

Admittedly, the example image chosen for the above demonstration is one
that yields particularly good results. The final segmentation is very close to
the optimal segmentation as represented by the annotated groundtruth. The
segmentation accuracy in this case for the classes ’rhino/hippo’ and ’water’
amounts to 94.66% and 96.86% respectively.

This section presented the details of the semantic segmentation method that
was used in the course of this master’s thesis. It discussed the inclusion of the
previously learned patch prior knowledge and the two-stage iterative process
that includes the replacement of the unary potentials by newly constructed
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ones that are more probable under the learned prior, and a graph cuts reg-
ularization step that uses these newly constructed potentials as input. The
section was concluded by the simulation of a complete run of the system
which illustrates the details of each stage in the application of the framework
by describing each step and the intermediate results.
The next section shortly introduces the different datasets that were used in
the experiments and evaluation of the developed method. Then the details
of the construction and querying of the actual patch prior databases are dis-
cussed in Section 8. Section 9 presents the results that could be achieved
with the method presented in this section.
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7 Databases

This section introduces the databases that are used in the evaluation process
which follows in Section 9. Each dataset is presented with a short description
of the images, their size and number and the split into training and test
data. Each of the datasets includes a manually annotated groundtruth of
the semantic class labels it contains. The segmentation results achieved by
some of the methods mentioned in Chapter 2.2 are reported as well.

7.1 Corel-100

The Corel-100 dataset is a subset of 100 images of the Corel Image Database3

and consists of images of African and Arctic wildlife. The images are each
of size 180 × 120 pixels and contain photographs of rhinos, hippos, and po-
lar bears. The images were manually labeled into seven classes which are
’ground’, ’polar bear’, ’rhino/hippo’, ’sky’, ’snow’, ’vegetation’, and ’water’.
The dataset contains with the Arctic and African wildlife scenes only two
types of different images and only comparatively few semantic classes which
makes it particularly easy to work with. This dataset also has the advantage
that 100% of the pixels in the images are labeled as belonging to one of the
seven classes.
Figure 19 shows example images and the corresponding groundtruth from
the subset of the Corel Image Database.

Figure 19: Example images and corresponding groundtruth for the Corel-100
dataset.

The Corel-100 dataset is used in [19] where an average classification rate of
80.0% can be achieved, in [42] where 74.6% can be reached, and in [46] that
could achieve average labeling accuracies of 83.0%.

3http://www.cs.toronto.edu/∼hexm/label.htm
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Table 3: Achieved accuracies with different methods on dataset Corel-100.

Method accuracy
Shotton et al. [42] 74.6%
He et al. [19] 80.0%
Toyoda & Hasegawa [46] 83.0%

Since no information about the division into training and test data was avail-
able for these methods, a randomized division into 50% training images and
50% test images was chosen, which led to 50 images in each category.

7.2 MSRC-21

The Microsoft Research Cambridge Object Recognition Image Database4

[41] contains 591 color images of size 320× 213 including 23 semantic classes
only 21 of which are typically used. The 21 classes are ’aeroplane’, ’bicycle’,
’bird’, ’boat’, ’body’, ’book’, ’building’, ’car’, ’cat’, ’chair’, ’cow’, ’dog’, ’face’,
’flower’, ’grass’, ’road’, ’sheep’, ’sign’, ’sky’, ’tree’, and ’water’. The classes
’horse’ and ’mountain’ are ignored.
Figure 20 shows examples of images from the MSRC-21 database and the
two sets of corresponding annotated groundtruth available.

Figure 20: Example images (top), corresponding groundtruth as used in [25]
(middle), and relabeled groundtruth (bottom) for the MSRC-21 dataset.

4http://research.microsoft.com/en-us/projects/objectclassrecognition/
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There are two different sets of groundtruth data available for the MSRC-21
dataset. One is the set that is also used in [25] for which the labeling of the
groundtruth images is very imprecise. Especially at the boundary between
segments of different classes, in many cases a lot of pixels are classified as
’void’. This leads to problems with the presented method since patches with
the ’void’ class will be learned, but the classifier will not classify pixels as
’void’ in the first segmentation step that yields the rough initial segmenta-
tion. The second set of groundtruth data is a relabeled version of the first
one in which many of the pixels previously declared as ’void’ are labeled as
belonging to one of the 21 classes in the dataset. As the examples in Figure
20 show, there are still many areas that are left unlabeled.
The MSRC-21 dataset has the advantage that precomputed unary potentials
are available that are used in [25]. It is therefore possible to compare the
implemented method to this state-of-the-art method and also to analyze the
impact of different kinds of unary potentials on the segmentation results.
The MSRC-21 dataset is used in [25] where an average segmentation accu-
racy of 86.0% (global) and 78.3% (average) can be achieved on the standard
groundtruth. The dataset is also used in [42] where an average accuracy of
72.2% is reached and in [27] where an accuracy of 87% (global) and 77%
(average) can be achieved.

Table 4: Achieved accuracies with different methods on dataset MSRC-21.

Method
accuracy

global average
Shotton et al. [42] - 72.2%
Krähenbühl & Koltun [25] 86.0% 78.3%
Ladický et al. [27] 87% 77%

The division into training and test data that is used in [25] splits the images
into 276 training images, 256 test images, and the rest of 59 images for
validation. This split is also used in this master’s thesis to achieve the best
possible comparison to [25]. As for all the other datasets the potentials
were also calculated with the Automatic Labelling Environment (ALE)5.
In the course of these computations the data was randomly split into 50%
training and 50% test images. To examine the influence that different sets
of potentials can have on the segmentation results, a new test set was built
from the intersection of the two test sets, resulting in a new test dataset of
138 images.

5http://cms.brookes.ac.uk/staff/PhilipTorr/ale.htm

47

http://cms.brookes.ac.uk/staff/PhilipTorr/ale.htm


7.3 Sowerby Image Database of British Aerospace

The Sowerby Image Database of British Aerospace6 [11] features a set of
color images of outdoor scenes and the associated labels. The 104 images
contain objects near roads in rural and suburban areas and include seven
label classes which are ’building’, ’car’, ’road marking’, ’road surface’, ’sky’,
’street object’, and ’vegetation’. The images included in this dataset are with
a size of only 96×64 pixels the smallest featured in any of the datasets. This
fact leads to the problem that the images include very fine structures like
the road markings in the middle of a road that are only very few pixels wide
which leads to problems with the implemented method as will be shown in
Section 9.
Figure 21 shows example images and the corresponding groundtruth from
the Sowerby Image Database of British Aerospace.

Figure 21: Example images and corresponding groundtruth for the Sowerby
dataset.

The Sowerby dataset is used in [19] where an average classification rate of
89.5% can be reached, in [42] where an accuracy of 88.6% can be achieved,
and in [46] with an average labeling accuracy of 90.0%.

Table 5: Achieved accuracies with different methods on dataset Sowerby.

Method accuracy
Shotton et al. [42] 88.6%
He et al. [19] 89.5%
Toyoda & Hasegawa [46] 90.0%

The Sowerby dataset was again randomly split into 50% training images and
50% test images which results in 52 images in each of the two categories.

6http://www.robots.ox.ac.uk/∼lubor/
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8 Patch Prior Database Design and Analysis

This section presents a detailed discussion of the patch prior database that
was implemented for the learning and application of the prior knowledge.
Chapter 8.1 discusses the structure of the database including the generation
and query process. Chapter 8.2 deals with the influence of the patch size
on the quantity of extracted patches as well as the nature of these patches,
and presents the results for the different datasets in the form of tables and
diagrams.

8.1 Patch Prior Database Design

As already mentioned in Chapter 5.3, the actual design of the patch prior
database used in the system implemented for this master’s thesis was the
most crucial step. Since the database has to be accessed multiple times dur-
ing the generation as well as in the process of the actual application, the
implementation had to comply with the requirement that the patch prior
knowledge, that was extracted from the training data, could be stored effi-
ciently. The precomputed data should not require a large amount of memory
on the one hand, and also be accessible in a very efficient manner on the
other hand.
All that needs to be stored in the database is the number of occurrences for
each of the unique patches. The easiest way to achieve this goal would be
some kind of hash function that assigns a unique hash value to each individ-
ual patch. In this way the resulting unique numerical value could then be
used as index in a simple one-dimensional vector that only holds the num-
ber of occurrences for the corresponding patch at the index location that is
defined by the calculated hash value.
Unfortunately, the design of such a hash function is not trivial or might even
be completely impossible for an arbitrary number of classes in the dataset
and arbitrary patch sizes. Since the use of a unique hash function for each
label patch was infeasible, the approach was relaxed to an approximation.
Instead of requiring a hash function to only yield one unique hash value for
each individual patch, the property was relaxed to a hash function that yields
identical hash values for only a very small number of different patches. In
that way it is possible to store the patches and the number of their respective
occurrences consecutively in the sequence of their incidence, which is more
memory-efficient than updating an empty database with one entry for every
possible patch. The hash values are utilized to build the first step of an index
system, which allows access to the individual database locations in an almost
random access fashion.
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The following chapter discusses the method of calculating the hash value for
the image patches. Then the process of querying the database and the gen-
eration of the database from the training data are discussed. Examples are
given for each of the processes for illustration purposes.

8.1.1 Hash Function

The hash function that was discussed in the introduction to this section
consists of simple matrix operations that can be performed very efficiently
with MATLAB R©. The label patches used at this point consist of an array of
size k × k, where k is the patch size. The array holds numerical values that
stand for the corresponding label classes.
The following examples represent label patches of size 3 × 3. The five label
patches presented, correspond to those extracted in the example in Figure 4
in Section 1.

2 2 2
2 2 2
2 2 2

2 2 2
3 3 3
3 3 3

2 2 3
2 3 3
3 3 3

3 3 2
3 3 2
3 3 2

3 3 3
3 3 3
3 3 3

The example label patches consist of the class labels ’grass’ (2) and ’cow’ (3).
The center pixels, marked in bold, are used in a later stage of the indexing
process.
Each label patch is multiplied element-wise with a mask matrix and the sum
over all rows and columns of the result is calculated to obtain a single inte-
ger value. This calculation sequence is equivalent to the following two steps.
First the patch is reshaped into a vector:

p1,1 p1,2 .. p1,k−1 p1,k
p2,1 p2,2 .. p2,k−1 p2,k
.. .. .. .. ..

pk−1,1 pk−1,2 .. pk−1,k−1 pk−1,k
pk,1 pk,2 .. pk,k−1 pk,k

→
k2 elements︷ ︸︸ ︷[

p1,1 p2,1 .. pk−1,k pk,k
]

Then the scalar product of the resulting vector with a mask vector is com-
puted by multiplying the vectors element-wise. The mask vector has to stay
the same for the generation and for the querying of the database. The mask
that was chosen for this purpose is simply a vector that contains the numbers
from 1 to k2 where k is the patch size:
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[
p1,1 p2,1 .. pk−1,k pk,k

]
·


1
2
..

k2 − 1
k2

 = hash value

In this way a scalar hash value can be calculated for each patch. As mentioned
before, this value is not unique, but it has the property that only very few
different patches hash to the same value. For example, both of the following
patches of size 3× 3:

1 1 1
1 1 1
2 1 1

and
2 1 1
2 1 1
1 1 1

hash to the same hash value of 48 since 1×1+1×2+2×3 = 2×1+2×2+1×3.
The hash values calculated in this manner are then used as the first stage of
an indexing system, that is utilized to allow efficient access to the individual
database locations. The process of querying the database is presented in the
next chapter.

8.1.2 Database Query

As a first step to reduce the search complexity, the database is subdivided
into a number of sub-databases, one for each semantic class that occurs in the
dataset. The center pixel, marked in bold in all examples of label patches, is
used as an index to the corresponding sub-database. This fact is illustrated
in Figure 22.

Figure 22: Database with sub-databases for dataset with c semantic classes.

Each of these sub-databases can then be queried separately. The sub-database
is chosen according to the center pixel of the image patch that is searched
for. The next indexing stage consists of calculating the hash value according
to the previous chapter. This hash value is used as index to a data structure
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for all label patches that hash to this same value which holds their respective
locations in the next stage of the query.
This process is illustrated with an example of an excerpt from an actual
database built for the MSRC-21 [41] dataset, which was presented in Chap-
ter 7.2, for a patch size of 3× 3. The exemplarily presented sub-database is
the one for patches with center pixels of label class 1:

hash index 1 2 .. 44 45 46 47 48 49 50

location(s)
{ } { }

..
{ }

1 454 95
455
456

283
457
458

36
459
460

The first hash index that points to a part of the data structure that holds
any actual information has the value of 45 and holds the location in the next
query stage of the homogenous patch that only holds pixels from label class
1 because 1× 1 + 1× 2 + .. + 1× 9 = 45. The hash index at hash index 48
is the first that holds the location information for more than one patch.
The locations that are retrieved in this way by the hash value index are exam-
ined consecutively. The data structure at this next stage of the query holds
the composition of the actual label patch and the number of its occurrences
in the training data. The query label patch is compared to the label patch
at the locations that were determined with the hash index, and as soon as
the patch at the specified location matches the query patch, the number of
its occurrences is returned as the query result.
The example from the previous paragraph is continued by accessing a por-
tion of the next indexing stage, that shows the two patches that hash to
the value 48 from the previous example at locations 455 and 456 with their
respective number of occurrences of 35 and 4 respectively. It also shows the
two patches at locations 457 and 458 that hash to the identical hash value of
49. The example excerpt also shows that similar image patches are automat-
ically grouped together since they are consecutively entered in the sequence
of their occurrence in the training image:

location .. 454 455 456 457 458 ..

patch ..
2 1 1
1 1 1
1 1 1

1 1 1
1 1 1
2 1 1

2 1 1
2 1 1
1 1 1

1 2 1
1 1 1
1 1 1

2 1 1
1 1 1
2 1 1

..

occurrences .. 28 35 4 1 1 ..
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For the purpose of better understanding the stages involved in every query
of the database are summarized in short:

• Stage 0: Calculate hash index from actual query label patch. The hash
value has the property that it is not unique but only very few different
patches hash to the same value.

• Stage 1: Choose sub-database according to center pixel of the query
label patch.

• Stage 2: From sub-database determine candidate locations in next
stage of query for all patches that hash to same hash value.

• Stage 3: Access those locations consecutively and compare query label
patch to label patch stored at database location.

• Abort Criterion: If matching label patch found, return corresponding
number of occurrences, if no matching patch is found return 0.

8.1.3 Database Generation

The process for the generation of the patch prior database works analogous
to the querying of an already computed patch database as presented in the
previous chapter.
The patch prior database is generated from all unique patches that are ex-
tracted from all training images. This is achieved by first extracting all h×w
patches from each individual training image, where h and w stand for the
height and width of the image in pixels respectively. These patches are in
the next step reduced to only the unique patches with their corresponding
number of occurrences. In the final step the database is updated for each of
the unique patches.
Each of the unique patches extracted from the training image is used as input
for the query in the database to be built. If the query returns that the query
label patch is already present, the corresponding number of its occurrences
is increased according to its number of occurrences in the training image. If
the query patch can not be found, the patch and its number of occurrences
are entered at the end of the sub-database, corresponding to the center pixel
of the query patch, and the location information is updated accordingly for
the other stages of the query.
The next chapter examines the influence of the patch size on the appearance
and complexity of the databases generated in this way.
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8.2 Patch Size and Patch Quantity

This chapter discusses the impact of the chosen patch size on the quantity of
the unique image patches extracted from the training images, the nature of
those patches, and their distribution. It deals with the label configurations of
the individual patches, as well as their respective quantities, and how these
parameters change when the size of the image patches is varied.
Chapter 8.2.1 deals with the theoretically possible number of patch config-
urations that could occur. This is followed by an analysis of the circum-
stances that emerge in practice and how they influence the composition of
the databases in Chapter 8.2.2. Finally in Chapters 8.2.3, 8.2.4, and 8.2.5,
the actual databases, that were generated for the semantic segmentation pro-
cess, are examined, regarding the conclusions that can be drawn from the
choice of the patch size.

8.2.1 Theoretically Possible Number of Label Configurations

The number of possible label configurations for each patch depends on the
patch size and the number of classes in the dataset. The maximum number
of possible configurations is calculated with ck×k where c is the number of
semantic classes in the dataset and k is the patch size (assuming the use of
quadratic patches). This leads to a very high number of theoretically possible
label configurations. For example, assuming the smallest possible patch size
of 3× 3 and one of the datasets with only 7 semantic categories, the number
of possible labelings reaches over 40 millions.
A theoretic example of the 16 possible label configurations (22×2) for a patch
of size 2× 2 and a theoretical dataset with only 2 different semantic classes
is shown in Figure 23.

Figure 23: Label configurations for a patch of size 2 × 2 and 2 different
semantic categories.

Note that the label configurations 2 - 5, 6 - 9, 10 - 11, and 12 - 15 in Figure
23 may not be reduced to a single patch respectively, despite their symmetric
nature. This is justified by the fact that for example patch 6 in Figure 23
might occur multiple times whereas patch 8 might never occur in the training
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images. These patches might correspond to label configurations that denote
ground and sky, and in this way correctly mirror the incidence of those label
classes in the training images.
This chapter showed the theoretic background concerning the possible num-
ber of label configurations. The next chapter discusses the actual distribu-
tion of image patches as they occur in the patch prior databases that were
generated on the datasets presented in Section 7. This is followed by an
examination of those actual databases.

8.2.2 Label Configurations Occurring in Practice

Databases with the very high number of theoretically possible different image
patches, as discussed in the previous chapter, will never occur when they are
generated from natural images. It is rather unlikely that a patch contains
each of the possible semantic categories, in some cases this is even impossi-
ble, as in the case of image patches of size 3× 3 and a dataset that contains
more than nine semantic classes. Most of the training images only contain a
small selection of objects of certain classes which limits the number of pos-
sible configurations from the outset. The following chapters will show, that
only the combination of datasets containing very small images and a large
patch size, yields image patches that consist of more than four or five class
labels. Another thing that the following chapters will show, especially for the
databases built for the smaller patch sizes, is that a rather large percentage
of patches is homogenous and only contains a single label. Those patches are
usually followed, in terms of quantity, by patches that are extracted at the
border between two semantic classes and therefore consist of two different
class labels in multiple variations. Thus the actual number of label configu-
rations, that eventually do occur, is strongly reduced in comparison to what
would be theoretically possible. This was in fact one of the observations that
led to the design of the database in the way that is described in Chapter 8.1,
instead of initializing an empty database containing all possible label config-
urations and incrementing the number of occurrences each time a patch is
learned from the training images. This approach would have led to a huge
memory overhead since most of the database entries would have remained
empty.
The following chapters give a detailed analysis of some aspects of the actual
databases generated for the practical part of this master’s thesis. For each
dataset, the development of the quantity of unique patches for different patch
sizes is discussed, and also how these patches are distributed concerning the
number of semantic classes they consist of.
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8.2.3 Corel-100

The following chapters contain an analysis of the databases generated for
each of the datasets presented in Section 7. The patch size is varied between
the minimum size of 3× 3 and the maximum size of 15× 15. The resulting
databases are examined concerning the number of unique patches and their
total quantitative occurrence.
The Corel-100 dataset (see Chapter 7.1 for details) contains 7 semantic
classes, and the training set consists of 50 images. Table 6 shows the num-
bers of occurrences of individual patches for patch sizes ranging from 3 × 3
to 15 × 15. The row ’percentage’ holds the fraction of actually occurring
patches to the theoretically possible number of patches.

Table 6: Corel-100: Number of unique patches and fraction of actual patches
to theoretically possible patches with varying patch size.

patch size 3 x 3 5 x 5 7 x 7 9 x 9 11 x 11 13 x 13 15 x 15
quantity 2,044 21,056 73,036 145,746 221,380 292,007 354,890

percentage 0.0051 1.57E-15 2.84E-35 5.14E-62 1.23E-95 4.40E-136 2.53E-183

Table 6 shows that for patch size 3 × 3 a relatively low quantity of 2,044
individual patches is extracted which corresponds to only 5

1,000
percent of the

theoretically possible patches. That number gradually increases up to around
300,000 for the larger patch sizes. While the number of actually occurring
unique patches only slowly increases with increasing patch size, the number
of theoretically possible label patches increases rapidly. This results in the
value for the fraction of actually occurring to theoretically possible patches
to rapidly decline. The increase in the number of unique patch occurrences
and the parallel decrease in percental occurrences can be seen in Figure 24.

Figure 24: Corel-100: Evolution of unique patch quantity (left) and frac-
tion of actual occurrences to theoretically possible occurrences (right) with
varying patch size.
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As Figure 24 shows, the unique patch quantity for the Corel-100 dataset
starts out low for the minimum patch size before experiencing an almost
exponential increase during the following smaller patch sizes. Starting at
patch size 7 × 7 the increase becomes linear and stays that way until the
maximum patch size of 15× 15 is reached. The plot on the right side shows
how the fraction of actually occurring unique patches to theoretically possible
patches gradually decreases with growing patch size.
Table 7 shows the distribution of the quantities by breaking the numbers
of their occurrences down according to the number of different class labels
that the respective label patches consist of. The left column under each
column labeled c class(es) contains the number of unique patches and the
right column contains the collective number of occurrences of patches with c
classes respectively.

Table 7: Corel-100: Distribution of unique patches and their quantity with
varying patch size.

1 class 2 classes 3 classes 4 classes
3 x 3 7 994,400 1,337 84,614 700 986 0 0
5 x 5 7 916,172 17,211 159,713 3,838 4,115 0 0
7 x 7 7 847,142 63,916 223,594 9,113 9,264 0 0
9 x 9 7 785,754 129,653 278,033 16,086 16,213 0 0

11 x 11 7 730,574 196,535 324,490 24,838 24,936 0 0
13 x 13 7 680,019 256,884 364,797 35,098 35,166 18 18
15 x 15 7 633,211 308,165 400,018 46,614 46,667 104 104

The column marked ’1 class’ in Table 7 shows that the seven semantic classes
in the Corel-100 dataset lead to seven different homogenous label patches that
only contain pixels with the same label. The number of their collective oc-
currences decreases with increasing patch size which means that larger patch
sizes lead to less occurrences of homogenous patches. For patches contain-
ing two different class labels, the number of individual patches gradually
increases from 1337 for patches of size 3 × 3 to 308,000 for the maximum
patch size of 15× 15. The values for the number of the total occurrences on
the right side of the column labeled ’2 classes’ are always much higher than
the ones on the left which means that many of the individual patches occur
multiple times. This is not the case for the columns with three or four dif-
ferent class labels where the values are very close and identical respectively
which means that those patches are very rare or even unique. Figure 25
presents the content of Table 7 in the form of a diagram.
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Figure 25: Corel-100: Distribution of patches with varying patch size, left:
unique patches, right: quantity of patches.

The left side in Figure 25 shows the development for the individual patches
and the right side the development for the total number of those patches
in terms of quantity, broken down according to the number of class labels
per patch. The plots representing the quantity of patches with one and
four different classes stay low for the individual patches while those for two
and three different classes increase with different magnitudes. For the total
number of patch occurrences on the right side of the diagram, the number
of patches with one class decreases in the same manner that the quantity of
patches with two different labels increases.
Table 8 and Figure 26 visualize the same information by regarding the same
numbers considering their percental distribution.

Table 8: Corel-100: Percental distribution of patches with varying patch size.
1 class 2 classes 3 classes 4 classes

3 x 3 0.343 92.07 65.41 7.83 34.25 0.09 0 0
5 x 5 0.033 84.83 81.74 14.79 18.23 0.38 0 0
7 x 7 0.010 78.44 87.51 20.70 12.48 0.86 0 0
9 x 9 0.005 72.76 88.96 25.74 11.04 1.50 0 0

11 x 11 0.003 67.65 88.78 30.05 11.22 2.31 0 0
13 x 13 0.002 62.96 87.97 33.78 12.02 3.26 0.006 0.002
15 x 15 0.002 58.63 86.83 37.04 13.13 4.32 0.029 0.010

Table 8 shows that the percental rate of the unique homogenous patches
is negligible while their collective quantity makes up a large portion of all
patches, especially for the smaller label patches. The column for two different
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classes per label patch shows that those patches make up the better part of
the unique patches, and their collective percentage increases at approximately
the same rate as that for the homogenous label patches decreases.

Figure 26: Corel-100: Percental distribution of patches with varying patch
size, left: unique patches, right: quantity of patches.

The plots for two and three classes in Figure 26 show a gradual increase and
decrease respectively until they reach a value around 90% and 10% respec-
tively. The right hand side shows that the plot for the collective percental
distribution is proportional to that of the absolute number of occurrences
presented on the right in Figure 25.

8.2.4 MSRC-21

The MSRC-21 dataset contains 21 semantic classes. As was already men-
tioned in Chapter 7.2, the groundtruth images for this dataset, that are used
for the generation of the databases and for the evaluation, are not fully la-
beled. Therefore the ’void’ class is learned as a 22nd semantic category. The
databases that are examined in this chapter were built from a training set of
276 images. Table 9 shows the development of the number of individual label
patches for the different patch sizes and the percentage of actually occurring
patches to theoretically possible patches.

Table 9: MSRC-21: Number of unique patches and fraction of actual patches
to theoretically possible patches with varying patch size.

patch size 3 x 3 5 x 5 7 x 7 9 x 9 11 x 11 13 x 13 15 x 15
quantity 10,855 95,383 344,317 792,208 1,363,645 1,966,514 2,558,347

percentage 8.99E-7 2.62E-27 5.73E-59 1.45E-101 5.03E-155 2.66E-219 2.31E-294
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Resulting from the higher number of semantic classes and training images,
the number of different patches for the smallest patch size of 3 × 3 already
totals almost 11,000, and it reaches over 2.5 million different patches for the
largest patch size of 15×15. The corresponding fraction of actually occurring
unique patches to theoretically possible patches starts resulting from the high
number of semantic classes out low with only a fraction of 9

10,000,000
percent

and rapidly decreases to around 2−300 for the maximum patch size of 15×15.
Figure 27 shows the increase for the quantities of individual patches and the
corresponding decrease for the percental occurrences with increasing patch
size.

Figure 27: MSRC-21: Evolution of unique patch quantity (left) and frac-
tion of actual occurrences to theoretically possible occurrences (right) with
varying patch size.

Again an exponential increase in quantity is visible for the smaller patch
sizes of 3 × 3 through 7 × 7. After that the increase becomes again linear,
as was the case for the Corel-100 dataset. The logarithmic plot on the right
side shows the decrease of the fraction of actually occurring to theoretically
possible label patches.
Similar to the previous chapter, Table 10 shows the quantity distribution
according to the number of semantic class labels per patch.
The 22 different homogenous patches that only consist of a single class label
stem from the 21 semantic classes plus the void class. Their total number
starts out high at 18.5 million and gradually decreases until it reaches around
15 million patches. For the patches consisting of two different class labels
the individual patches start out at around 7,500 for a patch size of 3× 3 and
reach 2.3 million different individual patches for the maximum patch size of
15× 15. The numbers on the right hand side of that column are higher than
those on the left hand side, indicating that many of the patches with two
different class labels occur multiple times. The number of individual image
patches with three different class labels gradually increases while the number
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Table 10: MSRC-21: Distribution of unique patches and their quantity with
varying patch size.

1 class 2 classes 3 classes 4 classes 5 classes
3 x 3 22 18,582,870 7,484 655,273 3,349 4,417 0 0 0 0
5 x 5 22 17,952,274 77,672 1,271,041 17,684 19,240 5 5 0 0
7 x 7 22 17,340,117 302,447 1,858,837 41,774 43,532 74 74 0 0
9 x 9 22 16,748,357 716,072 2,416,078 75,727 77,738 387 387 0 0

11 x 11 22 16,182,277 1,241,602 2,935,707 120,915 123,470 1,106 1,106 0 0
13 x 13 22 15,642,392 1,787,151 3,417,652 176,769 179,944 2,572 2,572 0 0
15 x 15 22 15,124,826 2,311,432 3,867,223 241,807 245,425 5,076 5,076 10 10

of their total occurrences stays similar to that of the individual patches. This
means that apart from a few thousand exceptions, most of the patches with
three different class labels only occur once. While for the Corel-100 dataset
the first patches with four different class labels did not occur before a patch
size of 13 × 13 was reached, for the MSRC-21 dataset the first occurrences
of patches with four semantic class labels are already detected at patch size
5 × 5. At the maximum patch size of 15 × 15 their number totals around
5000. At that patch size ten patches with even five different class labels are
extracted. No patch with four or five different labels occurs more than once
throughout the database.

Figure 28: MSRC-21: Distribution of patches with varying patch size, left:
unique patches, right: quantity of patches.

The left side of Figure 28 visualizes the progression of the distribution for the
individual patches for the varying patch size while the right side illustrates
the distribution of the total number of image patches. For the individual
patches, the largest increase happens for patches with two different classes,
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followed by those consisting of three different labels. For the total patch
quantity, the plot corresponding to the homogenous patches decreases in
the same manner that the plot denoting patches with two different classes
increases. Both diagrams look very similar to the ones presented in the pre-
vious chapter in Figure 25 except for the different scale.
Table 11 and Figure 28 give an illustration of the same information by con-
sidering the percental distribution.

Table 11: MSRC-21: Percental distribution of patches with varying patch
size.

1 class 2 classes 3 classes 4 classes 5 classes
3 x 3 0.203 96.57 68.95 3.41 30.85 0.02 0 0 0 0
5 x 5 0.023 93.29 81.43 6.61 18.54 0.10 0.005 0.0000 0 0
7 x 7 0.006 90.11 87.84 9.66 12.13 0.23 0.022 0.0004 0 0
9 x 9 0.003 87.04 90.39 12.56 9.56 0.40 0.049 0.0020 0 0

11 x 11 0.002 84.10 91.05 15.26 8.87 0.64 0.081 0.0057 0 0
13 x 13 0.001 81.29 90.88 17.76 8.99 0.94 0.131 0.0134 0 0
15 x 15 0.001 78.60 90.35 20.10 9.45 1.28 0.198 0.0264 0.0004 0.0001

Again the distribution is very similar to the one in Table 8 and Figure 26 for
the Corel-100 dataset. Most of the unique patches are accounted for by the
patches with two and three labels. Their quantities increase and decrease
respectively until they reach values of 90% and 10% respectively.

Figure 29: MSRC-21: Percental distribution of patches with varying patch
size, left: unique patches, right: quantity of patches.

The plots in Figure 29 visualize the respective increase and decrease for the
quantities of label patches with two and three different labels until they reach
a value of 90% and 10% respectively. The right side is again proportional to
the right side in Figure 28.
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8.2.5 Sowerby

The Sowerby dataset (details in Chapter 7.3) contains seven semantic classes,
like the Corel-100 dataset, and the training set consists of 52 images. The
Sowerby dataset contains the smallest images with a size of only 96 × 64
pixels. While the databases for the Corel-100 and the MSRC-21 dataset are
very similar in terms of evolution of patch quantity and distribution, the
databases for the Sowerby dataset are different on those accounts. Table 12
shows the evolution of quantities for the unique patches ranging from size
3× 3 through 15× 15 and the corresponding percentages.

Table 12: Sowerby: Number of unique patches and fraction of actual patches
to theoretically possible patches with varying patch size.

patch size 3 x 3 5 x 5 7 x 7 9 x 9 11 x 11 13 x 13 15 x 15
quantity 6,744 39,929 76,995 109,958 137,670 160,531 179,676

percentage 0.0167 2.98E-15 3.00E-35 3.88E-62 7.62E-96 2.42E-136 1.28E-183

The Sowerby dataset contains the same number of semantic classes as the
Corel-100 dataset, only 2 training images more, and the images are four
times smaller, yet where the Corel-100 database contains only 2,000 different
patches for a patch size of 3× 3, the corresponding database for the Sowerby
dataset already contains 6,744. This corresponds to a percental number
of occurrences described by the fraction of actually occurring patches to
theoretically possible patches of 17

1,000
percent which is comparatively high.

On the other hand the Corel-100 database contains 350,000 different patches
of size 15 × 15, whereas the Sowerby database only holds 180,000 patches
for the same patch size. A visualization of the progression of image patch
quantities and percental occurrences can be seen in figure 30.

Figure 30: Sowerby: Evolution of unique patch quantity (left) and fraction of
actual occurrences to theoretically possible occurrences (right) with varying
patch size.
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The quantity of the individual patches increases linearly starting at patch size
3× 3, until the increase grows less steep at patch size 9× 9. The fraction of
actually occurring label patches to theoretically possible number of patches
for the corresponding patch size shows a very similar decrease to that shown
by the other two datasets.
Table 13 once again shows the quantity distribution, broken down by the
number of different semantic categories per patch. Where even the MSRC-
21 dataset with its 21 plus 1 semantic classes only led to patches with at
most five different labels, the Sowerby dataset with its smaller images yields
patches that consist of all seven possible class labels.

Table 13: Sowerby: Distribution of unique patches and their quantity with
varying patch size.

1 class 2 classes 3 classes 4 classes
3 x 3 7 263,336 2,352 49,753 3,761 5,756 589 608
5 x 5 7 226,197 21,213 73,222 14,775 16,117 3,376 3,394
7 x 7 6 197,135 41,614 86,258 25,371 26,079 7,924 7,936
9 x 9 6 173,218 58,014 93,914 33,530 33,941 13,417 13,424

11 x 11 6 153,127 69,567 97,949 39,840 40,149 19,050 19,056
13 x 13 6 135,969 77,118 99,852 44,411 44,665 24,432 24,438
15 x 15 6 121,019 81,421 99,969 48,095 48,342 29,440 29,444

5 classes 6 classes 7 classes
3 x 3 33 33 2 2 0 0
5 x 5 500 500 58 58 0 0
7 x 7 1,817 1,817 257 257 6 6
9 x 9 4,250 4,250 712 712 29 29

11 x 11 7,512 7,512 1,592 1,592 103 103
13 x 13 11,225 11,225 3,054 3,054 285 285
15 x 15 15,111 15,111 4,970 4,970 633 633

The first thing that is observable in Table 13 is that already for patches
of size 7 × 7 six patches do occur that contain each of the possible seven
semantic classes. At the same patch size it is no longer possible to extract all
seven homogenous patches. This fact is originated by the semantic class ’road
marking’ that composes only tiny structures in the small images. Like for
the Corel-100 and MSRC-21 datasets, the absolute number of homogenous
patches gradually decreases, although a little faster than is the case for the
other two datasets. Another thing that is similar to the other two datasets is
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that the highest quantity of individual image patches is extracted for patches
with two different class labels. Their total number of occurrences starts out
at around 50,000 patches for patch size 3 × 3, reaches 73,000 at patch size
5 × 5, and levels between 90,000 and 100,000 patches for the patch sizes of
7× 7 through 15× 15. The comparison between left and right hand side of
the column marked ’2 classes’ indicates that for the smaller patch sizes many
duplicates do occur, while for the larger patch sizes the variety decreases. The
patches with three, four, five, and even six different classes show a relatively
strong increase in terms of quantity as the patch size is increased. In those
cases most of the patches extracted only occur a single time in the database.

Figure 31: Sowerby: Distribution of patches with varying patch size, left:
unique patches, right: quantity of patches.

Figure 31 shows a visualization of Table 13. The highest increase in quantity
is observed for individual patches with two different classes, but as noted
in the discussion of Table 13, the individual patches for three through six
different labels also show a relatively high increase when compared to similar
patches for the two other datasets. The diagram on the right denoting the
total number of patch occurrences shows a rapid decline for the homogenous
patches and a slow gradual increase for patches with more labels.
Table 14 and Figure 32 show the same distribution data for the different
label patches from a percental point of view. Again the homogenous label
patches make up a negligible portion of the unique patches and the better
part of the unique patches is made up by the unique label patches consisting
of two and three classes.
The right part of Figure 32 is again proportional to the right part of Figure
31 as was also the case for the other datasets. One thing that can be observed
when looking at the left part of the figure, denoting the percent-wise quan-
tity of the individual patches, is that the patches with three different class
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Table 14: Sowerby: Percental distribution of patches with varying patch size.
1 class 2 classes 3 classes 4 classes

3 x 3 0.104 82.42 34.88 15.57 55.77 1.80 8.73 0.19
5 x 5 0.018 70.80 53.13 22.92 37.00 5.04 8.46 1.06
7 x 7 0.008 61.70 54.05 27.00 32.95 8.16 10.29 2.48
9 x 9 0.006 54.22 52.76 29.40 30.49 10.62 12.20 4.20

11 x 11 0.004 47.93 50.53 30.66 28.94 12.57 13.84 5.96
13 x 13 0.004 42.56 48.04 31.25 27.67 13.98 15.22 7.65
15 x 15 0.003 37.88 45.32 31.29 26.77 15.13 16.39 9.22

5 classes 6 classes 7 classes
3 x 3 0.49 0.01 0.03 0.00 0 0
5 x 5 1.25 0.16 0.15 0.02 0 0
7 x 7 2.36 0.57 0.33 0.08 0.01 0.002
9 x 9 3.87 1.33 0.65 0.22 0.03 0.009

11 x 11 5.46 2.35 1.16 0.50 0.07 0.032
13 x 13 6.99 3.51 1.90 0.96 0.18 0.089
15 x 15 8.41 4.73 2.77 1.56 0.35 0.198

Figure 32: Sowerby: Percental distribution of patches with varying patch
size, left: unique patches, right: quantity of patches.

labels have a higher percentage than those with only two labels for patch size
3×3 before declining and staying roughly at 30% while the patches with two
different classes increase to roughly 50% and stay there for patches of size
5× 5 and larger.

This section presented the design details of the database that was imple-
mented to learn the patch prior knowledge. It also described how the database
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is queried and how it is generated. After a discussion of the theoretically pos-
sible number of unique label patches and arguments why this high number
will never be reached with natural images, the actual databases that were
generated for the experiments were examined in detail. For the three datasets
introduced in Section 7 patch prior databases for label patches of size 3× 3
to 15 × 15 were built and the resulting databases were analyzed in detail.
The influence of the patch size on the number of patches with different quan-
tity of classes was examined in terms of absolute numbers as well as for the
percental distribution.
The next section contains the actual experiments that were conducted on
the three datasets by utilizing the databases generated for the different patch
sizes.
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9 Experiments

This section presents the results of the experiments that were conducted on
the image datasets presented in Section 7. It shows the influence of the choice
of parameters like patch size, unary potentials or the weights determining the
relative importance of the potentials on the segmentation results. Chapter
9.1 describes the means of the evaluation with the evaluation parameters, the
form the results are presented in, and the evaluation framework itself. The
following Chapters 9.2, 9.3, and 9.4 deal with the outcomes of the experiments
that were conducted on the individual datasets and presents the results in
the form of tables and diagrams along with corresponding interpretations.

9.1 Evaluation

This chapter presents the means of evaluation that were taken to quantify the
segmentation results that could be achieved with the semantic segmentation
framework presented in Section 6. The first chapter presents the parameters
that are used to measure the quality of the segmentation results. Then the
evaluation framework, that was used to automatically evaluate the segmen-
tation results, is described. Finally, the different methods of comparison that
were used to rate the achieved results and compare them to the state-of-the-
art methods are discussed.

9.1.1 Evaluation Parameters

This chapter presents the parameters that are used in the process of evalu-
ating the system developed in the course of this master’s thesis.
Different literature uses different parameters to depict the quality of the se-
mantic segmentation results. The most commonly used measures are the
recall and the intersection vs. union measure:
Recall (also termed labeling accuracy, average pixel-wise accuracy, or av-
erage pixel-wise recognition rate): This measure denotes the percentage of
correctly labeled pixels:

TP

TP + FN
(8)

Intersection vs. Union: This measure also takes pixels into account that
were classified incorrectly:

TP

TP + FN + FP
(9)

The variables TP, FP, and FN denote pixels classified as true positive, false
positive, and false negative respectively.
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The segmentation accuracy is divided into two categories that are termed
with different names in the literature. The global level captures the percent-
age of image pixels that were classified correctly, and is called pixel accuracy
or global accuracy. The average level captures the average classification ac-
curacy per semantic category and is commonly referred to as class accuracy.

9.1.2 Evaluation Framework

The evaluation framework used in this thesis compares the output of the
semantic segmentation framework to the desired segmentation results repre-
sented by the annotated groundtruth. The scores that rate the quality of the
segmentation results are calculated according to the intersection vs. union
measure from Equation 9 for each of the segmented images. The output is
presented in the form of the average segmentation accuracy for each of the
semantic classes contained in the respective dataset, as well as the pixel or
global accuracy and the class or average accuracy.

9.1.3 Segmentation Accuracy and Patch Size

The main focus of the analysis of the results lies on the influence of the patch
size on the segmentation accuracy. The evaluation framework described in
the previous chapter rates the segmentation results that were calculated by
the semantic segmentation framework described in Section 6. The evaluation
process is repeated for various patch sizes and different weight parameters,
and each of the following chapters presents the results in the form of tables
and diagrams that display the segmentation accuracy versus the patch size.
The patch sizes range from the smallest possible size of 3 × 3 to a maxi-
mum size of 15 × 15 for all datasets. The tables and diagrams present the
evaluation results for two different sets of weight parameters that discern
the respective importance of the unary and pairwise potentials, as discussed
in Chapter 3.3. The weight for the unary potentials is kept constant at a
relatively high value of α = 500 for all the experiments to emphasize the
importance of the unary potentials that are manipulated to achieve the re-
fined semantic segmentation results. The influence of the parameter for the
pairwise potentials is examined by varying it between a very low parameter
of β = 10 and a slightly higher value of β = 50. If the results achieved
with different weight parameters are very similar, only the superior results
are presented and the rest is omitted. The beginning of each chapter deal-
ing with one of the datasets presented in Section 7 includes for comparison
purposes a table holding the segmentation accuracies of the maximum like-
lihood estimation (MLE) on the unary potentials and of a single graph cuts
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regularization that takes the unaltered unary potentials as input. All tables
and diagrams present the segmentation accuracies in percent.

9.1.4 Confusion Matrix

The segmentation results are also presented in the form of a confusion matrix
of object classes vs. object classes. This type of matrix gives an indication
of which semantic classes are classified correctly most frequently and which
classes can easily be confused with other classes. The presented confusion
matrixes capture the segmentation accuracies achieved with the parameter
set that leads to the highest rating in the evaluation process. The diagonal
elements of the square matrix contain the percentage of the correctly labeled
classes. The values are identical with the corresponding column in the corre-
sponding table. The non-diagonal elements of each row capture the amount
of confusion with the respective class denoted by the column. Table 15 shows
an example of a fictitious confusion matrix with three different classes.

Table 15: Example confusion matrix.
Class A Class B Class C

Class A 80 20
Class B 5 70 25
Class C 100

In this example, class A is correctly classified in 80% of all cases, and every
fifth time it is incorrectly classified as class B. Class B is correctly classified
in only 70% of all cases. 5% of all instances of class B are confused as being
of class A, and every fourth time class B is confused as being of class C. Class
C is always classified correctly in this example.
All tables representing the confusion matrixes present the amount of correctly
classified or confused pixels in percent.

9.1.5 Example Segmentation Results

Each of the chapters dealing with the evaluation results of the respective
datasets is concluded by a number of exemplary segmentation results illus-
trating the strengths and weaknesses of the developed semantic segmentation
framework.
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9.2 Corel-100

This chapter presents the semantic segmentation results that can be achieved
with the implemented semantic segmentation framework on the Corel-100
dataset introduced in Chapter 7.1. The outcomes are presented in the form
of tables and diagrams along with a discussion of the results.

9.2.1 Segmentation Accuracy and Patch Size

The first set of results that this chapter presents, consists of some baseline
segmentation accuracies. As mentioned in Chapter 6.2 the MLE is the basis
for the manipulation of the unary potentials in the two-step iterative pro-
cess, so the corresponding segmentation accuracy establishes a baseline that
should be exceeded by the developed method. Another goal is to improve
the segmentation results by iteratively applying the graph cuts approach to
the modified potentials. For that reason Table 16 holds the segmentation
accuracies for the MLE on the unary potentials and for a single graph cuts
regularization step on the potentials with the weight parameters that are
used in the further course of this chapter. The potentials for the Corel-100
dataset were calculated with the Automatic Labelling Environment.

Table 16: Corel-100: Segmentation accuracies for MLE and single graph cuts
regularizations on unary potentials, potentials calculated with ALE.

MLE
Graph Cuts Graph Cuts
α = 500, β = 10 α = 500, β = 50

rhino/hippo 78.07 75.89 41.62
polar bear 72.42 49.38 41.10
water 89.34 96.12 93.67
snow 78.20 79.27 77.85
vegetation 65.84 71.85 60.52
ground 56.72 48.90 46.73
sky 28.87 26.50 25.31

class accuracy 67.07 63.99 55.26
pixel accuracy 71.79 71.26 62.93

Table 16 shows the limitations of the potentials calculated with the ALE.
Where the results of a single graph cuts regularization step should lead to an
improvement for the segmentation accuracy compared to a simple MLE on
the potentials, in the case of the potentials calculated with the ALE, applying
graph cuts always leads to a decrease in segmentation accuracy. This decrease
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is rather small for the pixel accuracy and a low value for parameter β that
specifies the weight of the pairwise potentials, but already reaches 3% for the
class accuracy. For a higher value of β the accuracy decline is even worse.
Keeping these accuracy values in mind as baselines, Table 17 presents the
segmentation accuracies for a varying patch size while keeping the weight
values for the potentials constant.

Table 17: Corel-100: Evaluation results for varying patch size, potentials
calculated with ALE, α = 500, β = 10.

3 x 3 5 x 5 7 x 7 9 x 9 11x11 13x13 15x15
rhino/hippo 79.66 79.68 79.71 79.55 79.49 78.89 76.95
polar bear 73.68 75.29 76.18 76.93 77.76 76.45 77.63
water 91.62 92.27 93.20 93.68 93.89 94.79 92.03
snow 79.26 79.56 80.18 81.56 81.28 81.29 81.40
vegetation 67.86 68.30 69.02 69.78 70.78 70.91 70.86
ground 56.83 56.52 56.59 56.08 55.88 55.78 55.45
sky 28.64 28.92 29.82 29.43 29.09 29.02 26.99

class accuracy 68.22 68.65 69.24 69.57 69.74 69.59 68.76
pixel accuracy 73.15 73.48 74.03 74.46 74.66 74.68 73.90

Table 17 shows a gradual increase of the segmentation accuracy for most
of the seven classes with increasing patch size. The accuracies gradually
improve until a patch size of 11× 11 is reached, after which the values start
to decline again. Since this increase and the following decrease is almost
identical for the respective label classes, the resulting average class and pixel
accuracies show an identical ascent and descent for patch sizes 3× 3 through
11 × 11. In both cases the accuracy gain is about 1.5%. While the pixel
accuracy stays almost constant for patch size 13 × 13, the class accuracy
already gets worse again for this patch size. For image patches of size 15×15
the values of both average pixel and class accuracy decrease to similar values
as achieved with patch sizes 5× 5 and 7× 7. The highest segmentation score
in terms of average class accuracy and average pixel accuracy is achieved
with patch size 11× 11 for the parameter set of α = 500 and β = 10.
Figure 33 illustrates the evolution of the average class accuracy (blue) and
the average pixel accuracy (red) in the form of a diagram. The two plots pro-
ceed in almost parallel over the whole course of the diagram. The plot shows
the gradual parallel accuracy gain until a patch size of 11×11 is reached. For
patch size 13× 13 the average class accuracy then starts to decline while the
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Figure 33: Corel-100: Evaluation results for varying patch size, potentials
calculated with ALE, α = 500, β = 10.

average pixel accuracy stays constant for that patch size. Finally, the values
for both class and pixel accuracy distinctly fall for the maximum patch size
of 15× 15.
Table 18 shows the segmentation accuracies for the various classes and dif-
ferent patch sizes similar to Table 17 only with a slightly higher weight of
β = 50 for the pairwise potentials.

Table 18: Corel-100: Evaluation results for varying patch size, potentials
calculated with ALE, α = 500, β = 50.

3 x 3 5 x 5 7 x 7 9 x 9 11x11 13x13 15x15
rhino/hippo 81.81 79.79 80.41 80.65 79.13 78.70 77.49
polar bear 79.23 79.22 79.51 77.62 77.58 77.66 72.95
water 94.74 94.80 95.18 92.19 92.28 92.33 90.00
snow 76.57 77.15 78.26 78.62 78.35 78.48 78.88
vegetation 69.63 70.33 70.98 70.97 71.92 70.49 71.10
ground 55.90 55.58 55.39 55.80 56.09 55.28 54.44
sky 27.07 28.12 28.44 28.56 27.88 27.58 24.78

class accuracy 69.28 69.28 69.74 69.20 69.03 68.65 67.09
pixel accuracy 74.01 74.00 74.49 73.98 74.00 73.52 72.60

With the altered parameter set the different classes show a different evolu-
tion of their respective segmentation accuracies. Table 18 shows a gradual
increase in segmentation accuracy for class ’snow’ while for example the class
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’rhino/hippo’ starts out with a high accuracy of 81.81% for patch size 3× 3
before dropping to 79.79% for patch size 5× 5 and then again improving to
80.41% for patch size 7× 7. This behavior of the different classes is mirrored
by a resulting average class and pixel accuracy that stay practically constant
over the course of the patch sizes 3× 3 through 11× 11 with peaking accu-
racies for image patches of size 7× 7. The larger patch sizes of 13× 13 and
15× 15 again lead to a strong decline in both pixel and class accuracy.

Figure 34: Corel-100: Evaluation results for varying patch size, potentials
calculated with ALE, α = 500, β = 50.

Figure 34 shows the evolution of average class accuracy (blue) and average
pixel accuracy (red) that is represented by the values in Table 18. The plot
illustrates the almost unvarying accuracies for the smaller patch sizes with a
peak for size 7× 7, followed by a strong decline for the larger patches.

9.2.2 Confusion Matrix

This chapter presents the outcome of the experiments achieved with the
parameter set leading to the highest segmentation score. The parameters
are the usual α = 500 for the weight of the unary potentials and the low
value of β = 10 for the pairwise potentials. The best results can be achieved
for patch size 11× 11 for the Corel-100 dataset.
The diagonal of the confusion matrix holds the percentage values of the cor-
rectly labeled pixels. The values are identical to the corresponding column
in Table 17. The matrix shows that the class with the highest segmentation
accuracy is ’water’ with a value of almost 94%. This class is most frequently
confused with ’ground’ (3.76%) and sometimes with ’rhino/hippo’, ’vegeta-
tion’, and ’snow’. The class ’rhino/hippo’ that can achieve an accuracy of
about 80% has the highest confusion value of 13.57% with ’water’ followed
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Table 19: Corel-100: Confusion matrix for patch size 11 × 11, α = 500,
β = 10.
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rhino/hippo 79.49 13.57 4.54 2.41
polar bear 4.52 77.76 16.32 0.27 1.13
water 0.90 93.89 0.47 0.97 3.76
snow 0.35 8.91 0.98 81.28 1.33 7.14
vegetation 2.84 0.85 0.47 8.76 70.78 14.81 1.50
ground 10.31 0.88 4.67 9.34 18.93 55.88
sky 0.59 16.50 11.57 42.26 29.09

by 4.54% for ’vegetation’ and 2.41% for ’ground’. This makes sense, since for
the Corel-100 dataset in most images of hippos the hippo is surrounded by
water, and the rhino images contain rhinos in front of vegetation standing on
the ground. For the same reason the class ’polar bear’ with an average class
accuracy of 77.76% gets most frequently confused with ’snow’ (16.32%). The
class ’sky’ achieves with only 29.09% the lowest overall segmentation results
which is even lower than its confusion index with the class ’ground’ which
has a value of 42.26%. This poor performance is based on the fact that the
dataset only contains very few images with pixels of class ’sky’, and in the
few cases that do occur, the ’sky’ areas are mostly very small. In most cases
the areas consisting of ’sky’ pixels make up only a small part at the top of
the image and frequently get eliminated by the graph cuts regularization.
The next chapter presents some example segmentation results.

9.2.3 Example Segmentation Results

This final chapter for the evaluation of the Corel-100 dataset presents some
exemplary semantic segmentation results that could be achieved with the
presented method. Figure 35 shows eight examples with the original image
at the top row, the desired result consisting of the labeled groundtruth in
the middle row, and the segmentation results that were computed with the
implemented method for the parameter set of α = 500, β = 10, and a patch
size of 11× 11 at the bottom row.
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Figure 35: Corel-100: Example images, corresponding groundtruth, and
achieved segmentation results (top to bottom, respectively) for patch size
11× 11, α = 500, and β = 10.

The examples presented in Figure 35 show images of hippos (top left two)
and rhinos (top right two) and polar bears (bottom). The results show a high
level of similarity with the groundtruth in most of the cases. For the polar
bear at the bottom left the background is not always classified correctly and
the polar bear at the bottom right is incorrectly classified as being of class
’rhino/hippo’.
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9.2.4 Summary

The results presented in this chapter show that the implemented method
can yield good segmentation results for the Corel-100 dataset depending on
the choice of parameters. Table 20 shows a comparison of the accuracies
reported by the state-of-the-art methods with the best results achieved with
the presented method.

Table 20: Corel-100: Comparison of achieved results with state-of-the-art.

Method
accuracy

class pixel
Shotton et al. [42] - 74.6%
He et al. [19] - 80.0%
Toyoda & Hasegawa [46] - 83.0%
Method 69.74% 74.66%

Even though the presented method can with an average class accuracy of
69.74% and an average pixel accuracy of 74.66% not exceed the results re-
ported by the recent state-of-the-art methods of accuracies ranging from
74.6% up to 83%, the achieved segmentation accuracy exceeds the baseline
accuracies presented in Table 16 for all tested patch sizes. The results also
show that an increase in segmentation accuracy can be reached for increas-
ing patch sizes up to a certain point where the accuracy starts declining
again. Depending on the chosen set of weights for the unary and pairwise
potentials, using patches beyond a certain size becomes counterproductive.
The example segmentation results presented in Figure 35 show the high level
of similarity with the desired results represented by the manually labeled
groundtruth that the implemented method can achieve.
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9.3 MSRC-21

This chapter presents the semantic segmentation results that can be achieved
with the presented semantic segmentation framework on the MSRC-21 dataset
discussed in Chapter 7.2. The outcomes of the experiments are presented in
the form of tables and diagrams along with a discussion of the results.
The MSRC-21 dataset is the only dataset used in this master’s thesis for
which two sets of unary potentials are available. The first one consists of the
potentials calculated with the Automatic Labelling Environment that is also
used for each of the other datasets. The other potentials were calculated for
the use in [25] and are also used in parts of this evaluation to attain a valid
comparison to this state-of-the-art method.
The following chapter presents the results of the evaluation with a setup
that is identical to the one reported in [25]. Then Chapter 9.3.2 examines
the influence of the different unary potentials on the segmentation results.
This is followed, similar to the composition of the other chapters dealing with
the experimental results, by the discussion of the confusion matrix generated
with the best set of parameters and some exemplary segmentation results.

9.3.1 Segmentation Accuracy and Patch Size

Table 21 again establishes baseline segmentation accuracies for the evalua-
tions following here. The experiments presented in this chapter were con-
ducted on the same split into training and test data as used in [25]. Addi-
tionally to the two sets of unary potentials, there are also two different sets of
groundtruth data available for the MSRC-21 dataset as described in Chapter
7.2. As already discussed there, the groundtruth used in [25] presents the
problem that a lot of pixels are labeled as ’void’, especially in the areas of
transitions between two different label classes. Since a lot of the improve-
ment achieved with the implemented method happens in these areas, these
improvements are often not considered in the evaluation on this groundtruth.
For that reason the evaluation of the segmentation results is conducted one
time on the groundtruth with the many ’void’ pixels to reproduce the setup
that was used in [25], and a second time with the relabeled groundtruth to
notice a potential improvement in the otherwise unlabeled areas. Since the
groundtruth with the unlabeled areas is used in the state-of-the-art paper
of Krähenbühl and Koltun [25], this groundtruth will in the following be re-
ferred to as state-of-the-art groundtruth.
The parameter sets for the weights specifying the relative importance of the
unary and pairwise potentials were again chosen with α = 500 and β = 10
and β = 50 respectively.
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Table 21: MSRC-21: Evaluation results for MLE and single graph cuts reg-
ularizations on unary potentials, potentials as used in [25], two different sets
of groundtruth.

groundtruth as used in [25] relabeled groundtruth

MLE
GC: GC:

MLE
GC: GC:

α = 500, α = 500, α = 500, α = 500,
β = 10 β = 50 β = 10 β = 50

building 71.97 72.21 72.53 71.03 72.71 73.51
grass 98.18 98.47 98.62 88.50 89.15 90.02
tree 89.72 88.28 89.01 83.88 83.61 84.85
cow 84.33 82.65 81.90 88.10 88.71 89.36
sheep 80.57 81.38 81.80 82.97 84.86 86.04
sky 93.36 95.79 96.09 83.15 89.63 90.63
aeroplane 82.47 81.27 80.41 85.16 85.99 85.50
water 67.53 69.83 69.97 62.83 65.82 65.51
face 88.16 88.30 89.09 86.30 87.49 88.65
car 84.23 85.25 85.14 85.93 87.61 87.38
bicycle 91.15 90.24 89.55 91.45 91.34 91.01
flower 90.75 91.81 93.08 90.62 91.87 92.92
sign 70.00 76.08 77.89 71.17 78.94 80.99
bird 47.64 46.73 45.38 47.94 48.87 47.77
book 94.10 94.78 95.08 93.97 94.57 94.89
chair 59.33 60.04 59.82 61.07 62.11 62.37
road 88.80 89.30 89.11 82.43 83.83 83.92
cat 75.75 79.19 79.68 75.99 79.61 80.09
dog 46.05 44.19 46.21 46.32 44.53 46.58
body 79.94 81.84 80.29 79.41 82.53 81.09
boat 25.16 25.64 22.94 26.42 27.36 24.57

class accuracy 76.63 77.30 77.31 75.46 77.20 77.51
pixel accuracy 84.05 84.75 84.95 80.57 82.39 82.98

Table 21 shows the influence that the different sets of groundtruth images
have on the outcome of the evaluation. The two evaluations were conducted
on the completely identical unary potentials and the completely identical
output results from the graph cuts framework respectively. For the MLE on
the unary potentials the average class accuracy is 1% higher and the average
pixel accuracy is even 3.5% higher for the state-of-the-art groundtruth com-

79



pared to the relabeled groundtruth. Table 21 also shows the strength of the
potentials used in [25] which were calculated with the TextonBoost frame-
work [42] in comparison to the potentials calculated with the ALE. Where
the application of a single graph cuts regularization step on the unmodified
ALE potentials leads to a decline in segmentation accuracy, the better po-
tentials used in [25] lead to an accuracy increase of two and more percent
compared to the MLE on the unary potentials.
Table 22 presents the results of the semantic segmentation with the same split
into training and test data as used in [25], evaluated on the groundtruth also
used there.

Table 22: MSRC-21: Evaluation results for varying patch size, potentials
and groundtruth as used in [25], α = 500, β = 50.

3 x 3 5 x 5 7 x 7 9 x 9 11x11 13x13 15x15
building 71.53 71.68 71.79 71.93 71.97 72.15 72.19
grass 98.62 98.62 98.68 98.80 98.80 98.85 99.00
tree 86.76 86.64 86.13 85.76 85.80 85.77 85.38
cow 80.72 80.93 80.95 80.74 80.34 79.74 79.43
sheep 79.53 79.31 79.10 78.70 79.12 78.78 79.12
sky 95.97 95.96 95.96 96.10 96.10 96.07 96.24
aeroplane 80.08 79.76 79.66 79.05 78.79 78.05 77.15
water 70.20 70.41 70.62 70.96 70.82 70.91 71.01
face 88.61 88.47 88.22 87.67 87.73 87.22 85.94
car 85.41 85.35 85.03 84.96 84.14 84.46 83.74
bicycle 89.06 89.33 89.28 88.76 88.02 87.30 86.34
flower 92.66 92.93 93.15 93.16 92.97 93.44 93.27
sign 76.42 76.12 76.92 78.86 79.07 78.76 78.62
bird 46.92 47.26 46.02 45.26 44.70 44.66 44.62
book 94.99 94.99 95.18 95.27 95.40 95.45 95.45
chair 59.62 59.33 59.20 59.25 58.77 57.44 58.16
road 89.78 89.85 89.98 89.96 90.05 89.88 89.93
cat 78.10 78.47 79.29 79.33 78.02 78.02 78.64
dog 48.91 49.77 50.60 51.20 49.39 48.15 47.75
body 77.14 79.74 79.45 77.78 77.63 77.56 77.19
boat 22.28 21.06 20.55 18.19 17.59 16.94 15.37

class accuracy 76.82 76.95 76.94 76.75 76.44 76.17 75.93
pixel accuracy 84.54 84.62 84.65 84.66 84.54 84.45 84.38
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The 21 different classes in the MSRC-21 dataset show different developments
over the course of the increasing patch sizes. While classes like ’building’,
’grass’, or ’water’ experience a gain in accuracy with growing patch size,
other classes like ’tree’, ’car’, or ’boat’ at the same time show an accuracy
decline. This results in an average pixel accuracy that stagnates at around
84.5% and an average class accuracy that slowly degenerates from 77% down
to 76% for the evolution from small to large patch sizes.
The average class and pixel accuracies are also illustrated in the plots of
Figure 36.

Figure 36: MSRC-21: Evaluation results for varying patch size, potentials
and groundtruth as used in [25], α = 500, β = 50.

Figure 36 shows the average pixel accuracy (red) stagnating at around 84.5%
and the average class accuracy (blue) with a slight accuracy gain for patches
of sizes 5× 5 and 7× 7 followed by a decline of 1% until the maximum patch
size of 15× 15 is reached.
Since other configurations of weight parameters lead to very similar segmen-
tation results, these results are omitted.
As Table 22 and Figure 36 presenting the outcome of the evaluation on the
results achieved with weight parameters α = 500 and β = 50 presented, the
evaluation with the state-of-the-art groundtruth showed no improvement of
the segmentation accuracy, neither for the average class accuracy nor for the
average pixel accuracy.
Table 23 shows the outcome of the evaluation on the exactly identical re-
sults as those used for the generation of Table 22 but this time the relabeled
groundtruth is used.
Classes like ’building’, ’grass’, or ’water’, that gained accuracy with growing
patch size in Table 22 also show this behavior in Table 23, while classes like
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Table 23: MSRC-21: Evaluation results for varying patch size, potentials as
used in [25], relabeled groundtruth, α = 500, β = 50.

3 x 3 5 x 5 7 x 7 9 x 9 11x11 13x13 15x15
building 72.10 72.26 72.45 72.84 72.93 73.24 73.31
grass 90.13 90.20 90.45 90.81 91.02 91.20 91.31
tree 82.56 82.50 82.15 81.85 81.90 81.88 81.34
cow 88.04 88.35 88.60 88.54 88.28 87.80 87.75
sheep 83.68 83.47 83.42 83.26 83.94 83.72 84.07
sky 90.56 90.60 90.70 91.01 91.22 91.23 91.41
aeroplane 85.08 84.98 84.94 84.26 83.89 83.48 82.60
water 65.70 66.00 66.27 66.81 66.80 66.95 67.15
face 88.05 87.98 87.67 87.25 87.31 86.63 85.32
car 87.53 87.50 87.25 87.24 86.42 86.76 85.99
bicycle 90.48 90.68 90.79 90.40 89.90 89.39 88.48
flower 92.65 92.94 93.18 93.22 93.04 93.54 93.45
sign 79.39 79.03 79.97 82.07 82.28 82.19 82.11
bird 48.67 49.03 47.75 47.00 46.48 46.53 46.51
book 94.76 94.78 94.99 95.10 95.27 95.32 95.32
chair 61.89 61.73 61.82 62.11 61.95 60.98 61.83
road 84.87 84.98 85.19 85.34 85.55 85.51 85.59
cat 78.50 78.85 79.73 79.74 78.47 78.59 79.17
dog 49.31 50.18 51.01 51.62 49.82 48.57 48.17
body 77.96 80.64 80.39 78.80 78.74 78.71 78.34
boat 23.78 22.47 21.96 19.46 18.90 18.18 16.50

class accuracy 76.94 77.10 77.18 77.08 76.86 76.68 76.46
pixel accuracy 82.60 82.73 82.87 83.05 83.07 83.08 83.03

’tree’, ’car’, or ’boat’ again show a decline in class accuracy. This results in
a slightly higher average class accuracy for the best parameter configuration
compared to the other evaluation. The pixel accuracy that stagnated in the
case of the evaluation with the state-of-the-art groundtruth, now shows the
desired accuracy gain with increasing patch size, at least for patch sizes 3×3
through 9 × 9 after which the average pixel accuracy stays at around 83%.
Where in the case of the evaluation on the other groundtruth neither the
average pixel accuracy nor the average class accuracy could exceed the base-
lines established in Table 21 the evaluation with the relabeled groundtruth
leads for both accuracies to higher values than the baseline values.
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Figure 37 visualizes the evolution of the average class accuracy and the av-
erage pixel accuracy over the course of the increasing patch size.

Figure 37: MSRC-21: Evaluation results for varying patch size, potentials as
used in [25], relabeled groundtruth, α = 500, β = 50.

The plots in Figure 37 show that the average class accuracy (blue) is very
similar in magnitude and development to the corresponding plot in Figure 36.
The plot for the average pixel accuracy (red) shows the discussed accuracy
gain for the patch sizes 3× 3 through 9× 9 and the following stagnation at
around 83%.
While this chapter focused on the comparison with the results achieved in [25]
and the influence of the choice of groundtruth on the evaluation process, the
next chapter lays its emphasis on the influence of the chosen unary potentials.

9.3.2 Different Unary Potentials

This chapter examines the influence of the two different sets of unary po-
tentials available for the MSRC-21 dataset on the semantic segmentation
accuracy. Since the different sets of potentials were calculated by different
methods, the split into training and test data also differs. For that reason
a reduced test dataset was built from the intersection of the two respective
test sets (see Chapter 7.2 for details).
Table 24 establishes the baseline for the following evaluation results on this
reduced test set for the potentials calculated with the ALE and the state-
of-the-art potentials respectively. The values included in the table capture
the evaluation results for the MLE on the unary potentials and the results of
the application of a single graph cuts regularization step on the same unary
potentials.
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Table 24: MSRC-21: Evaluation results for MLE on unary potentials and
single graph cuts regularizations on potentials, left: potentials calculated
with ALE, right: potentials as used in [25].

ALE potentials potentials as used in [25]

MLE
GC: GC:

MLE
GC: GC:

α = 500, α = 500, α = 500, α = 500,
β = 10 β = 50 β = 10 β = 50

building 66.73 61.54 31.48 72.13 73.41 73.86
grass 81.26 83.79 81.16 88.54 88.63 89.93
tree 74.65 63.67 56.25 82.15 81.34 81.99
cow 91.59 86.24 27.21 87.71 88.80 89.74
sheep 71.31 18.60 0.00 91.81 92.77 93.62
sky 92.25 86.78 66.85 82.64 88.66 87.26
aeroplane 90.11 66.27 0.00 90.16 89.34 88.61
water 73.85 81.02 83.24 62.47 65.90 66.57
face 90.47 31.22 41.13 86.93 88.80 90.00
car 76.43 67.38 65.45 93.65 94.90 95.34
bicycle 88.84 92.21 97.70 90.36 90.42 89.93
flower 74.83 73.71 73.71 86.17 87.30 88.35
sign 61.28 62.70 43.94 76.31 87.98 94.69
bird 80.18 45.72 31.33 43.49 46.32 45.27
book 98.00 99.99 99.99 94.05 94.84 95.48
chair 68.88 58.99 23.82 56.06 58.15 57.89
road 76.58 60.70 48.33 87.68 89.24 89.00
cat 43.97 0.00 0.00 72.24 73.91 73.14
dog 69.78 46.64 46.72 41.55 35.73 35.61
body 82.96 50.91 23.69 73.95 79.19 78.71
boat 56.97 0.72 0.00 18.76 19.32 18.67

class accuracy 76.71 58.99 44.86 75.18 76.90 77.32
pixel accuracy 78.90 71.96 61.87 80.86 82.49 83.01

The comparison of the left and right columns in Table 24 shows that the
various classes achieve different class accuracies for the respective evalua-
tions of the MLE on the unary potentials. The classes ’building’, ’grass’,
and ’tree’ for example reach a class accuracy that is between 5 and 7 percent
higher for the state-of-the-art potentials than for the ALE potentials. The
classes ’cow’, ’sky’, or ’water’ on the other hand achieve higher class accu-
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racies for the ALE potentials. This results in an average class accuracy for
the two different evaluations that only differs by 1.5% and an average pixel
accuracy that differs by 2% for the evaluation on the MLE. In case of the
pixel accuracy the higher results are achieved with the ALE potentials and
for the class accuracy the state-of-the-art potentials yield the higher results.
The application of the graph cuts approach on the ALE potentials shows
a decline of the segmentation accuracy for both the class accuracy and the
pixel accuracy. For the better state-of-the-art potentials the application of
the graph cuts regularization leads to an improvement for both accuracies.
For the state-of-the-art potentials all evaluation results are very similar to
the corresponding results with the same parameters in Table 21.
Table 25 presents the segmentation accuracies achieved for patch sizes vary-
ing between 3×3 and 15×15 for the potentials calculated with the Automatic
Labelling Environment.
The table shows a slight increase in accuracy for most of the classes for the
smaller patch sizes of 3 × 3 through 9 × 9 or 11 × 11. This results in av-
erage pixel and class accuracies that also increase slightly until a patch size
of 11 × 11 is reached in the case of the class accuracy and until patch size
13×13 for the pixel accuracy. Even though the improvement for the increas-
ing patch sizes, in terms of segmentation accuracy, is not very pronounced in
case of the MSRC-21 dataset and the ALE potentials, the accuracies exceed
the baselines set by the MLE and the single graph cuts regularization on the
unary potentials presented in Table 24 for each of the chosen patch sizes.
Figure 38 visualizes the average pixel accuracy and the average class accu-
racy presented in Table 25 for the weight parameters α = 500 and β = 50
on the reduced test dataset.

Figure 38: MSRC-21: Evaluation results for varying patch size on reduced
dataset, potentials calculated with ALE, α = 500, β = 50.

85



Table 25: MSRC-21: Evaluation results for varying patch size on reduced
dataset, potentials calculated with ALE, α = 500, β = 50.

3 x 3 5 x 5 7 x 7 9 x 9 11x11 13x13 15x15
building 67.71 67.96 67.98 67.82 67.77 67.57 67.17
grass 82.62 82.61 82.64 83.26 83.12 83.71 83.83
tree 74.35 74.21 74.56 74.44 74.28 73.62 73.16
cow 92.97 93.30 93.53 93.53 93.59 93.41 93.12
sheep 71.58 71.63 71.58 71.40 71.49 71.39 71.83
sky 96.32 96.38 96.44 96.25 96.32 96.64 96.49
aeroplane 91.27 91.38 91.72 91.83 92.09 91.12 89.60
water 78.94 79.07 79.86 83.07 83.90 84.22 84.96
face 89.40 90.07 89.77 89.70 89.80 89.80 89.43
car 77.85 77.55 77.36 77.17 77.20 77.15 77.17
bicycle 88.25 88.40 88.24 88.35 87.48 87.56 87.40
flower 75.64 75.71 75.73 76.38 76.79 76.45 75.84
sign 62.34 62.56 62.56 62.54 62.54 62.52 62.52
bird 86.59 86.90 86.82 86.94 86.77 86.78 86.45
book 98.33 98.30 98.37 98.33 98.34 98.32 98.32
chair 68.28 67.99 67.61 68.27 67.44 65.78 65.29
road 75.74 75.75 75.60 75.77 75.82 75.76 75.88
cat 43.15 42.83 49.24 48.80 50.58 51.30 51.21
dog 74.49 74.88 75.35 76.49 77.93 78.02 78.01
body 85.58 85.41 86.02 85.23 85.65 85.56 85.12
boat 55.41 56.10 54.89 54.46 53.47 52.39 51.03

class accuracy 77.94 78.05 78.37 78.57 78.68 78.53 78.28
pixel accuracy 80.40 80.45 80.65 81.11 81.17 81.26 81.22

The plot for the pixel accuracy (red) in Figure 38 shows the accuracy gain of
0.8% over the course of the increasing patch sizes from 3×3 through 11×11.
The class accuracy (blue) also experiences an accuracy increase of 0.8% from
patch size 3× 3 until the patch size 9× 9 is reached. At patch size 11× 11
the pixel accuracy stagnates and at 9 × 9 the average class accuracy starts
declining again.
Table 26 shows the results of the evaluation on the semantic segmentation
results calculated on the same reduced test set as for the previous evaluation
with the same weight parameters of α = 500 and β = 50 but in this case
with the qualitatively better state-of-the-art unary potentials as used in [25].
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Table 26: MSRC-21: Evaluation results for varying patch size on reduced
dataset, potentials as used in [25], α = 500, β = 50.

3 x 3 5 x 5 7 x 7 9 x 9 11x11 13x13 15x15
building 72.44 72.68 72.67 72.94 73.17 73.09 73.10
grass 89.87 89.96 90.27 90.65 90.88 91.08 91.31
tree 81.56 81.44 81.19 80.81 81.30 81.06 80.45
cow 88.15 88.53 88.14 88.31 88.04 87.78 87.69
sheep 91.56 91.60 91.45 90.90 90.79 90.60 92.26
sky 87.22 87.28 87.42 87.74 88.10 88.20 88.23
aeroplane 88.39 88.42 88.63 88.57 88.39 87.32 86.87
water 67.02 67.15 67.81 68.62 68.46 68.62 68.89
face 89.32 89.15 89.12 89.22 89.01 88.52 86.82
car 95.43 95.39 95.59 95.27 93.90 93.84 92.98
bicycle 89.20 89.39 89.76 89.25 88.50 88.12 87.27
flower 88.01 88.36 88.81 88.93 88.57 89.46 89.56
sign 91.45 91.62 93.55 93.61 97.15 97.15 97.11
bird 43.69 44.50 44.40 43.42 42.95 43.14 42.97
book 95.19 95.21 95.66 95.81 96.20 96.29 96.29
chair 57.19 57.00 57.09 57.92 58.81 58.20 57.63
road 88.96 88.68 88.89 89.31 89.28 88.85 88.81
cat 72.08 72.31 73.08 72.65 72.04 71.75 71.39
dog 39.55 39.62 40.88 41.00 40.34 38.89 38.54
body 73.28 78.13 78.04 75.30 75.25 75.44 75.14
boat 16.92 14.99 14.36 12.87 12.54 12.20 14.46

class accuracy 76.50 76.73 76.99 76.81 76.84 76.65 76.56
pixel accuracy 82.58 82.70 82.94 83.09 83.21 83.18 83.17

For the case of the segmentation results achieved with the state-of-the-art
potentials the accuracy improvement over the course of the increasing patch
sizes is even less pronounced. The individual classes show only very little
improvement or decline in terms of class accuracy which results in a very
small overall gain for the growing patch sizes in case of the average pixel
accuracy of 0.6%. For the average class accuracy the values increase for the
patch sizes between 3 × 3 and 7 × 7 and start to decline after that. Again
the accuracy improvement with growing patch size is not very strong but the
baselines established by the MLE and graph cuts on the unary potentials can
be almost equaled or even exceeded for the larger patch sizes.
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Figure 39 illustrates the average pixel accuracy and the average class accuracy
for the weights of α = 500 and β = 50.

Figure 39: MSRC-21: Evaluation results for varying patch size on reduced
dataset, potentials as used in [25], α = 500, β = 50.

The average pixel accuracy (red) presented in Figure 39 shows a very slight
increase from 82.6% for patch size 3× 3 to 83.2% for patch size 11× 11 after
which the plot stagnates. The average class accuracy (blue) increases from
patch size 3 × 3 from a value of 76.5% to 77% for patch size 7 × 7. For the
larger patch sizes the average class accuracy declines again.

9.3.3 Confusion Matrix

The following table presents the evaluation of the best segmentation results
in the form of a confusion matrix. The presented results were achieved with
a patch size of 9 × 9 and weight parameters of α = 500 and β = 50. The
experiments were conducted on the same test set that was used in [25] and
the evaluation was performed on the relabeled groundtruth.
Table 27 presents the percentage of correctly classified pixels per class in the
diagonal of the matrix. The values are identical to those presented in Table
23. The classes ’grass’, ’cow’, ’sky’, ’face’, ’car’, ’bicycle’, ’flower’, and ’book’
achieve very high class accuracies of around 90%. The classes ’building’,
’tree’, ’sheep’, ’aeroplane’, ’water’, ’sign’, ’road’, ’cat’, and ’body’ reach an
accuracy between 70% and 80%. The classes ’bird’, ’chair’, and ’dog’ still
achieve a class accuracy of around 50% and only the class ’boat’ that is
underrepresented in the test images has a class accuracy of only 20%. Most
of the classes are most frequently confused with the classes they are usually
surrounded by, as for example ’cow’ and ’sheep’ with ’grass’ or ’boat’ with
’water’.
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9.3.4 Example Segmentation Results

This chapter presents some examples of the semantic segmentation results
that the implemented system could achieve on the MSRC-21 dataset. Fig-
ures 40 and 41 show eight examples with the input image at the top row,
followed by the annotated groundtruth in the second row, and the semantic
segmentation results calculated with the ALE potentials and the state-of-
the-art potentials in the third and fourth row respectively. The presented
groundtruth is the relabeled one and the parameters that were used in the
segmentation process are a patch size of 11 × 11 and weight parameters of
α = 500 and β = 50.

Figure 40: MSRC-21: Example images, corresponding groundtruth, and seg-
mentation results with ALE potentials and potentials as used in [25] (top to
bottom, respectively) for patch size 11× 11, α = 500, and β = 50 (Part 1).

The example segmentation results in Figures 40 and 41 show that the results
can achieve a high level of similarity to the annotated groundtruth for most
of the input images. In some cases, like the first three examples in Figure 40,
the system yields almost identical outputs for the different unary potentials.
For other images either the ALE potentials or the state-of-the-art potentials
can lead to the more accurate segmentation results. In some cases, like the
last two examples in Figure 41, the unary potentials used as input are flawed
and the system yields results that are obviously not correct.
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Figure 41: MSRC-21: Example images, corresponding groundtruth, and seg-
mentation results with ALE potentials and potentials as used in [25] (top to
bottom, respectively) for patch size 11× 11, α = 500, and β = 50 (Part 2).

9.3.5 Summary

The MSRC-21 dataset with its two available sets of unary potentials and
its two different sets of groundtruth data offers an excellent opportunity to
examine the influence of the deployment of different unary potentials in the
implemented method and the impact of different groundtruth data in the
evaluation process.

Table 28: MSRC-21: Comparison of achieved results with state-of-the-art.

Method
accuracy

class pixel
Shotton et al. [42] - 72.2%
Krähenbühl & Koltun [25] 86.0% 78.3%
Ladický et al. [27] 87% 77%
Method (groundtruth as used in [25]) 84.65% 76.94%
Method (relabeled groundtruth) 83.05% 77.08%
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Table 28 shows a comparison of the segmentation accuracies achieved with
the most successful set of parameters for the implemented method with the
accuracies reported by the state-of-the-art methods. The semantic segmen-
tation accuracies reported in papers discussed in Section 2 range between
72.2% and 78.3% for the average pixel accuracy and 86% and 87% for the
average class accuracy. The implemented method can achieve similar results
on the same test dataset for the class accuracy and also comes very close for
the pixel accuracy. The evaluation also shows that the presented method can
reach an improvement in terms of accuracy by increasing the chosen patch
size for the patch prior. The example segmentation results presented in the
previous chapter show that a high level of similarity between the output
of the system and the groundtruth can be reached for many of the input
images.
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9.4 Sowerby

This chapter presents the semantic segmentation results that can be achieved
with the implemented semantic segmentation framework on the Sowerby
dataset presented in Chapter 7.3. The outcomes are presented in the form
of tables and diagrams along with a discussion of the results.

9.4.1 Segmentation Accuracy and Patch Size

Table 29 shows the three baseline segmentation accuracies similar to the two
previous chapters. The weight parameters were again chosen with values of
500 for α and 10 and 50 for the two different choices of β respectively. The
potentials used in the following evaluations are again calculated with the
Automatic Labelling Environment.

Table 29: Sowerby: Segmentation accuracies for MLE and single graph cuts
regularizations on unary potentials, potentials calculated with ALE.

MLE
Graph Cuts Graph Cuts
α = 500, β = 10 α = 500, β = 50

sky 89.10 94.04 91.31
vegetation 76.61 79.31 75.01
road marking 1.03
road surface 87.86 79.45 69.94
building 38.61 30.47 18.30
street objects 1.81 1.73
car 18.55 10.25 5.42

class accuracy 44.79 42.18 37.14
pixel accuracy 80.11 78.29 71.85

Table 29 once again shows the limitations of the potentials calculated with
the ALE. The graph cuts regularization on the unary potentials again leads
to a decline of the segmentation accuracy compared to the simple MLE on
the unary potentials. For most of the classes the segmentation accuracy is
lower, compared to the MLE on the unary potentials, after a single graph
cuts regularization step except for the class ’sky’ that can achieve a higher
accuracy for both sets of weight parameters, and ’vegetation’ that can reach
a 3% higher accuracy for β = 10 than the MLE. Especially the classes ’road
marking’ that has already a very low value of only 1% and ’street objects’
(2%) get completely eliminated by the graph cuts regularization. These low
values are based on the small size of the images and the even smaller size of
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the corresponding structures in these images. These low values in turn lead
to a very low average class accuracy.
Table 30 shows the first set of segmentation results for weight parameters
α = 500 and β = 10 that should in the best case exceed the baselines
presented in the previous table.

Table 30: Sowerby: Evaluation results for varying patch size, potentials
calculated with ALE, α = 500, β = 50.

3 x 3 5 x 5 7 x 7 9 x 9 11x11 13x13 15x15
sky 94.32 94.60 94.75 95.14 95.07 93.90 92.33
vegetation 82.79 81.56 81.83 82.63 82.25 81.60 77.42
road marking 1.18
road surface 92.07 91.91 91.90 91.28 90.75 90.43 90.08
building 35.94 36.42 35.77 33.12 29.20 24.15 11.37
street objects 1.73 1.73 1.73 1.73
car 16.53 11.61 4.83

class accuracy 46.37 45.41 44.40 43.41 42.47 41.44 38.74
pixel accuracy 84.91 84.37 84.45 84.45 83.88 83.08 80.35

Table 30 shows that the segmentation accuracy decreases over the course of
the rising patch size for most of the semantic classes. Only the class ’sky’
shows a slight accuracy increase for increasing patch size until the larger sizes
of 13×13 and 15×15 are reached. This results in a gradual decrease of both
the average class accuracy and the average pixel accuracy. This behavior
results from the small images that the Sowerby dataset consists of. For the
smaller patch sizes of 3 × 3 and 5 × 5 the average pixel and class accuracy
results exceed the baseline results established by the MLE and graph cuts
regularizations on the unary potentials from Table 29. While the average
pixel accuracy still stays well above the baseline for the patch sizes of 7× 7
through 13× 13, the average class accuracy strongly declines for these patch
sizes. These results give the first indication that the developed method is
less suitable for images below a certain size. Especially smaller objects,
like in the case of the Sowerby dataset objects consisting of pixels of the
classes ’road marking’, ’car’, and ’street objects’, that are already severely
underrepresented by the unary potentials, get completely eliminated for the
larger patch sizes.
Figure 42 again visualizes the average class and average pixel accuracies in
the form of a diagram.
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Figure 42: Sowerby: Evaluation results for varying patch size, potentials
calculated with ALE, α = 500, β = 50.

The plots illustrate what has already been discussed in the previous para-
graph. The plot for the pixel accuracy (red) starts out at an accuracy of 85%
for the patch sizes of 3× 3 and slowly declines to 83% for size 13× 13 until
drastically dropping to 80% for 15 × 15. The class accuracy (blue) shows a
much faster decline from 46.4% for patch size 3 × 3 down to 38.7% for the
maximum image patch size of 15× 15.
Other choices for the weight parameters α and β yield similarly bad results
and are for that reason not included in the further discussion.

9.4.2 Confusion Matrix

This chapter presents the results for the best outcome of the experiments on
the Sowerby dataset in the form of a confusion matrix. The parameter set
that yields the best results consists of α = 500 and β = 50. As discussed
earlier, the small image size causes the implemented method to achieve worse
results for the larger patch sizes than for the small patches. While there is
still a slight accuracy increase compared to the baseline set by the MLE
on the unary potentials for the larger patch sizes, the best results in terms
of accuracy can be achieved with the minimum patch size of 3 × 3 for this
dataset.
The diagonal of the confusion matrix holds the per class accuracy values from
Table 30. The highest accuracies of 94.32% and 92.07% can be achieved for
the classes ’sky’ and ’road surface’ respectively. Both classes show their high-
est confusion index of 4.4% and 7.78% with class ’vegetation’ respectively.
Class ’vegetation’ reaches with 82.79% the next highest accuracy and is most
frequently confused with ’sky’, ’road surface’, and ’building’ instances. The
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Table 31: Sowerby: Confusion matrix for patch size 3× 3, α = 500, β = 50.
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sky 94.32 4.40 0.07 1.21 0.00
vegetation 7.26 82.79 5.40 4.29 0.02 0.23
road marking 0.30 0.59 1.18 94.83 3.10
road surface 0.00 7.78 0.02 92.07 0.11 0.01
building 4.28 53.00 4.72 35.94 1.06 1.00
street objects 14.92 51.85 12.58 16.80 1.73 2.11
car 0.51 28.31 22.97 31.69 16.53

class ’building’ shows with only 36% a poor performance and the class ’veg-
etation’ that it is easiest confused with achieves a confusion index of 53%
for this class. Class ’car’ performs even worse and only reaches an accuracy
of 16.5%. It is mostly confused with the classes ’building’, ’vegetation’, and
’road surface’, by which it is most frequently surrounded. Finally, the classes
’street objects’ and ’road marking’, that only form very small structures in
the small images, are almost nonexistent in terms of segmentation accuracy.
The ’street objects’ class is in 53% of all cases confused with the ’vegetation’
class and also in almost equal parts by ’building’, ’sky’, and ’road surface’.
The ’road marking’ class is almost exclusively confused with the ’road sur-
face’ class that it appears on in the images.

9.4.3 Example Segmentation Results

This chapter concludes the discussion of the evaluation for the Sowerby
dataset and shows some examples of the semantic segmentation results that
could be achieved with the presented method. Figure 43 shows four examples
with the original image at the top row, the desired result consisting of the la-
beled groundtruth in the middle row, and the segmentation results that were
calculated with the implemented method for the parameter set of α = 500,
β = 50, and a patch size of 3× 3 at the bottom.
The results presented in Figure 43 show the problem that comes with the
small size of the images in the Sowerby dataset. Very small structures like the
road markings or the road sign in the rightmost image get eliminated by the
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Figure 43: Sowerby: Example images, corresponding groundtruth, and
achieved segmentation results (top to bottom, respectively) for patch size
3× 3, α = 500, β = 50.

graph cuts regularization. This is also true for example for the small areas
of pixels labeled as ’sky’ (red) in the second image from the right. On the
other hand, similar areas, that are a bit larger, in the rightmost image, get
enlarged over the course of the iterations. The overall similarity between the
segmentation results and the desired outcome represented by the annotated
groundtruth in the middle row is fairly high.

9.4.4 Summary

The evaluation of the results in the previous chapter shows the limitations
for the implemented method when dealing with images below a certain size.
The very small structures in the original images lead to very small structures
in the calculated unary potentials, if they are captured at all. The iterative
modification of the unary potentials and the subsequent application of the
graph cuts approach frequently lead to a complete elimination of these tiny
structures over the course of the iterations. The result is a very low seg-
mentation accuracy for the corresponding class (sometimes even 0), which in
turn leads to poor average class accuracies.
Table 32 shows a comparison of the segmentation accuracies reported by the
state-of-the-art methods with the best results achieved with the implemented
method.
While the achieved average pixel accuracy of almost 85% is quite good com-
pared to the one achieved for the Corel-100 dataset (74.66%), the class ac-
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Table 32: Sowerby: Comparison of achieved results with state-of-the-art.

Method
accuracy

class pixel
Shotton et al. [42] - 88.6%
He et al. [19] - 89.5%
Toyoda & Hasegawa [46] - 90.0%
Method 46.37% 84.91%

curacy of only 46.37% is pretty low. This low value is based on the fact that
the very small structures of the classes ’road markings’ and ’street objects’,
that get almost eliminated with the graph cuts approach, lower the average
value of the class accuracy. Again the reported state-of-the-art results rang-
ing from 88.6% to 90.0% can not be exceeded, but the established baselines
of 80% and lower from Table 29 can always be topped with the implemented
method. The example segmentation results presented in the previous chapter
show that a high similarity between the desired output, represented by the
groundtruth, and the segmentation results, achieved with the implemented
method, can be reached. The analysis of the results in this chapter shows
that while larger patch sizes also lead to still decent results compared to the
baseline of applying the MLE to the unary potentials, the best results are
achieved for the minimum patch size of 3 × 3. This leads to the conclusion
that the presented method is not very suitable for very small images.

This section presented the experimental results that could be achieved with
the semantic segmentation framework implemented in the course of this mas-
ter’s thesis. First the means of evaluations were discussed with an intro-
duction of the measures for the segmentation accuracy and the evaluation
framework as well as a short discussion of the different experiments that
were conducted. Then the experimental results for each of the three datasets
presented in Section 7 followed. The outcomes of these experiments were pre-
sented in the form of tables and diagrams with corresponding interpretations
of the results. The results show that the implemented method can achieve
good results that are comparable to the state-of-the-art results although the
presented method follows a much simpler approach than most of the other
methods. The implemented system can achieve the task that it set out to
fulfill, which is a gradual improvement of the segmentation results with the
application of an iterative approach. Another fact that was made obvious
by the experiments is that the presented method strongly depends on the
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quality of the precomputed unary potentials. If they are flawed, the system
can not compensate for that circumstance, and if they already yield suffi-
ciently accurate segmentations, the system only leads to very small further
improvements.
The next section completes this master’s thesis with the conclusion. The
achieved results are discussed one final time along with the strengths and
weaknesses of the implemented method. Finally, a short outlook is given for
possible future improvements to the presented method.

99



10 Conclusion

This section presents a final discussion of the results that could be achieved
with the implemented semantic segmentation framework. The system is
based on the current state-of-the-art method of interpreting the semantic
segmentation problem as an energy optimization problem and like most of
the other state-of-the-art approaches it uses graph cuts regularization as in-
ference method. The implemented system enhances the standard semantic
segmentation pipeline by introducing prior knowledge on the semantic level
with the help of databases that are generated from label patches of different
sizes. The prior knowledge consists of a histogram of occurrences for all la-
bel patches that are extracted from a set of training images. The resulting
databases are then used to determine the probability for each possible class at
every pixel location under the learned prior for the intermediate segmentation
results, and to update them accordingly. This process is repeated iteratively
until convergence. The goal of this method is to avoid configurations of se-
mantic categories that are unlikely or impossible under the learned prior.
Even though the approach used by the implemented method is much sim-
pler than most used by other methods presented in Section ’Related Work’,
comparable results can be obtained, as presented in the previous section.
The experiments show that the semantic segmentation results achieved with
the implemented method in general have a high level of similarity with the
desired segmentation, represented by the annotated groundtruth. The tests
also proved that the system meets one of the goals that was set prior to the
start of the implementation, which was to gradually improve the semantic
segmentation based on a rough initial segmentation by using an iterative
approach. The method actually does show a step-by-step improvement of
the semantic segmentation and a fast convergence in only a low one-figure
number of steps for most of the input images.
The main improvement in the segmentation accuracy can be reached at
the borders between two different class labels. This generally results in a
smoothing of the edges between objects of two semantic classes, as the pre-
sented exemplary segmentation results can show. As the experiments with
the MSRC-21 dataset in Chapter 9.3 showed, this can lead to minor problems
in the course of the evaluation process if the annotated groundtruth is not
defined very well in those regions. This is one of the weaknesses of the pre-
sented method. It demands the use of a sufficiently annotated groundtruth
in the training phase to obtain an adequate number of fully labeled label
patches from the training images. If the training data contains many unla-
beled pixels, the system learns label patches including the ’void’ class that
will not occur in the intermediate segmentation results.
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Another fact, that was especially manifested in the experiments with the
MSRC-21 dataset, was the influence of the quality of the precomputed unary
potentials. If those potentials already yield a sufficiently accurate semantic
segmentation, as is the case for the publicly available set of potentials for
the MSRC-21 dataset, the presented system can only yield a negligibly small
further improvement in terms of segmentation accuracy. If on the other hand
the potentials are imprecise and not particularly smoothed at the transitions
between labels, as is the case for the potentials calculated with the Automatic
Labelling Environment, the segmentation accuracy improvements that can
be achieved with the implemented method can be very high. One thing that
the presented framework can not compensate for, is the occurrence of flawed
potentials. If the precomputed unary potentials contain large areas of pixels
that are labeled incorrectly, the system is unable to eliminate them. These
facts lead to the conclusion that the implemented system strongly depends
on the quality of the precalculated unary potentials.
Another goal of this master’s thesis was to examine the influence of the chosen
patch size on the quality of the semantic segmentation results. The experi-
ments prove that a prior learned on patches of larger size can lead to more
accurate segmentation results in many cases. This circumstance is based
on the fact that larger label patch sizes lead to priors that are much more
precise. The results show that a gradual improvement of the segmentation
accuracy can be achieved in most cases up until a certain point is reached
where the accuracy starts to decline again. These tests also showed that the
method is only suitable for images above a certain size. The results for the
Sowerby dataset in Chapter 9.4 show, that for images that are too small the
learned prior and the resulting regularizations lead to a decrease in segmen-
tation accuracy for larger patch sizes because the tiny details included in the
small images are eliminated in most cases.
One last weakness that the presented semantic segmentation framework ex-
periences is the fact that it is not capable of calculating the segmentation
results in a real-time appropriate time frame since the precomputation of the
unary potentials and the precomputation of the patch prior database in the
training phase is very time consuming.

While the accuracy of the semantic segmentation results achieved with the
presented approach is sufficiently high, considering the relative simplicity of
the method, there is still possible room for improvement.
One possibility for further improvement of the system is to replace the simple
approach of using a histogram of label patch occurrences by using a Gaussian
Mixture Model (GMM) or Mixture of Multinomials.
Another approach would be to take similarities between label patches into
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account. The current implementation only considers the number of occur-
rences of learned label patches that have the exact same configuration as the
label patch under examination. If only one pixel differs, the corresponding
label patch is not considered in the calculation of the prior. This shortcoming
could be circumvented by encoding similarities between label patches in the
prior database with the help of some kind of median patch for similar class
label constellations. This would also result in a reduction of the necessary
training images to generate a sufficiently large prior database.
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A Abbreviations

ALE Automatic Labelling Environment
CRF Conditional Random Field
EPLL Expected Patch Log Likelihood
GC Graph Cuts
GMM Gaussian Mixture Model
HMM Hidden Markov Model
HoG Histogram of Gradients
HOG Histogram of Oriented Gradients
ICM Iterated Conditional Modes
LBP Loopy Belief Propagation
LUV Luminance, Chrominances U and V (color model)
MAP Maximum A Posteriori
mCRF multiscale Conditional Random Field
MEMM Maximum Entropy Markov Model
MLE Maximum Likelihood Estimation
MRF Markov Random Field
NN Nearest Neighbor
SIFT Scale Invariant Feature Transform
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