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Chapter 1

Introduction

Weather has an essential influence on many business activities. Regarding for instance en-
ergy production, weather has an enormous impact on profits and losses, because the demand
for energy (electricity, gas) is highly correlated with the temperature. Therefore, a market
for trading financial contracts based on temperature events has emerged in the last decades.
Most of these contracts depend on certain temperature conditions, called weather derivatives
and more particularly temperature derivatives. The contracts are a new type of securities and
differ from insurance contracts. If an insurance owner claims a loss, he has to prove that
a loss has occurred on his insured title. Another characteristic of traditional insurance con-
tracts is that they are not geared to cover monetary losses as a consequence of temperature
variation, but rather losses as a consequence of extreme weather conditions e.g. floods and
drought.
On the contrary, weather derivatives are a valuable tool for managing risk, because they tend
to reduce the risk caused by temperature variations. A typical example, already mentioned
above, is an energy producer, for whom warm weather during the winter or low tempera-
ture during the summer may incur significant losses in earnings. The enterprise may buy
a temperature derivative to compensate the losses if the temperature is too high or too low
during the according season. Clearly, the enterprise has to pay for this contract, namely the
premium charged by the counterparty of the contract. If the summer is too cold or the winter
too warm, a contract could cover all, or a part of the incurred losses caused of temperature
variation. If the seasons are not atypical, the enterprise will only lose the premium paid for
the contract. There are many different structures of weather derivatives and they often de-
pend on the needs of the investor.
Standardized weather derivatives are traded at the Chicago Mercantile Exchange (CME)1.
The market for weather derivatives exists since 1999 and there are two different classes of
standardized contracts: temperature futures and options on temperature futures. All of them
are linked to different temperature indices (see Section 3.1.2). The indices are based on mea-
surement locations in the USA, Canada, Europe and Asia.
Especially in Europe, where the weather market is growing, there already exists another en-

1http://www.cmegroup.com
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Chapter 1. Introduction 6

terprise which offers weather derivative contracts, namely Celsius Pro2. In addition to the
regulated standardizied market, there also exists an unregulated market, the so called over-
the-counter (OTC) market. Nevertheless, in Austria temperature derivative contracts are rare.
Temperature linked derivatives hardly exist in Austria, and also alternative forms to insur-
ance contracts against extreme weather conditions like CAT-bonds, are not popular.
Therefore, the objective of this thesis is the consideration of different methods for modeling
the temperature and pricing methods of weather derivatives. We start with considering dif-
ferent stochastic temperature models and apply them to temperature data from Graz Airport
(Thalerhof). Subsequently we pay attention to the derivation of derivatives linked to different
temperature indices, which are traded at CME. In Chapter 4 we consider a spatial problem
of temperature derivatives. This method is helpful for firms whose losses are influenced by
temperature changes in entire areas rather than just in cities. This derivative method could
be helpful for energy producers and farmers to hedge their monetary losses caused by tem-
perature influences.
In Chapter 5 and 6 we present other methods for pricing derivatives with non-tradeable un-
derlyings. There we first concentrate on optimal cross hedging, where we use the negative
correlation of risk exposure of different agents on the market. An improved approach is
investigated in Chapter 6, where the price and the optimal hedging strategy is expressed in
terms of forward-backward stochastic differential equations. In both parts we assume an ex-
ponential utility framework for an indifference pricing approach.
Finally hybrid CAT-bonds are discussed, which are modifications of simple CAT-bonds and
linked to the stock market.

2http://www.celsiuspro.com



Chapter 2

Stochastic Modeling of Temperature

In this chapter we analyse stochastic processes for modeling the dynamics of daily mean tem-
perature. We consider a mean-reverting Ornstein-Uhlenbeck process with different volatility
functions. In addition to the analysis of the models we apply them to temperature data form
Graz Airport (Thalerhof). We simulate the different models and compare the simulated paths
with the observed temperature. The chapter ends with some possible improvements of the
models. We mainly follow Alaton et al. [3], Bhowan [17] and Benth and S̆altytė-Benth [13].

2.1 Weather data

Let us first consider the temperature data, which we got from ZAMG (Zentralanstalt für Me-
teorologie und Geodynamik) for the weather station located at the airport of Graz (Thaler-
hof). The data set consists of daily mean temperature1 in the period January 1, 1961 until
February 16, 2009, resulting in 17579 observations (the data set is complete). The data set
includes leap days entries, which we will not consider in the later explanations.
To construct the different models we only use the data until December 31, 2007, because

from January 1, 2008 until February 16, 2009 can be used to the compare observed with the
modeled temperature. If we take a look at the histogram of the daily average temperature
(Figure 2.1), it indicates, that the data are not normally distributed. The Shapiro Wilk test
also rejects normality. The figure shows a negative skewness and a negative kurtosis, which
is confirmed in Table 2.1. This result is caused by the cold and warm seasons in Austria.
On the other hand it will be reasonable to assume a normal distribution, for the daily temper-
ature differences (cf. Figure 2.2). Though, small differences in the daily mean temperature
will be underestimated. This indicates that a Brownian Motion model for the time evolution
of daily temperature differences could be useful. (cf. Section 2.5.4).

1usually defined to be the average of the maximum and minimum temperature over a 24h-time horizon for
the specific date

7



Chapter 2. Stochastic Modeling of Temperature 8

Figure 2.1: Histogram of daily mean temperature from Graz in the period from January 1,
1961 until December 31, 2007

Figure 2.2: Histogram of the daily temperature differences from Graz in the period from
January 1, 1961 until December 31, 2007
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Minimum Maximum Mean Skewness Kurtosis
-20.3 28.5 9.4 -0.26 -0.81

Table 2.1: Summary

Figure 2.3: Observed daily mean temperature from Graz in the period from January 1, 1998
until December 31, 2007, together with the regression line.

The temperature varies between -7 degrees in the winter and about 23 degrees during the
summer, as we can see in Figure 2.3. It is obvious that the temperature process should be
a mean-reverting process with seasonality. To shape the seasonal dependence it is possible
to use a trigonometric function (e.g. sine or cosine). A simple regression model (Table 2.2)
shows that a weak positive, significant, linear trend exists. (in the considered period the daily
mean temperature increased by about 3.18 degrees)

Intercept Slope
7.81 0.000185

Table 2.2: Values of the linear regression model

There are several plausible reasons for the increase, for example global warming or the
urban heating2 or especially at the observation site, the increase of flights at the airport (see
Kabas [39]).

2.2 General assumptions for the models

Now we introduce some general assumptions, which are valid for all considered models. Let
(Ω,F ,P) be a probability space with a filtration {Ft}t≥0.

2temperature rises in areas nearby big cities
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Definition 2.1 (Ornstein-Uhlenbeck-Process) The unique solution of the equation

dX(t) = −αX(t)dt+ σdB(t) (2.1)

with α ∈ R, σ > 0 and B(t) a Brownian motion, is called Ornstein-Uhlenbeck process.

Theorem 2.1 The solution of (2.1) is given by

X(t) = X(0)e−αt + σ

∫ t

0

e−α(t−u)dB(u). (2.2)

Proof:
If σ = 0 then the solution is

X(t) = X(0)e−αt.

Let us consider
Y (t) = X(t)eαt.

It follows:

dY (t) = d(X(t)eαt) = X(t)d(eαt) + (dX(t))eαt + (dX(t))d(eαt)

= X(t)αeαtdt+ eαt (−αX(t)dt+ σdB(t))

= σeαtdB(t)

By integrating we obtain:

Y (t)− Y (0) = σ

∫ t

0

eαudB(u)

Y (t) = X(0) + σ

∫ t

0

eαudB(u)

using X(t) = Y (t)e−αt and the result follows. �

In the following we want to model the temperature as a stochastic mean-reverting process.
Hence we consider the Vasicek mean reverting model, which is a widely used interest rate
model. The process is defined as the following stochastic differential equation (SDE):

dT (t) = θ(M(t)− T (t))dt+ σ(t)dB(t), (2.3)

where T (t) is the daily mean temperature, θ the speed of reversion (constant), σ(t) the
volatility of the process, B(t) a Brownian Motion and M(t) the mean to which the pro-
cess reverts. The mean reversion model has been suggested by Dornier and Querel in [29].
They showed that (2.3) only reverts to M(t) (we require E(T (t)) = M(t)), if the parameter
M(t) is constant (see Bhowan [17]).
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However, M = M(t) should be a deterministic function for our purposes which models
the trend and seasonality of the temperature. To obtain a stochastic process that reverts to
M(t) we have to add the term

dM(t)

dt
.

Then we obtain a model for the evolution of temperature as a generalized Ornstein-Uhlenbeck
process of the form

dT (t) =

[
(θ(M(t)− T (t)) +

dM(t)

dt

]
dt+ σ(t)dB(t). (2.4)

Theorem 2.2 The solution of (2.4) is

T (t) = (T (0)−M(0))e−θt +M(t) +

∫ t

0

e−θ(t−u)σ(u)dB(u). (2.5)

Proof:
Applying partial integration to dT (t)eθt we obtain

dT (t)eθt = T (t)deθt + eθtdT (t)

= θT (t)deθt + eθtdT (t).

By inserting (2.4) for dT (t) it follows that

dT (t)eθt = θT (t)eθtdt+ eθtdM(t)− θeθtT (t)dt+ θeθtM(t)dt+ eθtσ(t)dB(t)

= θeθtM(t)dt+ eθtdM(t) + eθtσ(t)dB(t).

We obtain by partial integrating

T (t)eθt = T (0) +

∫ t

0

θeθuM(u)du+

∫ t

0

eθudM(u) +

∫ t

0

eθuσ(u)dB(u)

= T (0) + eθtM(t)−M(0) +

∫ t

0

eθuσ(u)dB(u).

�

2.3 Model A

After some general assumptions we start with the first stochastic temperature model. It
is similar to the model of Alaton et al. [3] and our analysis will be based on the same
assumptions. We have to estimate the parameters of equation (2.4). As already mentioned
above, M(t) should be a deterministic function which models the trend and the seasonality.
If we look at Figure 2.3, the behavior of the temperature suggests (according to Alaton et al.
[3]), to choose M(t) as

M(t) = a+ bt+ c sin(ωt+ φ) (2.6)

with ω = 2π
365

. This gives a good fit of periodic temperature data. To estimate the numerical
values of equation (2.6) we use ordinary least squares (OLS).
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2.3.1 Estimation of the mean temperature function

We can write equation (2.6) as follows

M(t) = a+ bt+ c(sin(ωt) cos(φ)) + c(sin(φ) cos(ωt)). (2.7)

It would be possible to estimate (2.7) using a nonlinear regression, but we transform (2.7) to
a linear function.

M(t) = a+ bt+ α1t1 + α2t2 (2.8)

with α1 = c cos(φ), α2 = c sin(φ), t1 = sin(ωt) and t2 = cos(ωt). To estimate the parame-
ters of (2.8) we then apply OLS. We get the following numerical values:

a = 7.86, (2.9)

b = 0.00017, (2.10)

c =
α1

cos(φ)
=
−2.70

0.24
= −10.89, (2.11)

φ = tan−1

(
α2

α1

)
= tan−1

(
−10.55

−2.70

)
= 1.32. (2.12)

We obtain the following function for the mean temperature:

M(t) = 7.86 + 0.00017t− 10.89 sin

(
2πt

365
+ 1.32

)
. (2.13)

In this formula we see the weak significant trend already mentioned above. Figure 2.4 rep-
resents the observed mean temperature with M(t).

Figure 2.4: Observed daily mean temperature from Graz in the period from January 1, 1998
until December 31, 2007, together with fitted mean temperature function M(t).
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2.3.2 Estimation of the volatility σ

This section utilizes ideas of Alaton et al. [3]. To estimate σ from (2.4), we assume that
the quadratic variation σ2 of the temperature is nearly constant during one month, while the
quadratic variation varies across the different months of the year. We assume that σ(t) is a
piecewise constant function during each month. We get 12 different values for σ(t), σ(1)

during January, σ(2) during February and so on.
For a specific month η (η = 1, . . . , 12), Nη denotes the observed temperatures T (j) j =

1, . . . , Nη during one month η. (i.e. η = 1: Nη = 31·47 "days of January" · "count of
years"). At first we derive one estimator for σ(η) and later a second one and then we will
take the average. The first estimator is based one the quadratic variation of T (t) (see Basawa
and Prasaka Rao [12]):

σ̂2(η) =
1

Nη

Nη−1∑
j=1

(T (j + 1)− T (j))2. (2.14)

By discretizing (2.4) we can derive a second estimator of σ(η). The discretized equation has
the following form during a given month η :

T (j) = M(j)−M(j−1)θM(j−1)+(1−θ)T (j−1)+σ(η)ε(j−1) j = 1, . . . , Nη (2.15)

with {ε(j)}Nηj=1 independent standard normally distributed random variables. We can write
(2.15) as follows

T̂ (j) = θM(j − 1) + (1− θ)T (j − 1) + σ(η)ε(j − 1), (2.16)

with T̂ (j) := T (j)−(M(j)−M(j−1)).According to Brockwell [20], an efficient estimator
is

σ̂(η)2 =
1

Nη − 2

Nη∑
j=0

(T̂ (j)− θ̂M(j − 1)− (1− θ̂)T (j − 1))2. (2.17)

To derive the second estimator of σ(η), we need the estimator of θ, which is the objective of
the following section.

2.3.3 Estimation of the mean-reverting parameter θ

According to Bibby und Sørensen [18], an unbiased estimator of θ is the root of the equation:

Gn(θ) =
n∑
i=1

ḃ(T (i− 1); θ)

σ2(i− 1)
(T (i)− E [T (i)|T (i− 1)]) (2.18)

where n is the number of observations and ḃ(T (i−1); θ) denotes ∂b
∂θ
. To solve (2.18) we have

to determine E [T (i)|T (i− 1)]. Equation(2.5), for s ≤ t;

T (t) = (T (s)−M(s))eθt +M(t) +

∫ t

s

e−θ(t−u)σ(u)dB(u), (2.19)
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yields
E [T (i)|T (i− 1)] = (T (i− 1)−M(i− 1))eθ +M(i). (2.20)

By substituting in (2.18), we get

Gn(θ) =
n∑
i=1

M(i− 1)− T (i− 1)

σ2(i− 1)

[
T (i)− (T (i− 1)−M(i− 1))e−θ −M(i)

]
. (2.21)

The unique solution of (2.21) is

θ̂ = − log

( ∑n
i=1

M(i−1)−T (i−1)
σ2(i−1)

[T (i)−M(i)]∑n
i=1

M(i−1)−T (i−1)
σ2(i−1)

[T (i− 1)−M(i− 1)]

)
(2.22)

for i = 1, . . . , n. Here σ2(i− 1) are the associated σ̂2(η) estimated in (2.14).
Now we are able to derive the last unknown parameters of (2.4). The numerical value of the
estimator of θ is

θ̂ = 0.26. (2.23)

The estimators of σ are listed in Table 2.3, and we see that the volatility of the temperature
during the summer months is lower than in the winter. It is also obvious that estimator 1 and
2 are of the same magnitude for almost all months.

Month 1st Estimation 2nd Estimation Average
January 2.74 2.74 2.74

February 2.58 2.58 2.58
March 2.70 2.70 2.70
April 2.37 2.38 2.37
May 2.31 2.32 2.32
June 2.16 2.17 2.17
July 2.04 2.05 2.05

August 1.96 1.96 1.96
September 2.12 2.12 2.12

October 2.46 2.46 2.46
November 2.71 2.71 2.71
December 2.74 2.74 2.74

Table 2.3: Estimators of σ

2.4 Model B

A modification of Model A and was developed by Bhowan [17]. The volatility is estimated
differently. In Model A we argued that the volatility of the temperature is nearly constant
during a month, but varies across the year. This means that σ is a piecewise constant function,
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changing monthly. Bowhan [17] proposes to apply a stochastic process for the volatility. The
volatility changes randomly on a monthly basis, but is still constant during one month.
To estimate the mean temperature function, we use the same idea as in Section 2.3.1. The
parameters are then again:

a = 7.86 b = 0.00017 c = −10.89 φ = 1.32.

2.4.1 Estimation of the volatility process σ

Before we consider a stochastic mean reverting process for the volatility, let us consider
Figure 2.5 representing the observed monthly volatility. To calculate the monthly volatility,
take equation (2.14) and replace Nη by the number of days of the according month (i.e.
31 for January 1961 and so on), which yields 564 different volatilities, for each month the
according value. The volatility should revert to a long term trend, that is why the stochastic
differential equation has the form,

dσ(τ) = −θσ(σ(τ)−Mσ)dτ + σσdBσ(τ). (2.24)

Mσ is constant and the estimated value is

M̂σ = 2.14. (2.25)

Figure 2.5: Observed monthly volatility of temperature from Graz in the period from January
1, 1998 until December 31, 2007, together with M̂σ.

Two parameters remain to be estimated, namely σσ and θσ. In the case of σσ we use the
estimator of the quadratic variation

σ̂2
σ =

1

n

n−1∑
j=0

(σ(j + 1)− σ(j))2 (2.26)
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with σ(j) the quadratic variation of the temperature during the month j. We obtain

σ̂σ = 0.51. (2.27)

θσ is estimated by a modification of (2.22)

θ̂σ = − log

( ∑n
i=1

Mσ−σ(i−1)
σ2(i−1)

[σ(i)−Mσ]∑n
i=1

Mσ−σ(i−1)
σ2(i−1)

[σ(i− 1)−Mσ]

)
, (2.28)

then

θ̂σ = 1.39 (2.29)

2.4.2 Estimation of the mean-reverting parameter θ

In this model the estimation of the mean-reverting parameter is similar to Section 2.3.3. Only
the σ2(i− 1) must be modified. Performing the modified calculation in (2.22) gives

θ̂ = 0.21. (2.30)

2.5 Model C

The analysis of this last model is based on the model of Benth and S̆altytė-Benth [13]. He
proposes to model the volatility as a truncated Fourier series. This choice leads to a seasonal
volatility. The procedure of estimating the parameters of equation (2.4) completely differs
from Model A and B. At first we reformulate the continuous time dynamics of the solution
of the Ornstein-Uhlenbeck process (2.5) to a time series. Recall (2.5), which is equivalent to

T (t) = M(t) + (T (0)−M(0)) e−θt + e−θ
∫ t

0

σ(u)e−θ(t−u)dB(u)

+ (1− e−θ)
∫ t

0

σ(u)e−θ(t−u)dB(u).

From the solution (2.5) we obtain

T (t+ 1) = M(t+ 1) + (T (0)−M(0)) e−θ(t+1) + e−θ
∫ t+1

0

σ(u)e−θ(t−u)dB(u)

and

(1− e−θ)
∫ t

0

σ(u)e−θ(t−u)dB(u) = (1− e−θ) (T (t)−M(t))

−
(
e−θt − e−θ(t+1)

)
(T (0)−M(0)) .
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We denote ∆T (t) = T (t+ 1)− T (t) and get

∆T (t) = M(t+ 1)−M(t) +
(
e−θ(t+1) − e−θt

)
(T (0)−M(0))

+ e−θ
∫ t+1

t

σ(u)e−θ(t−u)dB(u)−
(
1− e−θ

) ∫ t

0

σ(u)e−θ(t−u)dB(u)

= ∆M(t) +
(
e−θ(t+1) − e−θt

)
(T (0)−M(0)) + e−θ

∫ t+1

t

σ(u)e−θ(t−u)dB(u)

−
(
1− e−θ

)
(T (t)−M(t)) +

(
e−θt − eθ(t+1)

)
(T (0)−M(0))

= ∆M(t)− (1− e−θ)(T (t)−M(t)) + e−θ
∫ t+1

t

σ(u)e−θ(t−u)dB(u).

Next we approximate the stochastic integral, which yields

∆T (t) ≈ ∆M(t)− (1− e−θ)(T (t)−M(t)) + e−θσ(t)∆B(t). (2.31)

This equation can be written as a time series model (AR(1)-Model) of the following form:

T̃ (t+ 1) = ρT̃ (t) + σ̃(t)ε(t) (2.32)

with T̃ (t) = T (t)−M(t), σ̃(t) = ρσ(t), ρ = e−θ and ε(t) i.i.d standard normally distributed.
To estimate (2.32) we have to follow several steps. At first we have to remove the seasonality
and the linear trend.

2.5.1 Estimation of the mean temperature function

We already mentioned that M(t) should be a deterministic function modeling the trend and
the seasonality. In this model we specify M(t) to be of the form

M(t) = a+ bt+ b1 + b2 cos

(
2π(t− b3)

365

)
. (2.33)

At the beginning we already showed that there exists a weak linear trend (see Figure 2.3 and
Table 2.2). After removing the trend we can determine the seasonal part ofM(t). This yields
the following parameters of M(t):

b1 ≈ 0, b2 = −10.89, b3 = 14.55.

2.5.2 Estimation of the mean-reverting parameter θ

Now we use the de-trended and de-seasonalized temperature series to estimate the coefficient
of (2.32). In other words, we regress the daily mean temperature against the one of the
previous day. The value of the mean-reverting parameter, which is significant, is

ρ = 0.80
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and corresponds to
θ̂ = − ln(ρ) = 0.22.

Before we estimate the volatilty σ, we take a look at the autocorrelation function (Figure
2.6) of the residuals of the AR(1) model of the de-trended and de-seasonalized mean tem-
perature. For the sake of completeness, we note that the standard deviation of the residuals
is σ̄ = 2.08. We observe high values of the autocorrelation for the first lags. For the higher
lags it seems that the values are varying randomly around zero. The autocorrelation function
of the sqared residuals (Figure 2.7) indicates the fact of time dependency. Moreover a clear
seasonal variation exists.

Figure 2.6: Autocorrelation function of the residuals of the mean temperature at the airport
Graz

Figure 2.7: Autocorrelation function of the square residuals of the mean temperature at the
airport Graz

2.5.3 Estimation of the volatility process σ

The estimation of the seasonal volatility of the residuals will be done in several steps. First,
we define the form of σ2(t). We already mentioned above that the volatility will be modeled
with a truncated Fourier series

σ2(t) = c+
I∑
i=1

ci sin(2iπt/365) +
J∑
j=1

dj cos(2jπt/365). (2.34)
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At first we group the residuals of the AR(1)-model in 365 groups, that means we get 47
observations for a particular date (i.e. May 1). Taking the average of the square of each
group we obtain the volatility. Next we choose (according to [13]) I = J = 4 in equation
(2.34). Recall

σ2(t) = σ̃2(t)/ρ2. (2.35)

In Figure 2.8 we see the empirical volatility with the fitted function. The highest volatility
occurs during the winter period, while fall and summer season have lower volatilities. This
confirms our result of the simpler model form Section 2.3. In Tabel 2.4 we see the fitted
parameters of σ2(t).

Figure 2.8: Empirical volatility with the fitted function σ̃(t)

c c1 d1 c2 d2 c3 c3 c4 d4

6.74 0.74 1.95 -0.18 0.77 0.15 0.18 0.14 0.26

Table 2.4: Estimators of σ2(t)

2.5.4 Non-normality

After removing the temporal phenomena in the volatility we obtain the autocorrelation func-
tions, which are presented in Figure 2.9 and Figure 2.10. We can see that the seasonality in
the autocorrelation function of the square residuals (Figure 2.10) has been removed. The au-
tocorrelation in the first lags is still existing. This should be an indicator to use more refined
models, but this would lead to a significant complication of later calculations of futures and
options prices.
Although the histogram of the residuals (Figure 2.11) seems to be standard normal dis-
tributed, there still exists another problem. The Shapiro Wilk test rejects normal distribution
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and the residuals are left skewed.
In Section 2.7 we suggest a Lévy-based Ornstein-Uhlenbeck process with marginals follow-
ing the class of generalized hyperbolic distributions. Such models are able to capture small
peaks in the center, which we see in the histogram. But Benth and S̆altytė-Benth [13] men-
tion that such processes may be hard to use for pricing derivatives and they think that the
assumption of i.i.d standard normal residuals is remarkable.

Figure 2.9: Autocorrelation function of the residuals of the mean temperature at the airport
Graz, after dividing out the volatility function σ̃(t)

Figure 2.10: Autocorrelation function of the square residuals of the mean temperature at the
airport Graz, after dividing out the volatility function σ̃(t)

2.6 Simulation

In this section we want to simulate the different models and compare the simulated values
with the observed temperature in the period January 1, 2008 until Febrary 16, 2009, as
already mentioned. For simulating the paths we have to discretise (2.4) and and (2.24),
especially for Model B. Using the Euler Scheme of approximation (see Kloeden et al. [41])
we obtain the following equations

T (t+ 1) = T (t) + θ(M(t)− T (t)) +
dM(t)

dt
+ σ(τ)Y1 (2.36)

σ(τ) = σ(τ − 1) + θσ(Mσ − σ(τ − 1)) + σσY2 (2.37)
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Figure 2.11: Histogram of the residuals of the temperature from Graz with the standard
normal density

with Y1, Y2 i.i.d standard normal distributed random variables. σ(τ) in (2.36) for Model A
are given in Table 2.3 for the according month. In Model B the volatility will be simulated
using (2.37) for the according month. For the latter model the volatility is given by the trun-
cated Fourier Series (2.34). The other parameters and estimators are given in the previous
sections.
The simulation will be done in several steps. A simulated path will be the average of 5 sepa-
rately simulated paths (here the choice of 5 stems from empirical studies). This assumption
makes sense, because if the number is too high the simulated temperature is too smooth and
if the number is too low the variation of the paths is very high. To enable the comparison
of the models, the generated normally distributed random variables will be the same for the
according run of each model (i.e. the random variables of the first run of Model A, B and C
are the same).
Carrying out various simulation runs shows that the solutions of the different models are
nearly the same. Furthermore, the errors between the observed and fitted values of the dif-
ferent models are of similar size. Models of different complexity give us nearly the same
result. It’s impossible to say which model is the most suitable for simulating the observed
temperature in the period from January 1, 2008 to February 16, 2009.
Figure 2.12 shows a simulated path of Model C and the observed values in the period from
January 1, 2008 to February 16, 2009.

2.7 Improvement of the Models

It is clear that these models are not ideal, but more complex models may be hard to use
for pricing derivatives. Nevertheless we want to mention two possible improvements of the
models. On the on hand it could be helpful to consider larger models where the temperature
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Figure 2.12: Simulated Path (Model C) using the Euler Scheme, together with the observed
mean temperature in the period from January 1, 2008 to February 16, 2009

is only one of many variables. On the other hand we could upgrade Model C and use a
Lévy-based Ornstein-Uhlenbeck process.

2.7.1 Lévy-based Ornstein-Uhlenbeck process

In this section we mainly follow Benth and S̆altytė-Benth [14]. A generalization of the
Ornstein-Uhlenbeck process (2.4) for modeling the evolution of temperature is given by:

dT (t) = dM(t) + θ(T (t)−M(t))dt+ σ(t)dL(t). (2.38)

Compared to (2.4), the Brownian motion is replaced by a Lévy process. A popular choice
is to use a Lévy process with marginals following the class of generalized hyperbolic distri-
butions, because this is a very flexible family of distributions. This choice makes it possible
to model skewness and (semi-)heavy tails. Another advantage of this class of distributions
is that the density, characteristic function and the moment generating function are known
explicitly. The generalized hyperbolic distribution is a family of infinitely divisible distribu-
tions with density function

fgh(x;λ, µ, α, β, δ) = c(δ2 + (x− µ)2)
λ− 1

2
2 eβ(x−µ)

×Kλ− 1
2

(
α
√
δ2 + (x− µ)2

)

Here Ks denotes the modified Bessel function of the third kind with index s (see [2] Section
9.6) and the normalizing constant c is given as

c =
(α2 − β2)

λ
2

√
2παλ−

1
2 δλKλ

(
δ
√
α2 − β2

) .
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The parameter µ controls the location of the distribution, α the fatness of the tails, β the
skewness and δ is the scaling. Obviously the distribution is symmetric when β = 0. The
parameter λ identifies the subfamily within the generalized hyperbolic class. In the financial
context two special cases have been studied extensively. On the one hand the hyperbolic
distribution with λ = 1, and on the other hand the normal inverse Gaussian distribution
with λ = 0.5. The limiting cases of the generalized hyperbolic family are the normal, Stu-
dent t and the Cauchy distribution. The explicit form of the moment generating function of
generalized hyperbolic distributions is

E
[
euX
]

= eµu
(

α2 − β2

α2 − (β + µ)2

)λ
2 Kλ

(
δ
√
α2 − (β + µ)2

)
Kλ

(
δ
√
α2 − β2

) , (2.39)

whenever |β + µ| < α. Hence the family of distributions has finite moments of all orders.
A Lévy process L(t) is called generalized hyperbolic Lévy process if the marginals L(1) are
distributed according to the generalized hyperbolic family. In this case the Lévy measure is
given explicitly by

`GH(dz) = |z|−1eβz

(
1

π2

∫ ∞
0

exp(−
√

2y + α2|z|)
J2
λ(δ
√

2y) + Y 2
λ (δ
√

2y)y

dy

y
+ λe−α|z|

)
dz, λ ≥ 0 (2.40)

and

`GH(dz) = |z|−1eβz
1

π2

∫ ∞
0

exp(−
√

2y + α2|z|)
J2
−λ(δ
√

2y) + Y 2
−λ(δ
√

2y)y

dy

y
dz, , λ < 0. (2.41)

Here Jλ and Yλ are the Bessel functions of the first and second kind with index λ (see
Abramowitz and Stegun [2] Section 9.1). The generalized hyperbolic Lévy processes L(t)

are pure-jump processes with paths of infinite variation.
Applying the Itô-Formula for semimartingales, we obtain the following solution of (2.38):

T (t) = M(t) + (T (0)−M(0))eθt +

∫ t

0

σ(u)eθ(t−u)dL(u) (2.42)

Now we can give an explicit formula for the cumulative temperature over a time interval
[τ1, τ2].

Theorem 2.3 If the temperature T (t) follows (2.38), the cumulative temperature over the
time interval [τ1, τ2] is explicitly given by∫ τ2

τ1

T (t)dt =

∫ τ2

τ1

M(t)dt+ θ−1(T (0)−M(0))(eθτ2 − eθτ1)

+

∫ τ2

0

σ(t)θ−1
(
eθ(τ2−t) − 1[0,τ1](t)e

θ(τ1−t) − 1[τ1,τ2](t)
)
dL(t)
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Proof: See Benth and S̆altytė-Benth [14]. �

For more details on generalized hyperbolic distributions we refer to Barndorff-Nielsen
and Shephard [8] and for applications of the Itô-Formula for semimartingales to Ikeda and
Watanabe [37].



Chapter 3

Pricing of Temperature Derivatives

In this chapter we present a pricing method for temperature derivatives which is based on
Model C of Chapter 2. After giving an overview of different pricing methods of weather
derivatives, we analyse derivatives based on different temperature indices (see Section 3.1.2).
We analyse temperature futures, which are also traded at the CME, and we discuss the pricing
of options on these derivatives. We mainly follow in this chapter Benth and S̆altytė-Benth
[13] and Benth and S̆altytė-Benth [15].

3.1 Introduction

3.1.1 Overview of other pricing methods

In the last decades different methods of pricing derivatives based on non-tradeable under-
lyings have been developed. We want to give an overview of some other different pricing
methods for weather derivatives. A straightforward method is burn analysis or just "burn".
The main idea of this method is how the contract would have performed in previous years.
Although the derivation is very simple, but this method might be a good first step in pricing
contracts. A more accurate possibility of pricing contracts is modeling different indices (cf.
Jewson et al. [38]). Index modeling is a calculation of statistical parameters (mean, variance
etc.) and fitting an adequate distribution for the index. This method can be seen as an actu-
arial approach. Platon and West [47] suggest a benchmark approach for pricing temperature
derivatives, which is based on the existence of an optimal benchmark portfolio. Cao and Wei
[22] introduce an equilibrium approach and apply an extended version of Lucas’ equilibrium
pricing model. On the other hand, Brockett et al. [19] suggests an indifference pricing ap-
proach and deals with portfolio effects and possible hedging strategies. In further chapters
we will also give an indifference pricing approach which is based on an exponential utility
function. A different view of pricing weather derivatives is given by Davis [28]. His idea
is pricing by marginal values technique, he models the HDD-index directly by a geometric
Brownian motion. There are still further pricing methods to be found in the literature.

25
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3.1.2 Temperature Indices

At the CME there exists an organized market of futures and options written on different
temperature indices. The most frequently traded futures are written on degree days over one
month or one season in US cities. We consider four different indices in detail.

Heating degree days (HDD)

This index has its roots in the energy industry. It is used to measure the demand for heating,
and thus a measure how cold it is. In the US, where temperature is measured in Fahrenheit,
the baseline is taken to be 65. For European cities the baseline will be taken by 18 degree
Celsius. In the following we will concentrate on the degree Celsius case.

Definition 3.1 (HDD) The HDD index over an Nd day period is defined as

Nd∑
i=1

max(18− Ti, 0)

where 18 denotes the baseline and Ti the average temperature on day i.
In a continuous time setting, the HDD index over the time interval [τ1, τ2] is defined as∫ τ2

τ1

max(18− T (τ), 0)dτ.

Cooling degree days (CDD)

Just as the HDD index, the CDD arises from the energy industry. It is used during the warm
season to measure the demand for energy used for cooling. Derivatives written on this index
are mainly offered for US cities. In European cities this index is rarely used, because the
energy demand for cooling is very low. The use of air conditions is much popular in US
cities than in European cities.

Definition 3.2 (CDD) The CDD index over an Nd day period is defined as

Nd∑
i=1

max(Ti − 18, 0)

where 18 denotes the baseline and Ti the average temperature on day i.
In a continuous time setting, the CDD index over the time interval [τ1, τ2] is defined as∫ τ2

τ1

max(T (τ)− 18, 0)dτ.
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Cumulative average temperature (CAT)

This index is mainly used for European cities during the summer.

Definition 3.3 (CAT) The CAT index over an Nd day period is defined as

Nd∑
i=1

Ti

where Ti denotes the average temperature on day i.
In a continuous time setting, the CAT index over the time interval [τ1, τ2] is defined as∫ τ2

τ1

T (τ)dτ.

Pacific Rim index (PRIM)

Derivatives written on this index are only organized for Asian cities. This index measures
the average daily temperature over a month or a season.

Definition 3.4 (PRIM) The Pacific Rim index over an Nd day period is defined as

1

Nd

Nd∑
i=1

Ti

where Ti denotes the average temperature on day i.
In a continuous time setting, the Pacific Rim index over the time interval [τ1, τ2] is defined as

1

τ2 − τ1

∫ τ2

τ1

T (τ)dτ.

More information about the different indices and simple calculation examples can be
found in Jewson et al. [38].

3.2 Analysis of derivatives on temperature

In this section we derive prices of different temperature derivatives. Before we start with the
derivation we want to define some general assumptions.

3.2.1 General assumptions

First of all we assume that the market is arbitrage free ("there is no free lunch"). This
assumption is fundamental for pricing financial assets. If the opportunity of an arbitrage
exists, an investor can earn a profit without taking any risk. But such opportunities will be
wiped out through competition in all efficient markets, so the lack of arbitrage seems to be
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a reasonable mathematical assumption. In particular it is not possible to make a profit by
speculating with a tradeable asset in the market without taking any risk. An asset which is
tradeable means that it can be bought or sold on the market. Temperature is obviously a
non-tradeable asset. A main result of the pricing theory is the relation between no-arbitrage
and the existence of a equivalent martingale probability measure.

Theorem 3.1 (Fundamental theorem of asset pricing) The market model defined by
(Ω,F ,Ft,P) and asset prices (St)t∈[0,T ] is arbitrage-free if and only if there exists a proba-
bility measure Q ∼ P such that the discounted assets (S̃t)t∈[0,T ] are martingales with respect
to Q.

Definition 3.5 Two probability measures P and Q on (Ω,F) are equivalent if they define the
same impossible events:

P ∼ Q⇐⇒ [∀A ∈ F ,P(A) = 0⇔ Q(A) = 0] .

For more details see Øksendal [45], Cont and Tankov [26] and Klebaner [42].
We denote by r the risk-free interest rate, which is also used for discounting the tradeable
assets. The risk-free interest rate is in our case constant and is the interest rate which will be
earned on a risk-free bond. The price of an derivative is established by the present expected
value of the payoff from the derivative with respect to the pricing measure Q. In many situa-
tions a claim or a derivative can be replicated by a dynamic investment strategy, e.g. hedged.
In some market models (e.g. Black-Scholes) any contingent claim can be represented as the
final value of a self-financing strategy. Such markets are called complete. The following the-
orem shows us a relation between complete markets and the equivalent martingale measure
Q.

Theorem 3.2 (Second fundamental theorem of asset pricing) A market defined by the as-
sets (S0

t , S
1
t , . . . , S

d
t )t∈[0,T ] described as a stochastic processes on (Ω,F ,Ft,P) is complete

if and only f there exists a unique martingale measure Q equivalent to P.

Many popular models are arbitrage-free, but incomplete. For more details see Cont and
Tankov [26].
If we discount the risk-free bond, we obtain a constant process 1 which is trivially a mar-
tingale with respect to the martingale measure Q. Note that in our framework we consider
temperature derivatives like futures written on different temperature indices, which are obvi-
ously non-tradeable assets. In the considered market the only tradeable asset is the risk-free
bond, which is a martingale after discounting with respect to all equivalent measures Q. It
means that all equivalent measures Q are risk neutral probabilities. We cannot perfectly
hedge any temperature future, therefore the market is incomplete. Note that the futures are
tradeable contracts, therefore their price dynamics should be arbitrage-free. To get this dy-
namics, we use any equivalent measure Q as a pricing measure. Since options are written on
tradeable contracts, we use the same martingale measure Q, which we have determined for
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calculating the futures price.
We specify a class of risk neutral probabilities by using the Girsanov transform (see Øksendal
[45]). Assume that ζ(t) is a real-valued measurable and bounded function. The stochastic
process

Zζ(t) = exp

(∫ t

0

ζ(s)

σ(s)
dB(s)− 1

2

∫ t

0

ζ2(s)

σ2(s)

)
(3.1)

will become the density process of the probability measure

Qζ(A) = E[1AZ
ζ(τmax)], (3.2)

where 1A is the indicator function and τmax is a fixed time horizon bigger than the trading
times for all relevant futures. The probability is equivalent to P, and the process

dW (t) = dB(t)− ζ(t)

σ(t)
dt (3.3)

is a standard Brownian motion under Qζ . An important assumption is that the parameters of
σ2(t) (in Chapter 2) are chosen that the function is bounded away from zero, thus creating no
problems when using it as a divisor in the Girsanov transformation. The dynamics of T (t)

under Qζ becomes

dT (t) = dM(t) + (ζ(t)− θ(T (t)−M(t)))dt+ σ(t)dW (t). (3.4)

Applying the Itô-Formula we get an explicit form of T (t) which is given by

T (t) = M(t) + (T (0)−M(0))e−θt +

∫ t

0

ζ(u)e−θ(t−u)du+

∫ t

0

σ(u)e−θ(t−u)dW (u). (3.5)

Here we call ζ the market price of risk. The expectation under Qζ is denoted by Eζ [.].
Obviously is T (t) normally distributed under Qζ , with expectation

Eζ [T (t)] = M(t) + (T (0)−M(0))eθt +

∫ t

0

ζ(t)e−θ(t−u)du (3.6)

and variance

Varζ [T (t)] =

∫ t

0

σ2(u)e−2θ(t−u)du. (3.7)

Before we start calculating prices of futures traded at the CME, we introduce a constant
interest rate r and consider the price dynamics of futures over a specified period [τ1, τ2],
τ1 < τ2 (a month during the winter). The future price at time t ≤ τ1 written on the HDD
index is defined as the Ft-adapted stochastic process FHDD(t, τ1, τ2) satisfying

0 = e−r(τ2−t)Eζ

[∫ τ2

τ1

max(18− T (τ), 0)dτ − FHDD(t, τ1, τ2)|Ft
]

(3.8)

Using the fact that the future price is Ft−adapted, we find

FHDD(t, τ1, τ2) = Eζ

[∫ τ2

τ1

max(18− T (τ), 0)dτ |Ft
]
. (3.9)
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The future price written on an the CDD index is

FCDD(t, τ1, τ2) = Eζ

[∫ τ2

τ1

max(T (τ)− 18, 0)dτ |Ft
]
. (3.10)

Now we also can derive the prices of CAT-futures and Pacific Rim futures, which are

FCAT (t, τ1, τ2) = Eζ

[∫ τ2

τ1

T (τ)dτ |Ft
]
. (3.11)

and

FPRIM(t, τ1, τ2) = Eζ

[
1

τ2 − τ1

∫ τ2

τ1

T (τ)dτ |Ft
]
. (3.12)

Obviously there exists a trivial relation

FPRIM(t, τ1, τ2) =
1

τ2 − τ1
FCAT (t, τ1, τ2). (3.13)

Since max(x− 18, 0)−max(18− x, 0) = x− 18, we have

FHDD(t, τ1, τ2) = 18 ∗ (τ2 − τ1)− FCAT (t, τ1, τ2) + FCDD(t, τ1, τ2). (3.14)

3.2.2 CAT-futures and options

Before we give an explicit CAT future price, which is defined by the risk neutral conditional
expectation

FCAT (t, τ1, τ2) = Eζ

[∫ τ2

τ1

T (τ)dτ |Ft
]
, (3.15)

we give an expression for the cumulative temperature under the risk neutral probability Qζ .

Proposition 3.1 If the temperature T (t) follows (3.4), the cumulative temperature over the
time interval [τ1, τ2] is explicitly given by∫ τ2

τ1

T (t)dt =

∫ τ2

τ1

M(t)dt− θ−1(T (0)−M(0))
(
eθτ2 − eθτ1

)
−
∫ τ2

0

ζ(t)θ−1
(
e−θ(τ2−t) − 1[0,τ1](t)e

−θ(τ1−t) − 1[τ1,τ2](t)
)
dt

−
∫ τ2

0

σ(t)θ−1
(
e−θ(τ2−t) − 1[0,τ1](t)e

−θ(τ1−t) − 1[τ1,τ2](t)
)
dW (t).

Proof:
Let T̃ (t) = T (t)−M(t) be the deseasonalized temperature. From (3.4) we obtain

T̃ (τ2) = T̃ (τ1)− θ
∫ τ2

τ1

T̃ (t)dt+

∫ τ2

τ1

ζ(t)dt+

∫ τ2

τ1

σ(t)dW (t). (3.16)
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Combining this expression with the explicit dynamics (3.5) of T (t),

T̃ (t) = T (t)−M(t) = (T (0)−M(0)) e−θt +

∫ t

0

ζ(t)e−θ(t−u)du+

∫ t

0

σ(u)e−θ(t−u)dW (u)

(3.17)
and the result follows. �

This result is helpful for the calculation of the CAT-future price.

Theorem 3.3 The CAT-futures price FCAT (t, τ1, τ2) at time t ≤ τ1 where the index is mea-
sured over the interval [τ1, τ2], is given by

FCAT (t, τ1, τ2) =

∫ τ2

τ1

M(τ)dτ + θ−1
(
e−θ(τ1−t) − e−θ(τ2−t)

)
(T (t)−M(t)) + Θ(t, τ1, τ2),

(3.18)
where Θ(t, τ1, τ2) is given as function of the market price of risk and volatility as

Θ(t, τ1, τ2) = θ−1

∫ τ2

t

ζ(u)
(
1− e−θ(τ2−u)

)
du− θ−1

∫ τ1

t

ζ(u)
(
1− e−θ(τ1−u)

)
du.

Proof:
The price of a CAT-future is given by

FCAT (t, τ1, τ2) = Eζ

[∫ τ2

τ1

T (τ)dτ |Ft
]
.

inserting the result form the proposition above leads to

FCAT (t, τ1, τ2) = Eζ

[∫ τ2

τ1

M(u)du− θ−1(T (t)−M(t))
(
e−θ(τ2−t) − e−θ(τ1−t)

)
−
∫ τ2

t

ζ(u)θ−1
(
e−θ(τ2−u) − 1[t,τ1](u)e−θ(τ1−u) − 1[τ1,τ2](u)

)
du

−
∫ τ2

t

σ(u)θ−1
(
e−θ(τ2−u) − 1[t,τ1](u)e−θ(τ1−u) − 1[τ1,τ2](u)

)
dW (u)|Ft

]
.

We obtain

FCAT (t, τ1, τ2) =

∫ τ2

τ1

M(u)du− θ−1(T (t)−M(t))
(
e−θ(τ2−t) − e−θ(τ1−t)

)
−
∫ τ2

t

ζ(u)θ−1
(
e−θ(τ2−u) − 1[t,τ1](u)e−θ(τ1−u) − 1[τ1,τ2](u)

)
du.

Rewriting the last integral, the result follows. �

The CAT future price is given by the aggregated mean temperature over the measurement
period plus a weighted dependency of T̃ (t), which means that the price depends on the
temperature at time t. The two last terms only smooth the market price of risk over the
considered period with a change, which happens at time τ1.
A straightforward application of the Itô-Formula yields the following result.
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Theorem 3.4 (Time dynamics of CAT-future) The dynamics under the measure Qζ of
FCAT (t, τ1, τ2) is

dFCAT (t, τ1, τ2) = Σ(t, τ1, τ2)dW (t) (3.19)

where
Σ(t, τ1, τ2) := θ−1

(
e−θ(τ1−t) − e−θ(τ2−t)

)
σ(t) (3.20)

Proof:
Let

T̃ (t) = T (t)−M(t).

We obtain by applying the Itô-Formula

dFCAT (t, τ1, τ2) =
∂FCAT
∂t

dt+
∂FCAT

∂T̃
dT̃ (t) +

1

2

FCAT

∂T̃ 2

(
dT̃ (t)

)2

=
(
e−θ(τ1−t) − e−θ(τ2−t)

) [(
T (t)−M(t)− θ−1ζ(t)

)
dt+ θ−1dT̃ (t)

]
.

Note that
dT̃ (t) = (ζ(t)− θ (T (t)−M(t))) dt+ σ(t)dW (t)

and so
dFCAT (t, τ1, τ2) =

(
θ−1

(
e−θ(τ1−t) − e−θ(τ2−t)

)
σ(t)

)
dW (t).

�

Here we can interpret Σ(t, τ1, τ2) as the CAT-futures volatility function of the CAT-futures
dynamics. In Figure 3.1 we plotted the volatility function for the case of Graz. The CAT
volatility is a function of t for contracts with a monthly measurement period and we plotted
the function until the beginning of each delivery month. The first curve is the volatility of a
contract whose delivery is in February plotted for t starting January 1, and ending January
31. The second curve is Σ(t, τ1, τ2) in the time range from January 1 until February 28 with
delivery in March, and so on until delivery in January of the following year. We notice that
the volatility is for each contract is close to zero when the time to measurement is large, but
it increases sharply up to the start of the measurement period. This maturity effect of the
volatility is called Samuelson effect and this effect here is in accordance with observations
in the commodity markets. The CAT-volatility as a seasonally varying maximum volatility
reflects the seasonality of the function σ(t).

The fact that the CAT-future price is an additive Gaussian process makes the calculation
of an explicit formula for a European call option quite easy. The price of a call with exercise
date τ ≤ t and strike price K is given in the following theorem.
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Figure 3.1: CAT-volatility with σ2(t)

Theorem 3.5 The price of a call option at the time t on the CAT-future contract with exercise
date t ≤ τ ≤ τ1 and the strike price K is

CCAT (t, τ, τ1, τ2) = e−r(τ−t)(FCAT (t, τ1, τ2)−K)Φ(d(t, τ)) + e−r(τ−t)Σt,τ
1√
2π
e
−d(t,τ)2

2

(3.21)
where

d(t, τ) =
FCAT (t, τ1, τ2)−K

Σt,τ

Σ2
t,τ :=

∫ τ

t

Σ2(u, τ1, τ2)du

Φ the cumulative probability function for the standard normal distribution and Σ(t, τ1, τ2) is
defined in (3.20).

Proof:
By risk neutral pricing the call price must satisfy

CCAT (t, τ, τ1, τ2) = e−r(τ−t)Eζ [max(FCAT (t, τ1, τ2)−K, 0)|Ft] .

We know that ∫ τ

t

dFCAT (u, τ1, τ2)du = FCAT (τ, τ1, τ2)− FCAT (t, τ1, τ2)

and by (3.19), we obtain

FCAT (τ, τ1, τ2) = FCAT (t, τ1, τ2) +

∫ τ

t

Σ(u, τ1, τ2)dW (u). (3.22)

We require for FCAT (τ, τ1, τ2) > K∫ τ

t

Σ(u, τ1, τ2)dW (u) > K − FCAT (t, τ1, τ2). (3.23)
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To solve this problem, we have to determine the distribution of∫ τ

t

Σ(u, τ1, τ2)dW (u) (3.24)

at time t. We know that this integral is normally distributed with

Eζ

[∫ τ

t

Σ(u, τ1, τ2)dW (u)|Ft
]

= 0

and by the Itô isometry

Eζ

[(∫ τ

t

Σ(u, τ1, τ2)dW (u)

)2

|Ft

]
=

∫ τ

t

Σ2(u, τ1, τ2)du.

Hence ∫ τ

t

Σ(u, τ1, τ2)dW (u) ∼ N(0,

∫ τ

t

Σ2(u, τ1, τ2)du).

Let us return to (3.23), for FCAT (τ, τ1, τ2) > K, we require

X

√∫ τ

t

Σ2(u, τ1, τ2)du > K − FCAT (t, τ1, τ2), where X ∼ N(0, 1).

This expression is equivalent to

X >
K − FCAT (t, τ1, τ2)√∫ τ

t
Σ2(u, τ1, τ2)du

:= d1(t, τ).

We obtain

CCAT (t, τ, τ1, τ2) = e−r(τ−t)
∫ ∞
d1(t,τ)

(
FCAT (t, τ1, τ2) + x

√∫ τ

t

Σ2(u, τ1, τ2)du−K

)
e−

x2

2

√
2π
dx

= e−r(τ−t)(FCAT (t, τ1, τ2)−K)Φ(−d1(t, τ))

+

√∫ τ

t

Σ2(u, τ1, τ2)due
−r(τ−t)

∫ ∞
d1(t,τ)

xe−
x2

2

√
2π

dx.

Set
Σ2
t,τ :=

∫ τ

t

Σ2(u, τ1, τ2)du

and the result follows. �

Note that the market which consists of futures and options is complete. Hence we can
hedge the option price perfectly and the option price is unique. The optimal hedging strategy
for the call option will be described by the option’s delta, which is the sensitivity of the
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option price with respect to the CAT-future price. In an analoguous way the hedging strategy
in the Black-Scholes model can be described. The delta of the call option, is given by

∂CCAT (t, τ, τ1, τ2)

∂FCAT (t, τ1, τ2)
= Φ(d(t, τ)). (3.25)

The notation is the same as above. To replicate the call perfectly, this delta-hedge ratio gives
the number of CAT-futures that should be held in the hedging portfolio.

3.2.3 PRIM-futures

For the sake of completeness we give some explicit formulas for pacific rim futures which
follows immediately from the cat future prices. Contracts which are written on this index are
denominated in Japanese Yen and created for the Asian market. Recall that

FPRIM(t, τ1, τ2) = Eζ

[
1

τ2 − τ1

∫ τ2

τ1

T (τ)dτ |Ft
]

=
1

τ2 − τ1
Eζ

[∫ τ2

τ1

T (τ)dτ |Ft
]
. (3.26)

It follows trivially that

FPRIM(t, τ1, τ2) =
1

τ2 − τ1
FCAT (t, τ1, τ2) (3.27)

and
dFPRIM(t, τ1, τ2) =

1

τ2 − τ1
dFCAT (t, τ1, τ2). (3.28)

To obtain the price of an PRIM-call option we only have to modify the call price of the
CAT-option. The price is given by

CPRIM(t, τ, τ1, τ2) = e−r(τ−t)Eζ [max(FPRIM(t, τ1, τ2)−K, 0)|Ft] . (3.29)

Dividing (3.22) by (τ2 − τ1) we get

FPRIM(τ, τ1, τ2) = FPRIM(t, τ1, τ2) +
1

(τ2 − τ1)

∫ τ

t

Σ(u, τ1, τ2)dW (u) (3.30)

It follows that

FPRIM(τ, τ1, τ2) ∼ N

(
FPRIM(t, τ1, τ2),

Σ2
t,τ

(τ2 − τ1)2

)
. (3.31)

For the call price of a PRIM future we obtain

CPRIM(t, τ, τ1, τ2) = e−r(τ−t)(FPRIM(t, τ1, τ2)−K)Φ(d(t, τ)(τ2 − τ1))

+ e−r(τ−t)
Σt,τ

(τ2 − τ1)
1√
2π
e
−d(t,τ)2

2
(τ2−τ1)2 .
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3.2.4 HDD/CDD-futures

We now derive explicit prices of futures and options based on futures which are written on
HDD or CDD index. These derivatives are the most traded weather derivatives at CME.
For the European market only HDD-futures are relevant, while CDD-futures are especially
traded for American cities. Recall the HDD-CDD parity (3.14) and the price of a HDD-future
which is given by

FHDD(t, τ1, τ2) = Eζ

[∫ τ2

τ1

max(18− T (τ), 0)dτ |Ft
]
. (3.32)

The following theorem gives an explicit formula.

Theorem 3.6 (HDD-future) The price of a HDD-future at time t, where the index is mea-
sured of the period [τ1, τ2], t ≤ τ1 < τ2, is given by

FHDD(t, τ1, τ2) =

∫ τ2

τ1

Σ(t, τ) [d(t, τ, T (t))Φ(d(t, τ, T (t))) + φ(d(t, τ, T (t)))] dτ (3.33)

where

d(t, τ, x) =
18−M(τ) + (M(t)− x)e−θ(τ−t) −

∫ τ
t
ζ(u)e−θ(τ−t)du

Σ(t, τ)

Σ2(t, τ) =

∫ τ

t

σ2(u)e−2θ(t−u)du

and Φ denotes the cumulative probability function of a standard normal variable and φ its
density.

Proof:
We can interchange expectation and integration by using the theorem of Fubini-Tonelli and
we obtain

FHDD(t, τ1, τ2) =

∫ τ2

τ1

Eζ [max(18− T (τ), 0)|Ft] dτ

Let us calculate
Eζ [max(18− T (τ), 0)|Ft]

For the temperature we can write

T (τ) = M(τ) + (T (t)−M(t))e−θ(τ−t) +

∫ τ

t

ζ(u)e−θ(t−u)du+

∫ τ

t

σ(u)e−θ(t−u)dW (u)

which is normally distributed with expectation

d1(t, τ, T (t)) := M(τ) + (T (t)−M(t))e−θ(τ−t) +

∫ τ

t

ζ(u)e−θ(t−u)du

and variance
Σ2(t, τ) :=

∫ τ

t

σ2(u)e−2θ(t−u)du.
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Let us express the temperature dynamics under Qζ in terms of the standard normal random
variables X ∼ N(0, 1) as

T (τ) = d1(t, τ, T (t)) + Σ2(t, τ)
1
2 ×X.

Let us consider
18 > T (τ)

and it follows
18− d1(t, τ, T (t)) > Σ(t, τ)×X

X <
18− d1(t, τ, T (t))

Σ(t, τ)
:= d(t, τ, T (t)).

We obtain

Eζ [max (18− T (τ), 0)] =

∫ d(t,τ,x)

−∞
(18− T (τ))

e−
x2

2

√
2π
dx

=

∫ d(t,τ,x)

−∞
(d(t, τ, T (t))Σ(t, τ)− Σ(t, τ)× x)

e−
x2

2

√
2π
dx

= Σ(t, τ)

(
d(t, τ, x)Φ(d(t, τ, T (t)))−

∫ d(t,τ,x)

−∞
x
e−

x2

2

√
2π
dx

)
= Σ(t, τ) (d(t, τ, x)Φ(d(t, τ, T (t))) + φ(d(t, τ, T (t))))

and the result follows immediately. �

Analogously we can derive the price of a CDD-future.

Theorem 3.7 (CDD-future) The price of a CDD-future at time t, where the index is mea-
sured of the period [τ1, τ2], t ≤ τ1 < τ2, is given by

FCDD(t, τ1, τ2) =

∫ τ2

τ1

Σ(t, τ) [d(t, τ, T (t))Φ(d(t, τ, T (t))) + φ(d(t, τ, T (t)))] dτ (3.34)

where

d(t, τ, x) =
M(τ)− (M(t) + x)e−θ(τ−t) +

∫ τ
t
ζ(u)e−θ(τ−t)du− 18

Σ(t, τ)

Σ2(t, τ) =

∫ τ

t

σ2(u)e−2θ(t−u)du

and Φ denotes the cumulative probability function of a standard normal variable and φ its
density.
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Proof: Analogous to the proof above. �

Recall the Itô-Formula. By applying it, we can calculate the dynamics of the HDD-future
price, dFHDD(t, τ1, τ2).

Theorem 3.8 (Time dynamics of HDD-future) The time-dynamics of a HDD-future where
the index is measured over the period [τ1, τ2] is given by

dFHDD(t, τ1, τ2) = −σ(t)

∫ τ2

τ1

e−θ(τ−t)Φ(d(t, τ, T (t)))dτdW (t) (3.35)

for t ≤ τ1 < τ2, with

d(t, τ, x) =
18−M(τ) + (M(t)− x)e−θ(τ−t) −

∫ τ
t
ζ(u)e−θ(τ−t)du

Σ(t, τ)
.

By changing d(t, τ, x) we get the same result for CDD-futures.
Proof:

To proof this theorem we have to apply the Itô-Formula, already mentioned above.

dFHDD(t, τ1, τ2) =
∂FHDD
∂t

dt+
∂FHDD
∂T

dT (t) +
1

2

FHDD
∂T 2

(dT (t))2

where dT (t) is defined in (3.4). The fact that FHDD(t, τ1, τ2) is a Qζ−martingale, we only
need to focus on the dW−term in the Itô-Formula, and so

dFHDD(t, τ1, τ2) =
∂FHDD
∂T

σ(t)dW (t) (3.36)

∂FHDD
∂T

=

∫ τ2

τ1

Σ(t, τ)

(
e−θ(τ−t)

Σ(t, τ)

)
Φ(d(t, τ, T (t)))dτ

+

∫ τ2

τ1

Σ(t, τ)d(t, τ, T (t))φ(d(t, τ, T (t)))

(
e−θ(τ−t)

Σ(t, τ)

)
dτ

+

∫ τ2

τ1

Σ(t, τ)φ(d(t, τ, T (t)))

(
e−θ(τ−t)

Σ(t, τ)

)
(−d(t, τ, T (t)))dτ

=

∫ τ2

τ1

e−θ(τ−t)Φ(d(t, τ, T (t)))dτ.

After substitution in (3.36), the result follows. �

We see that the dynamics of FHDD is complicated and it is not possible to derive explicit
closed formulas of put or call options based on HDD-futures. If we want to calculate prices
for put or call options written on HDD futures we have to approach the price numerically. A
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possible approach could be a Monte Carlo method, simulating the risk neutral temperature
T (τ) at the strike time τ , and then integrate numerically to compute FHDD(τ, τ1, τ2). To
obtain HDD-future prices we have to specify the market price of risk ζ. By choosing an
appropriate family ζ,we can fit these using today’s observed HDD-future curve by appealing
to the theoretical price curve yielded by (3.33):

FHDD(0, τ1, τ2) =

∫ τ2

τ1

Σ(0, τ) [d(0, τ, T (0))Φ(d(0, τ, T (0))) + φ(d(0, τ, T (0)))] dτ

(3.37)

Figure 3.2: HDD-future curve (3.37) for each month based on the model of airport Graz. The
constant lines represent the prices if the volatility is constant and the broken lines represent
the prices if we choose the volatility function of model C in Chapter 2.

By recalling (3.33) we see that the dependency on ζ is in the function d. In Figure
3.2 we plotted the HDD-future curve (3.33) at time 0 for each month of the following year
based on model C which we fitted in Chapter 2. We assumed that the market price of risk
is zero. In this figure we see two different line types. On the one hand we plotted the
HDD-Price if σ(t) is the function which we determined in Chapter 2 (broken lines) and on
the other hand we represent the prices of HDD-futures if σ(t) is constant. The constant is
chosen to be the standard deviation of the residuals from the regression analysis, which we
recall to be σ̄ = 2.08 (see Chapter 2). Obviously, a constant volatility leads to a permanent
underestimation of the future curve during the whole year. We see that the error is smaller
during the winter, but during the summer prices differs enormously. This figure emphasizes
that it is important to have a good model for the temperature volatility.



Chapter 4

Hedging Spatial Temperature Risk

In the last chapter we gave explicit pricing formulas of weather derivatives based on differ-
ent temperature indices. These contracts may help many companies to hedge their risk. But
most firms have to deal with a temperature risk in their operations, which is not located in
one of the cities on which temperature futures are traded (for instance, an energy producer
is exposed to temperature at various sites simultaneously). In this chapter we analyse how
to combine available future contracts traded at the market, so that the need of the company
is reflected optimally. Here the optimality criterion will usually be to minimize the variance
with a certain temperature index. Therefore we construct a synthetic future contract by using
the contracts offered at the market, which is closest to the company’s needs.
Our analysis mainly follows the ideas of Barth et al. [9] and Benth et al. [16]. The tempera-
ture dynamics follows Model C in Chapter 2 with an additional space variable.

4.1 Temperature Dynamics in Time and Space

In this section we introduce the temperature dynamics, which is a continuous spatial-temporal
model. Before we define the model, we introduce the following notation. Let C(A) denote
the space of real-valued continuous functions on some Borel subset A ⊂ R. L2(A) is the
space of square integrable functions (w.r.t. Lebesque measure) on A. The space of contin-
uous functions on R+ × A, which are continuously differentiable in the first variable, is
denoted by C1,0(R+ ×A).

We define a compact domain in R2 with piecewise smooth boundary ∂D by D. This domain
is equipped with the Euclidean metric. We assume according to Chapter 2 that M(t) is the
mean temperature function, but with one difference. M /∈ C1(R+), but M ∈ C1,0(R+ ×D)

and describes the mean temperature in D. We have seen in Chapter 2 that the mean reverting
parameter θ is quite stable over time, so we choose the parameter to be time-independent.
Before we can write a closed form of our time-spatio temperature model we have to add
the random fluctuation by a Gaussian random field, which is a reasonable model for many
natural phenomena.

40
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Definition 4.1 (Random field) Let a probability space, (Ω,F ,P), and a parameter set, T
be given. A random field is then a finite or real valued function X(t, ω) which for every fixed
t ∈ T is a measurable function of ω ∈ Ω.

In our framework we consider the 2-dimensional Euclidean space, T = R2. For a fixed
ω ∈ Ω the function X(t, ω) is a non-random function of t. The parameter t is called the
coordinate or position, which leads to a simple intuitive interpretation:
A random field X(t, ω) on R2 is a function whose values are random variables for any
t ∈ R2. Note that a one-dimensional random field is usually called a stochastic process.

Definition 4.2 (Gassian Random Fields) A Gaussian random field is a random field where
all finite-dimensional distributions, Ft1,...,tk are multivariate normal distributions for any
choice of k and {t1, . . . , tk}.

For further readings about random fields we refer to Abrahamsen [1]. We will formulate the
Gaussian random field within the framework of Hilbert space valued random processes. The
explicit definition of the Gaussian measure and Gaussian processes on Hilbert spaces can be
found in Chapter 2 and 3 of Da Prato and Zabcyk [27].
Let q ∈ C(D × D) denote a symmetric, strictly positive definite function. By this function
the covariance in the space of the random field will be modeled. Moreover it can be viewed
as the integral kernel of an operator acting on L2(D). Recalling our assumptions onD and q,
it follows that Q is a symmetric Hilbert-Schmidt operator on L2(D) with a strictly positive
spectrum. Furthermore Q admits the Mercer expansion

Q =
∞∑
i=1

λie1 ⊗ ei. (4.1)

Here {λi}i∈N is the sequence of eigenvalues of Q and {ei}i∈N is the associated set of eigen-
functions (Qei = λiei for i ∈ N). Moreover the functions {ei}i∈N should form an orthonor-
mal basis of L2(D) and they should be continuous on D. Next we remark that the expansion
(4.1) converges in the operator norm, following from the Mercer theorem, which can be
found in Riesz and Sz.-Nagy [48], see also Werner [50] for an introduction about Hilbert-
Schmidt operator and integral kernels.
Let us consider a filtrated complete probability space (Ω,F ,P). The filtration {Ft}t∈R+ is
right-continuous and F0 contains all P − null sets. To retain generality we suppose that
F = F∞ = σ(Ft, t ∈ R+). Now let {B(t)}t∈R be a L2(D)−valued Q−Brownian motion
with respect to the filtration {Ft} defined on (Ω,F ,P). By these assumptions, {B(t)}t∈R

has the following expansion in L2(D) :

B(t) =
∞∑
i=1

√
λiβi(t)ei. (4.2)

Here {βi}i∈N is a sequence of one-dimensional standard Brownian motions given by

βi(t) =
1√
λi
< B(t), ei >L2(D), i ∈ N. (4.3)



Chapter 4. Hedging Spatial Temperature Risk 42

< ., . > denotes the inner product in L2(D). B(t, x) is a centered Gaussian random field
with covariance given by

Cov(B(t, x), B(s, y)) = min(s, t)q(x, y), s, t ∈ R+, x, y ∈ D. (4.4)

Now we can give an explicit formula of our spatio-temporal temperature model. The tem-
perature T (t, x) at time t ∈ R and at the point x ∈ R is given by

dT (t, x) =

[
(θ(x)(M(t, x)− T (t, x)) +

dM(t, x)

dt

]
dt+ σ(t, x)dB(t, x). (4.5)

Here σ(t, x) describes the time-space volatility of the temperature. The solution of this model
is

T (t, x) = (T (0, x)−M(0, x))e−θ(x)t +M(t, x) +

∫ t

0

e−θ(x)(t−u)σ(u, x)dB(u, x). (4.6)

4.2 Optimal Portfolio of Future Contracts

In the last chapter we presented the pricing method of the different future contracts. We
know that the underlying index is only measured in a specific city. Now we expand these
models and consider that D is a geographical area, being a country or a province. In this
considered area D, we suppose that the different futures are traded for n cities located in the
area at the coordinates x1, x2, . . . , xn.

4.2.1 General Temperature Index

We consider now a company which is exposed to temperature risk in an areaA ⊂ D (withA
Borel). This company wants to hedge its risk using futures based on indices that are offered
on the market. Let I(τ1, τ2, .) denote either a HDD, a CDD or a CAT index. We make the
assumption that the company is exposed to a temperature risk of the form∫

A
I(τ1, τ2, y)µ(dy), (4.7)

where µ denotes a measure on (A,B(A)). If we want for example the average of I(τ1, τ2, y)

over A, we can use the Lebesgue measure normalized by the total mass. The measure could
also be a point mass in specific locations y1, . . . , yn, describing an exposure to the I(τ1, τ2, y)

in these locations. We only make the assumption that I(τ1, τ2, .) is integrable w.r.t. µ on A.
So we consider a minimal-variance hedging problem. The aim of the agent is to minimize
the L2-distance between the desired future, which reflects its needs best, defined in (4.7) and
the futures, which are available on the market, given he enters the market at time t ≤ τ1.
To create a portfolio of temperature futures, the agent can combine any available futures in
the locations x1, . . . , xn. We assume that every location i has a specific measurement period
[τ i1, τ

i
2] with τ1 ≤ τ i1. The investor has to minimize the spatial and temporal risk. On the one
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hand there may not exist indices with the desired measurement period and on the other hand
there exist no futures at the location of risk y ∈ A. Therefore we have to find an optimal
portfolio which minimizes the spatial and temporal risk and covers the desired non-traded
future optimally. We add to our considerations that it is possible that the investor wants to
have a CDD-future, but there are only CAT or HDD futures available.
Let us denote by a(t) := (a1(t), . . . , an(t)) the number of contracts invested in each of the
temperature futures, which is available on the market at time t ∈ R+. We assume that
t 7→ a(t) is an {Ft}t∈R+−adapted stochastic process. This is a reasonable assumption,
because the investment decision a(t) can only depend on the available market information
up to this time. The residual risk measured in terms of the variance of the unhedgeable part
of (4.7) is defined for a given strategy a(t) as

R(t, a(t)) = E

[∫
A
I(τ1, τ2, y)dµ(y)−

n∑
i=1

ai(t)I(τ i1, τ
i
2, xi)

]2

|Ft

 . (4.8)

The aim of the agent is to find an optimal hedging strategy â(t) which minimizes R(t, a(t)).

In other words we want to solve the minimization problem

R̂(t) = min
a(t)

R(t, a(t)). (4.9)

The optimal solution of (4.9) is denoted by â(t) and defines a synthetic future contract. This
contract minimizes the distance, in the sense of the variance, between the desired future
and the portfolio of existing futures on the market. The synthetic future contract is given by∑n

i=1 ai(t)I(τ i1, τ
i
2, xi), which are the positions in tradeable temperature futures taken at time

t.
By rewriting R(t, a(t)) we obtain

R(t, a(t)) = E

[[∫
A
I(τ1, τ2, y)µ(dy)

]2

|Ft

]

− 2
n∑
i=1

ai(t)E
[∫
A
I(τ1, τ2, y)µ(dy)I(τ i1, τ

i
2, xi)|Ft

]
+ 2

n∑
i=1,j=1,i<j

ai(t)aj(t)E
[
I(τ i1, τ

i
2, xi)I(τ j1 , τ

j
2 , xj)|Ft

]
+

n∑
i=1

a2
i (t)E

[
I(τ i1, τ

i
2, xi)

2|Ft
]
.

Let us introduce the following notation

w(t, x, y) = [I(τx1 , τ
x
2 , x)I(τ y1 , τ

y
2 , y)|Ft] , (4.10)

for (x, y) ∈ D2. It is important that the measurement periods are labeled differently, because
they may not coincide. Let us define b(t) := (b1(t), . . . , bn(t))T with

bi(t) =

∫
Aw(t, xi, y)µ(dy)

w(t, xi, xi)
, (4.11)
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and the matrix A(t) given as

A(t) :=


1 A12(t) . . . A1n(t)

A21(t) 1 . . . A2n(t)
... . . . ...

An1(t) An2(t) . . . 1

 (4.12)

with

Aij(t) =
w(t, xi, xj)

w(t, xi, xi)
. (4.13)

Theorem 4.1 The minimizer â(t) := (â1(t), . . . , ân(t))T of R(t, a(t)) is given as the solu-
tion of the linear system:

A(t)a(t) = b(t).

Proof:
The first order condition ∂R

∂aj
= 0, j = 1, . . . , n for the optimum yields

n∑
i=1

ai(t)E
[
I(τ i1, τ

i
2, xi)I(τ j1 , τ

j
2 , xj)|Ft

]
=

∫
A

E
[
I(τ1, τ2, y)I(τ i1, τ

i
2, xi)|Ft

]
dµ(y).

The change of order of expectation and differentiation is valid in this situation due to the
normality of the temperature dynamics. Hence, we find that â(t) is the solution ofA(t)a(t) =

b(t). �

It hence follows that the solution â(t) is a function of the temperature at time t in the location
x1, . . . , xn, where futures are traded. The optimal values of the weights â1(t), . . . , ân(t)

define the synthetic future price

F I
A(t, τ1, τ2) =

n∑
i=1

âi(t)F
I
i (t, τ i1, τ

i
2), (4.14)

where F I
i (t, τ i1, τ

i
2) denotes the future price at time t for the traded contract written on the

Index I(τ i1, τ
i
2, xi). In Chapter 3 we have already seen how to compute explicit future prices

for the different underlying indices. In the following sections we calculate explicitly the
optimal weights for the different underlying indices.

4.2.2 CAT future

In this section we assume that all traded contracts are based on the CAT index, i.e. I = CAT .
By using the explicit expression of T (t, x) (4.6), we obtain the following expression for
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CAT (τ1, τ2, x) :

CAT (τx1 , τ
x
2 , x) =

∫ τx2

τx1

T (τ, x)dτ

=

∫ τx2

τx1

M(τ, x)dτ + (T (t, x)−M(t, x))θ̃(t, τx1 , τ
x
2 , x)

+

∫ τx2

t

σ(u, x)θ̃(u, τx1 , τ
x
2 , x)dB(u, x)

with

θ̃(u, τx1 , τ
x
2 , x) =

1

θ
[exp(−θ(x)(τx1 −min(u, τx1 )))− exp(−θ(x)(τx2 − u))] .

The conditioned expectation of CAT (τx1 , τ
x
2 , x) is a Gaussian random field with mean

m(t, x) := E [CAT (τx1 , τ
x
2 , x)|Ft] =

∫ τx2

τx1

M(τ, x)dτ + (T (t, x)−M(t, x))θ̃(t, τx1 , τ
x
2 , x)

and covariance

c(t, x, y) : = Cov [CAT (τx1 , τ
x
2 , x), CAT (τ y1 , τ

y
2 , y)|Ft]

= q(x, y)

∫ min(τx2 ,τ
y
2 )

t

σ(u, x)σ(u, y)θ̃(u, τx1 , τ
x
2 , x)θ̃(u, τ y1 , τ

y
2 , y)du.

Form Theorem 4.1 we obtain for the non-diagonal elements of the matrix A(t) in this special
case

Aij(t) =
c(t, xi, xj) +m(t, xi)m(t, xj)

c(t, xi, xi) +m2(t, xi)

for i, j = 1, . . . , n and i 6= j. Moreover the coordinates of the vector b(t) are given as

bi(t) =

∫
A c(t, y, xi)µ(dy) +

∫
Am(t, y)µ(dy)m(t, xi)

c(t, xi, xi) +m2(t, xi)
,

for i = 1, . . . , n. If we solve the the linear system A(t)a(t) = b(t) with these specifications
of A(t) and b(t), we obtain the optimal weights for constructing a synthetic future contract
based on CAT-contracts at different locations.

4.2.3 CDD/HDD futures

In the following the focus will be on CDD futures and we make the assumption that µ is a
point mass at location y ∈ D. This restriction is only for the avoidance of complex notation.
The calculations for the optimal weights of HDD-futures can be done in an analogous way.
To get A(t) and b(t), we have to calculate the conditional expectation

w(t, x, y) : = E

[∫ τx2

τx1

max(T (τ, x)− 18, 0)dτ

∫ τy2

τy1

max(T (τ, y)− 18, 0)dτ |Ft

]

=

∫ τx2

τx1

∫ τy2

τy1

E [max(T (τ, x)− 18, 0) max(T (τ ′, y)− 18, 0)|Ft] dτdτ ′.
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at locations (x, y) ∈ D, here for the combinations of x1, . . . , xn and y. Using the explicit
form of T (t, x) we obtain

w(t, x, y) =

∫ τ2

τ1

∫ τ2

τ1

(1− ρ(τ, τ ′, xi, xj)
2)

3
2

×
√

Var [T (τ, xi)|Ft] Var [T (τ ′, xj)|Ft]g(τ, τ ′, xi, xj)dτdτ
′,

where

g(τ, τ ′, xi, xj) =

∫ ∞
x̂j

(u− 18)exp(−1

2
(1− ρ(τ, τ ′, xi, xj)

2)u2)

×
∫ ∞
x̂i

(v − 18)exp(−1

2
(v − ρ(τ, τ ′, xi, xj)u)2)dvdu

with integration limits

x̂i =
18− E [T (τ, xi)|Ft]√

(1− ρ(τ, τ ′, xi, xj)2)Var [T (τ, xi)|Ft]
,

x̂j =
18− E [T (τ ′, xj)|Ft]√

(1− ρ(τ, τ ′, xi, xj)2)Var [T (τ ′, xi)|Ft]
and

ρ(τ, τ ′, xi, xj) =
Cov [T (τ, xi), T (τ ′, xj)|Ft]√

Var [T (τ, xi)|Ft] Var [T (τ ′, xj)|Ft]
.

The expectation and the covariance are given by

E [T (τ, x)|Ft] = M(t, x) + (T (t, x)−M(t, x)) ∗ exp(−θ(x)(τ − t))

and

Cov [T (τ, x), T (τ ′, y)|Ft] = q(x, y)

∫ min(τ,τ ′)

t

σ(u, x)σ(u, y)exp(−θ(x)(τ − u))

exp(−θ(y)(τ ′ − u))du.

Now we have calculated the entries of A(t) and b(t).

4.2.4 CAT and CDD futures

In this section we consider a mixture of CAT and CDD futures. We suppose that at some
locations only CAT futures are traded and at the others only CDD futures. It is also possible
that at some locations both are traded. More specifically, we consider x1, . . . , xm, which are
locations where only CAT futures available for trade, and xm+1, . . . , xn are these locations
with only CDD futures. If xi = xj for i ≤ m and j > m+ 1, then there exists the possibility
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of trade CDD as well as CAT futures. For these assumptions we have to modify A(t), which
is given by (

ACATm×m(t) ACAT,CDDm×(n−m) (t)

ACDD,CAT(n−m)×m (t) ACDD(n−m)×(n−m)(t)

)
.

Here ACATm×m denotes the matrix A derived in the Section 4.2.2 for m locations x1, . . . , xm.

Analogously ACDD(n−m)×(n−m) denotes the matrix derived in Section 4.2.3 for CDD futures in
this case for n−m locations xm+1, . . . , xn. Let us now consider the matrices ACAT,CDD and
ACDD,CAT .

ACAT,CDDm×(n−m) (t) denotes the matrix with elements w(t, xi, xj)/w(t, xi, xi) for i = 1, . . . ,m and
j = m+ 1, . . . , n with

w(t, xi, xj) = E
[
CAT (τ i1, τ

i
2, xi)CDD(τ j1 , τ

j
2 , xj)|Ft

]
(4.15)

and
w(t, xi, xi) = E

[
CAT 2(τ i1, τ2, xi)|Ft

]
.

The derivation of w(t, xi, xi) we have already seen in Section 4.2.2. The elements of the
matrix ACDD,CAT are w(t, xi, xi)/w(t, xi, xj) for i = m+ 1, . . . , n and j = 1, . . . ,m with

w(t, xi, xj) = E
[
CAT (τ j1 , τ

j
2 , xj)CDD(τ i1, τ

i
2, xi)|Ft

]
and

w(t, xi, xi) = E
[
CDD2(τ i1, τ

i
2, xi)|Ft

]
.

We have already done the computation of w(t, xi, xi) in Section 4.2.3. The derivation of
w(t, xi, xj) is similar to (4.15). Now we calculate w(t, xi, xj) as defined in (4.15) with
1 = 1, . . . ,m and j = m + 1, . . . , n. By using (4.2.2) and the measurability of T (t, xi) we
obtain

w(t, xi, xj) =

(∫ τ i2

τ i1

M(τ, x)dτ + (T (t, xi)−M(t, xi))θ̃(t, τ
i
1, τ

i
2, xi)

)
∗ E
[
CDD(τ j1 , τ

j
2 , xj)|Ft

]
+ E

[∫ τ i2

t

σ(u, xi)θ̃(u, τ
i
1, τ

i
2, xi)dB(u, xi)CDD(τ j1 , τ

j
2 , xj)|Ft

]
.

Calculating the first conditional expectation we obtain

E
[
CDD(τ j1 , τ

j
2 , xj)|Ft

]
=

∫ τ j2

τ j1

(mj(t, τ)− 18)Φ

(
mj(t, τ)− 18

Σj(t, τ)

)
+ Σj(t, τ)φ

(
mj(t, τ)− 18

Σj(t, τ)

)
dτ,

with
mj(t, τ) = M(τ, xj) + (T (t, xj)−M(t, xj)) ∗ exp(−θ(xj)(τ − t))
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and
Σ2
j(t, τ) =

∫ τ

t

σ2(s, xj) ∗ exp(−2θ(xj)(τ − s))ds.

Φ denotes the standard normal distribution function and φ its density.
Before we calculate E

[∫ τ i2
t
σ(u, xi)θ̃(u, τ

i
1, τ

i
2, xi)dB(u, xi)CDD(τ j1 , τ

j
2 , xj)|Ft

]
, let us de-

fine the following expression:

ρij(t, τ) =

∫ min(τ i2,τ)

t
σ(s, xi)σ(s, xj)θ̃(s, τ

i
1, τ

i
2, xi) ∗ exp(−θ(xj)(τ − s))ds√∫ τ i2

t
σ2(s, xi)θ̃2(s, τ i1, τ

i
2, xi)ds

√∫ τ
t
σ2(s, xj) ∗ exp(−2θ(xj)(τ − s))ds

.

This term denotes the correlation between the two normally distributed random variables∫ τ i2

t

σ(s, xi)θ̃
2(s, τ i1, τ

i
2, xi)dB(s, xi)

and ∫ τ

t

σ(s, xj) ∗ exp(θ(xj)(τ − s))dW (s, xj).

Furthermore, Y is a standard normally distributed random variable and we obtain for the
conditional expectation

E

[∫ τ i2

t

σ(u, xi)θ̃(u, τ
i
1, τ

i
2, xi)dB(u, xi)CDD(τ j1 , τ

j
2 , xj)|Ft

]

=

∫ τ j2

τ j1

ρij(t, τ)Σ̃i(t)E [Y max(mj(t, τ)− c+ Σj(t, τ)Y, 0)|Ft] dτ

= −2Σ̃i(t)

∫ τ j2

τ j1

ρij(t, τ)φ

(
mj(t, τ)− 18

Σj(t, τ)

)(
1

2
+
mj(t, τ)− 18

Σj(t, τ)

)
dτ

with

Σ̃2
i (t) =

∫ τ i2

t

σ2(s, xi)θ̃
2(s, τ i1, τ

i
2, xi)ds.

Now we have an explicit expression for w(t, xi, xj) and a description of the matrix A.
The calculation of the vector b(t) is much easier because it can be represented by

b(t) = (bCATm (t)T , bCDDn−m (t)T )T .

Here bCATm (t)T denotes the b vector we have already computed for the CAT futures in Sec-
tion 4.2.2 with m locations where CAT futures are traded. The vector bCDDn−m (t) can be
derived as in Section 4.2.3.



Chapter 5

Optimal Cross Hedging

After concentrating on modeling and pricing of temperature derivatives and considering spa-
tial temperature models, we now present in the following Chapters 5 and 6 more general
methods of pricing and hedging derivatives, which are based on non-tradeable underlyings.
In Chapter 5 we will use standard stochastic control techniques to obtain an optimal strat-
egy. Contrary to the approach in Chapter 5, we describe the price and the optimal strategy
in Chapter 6 in terms of a forward-backward stochastic differential equation. The main idea
of those models is closely related. The model in Chapter 6 is an extension of the model in
Chapter 5 and permits that the asset is based on more than one underlying.
The main idea of the models is to circumvent the problem of non-tradability of the underly-
ings by considering tradeable assets (one or more) which are correlated to the non-tradeable
underlying of the derivative. It is impossible to create a perfect hedge of the derivative by
investing in correlated assets, because an unhedgeable risk remains.

5.1 Introduction

Before we start describing the model we want do motivate it. This general model can help
companies who are involved in hedging weather risk or other risks which are based on non-
tradeable underlyings. We want to focus on the idea of cross hedging, which is based on the
negative correlation of risk exposures of different agents on the market. This idea of alter-
native risk transfer has been already considered for the well studied sea surface temperature
anomaly of the South Pacific in Chaumont et al. [25].
Let us give a short introduction to the model which we consider in this chapter and those
optimal cross hedging strategies we will estimate. The main process of the model is an non-
tradeable external risk process X , whose uncertainty is modeled by a Brownian Motion W
with volatility σ.Next we suppose that a derivative F , sold by an agent, depends on the exter-
nal risk process. In other words, the income F (XT ) is random and depends on the position
XT at the maturity T . The second process P is a security on a financial market, which is a
possibility for hedging the derivative. Note that X and P are correlated. We will assume that
the preferences of the investor are determined by an exponential utility function (see Section

49
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6.1.1). In this section we mainly follow Ankirchner et al. [5] to which we also refer for more
details.
Before describing the model explicitly, we want to mention that a better understanding of
some mathematical tools will be helpful. Instead of giving an introduction we want to give
some further readings. An introduction to Markov control processes, the Hamilton-Jacobi-
Bellman equation, the verification theorem and the famous Feynman-Kac formula can be
found in Øksendal [45]. Moreover, detailed information about the Markov processes and
optimal control can be found in Fleming and Soner [30].

5.2 The model

Let (Ω,F ,Ft,P) a filtered probability space andW a Brownian motion. We consider deriva-
tives, whose pay-off is based on non-tradeable external risks. We assume that the external
risk can be modeled as a diffusion process

dXt = b(t,Xt)dt+ σ(t,Xt)dWt and X0 = x0. (5.1)

Next let F be a measurable and real-valued function and T > 0, then F (XT ) denotes a
derivative with maturity T . An essential assumption for this model is that the financial
market consists of one-risky asset with zero interest rate and one risky asset whose price is
correlated to the process X. We assume that the price dynamics of the risky asset satisfies

dPt = Pt (g(t,Xt)dt+ β1dWt + β2dBt) and P0 > 0. (5.2)

where g : [0, T ] × R → R is measurable, β1 ∈ R, β 6= 0 and B a Brownian motion, which
is independent of W. Next we denote the volatility of P by β =

√
β2

1 + β2
2 . We see that the

Brownian motion W drives the risk process X and the price process P . The risk process
influences the drift part of the price process. For the sake of completeness we recall the
definition of an investment strategy, which is any (Ft)t≥0-predictable process π with π0 = 0

and such that the stochastic integral process of π with respect to∫ .

0

(g(t,Xt)dt+ β1dWt + β2dBt)

exists on [0, T ]. We can interpret π as the value of the portfolio fraction invested in the risky
asset. This means that πt = Ptθt, where θt denotes the number of assets, shares in the
portfolio at time t. Let us now define the wealth process which is given by

dV π
t = πt (g(t,Xt)dt+ β1dWt + β2dBt) and V π

0 = v0, (5.3)

where v0 denotes the initial wealth. We assume that the preferences of an investor are deter-
mined by an exponential utility function with risk-averse parameter η and we want to max-
imize the expected value of his wealth at time T . The optimal strategy πopt is determined
by

E
[
U
(
V πopt

T + F (XT )
)]

= sup
π

E [U(V π
T + F (XT ))] , (5.4)
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if the investor has a derivative F (XT ) in his portfolio. Notice that the supremum is taken
over all admissible strategies. A strategy π is said to be a-admissible if for all t ∈ [0, T ] we
have V π

t ≥ −a, almost surely for a ≥ 0. We call π admissible if there exists an a ≥ 0 such
that π is a-admissible.

Definition 5.1 A strategy π is called quasi-admissible with respect to U if there exists a
sequence (πn) of admissible strategies such that U(V πn

t ) converges to U(V π
T ) in L1 as n →

∞.

We now want to find the indifference price p (see Section 6.1.1) of the derivative such that

sup
π

E [U (V π
t F (XT )− p)] = sup

π
E [U (V π

T )] (5.5)

is fulfilled. We denote by π# the strategy which optimizes the right-hand side of the equation
and by π∗ the strategy optimizing the left-hand side. In the following section we solve the
control problem with the two processes X and V π.

5.3 The control problem

We modify X and V π and define for all (t, x, v) ∈ [0, T ]× R2 :

V π,t,x,v
r = v +

∫ r

t

πs
(
g(s,X t,x

s )ds+ β1dWs + β2dBs

)
∀r ≥ t; (5.6)

X t,x
r = x+

∫ r

t

b(s,X t,x
s )ds+

∫ r

t

σ(s,X t,x
s )dWs ∀r ≥ t. (5.7)

(5.8)

To get unique strong solutions of those SDE we have to assume that there exists µ ∈ R and
K ≥ 0 so that

1. ∀t ∈ [0, T ],∀(x, x′) ∈ R2 :

(x− x′)(b(t, x)− b(t, x′)) ≤ µ|x− x′|2,
|g(t, x)− g(t, x′)|+ |σ(t, x)− σ(t, x′)| ≤ K|x− x′|

2. ∀t ∈ [0, T ], ∀x ∈ R, |g(t, x)|+ |b(t, x)|+ |σ(t, x)| ≤ K(1 + |x|).

3. ∀t ∈ [0, T ], the function x 7→ b(t, x) is continuous.

Let us now define a function KG : [0, T ]× R× R→ R by

KG(t, x, v) = sup
π

E
[
U
(
V π,t,x,v
T +G(X t,x

T )
)]
,
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with G a given function. In (5.4) G is equal to 0 or F (.) − p. To solve this control problem
we use the Hamilton-Jacobi-Bellman equation which leads to the following equation. For all
(t, x, v) ∈ [0, T )× R× R

∂h

∂t
+
σ2(t, x)

2

∂2h

∂x2
+ b(t, x)

∂h

∂x
(5.9)

+ sup
π

{
π2β2

2

∂2h

∂v2
+ πβ1σ(t, x)

∂2h

∂v∂x
+ πg(t, x)

∂h

∂v

}
= 0.

h satisfies
h(T, x, v) = U(v +G(x)).

Note that the supremum from the equation above is finite if ∂2h
∂v2

< 0. We are searching for
an explicit solution h for (5.9) we will show that h = KG, according the variation theorem.
Recall that we assume that the preferences of the investor are determined by an exponential
utility function. That is why we can write the utility of the whole portfolio as a product of
the utility of the derivative and the utility of the investment. This multiplicative property
motivates us to search h such that

h(t, x, v) = U(v)exp(−ηΓ(t, x)),

where Γ(T, x) = G(x).

Then the condition ∂2h
∂v2

< 0 holds and

∂Γ

∂t
+
σ2(t, x)

2

∂2Γ

∂x2
+ b(t, x)

∂Γ

∂x
− σ2(t, x)η

2

(
∂Γ

∂x

)2

− inf
π

{
π2β2η

2
+ πβ1σ(t, x)η

∂Γ

∂x
− πg(t, x)

}
= 0

By differentiating and setting equal to zero, we obtain the optimal strategy which is given by

π∗ = π∗(t, x) =
1

β2

(
g(t, x)

η
− β1σ(t, x)

∂Γ

∂x
(t, x)

)
, (5.10)

and we obtain

∂Γ

∂t
+
σ2(t, x)

2

∂2Γ

∂x2
− β2

2

β2

σ2(t, x)η

2

(
∂Γ

∂x

)2

(5.11)

+

(
b(t, x)− αβ1σ(t, x)

β2

)
∂Γ

∂x
+
g(t, x)2

2ηβ2
= 0.

Let us define

ϕ(t, x) = exp
(
−ηβ

2
2

β2
Γ(t, x)

)
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which is equivalent to

Γ(t, x) =
ln(ϕ(t, x))

k
, with k =

β2
2

β2
η.

Then
ϕ(T, x) = exp(−kG(x)),

and we obtain

∂ϕ

∂t
+
σ2(t, x)

2

∂2ϕ

∂x2
+

(
b(t, x)− β1g(t, x)σ(t, x)

β2

)
∂ϕ

∂x
− kg(t, x)2

2β2η
ϕ = 0. (5.12)

To solve this partial differential equation we use the Feynman-Kac formula. Then a solution
of (5.12) is given by

ϕG(t, x) = E
[

exp
(
kG(Y t,x

T )
)

exp
(
− k

2β2η

∫ T

t

g(r, Y t,x
r )2dr

)]
.

Here Y t,x is defined as follow

Y t,x
r = x+

∫ r

t

b̂(s, Y t,x
s )ds+

∫ r

t

σ(s, Y t,x
s )dŴs, (5.13)

with

b̂(t, x) = b(t, x)− β1g(t, x)σ(t, x)

β2
,

and Ŵ is an arbitrary one-dimensional Wiener process. Immediately we obtain the solution
of (5.9) which is given by

h(t, x, v) = U(v)ϕG(t, x)
η
k (5.14)

= U(v)

(
E
[

exp
(
−kG(Y t,x

T )
)

exp
(
− k

2β2η

∫ T

t

g(r, Y t,x
r )2

)
dr

]) η
k

If for any t and x the stochastic integral (β1

β2 g(., X t,x)W ) satisfies the Novikov condition, we
can define a new probability measure Q with density

dQ
dP

= exp
(
−
∫ T−t

t

β1g(s,X t,x
s )

β2
dWs −

1

2

∫ T−t

t

β2
1g

2(s,X t,x
s )

β4
ds

)
. (5.15)

The distribution of Y t,x under the measure P coincides with the distribution of X t,x under
the measure Q and we can write ϕG in terms of Xx,t and Q to obtain

h(t, x, v) = U(v)

(
EQ
[

exp
(
−kG(X t,x

T )
)

exp
(
− k

2β2η

∫ T

t

g(r,X t,x
r )2dr

)]) η
k

.
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Let us now derive the right hand side of (5.4). We set G = 0, and the value function
K0(t, x, v) satisfies

K0(t, x, v) = sup
π

E
[
U(V π,t,x,v

T )
]

(5.16)

and using the Hamilton-Jacobi-Bellman equation we obtain the solution

h0(t, x, v) = U(v)E
[

exp
(
− k

2β2η

∫ T

t

g(r, Y t,x
r )2dr

)] η
k

= U(v)ϕ0(t, x)
η
k . (5.17)

Let us assume that the optimal strategy π# is quasi-admissible and that the following prop-
erty is satisfied.

Definition 5.2 (Regularity Property 1) There exists an open set V ⊆ R such that h0 be-
longs to the class C1,2([0, T )× V × R), and for all x ∈ V the process X t,x stays in V .

This guarantees us that h0 is a classical solution of the HJB equation (5.9) on [0, T ] ×
V × R. Let us apply the verification theorem and we obtain h0(t, x, v) = K0(t, x, v) on
[0, T ]× V × R. It follows that the optimal strategy is given by

π#(t, x) =
1

β

(
g(t, x)

η
+
β1σ(t, x)

kϕ(t, x)

∂ϕ0

∂x
(t, x)

)
. (5.18)

If g is constant and equal to α we obtain

K0(t, x, v) = K0(t, v) = exp
(
− α2

2β2
(T − t)

)
U(v)

and
π#(t, x) = π# =

α

ηβ2
.

Let us now consider the right hand side of (5.4). Here we have

KF (t, x, v) = sup
π

E
[
U(V π,t,x,v

T + F (X t,x
T )− p)

]
and a solution of (5.9) is

hF (t, x, v) = U(v)ϕF (t, x)
η
k (5.19)

= U(v)E
[

exp(k ∗ p)exp
(
−kF (Y t,x

T )
)

exp
(
− k

2β2η

∫ T

t

g(r, Y t,x
r )2dr

)] η
k

.

(5.20)

We assume that the optimal strategy is quasi-admissible and hF is regular in the following
sense.
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Definition 5.3 (Regularity Property 2) There exists an open set U ⊆ V such that hF be-
longs to the class C1,2([0, T )× U × R) and for all x ∈ U , the process X t,x stays in U.

By using the verification theorem we get

hF (t, x, v) = KF (t, x, v)

if v ∈ R and x ∈ U .
In Section 5.5 we give conditions for the optimal strategies under which the are quasi-

admissible.

5.3.1 Estimation of the indifference price

Here we consider the indifference price of the asset at any time t which is given by

sup
π

E
[
U(V π,t,x,v

T + F (X t,x
T )− p(t, x))

]
= sup

π
E
[
U(V π,t,x,v

T )
]
. (5.21)

By setting h0(t, x, v) = hF (t, x, v) we obtain for the price

p(t, x) = −1

k
ln

E
[
exp

(
−kF (Y t,x

T )
)

exp
(
− β2

2

2β4

∫ T
t
g(r, Y t,x

r )2dr
)]

E
[
exp

(
− β2

2

2β4

∫ T
t
g(r, Y t,x

r )2dr
)]


where Y denotes the solution of (5.13). Let us introduce a new probability measure P̂, whose
density is given by

dP̂
dP

=
exp

(
− β2

2

2β4

∫ T
t
g(r, Y t,x

r )2dr
)

E
[
exp

(
− β2

2

2β4

∫ T
t
g(r, Y t,x

r )2dr
)] , (5.22)

then we get

p(t, x) = −1

k
ln
[
EP̂ [exp

(
−kF (Y t,x

T )
)]]

.

We now can represent the indifference price, if the Novikov condition for (β1

β2
g(., X t,x) ·W )

is satisfied. The indifference price is given by

p(t, x) = −1

k
ln
[
EQ̂ [exp

(
−kF (X t,x

T )
)]]

(5.23)

with

dQ̂
dQ

=
exp

(
− β2

2

2β4

∫ T
t
g(r,X t,x

r )2dr
)

E
[
exp

(
− β2

2

2β4

∫ T
t
g(r,X t,x

r )2dr
)] . (5.24)

We see that the indifference price does not depend on the initial wealth v and the price is
independent of the Brownian Motion B and is only driven by W.
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5.3.2 Cross Hedging strategy

Here we want to analyse the relation between the optimal strategies π∗ and π#. We will see
that the difference depends on the sensitivity of the indifference price due to changes in Xt.

Recall that the price is given by

p(t, x) = −1

k

ϕF (t, x)

ϕ0(t, x)
.

The price is differentiable with respect to x (the initial capital), if the two properties from
above are satisfied. From equation (5.10) we obtain a optimal strategy π∗ which is given by

π∗(t, x) =
g(t, x)

ηβ2
− β1

β2
σ(t, x)

∂Γ

∂x
(t, x) (5.25)

=
g(t, x)

ηβ2
+
β1σ(t, x)

kβ2

1

ϕ0(t, x)

∂ϕ0

∂x
(t, x)− β1σ(t, x)

β2

∂p

∂x
(t, x) (5.26)

(5.27)

The strategy π# is given by (5.18). After some elementary calculations we obtain a simple
formula

π∗(t, x) = π#(t, x)− β1σ(t, x)

β2

∂p

∂x
(t, x). (5.28)

Remark that the optimal strategy π∗ depends on the risk sensitivity ∂p(t,x)
∂x

of the indifference
price of the derivative at time t and risk level x. Let us introduce the following notion.

Definition 5.4 The function defined by

δ(t, x) = −β1σ(t, x)
∂p(t, x)

∂x
, 0 ≤ t ≤ T, x ∈ U (5.29)

is called diversification pressure at time t and initial capital x.

The choice of the name will be explained by the following considerations. We suppose
that the risk sensitivity is positive. The derivative F (XT ) diversifies the portfolio risk if the
correlation β1σ(t, x) between the external risk and the price is negative. This means that the
investment in the asset is higher i.e. π∗ > π#. On the other hand, if the the correlation is
negative, the derivative F (XT ) amplifies the financial risk.
The following formula summarizes the relationship between the strategies in terms of the
diversification pressure.

Theorem 5.1 The optimal cross-hedging strategy π∗ differs from the classical optimal in-
vestment strategy π# only by the diversification pressure which means more precisely

π∗(t, x) = π#(t, x) +
1

β2
δ(t, x). (5.30)
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5.4 Example

In this section we want to consider a particular case, which is underpinned by an example of
external risk source. This example will give us a connection between the mathematical tools
and different practical problems. The example is based on an idea of Davis [28]. He pro-
poses another method for pricing HDD derivatives which differs from the methods we have
presented in the former chapters. He showed that the accumulated HDD, which are equiva-
lent to the definition of the HDD in Chapter 2, are almost lognormally distributed. Because
of that we assume that X is a geometric Brownian motion. The corresponding open set U
is R∗ = R\{0}.We will prove the two properties form the section above for this special case.

5.4.1 HDD (The geometric case)

We assume that the price process P and the risk process X are geometric Brownian motions
with drift. We set b(t, x) = µx, σ(t, x) = νx and g = α, with µ, α ∈ R and ν ∈ R\{0}.
Because of these assumptions, we do not need any further assumption for the derivative
function F. F only has to satisfy the condition

F (x) ≥ −K(1 + ln(x)) ∀x ≥ 1 (5.31)

with K constant, because the expectation in (5.19) must be finite. A further assumption is
that the initial value of X satisfies X0 = x0 > 0.

We obtain for ϕG the following form

ϕG(t, x) = E
[

exp (−kG(xZT−t)) exp
(
− β2

2

2β4
α2(T − t)

)]
where Zr−t denotes a normally distributed random variable with mean

a =

(
µ− ναβ1

β2
− ν2

2

)
(r − t)

and variance
b2 = ν2(r − t).

Next we continue by proving the regularity properties.
The first property is satisfied because

h0(t, x, v) = U(v)exp
(
− β2

2

2β4
α2(T − t)

)
.

The second property will follow from the next theorem where we show the regularity of the
function hF . For notational simplification we define

I(t, x) = E [exp (−kF (xZT−t))] ,
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which implies that we can write

hF = exp
(
− β2

2

2β4
α2(T − t)

)
I(t, x).

Theorem 5.2 Assume that the growth condition (5.31) is satisfied. The function hF is a
classical solution, i.e. h belongs to the class C1,2([0, T ) × R∗+ × R; R). Moreover if F is
continuous, hF is in C0([0, T ]× R∗+ × R; R).

Proof:
We have to prove that I belongs to C1,2([0, T )×R∗+×R; R). Observe that for all x > 0 and
t < T

I(t, x) =

∫
R

exp(−kF (xez))exp
(
−(z − a)2

2b2

)
1

b
√

(2π)
dz

=

∫
R

exp(−kF (ev))exp
(
−(v − ln(x)− a)2

2b2

)
1

b
√

(2π)
dv.

If follows from the dominated convergence theorem, that for all x > 0 and t < T

∂I

∂x
(t, x) =

∫
R

exp(−kF (ev))exp
(
−(v − ln(x)− a)2

2b2

)
(v − ln(x)− a)

b2x

1

b
√

(2π)
dv

=
1

x

∫
R

exp(−kF (xez))exp
(
−(z − a)2

2b2

)
(z − a)

b2
1

b
√

(2π)
dz

=
1

x
E
[

exp
(
−kF (xeZ)

) (Z − a)

b2

]
.

By an analogous way we obtain

∂2I

∂x2
(t, x) =

1

x2
E

[
exp

(
−kF (xeZ)

)((Z − a)

b2
− 1

2

)2
]
− 4 + b2

4b2x2
I(t, x)

Applying the dominated convergence theorem we show that

∂I

∂t
(t, x) =

1

2(T − t)
I(t, x) +

a′

b2
E
[
exp

(
−kF (xeZ)

)
(Z − a)

]
− 1

2ν2(T − t)2
E
[
exp

(
−kF (xeZ)

)
(Z − a)2

]
with

a′ =

(
ναβ1

β2
+
ν2

2
− µ

)
.

Note that if F is continuous then I(T, x) = exp (−kF (x)) is also continuous and we obtain
that hF is continuous. �
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Next we want to given an explicit formula for the diversification pressure for this special
case. Recall that the optimal strategy is given by (5.10) and satisfies

π∗(t, x) =
α

β2

(
1 +

βνx

αk

1

I(t, x)

∂I

∂x
(t, x)

)
.

Consequently is the diversification pressure given by

δ(t, x) =
β1ν

k

x

I(t, x)

∂I

∂x
(t, x).

For the geometric case the diversification pressure has the following properties.

Theorem 5.3 If F is bounded, then δ is finite on [0, T ) × R∗+. If F is differentiable and
satisfies

∃M ≥ 0, ∀x ≥ 0, |xF (x)| ≤M, (5.32)

then
∀t ∈ [0, T ], ∀x > 0, |δ(t, x)| ≤ β1νM.

Proof:
Let F be bounded. Recall from Theorem 5.2 that for all x > 0 and t < T

∂I

∂x
(t, x) =

1

b2x
E
[
exp

(
−kF (xeZ)

)
(Z − a)

]
.

By the boundedness of F we obtain

δ(t, x) =
β1ν

k

1

b2
E
[
exp

(
−kF (xeZ)

)
(Z − a)

]
E [exp (−kF (xeZ))]

≤ CE
[∣∣∣∣Z − ab2

∣∣∣∣] ≤ C̃
1

b

and the first result follows.
We assume now that F is differentiable and (5.32) holds. Note that I(t, .) = exp(−kF (.)),
we have

δ(T, x) = β1νxF
′(x)

and this is bounded by β1νM , caused by (5.32). For t < T we have

∂I

∂x
(t, x) = (−k)E

[
eZF ′(xeZ)exp(−kF (xeZ))

]
.

Hence

δ(t, x) = (−β1ν)
E
[
xeZF ′(xeZ)exp

(
−kF (xeZ)

)]
E [exp (−kF (xeZ))]

which implies
|δ(t, x)| ≤ β1νM.

�
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Theorem 5.4 If F is Lipschitz-continuous and non-decreasing, then there is a constant K
such that

|δ(t, x)| ≤ K(1 + |x|)

and δ is non-incrasing.

Proof:
Recall that

∂I

∂x
(t, x) = (−k)E

[
exp

(
−kF (xeZ)

)
eZ
∂F

∂x
(xez)

]
.

Suppose that ∂F
∂x

is bounded by M . Then∣∣∣∣∂I∂x(t, x)

∣∣∣∣ ≤ kME
[
exp

(
−kF (xeZ)

)
eZ
]

= kMexp
(
a+

b2

2

)
E
[
exp

(
−kF

(
xeb

2

ebN+a
))]

,

where N denotes a normally distributed random variable. Thus

∣∣∣∣ 1

I(t, x)

∂I

∂x
(t, x)

∣∣∣∣ ≤ kMexp
(
a+

b2

2

) E
[
exp

(
−kF

(
xeb

2
ebN+a

))]
E [exp (−kF (xebN+a))]

.

If F is increasing, then for all (t, x) ∈ [0, T )× R∗+ we have∣∣∣∣ 1

I(t, x)

∂I

∂x
(t, x)

∣∣∣∣ ≤ kMexp
(
a+

b2

2

)
(5.33)

and
1

I(T, x)

∂I

∂x
(T, x) = (−k)

∂F

∂x
(x).

We see that inequality (5.33) holds for t = T. �

5.5 When is the cross hedging strategy admissible?

In this section we analyse some conditions under which the optimal strategies π∗ and π# are
quasi-admissible. Here we want to give some results (for the proofs, see Ankirchner et al.
[5]). First we give conditions under which the derivatives of ϕ0 and ϕF are bounded, before
we give sufficient conditions for the optimal strategies π# and π∗.

Proposition 5.1 Suppose that there exists a constant C such that σ and b̂ are globally Lips-
chitz continuous and for all (t, x) ∈ [0, T ]× R we have |b̂(t,x)|+|σ(t,x)|

1+|x| ≤ C.

If g is bounded and Lipschitz continuous in x, then the partial derivative ∂ϕ0

∂x
is bounded and

if in addition F is Lipschitz continuous and bounded from below, then ∂ϕF

∂x
is bounded.
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The following proposition follows immediately.

Proposition 5.2 Let the assumptions of Proposition 5.1 be satisfied and suppose that σ is
bounded. The the optimal strategies π# and π∗ are bounded.

Theorem 5.5 Let the assumptions of Proposition 5.1 be satisfied and additional we assume
that σ is bounded. Then U(V #

T ) and U(VT ) are integrable and the strategies π# and π∗ are
quasi-admissible.

Let us now consider some special case of our model.

5.5.1 β1 = 0

If β1 = 0, then the price process and the process of the underlying non-tradeable risk are
only correlated via the drift part. In this case we obtain

π∗t = π#
t =

g(t,Xt)

ηβ2

and obviously the strategies do not depend on the structure of the derivative F (XT ). If g
is bounded or continuous in t and x, then the stochastic integral of g(., X) relative to B is
defined. We will also assume that this integral is defined.

Theorem 5.6 Let β1 = 0. Then U(V ∗T ) is integrable and π∗ is quasi-admissible.

5.5.2 The geometric case

Now we consider the case were the price and risk process are geometric Brownian motions.
We only give the key results without any proof.

Theorem 5.7 Under the assumption

π# =
α

ηβ2
,

the optimal strategy π# maximizing the right-hand side of (6.6) is quasi-admissible.

Now we want to give a sufficient criterion for the optimal strategy π∗ to be quasi-
admissible.

Theorem 5.8 Suppose that there exist constants A,C > 0 such that the diversification pres-
sure satisfies

|δ(u, x)| ≤ C + A|ln(x)| ∀(u, x) ∈ [0, T ]× R∗+.

If A is sufficiently small, then the optimal control π∗ is quasi-admissible.



Chapter 6

Pricing and hedging of derivatives based
on non-traded underlyings

In the following chapter we present an amplification of the model in Chapter 5 and we de-
scribe the indifference price and hedges in terms of solution processes of forward-backward
stochastic differential equations. Here we mainly follow Ankirchner et al. [4]. We will cal-
culate utility based indifference prices and explicit hedging strategies. Before we start with
the pricing model we give a short introduction of some mathematical terms, which will be
helpful for a better understanding of the following sections.

6.1 Introduction

6.1.1 Indifference Pricing

For pricing claims in an incomplete market, indifference pricing based on a utility criterion
is a popular method. Provided that the agent has a utility function U , the indifference price
corresponds to the maximal amount π, that an agent is willing to pay for a claim X. This
means that π is the amount the agent pays such the expected utility remains unchanged when
doing the transaction:

E [U(X − π)] = U(0).

Here π does not denote the transaction price, but it is an upper bound for the price of the
claim.

Definition 6.1 A risk-averse utility function is a concave and monotone increasing function
that assigns to every value x a utility U(x).

62
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Exponential Utility

We introduce this special utility function because it is widely used in the financial literature
and we also use it in the following sections. We consider the exponential utility function

U(x) = −γexp(−1

γ
x) (6.1)

with γ the risk-tolerance parameter. Let (Ω,F ,P) be a probability space with time horizon
T . The wealthW of the agent at this future date T is uncertain. W can be seen as a particular
position on a given portfolio. To reduce the risk of the agent in his position, he can decide
to buy a contingent claim with payoff X at time T or not. To simplify the model we do not
consider an interest rate and assume that both variables X and W are bounded.
The agent can decide if he buys the claim or not. The maximum price he is willing to pay
for the claim X is the indifference price π(X) which is given by

E [U(W +X − π(X))] = E [U(W )] .

Rewriting this equations leads to

E
[

exp(−1

γ
(W +X − π(X)))

]
= E

[
exp(−1

γ
W )

]
.

The indifference price for the claim X given the wealth W is given by

π(X|W ) = eγ(W )− eγ(W +X)

where eγ is given by

eγ(Ψ) := γlnE
[

exp
(
−1

γ
Ψ

)]
(6.2)

for any bounded variable Ψ.

In the following sections we will use a utility exponential utility function of the form

U(x) = −exp(−ηx) (6.3)

with η the risk averse parameter. In general, the risk aversion parameter is the inverse of the
risk-tolerance parameter.

6.1.2 Backward Stochastic Differential Equations

In this section an introduction to backward stochastic differential equations BSDE is given. A
better understanding of BSDEs may be helpful for the later calculations. After the definition
of BSDEs and references to some key results, we focus on mathematical tools which are
helpful and essential for some proofs in the further sections.
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Definition 6.2 Backwards stochastic differential equations BSDE are equations of the fol-
lowing type:

Yt = ζ +

∫ T

t

f(s, Ys, Zs)ds−
∫ T

t

ZsdWs 0 ≤ t ≤ T, (6.4)

where (Wt)0≤t≤T is a standard d−dimensional Brownian motion on a filtered probability
space (Ω,F ,P) with (Ft)0≤t≤T the standard Brownian filtration. The random function f :

[0, T ]×Rn×Rn×d → R is called a coefficient or generator, T the terminal time, which may
be a stopping time, and the FT−adapted random variable ζ = YT a terminal condition. The
parameters of (6.4) are (f, T, ζ).

A solution of (6.4) is a pair of measurable processes (Y, Z) ∈ S2(R)×H2(Rd).HereH2(Rd)

denotes the set of all Rd−valued predictable processes ξ such that

E
[∫ T

0

|ξt|2dt
]
<∞

and S2(R) denotes the set of all R−valued predictable processes δ satisfying

E

[
sup
s∈[0,T ]

|δs|2
]
<∞.

The set of one-dimensional progressively measurable processes which are almost surely
bounded, for every t, is denoted byH∞(R).

Pardoux and Peng [46] introduced nonlinear BSDEs first. They assumed that f is Lipschitz
continuous in the variables Y and Z and ζ is square integrable. They proved the existence
and uniqueness of the solution, which is a pair (Y, Z) of square-integrable adapted processes.
We will concentrate on BSDEs where the generator is continuous and has a quadratic growth
in Z.

Definition 6.3 (Growth condition) Let α0, β0, b ∈ R and c be a continuous increasing func-
tion. We say that the coefficient f satisfies the growth condition (6.5) with α0, β0, b, c if for
all (ω, t, z) ∈ R+ × R× Rd,

f(ω, t, z) = a0(ω, t, z) + f0(ω, t, z),

with
β0 ≤ a0(ω, t, z) ≤ α0 a.s.

|f0(ω, t, z)| ≤ b+ c(|t|)|z|2 a.s. (6.5)

The following theorem is the main result about the existence of a solution of a BSDE with
quadratic growth.

Theorem 6.1 Let (f, τ, ζ) be a set of parameters of BSDE (6.4) and suppose that the co-
efficient f satisfies the growth condition with α0, β0, b ∈ R and c : R+ → R+ continuous
increasing, ζ ∈ L∞(Ω), and:
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1. The terminal time τ is either bounded, (τ ≤ T a.s) or

2. The terminal time is such that τ <∞ a.s and α0 < 0.

Then the BSDE (6.4) has at least one solution (Y, Z) ∈ H∞(R) × H2(Rd) such that the
process Y has continuous paths.
Moreover there exists a minimal solution (Y∗, Z∗) [resp. a maximal solution (Y ∗, Z∗)] such
that for any set of parameters (g, τ, ξ), if

f ≤ g and ζ ≤ ξ (resp. f ≥ g and ζ ≥ ξ)

and for any solution (Yg, Zg) of the BSDE with parameters (g, τ, ξ),

Y∗ ≤ Yg (resp. Y∗ ≥ Yg).

Proof: See Kobylanski [43] �

For further information about the monotone stability which is helpful for the proof of the the-
orem and the main argument of the existence see Kobylanski [43]. Kobylanski also shows
the uniqueness (Theorem 2.6) of the solution. We now give some mathematical properties
of quadratic FBSDEs. A better understanding of BMO-martingales is helpful for the under-
standing of the following explanations. For this reason we refer for an introduction about
BMO-martingales to Kazamaki [40]. We show the following results without any proof,
which can be found in Ankirchner et al. [4].

Moment estimates for BSDE

We now give moment estimates for BSDE with coefficients that satisfy Lipschitz conditions
with random bounds for the slopes. We assume that for our coefficient f : Ω×[0, T ]Rd → R,
there exists an R+−valued predictable process H such that for all (ω, t, z) ∈ Ω× [0, T ]×Rd

we have
|f(ω, t, z)− f(ω, t, z′)| ≤ Ht|z − z′|. (6.6)

Next we assume thatH is such that the stochastic integral
∫ .

0
HdB with respect to a Brownian

motion B is a so-called BMO martingale.
∫ .

0
HdB is a BMO martingale if and only if there

exists a constant C ∈ R+ independent of ω such that for all stopping times τ with values in
[0, T ] we have

E
[∫ T

τ

H2
sds|Ft

]
≤ C a.s. (6.7)

We use the definition and refer the smallest C ∈ R+ such that the inequality (6.7) is satisfied
as BMO-norm of H. Consider the BSDE

Yt = ζ

∫ T

t

ZsdWs +

∫ T

t

f(s, Zs)ds, 0 ≤ t ≤ T, (6.8)
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whereW is a d−dimensional Brownian motion and ζ is a boundedFt−measurable variable.
The generator f satisfies (6.6) relative to a predictable H with finite BMO-norm. The mo-
ment estimator will be needed for establishing the smoothness of the solution of the quadratic
BSDE with respect to the parameters, the terminal condition depends on.

Proposition 6.1 Suppose that for all β ≥ 1 we have
∫ T

0
|f(s, 0)|ds ∈ Lβ(P ). Let p > 1.

Then there exist constants q > 1 and C > 0, depending only on p, T, and the BMO-norm of
H , such that we have

E

[
sup
t∈[0,T ]

|Yt|2p
]

+ E
[(∫ T

0

|Zs|2ds
)p]
≤ C

(
E

[
|ζ|2pq +

(∫ T

0

|f(s, 0)|ds
)2pq

]) 1
q

.

Differentiability of quadratic FBSDE

Consider the FBSDE

Xx
s = x+

∫ t

0

b(s,Xx
s )ds+

∫ t

0

ρ(s,Xx
s )dWs (6.9)

Y x
s = F (Xx

T )−
∫ T

t

Zx
s dWs +

∫ T

t

f(s,Xx
s , Z

x
s )ds, (6.10)

where b : [0, T ] × Rm → Rm and ρ : [0, T ] × Rm → Rm×d and W is a d−dimensional
Brownian motion. Note that ρ is a n × d matrix. The generator of the backward part is
assumed to be a P(Ft)⊗B(Rm)⊗B(Rd)−measurable process f : Ω×[0, T ]×Rm×Rd → R
such that there exists a constant M ∈ R+ such for all (t, x, z) ∈ [0, T ]× Rm × Rd we have

|f(t, x, z)| ≤M(1 + |z|2) a.s. (6.11)

The σ−field of predictable sets with respect to the filtration Ft is denoted by P(Ft). Further-
more we assume that

f is differentiable in x and z and

|∇zf(t, x, z)| ≤M(1 + |z|) for all (t, x, z) ∈ [0, T ]× Rm × Rda.s. (6.12)

We want to give conditions for the process Y x in the solution of the FBSDE (6.9) to be
differentiable in x. We need a further assumption which assures us that the coefficients of
the forward equation belong to the function space Bm×d and Bm×1, see Definition 6.8. To
simplify the notation we introduce for the pair (b, ρ) of coefficient functions the second order
differential operator

L =
m∑
i=1

bi(.)
∂

∂xi
+

1

2

m∑
i,j=1

[ρρT ]ij(.)
∂2

∂xi∂yj
.

Now we give some restrictions to the coefficients of the forward equation (6.9) which ensures
us that Xx is differentiable in x.
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(D1) ρ ∈ Bm×d, b ∈ Bm×1 and

(D2) F : Rm → R is a twice differentiable function such that ∇F · ρ ∈ B1×d and LF ∈
B∞×∞.

Next we give a standard result which will be helpful for the later derivations. ei denotes the
unit vector in Rm.

Proposition 6.2 Suppose that (D1) and (D2) are satisfied. For all x ∈ Rm, h 6= 0 and
i ∈ {1, . . . ,m}, let

ξx,h,i =
1

h

(
F (Xx+hei

T )− F (Xx
T )
)
.

Then for every p > 1 there exists a C > 0, dependent only on p and the bounds of b, ρ, F
and its derivatives, such that for all x, x′ ∈ Rm and h, h′ 6= 0,

E
[
|ξx,h,i − ξx′,h′,i|2p

]
≤ C(|x− x′|2 + |h− h′|2)p. (6.13)

The facts that F is bounded and growth condition (6.11) holds, ensures a unique solution
(Y x, Zx) ∈ H∞(R)⊗H2(Rd) of the BSDE in (6.9) for all x ∈ Rd. We will choose a family
(Y x)x∈Rm which is continuous in x.

Proposition 6.3 Let (D1), (D2), (6.11) and (6.12) be satisfied, and assume that F is bounded
and that there exists a constant K ∈ R+ such that for all t ∈ [0, T ], x, x′ ∈ Rm and z ∈ Rd

|f(t, x, z)− f(t, x′, z)| ≤ K(1 + |z|)|x− x′|. (6.14)

Then for all p > 1 there exists a constant C ∈ R+ such that for all x, x′ ∈ Rm,

E

[
sup
t∈[0,T ]

|Y x
t − Y x′

t |2p
]
≤ C|x− x′|2p, (6.15)

E
[(∫ T

0

|Zx
t − Zx′

t |2dt
)p]
≤ C|x− x′|2p. (6.16)

In particular, Kolmogorov’s continuity criterion implies that there exists a measurable pro-
cess Ỹ : Ω × [0, T ] × Rm such that (t, x) 7→ Ỹ x

t is continuous for almost all ω, and for all
(t, x) ∈ [0, T ]× Rm we have Ỹ x

t = Y x
t a.s.

Pathwise continuous differentiability will be guaranteed by the following theorem.

Theorem 6.2 Let (D1), (D2), (6.11) and (6.12) be satisfied, and suppose that F is bounded
and f satisfies (6.14). Besides suppose that ∇zf is globally Lipschitz continuous in (x, z)

and that ∇xf satisfies for all t ∈ [0, T ], x, x′ ∈ Rm and z, z′ ∈ Rd

|∇xf(t, x, z)−∇xf(t, x′, z′)| ≤ K(1 + |z|+ |z′|)(|x− x′|+ |z − z′|). (6.17)
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Then there exists a function Ω× [0, T ]×Rm → Rm+1+d, (ω, t, x) 7→ (Xx
t , Y

x
t , Z

x
t )(ω), such

that for almost all ω,Xx
t and Y x

t are continuous in t and continuously differentiable in x,
and for all x, (Xx

t , Y
x
t , Z

x
t ) is a solution of FBSDE (6.9). Moreover, there exists a process

∇xZ
x ∈ H2 such that the pair (∇xY

x,∇xZ
x) solves the BSDE

∇xY
x
t = ∇xF (Xx

T )∇xX
x
T −

∫ T

t

∇xZ
x
s dWs (6.18)

+

∫ T

t

(∇xf(s,Xx
s , Z

x
s )∇xX

x
s +∇zf(s,Xx

s , T
x
s )∇xZ

x
s ) ds. (6.19)

Markov property of FBSDE

A time-inhomogeneous Markov process will solve the forward part of the FBSDE (6.9).
Now we give some consequences of this fact. Fix an initial time t ∈ [0, T ) and x denotes the
initial state of the forward process as time t. The forward process conditioned on taking the
value x at time t satisfies the SDE

X t,x
s = x+

∫ s

t

b(r,X t,x
r )dr +

∫ s

t

ρ(r,X t,x
r )dWr, (6.20)

with x ∈ Rm and s ∈ [t, T ]. Let us assume that the coefficients satisfy a growth and a
Lipschitz condition. Let C ∈ R+ be a constant such that for all x, x′ ∈ R and t ∈ [0, T ]

|b(t, x)− b(t, x′)|+ |ρ(t, x)− ρ(t, x′)| ≤ C(|x− x′|),
|b(t, x)|+ |ρ(t, x)| ≤ C(1 + |x|).

(6.21)

This condition guarantees that there exists a unique solution of (6.20). It also implies that
X t,x
r is Malliavin differentiable and that its Malliavin gradient has a representation, which

involves for (t, r) fixed the global flow on the space of nonsingular linear operators Φt,x on
Rm defined by

Φt,x
s = Im +

∫ s

t

∇xb(u,X
t,x
u )Φt,x

u du+

∫ s

t

∇xρ(u,X t,x
u )Φt,x

u dWu. (6.22)

Here ∇xb and ∇xρ denotes the gradient under the condition (6.21) and Im the m ×m unit
matrix. The Malliavin gradient is given by

DϑX
t,x
s = Φt,x

s (Φt.x
ϑ )−1ρ(ϑ,X t,r

ϑ ), t ≤ ϑ ≤ s. (6.23)

X t,x denotes the Markov process starting at time t in x. Let us consider the following BSDE

Y t,x
s = F (X t,x

T )−
∫ T

s

Zt,x
r dWr +

∫ T

s

f(r,X t,x
r , Zt,x

r )dr. (6.24)

Here and in the further explanations we assume that the generator is a deterministic Borel
measurable function f : [0, T ] × Rm × Rd → R. We also assume that f is differentiable in
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(x, z) and that there exists a constant M ∈ R+ such that for all (t, x, z) ∈ [0, T ]× Rm × Rd

we have

|f(t, x, z)| ≤M(1 + |z|2)a.s. and |∇zf(t, x, z)| ≤M(1 + |z|)a.s. (6.25)

for all (t, z) ∈ [0, T ]×Rm. We know that, if F is bounded that there exists a unique solution
(Y t,x, Zt,x) ∈ H∞(R)⊗H2(Rd) of the BSDE (6.24). The following theorem shows that the
solution of the BSDE is already determined by the forward process X t,x. Dm denotes for all
m ∈ N the σ−algebra on Rm generated by the family of functions

x 7→ E
[∫ T

t

ϕ(s,X t,x
s )ds

]
with x ∈ Rm, t ∈ [0, T ] and ϕ : [0, T ]× Rm → R is bounded and continuous.

Theorem 6.3 Let F : Rm → R be a bounded Borel function, suppose that f satisfies (6.25)
and the coefficients of the forward diffusion (6.21). Suppose that there exists functions fn :

[0, T ]×Rm×Rd → R, globally Lipschitz continuous in (x, z), such that for almost all ω and
for all compact sets K ⊂ Rm ×Rd the sequence fn converges to f uniformly on [0, T ]×K.
Then there exist two B[0, T ]⊗Dm− and B[0, T ]⊗Dm−measurable deterministic functions
u and v on [0, T ]× Rm such that

Y t,x
s = u(s,X t,x

s ) and Zt,x
s = v(s,X t,x

s )ρ(s,X t,x
s ), (6.26)

for P ⊗ λ− almost all (ω, s) ∈ Ω× [t, T ].

Using Theorem 6.3 and Theorem 6.2 we can represent the control process Zt,r in terms
of the derivative of Y t,r with respect to x.

Theorem 6.4 Suppose that the assumptions of Theorem 6.3 are satisfied. Besides assume
that ∇zf is globally Lipschitz continuous, that (6.14) and (6.17) are satisfied, and further
that the forward coefficients satisfy the stronger conditions (D1) and (D2). Then u(t, x) is
differentiable in x for almost all t ∈ [0, T ]. Moreover

Zt,x
s = ∇xu(t,X t,x

s )ρ(s,X t,x
s ). (6.27)

Differentiability of quadratic BSDE with parameterized terminal condition

Let us consider the BSDE

Y x
t = ξ(x)−

∫ T

t

Zx
s dWs +

∫ T

t

f(s, Zx
s )ds, t ∈ [0, T ], x ∈ Rm (6.28)

and we assume that

(E1) Rm 3 x 7→ ξ(x) ∈ R is a bounded random field which as a function of X is differ-
entiable with bounded partial derivatives. ∇ξ(x) is also Lipschitz in x; also f(t, 0) is
Ft−adapted and satisfies f(t, 0) ∈ Lp for p ≥ 1.
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(E2) there exists M ∈ R+ such that |f(t, z)| ≤M(1+ |z|2)a.s.; f is differentiable in z such
that |∇zf(t, z)| ≤M(1 + |z|) for all (t, z) ∈ [0, T ]× Rd a.s.

(E3) for all x ∈ Rm, h 6= 0 and i ∈ {1, . . . ,m}, let ζx,h,i = 1
h
(ξ(x+ hei)− ξ(x)). Then for

every p > 1 there exists a C > 0, dependent only on p, such that for all x, x′ ∈ Rm

and h, h′ 6= 0,

E
[
|ζx,h,i − ζx′,h′,i|2p

]
≤ C(|x− x′|2 + |h− h′|2)p. (6.29)

The assumptions (E1)-(E3) allow us to apply the methods of subsection "Differentiability of
quadratic FBSDE" and we obtain the following theorem.

Theorem 6.5 Let (E1)-(E3) be satisfied. Then there exists a function Ω × [0, T ] × Rm →
R1+d, (ω, t, x) 7→ (Y x

t , Z
x
t )(ω), such that for almost all ω, the process Y x

t is continuous in
t and continuously differentiable in x, and for all x, (Y x

t , Z
x
t ) is a solution of BSDE (6.28).

Moreover, there exists a process∇xZ
x ∈ H2(Rm×d) such that the pair (∇xY

x,∇xZ
x) solves

the BSDE

∇xY
x
t = ∇xξ(x)−

∫ T

t

∇xZ
x
s dWs +

∫ T

t

(∇zf(s, Zx
s )∇xZ

x
s ) ds.

6.2 The Model

Let us consider a d-dimensional Brownian motionW, d ∈ N on a probability space (Ω,F ,P).

The filtration generated by W is denoted by (Ft)0≤t≤T . We assume that a derivative is based
on a m-dimensional non-tradeable index with maturity T > 0. Its dynamics is given by

dRt = b(t, Rt)dt+ ρ(t, Rt)dWt, (6.30)

with b : [0, T ]×Rm → Rm and ρ : [0, T ]×Rm → Rm×d measurable deterministic functions.
Next we assume that there exists a constant C ∈ R+ such that for all t ∈ [0, T ] and x, x′ ∈
Rm

|b(t, x)− b(t, x′)|+ |ρ(t, x)− ρ(t, x′)| ≤ C |x− x′| ,
|b(t, x)|+ |ρ(t, x)| ≤ C(1 + |x|).

(6.31)

The derivative which we consider is given by F (RT ), where F : Rm → R is a bounded and
measurable function. The expected payoff at time t of F (RT ), conditioned on Rt = r, is
given by F (Rt,r

T ), where Rt,r is the solution of the SDE

Rt,r
s = r +

∫ s

t

b(u,Rt,r
u )du+

∫ s

t

ρ(u,Rt,r
u )dWu (6.32)

for s ∈ [t, T ] . To create a hedge we also need assets which are correlated to the non-tradeable
index (6.30). The considered finance market consists of k risky assets and one non-risky
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asset. The non-risky asset will be used as numeraire and we suppose that the prices of the
risky assets in the units of the numeraire evolve according to the SDE

dSit = Sit(αi(t, Rt))dt+ βi(t, Rt)dWt) (6.33)

for i = 1, . . . , k. Here αi(t, r) denotes the ith component of a measurable and vector-valued
map α : [0, T ] × Rm → Rk and βi(t, r) is the ith row of a measurable and matrix-valued
map β : [0, T ] × Rm → Rk×d. The Brownian Motion driving the risk-assets is the same
Rd−dimensional Brownian motion as the one driving the process of the index (6.30). The
correlation between the non-tradeable index and the tradeable is determined by the matrices
ρ and β.
We assume d ≥ k, to guarantee that the market is arbitrage-free. For technical reasons we
suppose that

(M1) α is bounded,

(M2) there exist constants 0 < ε < K such that εIk ≤ (β(t, r)βT (t, r)) ≤ KIk for all
(t, r) ∈ [0, T ]× Rm,

where βT (t, r) is the transpose of β(t, r) and Ik the k−dimensional unit matrix.
Before we derive explicit hedging strategies and we want to give some examples where our
model can be applied. In the first example we present a derivative which is based on one
underlying only.

Example 6.1 In the previous chapter we have already seen a possibility to derive degree
futures and options. Davis proposes in [28] another method for pricing HDD derivatives.
He shows that the accumulated HDD are almost lognormally distributed. For this reason
he models them by a geometric Brownian Motion. If we apply this fact to our framework
in (6.30) we would have to choose b(t, Rt) = α1Rt and ρ(t, Rt) = α2Rt with α1 ∈ R
and α2 ∈ R\{0}. Tradeable assets which are correlated with temperature indices are for
example electricity futures and stocks of electricity producers.

In the next example we look at a derivative which is based on more than one underlying.

Example 6.2 Here we consider a special type of spread option. Spread options involve in
general more underlying structures (prices, indices, interest rates and other quantities), and
measure the distance between them. Carmona and Durrleman gives in [24] an overview of
pricing and hedging spread options. Now we analyse a 2-dimensional crack spread.
This special type consists of the simultaneous purchase of crude against the sale or purchase
of refined petroleum products. We look at a kerosene crack spread, which pits crude oil price
(co) against kerosene (ke). A firm which produces kerosene from crude oil wants to cover
a part of its risk arising from a sudden increase of the crude oil price by buying a kerosene
crack spread. The problem here is that no sufficiently liquid market for kerosene exists.
This means it is impossible to buy a kerosene future or other products whose underlying is
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kerosene. Hence contracts of this type can only be arranged over the counter.
A possibility to hedge kerosene crack spreads can be hedged by using the high correlation
between the price of the heating oil (he) and the kerosene price. The modeling of the prices
will be done in the following way:

dRke
t = Rke

t (b1dt+ γ2dW
1
t + γ3dW

2
t + γ4dW

3
t )

dRco
t = Rco

t (b2dt+ γ1dW
1
t )

dShot = Shot (b3dt+ β1dW
1
t + β2dW

2
t )

with b1, b2, b3 ∈ R, γ1, γ2, γ3, γ4, β1, β2 ∈ R\{0} and the correlation between heating oil
and kerosene is given by

σ =
γ2β1 + γ3β2√

(γ2
2 + γ2

3 + γ2
4)(β2

1 + β2
2)
.

A European call on the spread with strikeK is of the form F (Rke
T , S

co
T ) = (Rke

T −ScoT −K)+.

Before we estimate the hedging strategies we define the wealth process. First of all let
U be an exponential utility function with risk tolerance parameter η > 0. We define an
investment strategy as any predictable process λ = (λi)1≤i≤k with values in Rk such that the
integral process

∫ t
0
λir

dSir
Sir

is defined for all i ∈ {1, . . . , k}. In our framework λi denotes the
value of the portfolio fraction invested in the i−th asset. Investing according to a strategy λ
leads to a total gain due to trading during the time interval [t, s] which amounts to

Gλ,t
s =

k∑
i=1

∫ s

t

λiu
dSiu
Siu

.

The gain conditioned on Rt = r will be denoted by Gλ,t,r
s . Using the definition of dSiu

Siu
we

obtain

Gλ,t,r
s =

k∑
i=1

∫ s

t

λiu[αi(u,R
t,r
u )du+ βi(u,R

t,r
u )dWu]. (6.34)

We see that the wealth process does not depend on the value of the correlated price process.

Definition 6.4 (Stopping Time) A nonnegative random variable τ , which is allowed to take
value∞, is called a stopping time if for each t, the event

{τ ≤ t} ∈ Ft.

The definition of admissible strategies guarantees that the market is arbitrage-free.

Definition 6.5 (Admissible strategies) Let At,r be a set of all strategies λ such that

E
[∫ T

t

|λsβ(s, Rt,r
s )|2ds

]
<∞
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and the family {
exp(−ηGλ,t,r

τ ) : τ is a stopping time with values in[t, T ]
}

is uniformly integrable. If λ ∈ At,r, then λ is admissible.

The maximal expected utility at time T , conditioned on the wealth v at time t and the index
satisfy Rt = r is defined by

V 0(t, v, r) = sup
{

E
[
U(v +Gλ,t,r

T )
]

: λ ∈ At,r
}
. (6.35)

In the next section we show that there exists an optimal strategy π which solves this maxi-
mization problem. If an investor holds a derivative F (RT ) in his portfolio until maturity T ,
the problem differs from the expected maximal utility above and has the following form:

V F (t, v, r) = sup
{

E
[
U(v +Gλ,t,r

T + F (Rt,r
T ))

]
: λ ∈ At,r

}
. (6.36)

The optimal strategy of this problem will be denoted by π̂. If an investor holds a derivative
F (RT ), the optimal strategy must be changed form π to π̂. The difference

∆ = π̂ − π

which evolves from the presence of the derivative in the portfolio should be hedged. There-
fore we call ∆ derivative hedge. In the following sections we derive an explicit expression
for ∆. We have already seen in the introduction of this chapter that for all (t, r) ∈ [0, T ]×R
there exists a real number p(t, r) such that for all v ∈ R

V F (t, v − p(t, r), r) = V 0(t, v, r).

Then p(t, r) is called the indifference price at time t and level r.

6.3 Solving the control problem

After describing the model we want to show that the supremum is taken by a particular
strategy π̂ which is admissible. Before we start solving this problem, let us introduce the
following notations and assumptions. Let

ϑ(t, r) = βT (t, r)(β(t, r)βT (t, r))−1α(t, r)

and
C(t, r) =

{
xβ(t, r) : x ∈ Rk

}
.

Our assumptions imply that υ(t, r) is bounded. The set C(t, r) is a closed and convex set.
The distance of a vector z ∈ Rd to C(t, r) is defined as

dist(z, C(t, r)) = min {|z − u| : u ∈ C(t, r)} .
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At last we define
∏

C(t,r)(z) which is the projection of a vector z ∈ Rd onto the linear
subspace C(t, r).

Recall the maximization problem (6.36)

V F (t, v, r) = sup
{

E
[
U(v +Gλ,t,r

T + F (Rt,r
T ))

]
: λ ∈ At,r

}
. (6.37)

Before estimating the optimal strategy we introduce the following notation:

ls := λsβ(s, r)

and note that the set of admissible strategies At,r is equivalent to a set Ãt,r of Rd-valued
predictable processes l with l ∈ Ã, which we will also call strategies.

Definition 6.6 (New admissible strategies) Let Ãt,r be a set of all strategies l such that

E
[∫ T

t

|ls|2ds
]
<∞

and the family {
exp(−ηGl,t,r

τ ) : τ is a stopping time with values in[t, T ]
}

is uniformly integrable. If ls ∈ Ãt,r then ls is admissible.

Note that ls ∈ C(t, r) and Gl,t,r
s is given by

Gl,t,r
s =

k∑
i=1

∫ s

t

liu[dWu + ϑ(u,Rt,r
u )du].

Now the maximization problem is evidently equivalent to

V F (t, v, r) = sup
{

E
[
U(v +Gl,t,r

T + F (Rt,r
T ))

]
: l ∈ Ãt,r

}
. (6.38)

We construct a family of stochastic processes J l, to find the value function and the opti-
mal strategy π̂. The family of processes has the following properties:

• J lT = U(v +Gl,t,r
T + F (Rt,r)) for all l ∈ Ãt,r

• J l0 = J0 is constant for all l ∈ Ãt,r

• J l is a supermartingale for all l ∈ Ãt,r and there exists a l̂ ∈ Ãt,r such that J l̂ is a
martingale.

The process J l and the initial value J0 depend on the initial wealth v. Now we can
compare the expected utilities of the strategies l ∈ Ãt,r and l̂ ∈ Ãt,r by

E
[
U(v +Gl,t,r

T + F (Rt,r
T ))

]
≤ J0(t, v, r) = E

[
U(v +Gl̂,t,r

T + F (Rt,r
T ))

]
= V F (t, v, r)

(6.39)
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with l̂ is the desired optimal strategy. To construct the family, we set

J l,t,rs := U(v +Gl,t,r
s − Ŷ t,r

s ) s ∈ [t, T ],

where the pair of processes (Ŷ t,r
s , Ẑt,r

s ) is the solution of the BSDE

Ŷ t,r
s = F (Rt,r

t )−
∫ T

s

Ẑt,r
u dWu −

∫ T

s

f(u,Rt,r
u , Ẑ

t,r
u )du s ∈ [t, T ]. (6.40)

To guarantee that the solution of the BSDE is unique, f must be differentiable in z and
satisfies the growth condition. For more details see Section 6.1.2. We have to choose a
function f for which Jλ,t,rs is a supermartingale for l ∈ Ãt,r and J l̂,t,rs for l̂ ∈ Ãt,r is a
martingale. We get

V F (t, v, r) = J l,t,r0 = U(v − Ŷ t,r
0 ) for all l ∈ Ãt,r (6.41)

For the calculation of f , we write J as product of a martingale M l and a not strictly decreas-
ing process K l that is constant for a l̂ ∈ Ãt,r. For t ∈ [0, T ], we define

M l
t = U(v − Ŷ t,r

0 )) ∗ exp
(
−
∫ t

0

η(ls − Ẑt,r
s )dWs −

1

2

∫ t

0

η2(ls − Ẑt,r
s )2ds

)
.

By comparing J l with M lK l we obtain

K l
t = −exp

(∫ t

0

ψ(s, ls, Ẑ
t,r
s )

)
with

ψ(t, l, z) = −ηlϑ(t, r) + ηf(t, r, z) +
1

2
η2|l − z|2. (6.42)

To obtain a decreasing process K l, f has to satisfy

ψ(s, ls, Ẑ
t,r
s ) ≥ 0 for all l ∈ Ãt,r

and
ψ(s, l̂s, Ẑ

t,r
s ) = 0

for l̂ ∈ Ãt,r. For t ∈ [0, T ], we have

1

η
ψ(t, lt, Ẑ

t,r
t ) =

η

2
|lt|2 − ηlt

(
Ẑt,r
t +

1

η
ϑ(t, r)

)
+
η

2
|Ẑt,r

t |2 + f(t, r, Ẑt,r
t )

=
η

2

∣∣∣∣lt − (Ẑt,r
t +

1

η
ϑ(t, r)

)∣∣∣∣2 − η

2

∣∣∣∣Ẑt,r
t +

1

η
ϑ(t, r)

∣∣∣∣2 +
η

2
(Ẑt,r

t )2 + f(t, r, Ẑt,r
t )

=
η

2

∣∣∣∣lt − (Ẑt,r
t +

1

η
ϑ(t, r)

)∣∣∣∣2 − Ẑt,r
t ϑ(t, r)− 1

2η
|ϑ(t, r)|2 + f(t, r, Ẑt,r

t ).
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Now we set

f : [0, T ]×Rm×Rd → R, (t, r, z) 7→ zϑ(t, r)+
1

2η
|ϑ(t, r)|2− η

2
dist2(z+

1

η
ϑ(t, r), C(t, r)).

For this choice we get ψ(t, λ, z) ≥ 0 and for

l̂ = π̂sβ(s, r) ∈
∏
C(s,r)

(
Ẑt,r
s +

1

η
ϑ(s, r)

)
, s ∈ [t, T ] (6.43)

we obtain ψ(., l̂, Ẑt,r) = 0. To find the maximal expected wealth, or in other words the value
function of our stochastic control problem we have to find the orthogonal projection of the
d−dimensional vector z to the linear space C(t, r) of strategies. The fact that C(t, r) is
convex leads to the uniqueness of the minimizer. The following theorem summarizes the
essential information about the optimal strategy.

Theorem 6.6 The value function of the optimization problem (6.36) is given by

V F (t, v, r) = −exp
(
−η(v − Ŷ t,r

t )
)
,

where Ŷ t,r
s is defined by the unique solution (Ŷ t,r, Ẑt,r)

Ŷ t,r
s = F (Rt,r

t )−
∫ T

s

Ẑt,r
u dWu −

∫ T

s

f(u,Rt,r
u , Ẑ

t,r
u )du s ∈ [t, T ].

with
f(t, r, z) = zϑ(t, r) +

1

2η
|ϑ(t, r)|2 − η

2
dist2(z +

1

η
ϑ(t, r), C(t, r))

There exists an optimal trading strategy π̂ ∈ At,r, if Rt = r with

π̂sβ(s, Rt,r
s ) =

∏
C(s,Rt,rs )

[
Ẑt,r
s +

1

η
ϑ(s, Rt,r

s )

]
, s ∈ [t, T ].

Proof: See Hu et al. [36] �

In an analogous calculation we obtain the optimal strategy for the portfolio without the
derivative. Let (Y t,r, Zt,r) be the solution of

Y t,r
s = −

∫ T

s

Zt,r
u dWu −

∫ T

s

f(u,Rt,r
u , Z

t,r
u )du, s ∈ [t, T ]. (6.44)

We obtain for the maximal expected utility

V 0(t, v, r) = −exp
(
−η(v − Y t,r

t )
)
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and the optimal strategy π on [t, T ] satisfies

π̂sβ(s, Rt,r
s ) =

∏
C(s,Rt,rs )

[
Zt,r
s +

1

η
ϑ(s, Rt,r

s )

]
s ∈ [t, T ]. (6.45)

Using the fact that
∏

C(s,Rt,rs ) is a linear operator, the derivative hedge is given by

∆sβ(s, Rt,r
s ) =

∏
C(s,Rt,rs )

[
Ẑt,r
s − Zt,r

s

]
(6.46)

which we derive in the following sections.

6.4 Markov property of indifference prices

Now we want to show the Markov property of indifference prices.

Definition 6.7 (Markov property) X is a Markov process if for any t and s > 0, the condi-
tional distribution ofX(t+s) givenFt is the same as the conditional distribution ofX(t+s)

given X(t), that is,

P (X(t+ s) ≤ y|Ft) = P (X(t+ s) ≤ y|X(t)), a.s.

Using the fact that the solutions of the BSDEs (6.40) and (6.44) are deterministic functions
of time and the underlying, the property will follow. We introduce the following σ-algebras
to give a complete and correct proof. Fixing t ∈ [0, T ], we denote by Dm the σ-algebra
generated by the functions

r → E
[∫ T

t

φ(s, Rt,r
s )ds

]
with t ∈ [0, T ] and φ is a bounded continuous R-valued function. Moreover we assume that
the map (t, r)→ ϑ(t, r) is Lipschitz continuous in r. Using the facts

• α is bounded,

• there exist constants 0 < ε < K such that εIk ≤ (β(t, r)βT (t, r)) ≤ KIk for all
(t, r) ∈ [0, T ]× Rm,

this is guaranteed if β and α are Lipschitz continuous.

Proposition 6.4 There exist B[0, T ] ⊗ Dm−measurable deterministic functions u and û :

[0, T ]× Rm → R such that
Y t,r
s = u(s, Rt,r

s )

and
Ŷ t,r
s = û(s, Rt,r

s )

for P ⊗ λ− a.s.(w, s) ∈ Ω× [t, T ].
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Proof: See Ankirchner et al. [4]. �

This proposition implies that the indifference price p can be given as function of (t, r).

Theorem 6.7 There exists a B[0, T ] ⊗ Dm−measurable deterministic function p : [0, T ] ×
Rm → R such that for all x ∈ R, (t, r) ∈ [0, T ]× Rm

V F (t, v − p(t, r), r) = V 0(t, v, r). (6.47)

Proof:
Let v ∈ R, (t, r) ∈ [0, T ]× Rm be given. We know that

V F (v, t, r) = −exp
(
−η(v − Ŷ t,r

t )
)

and
V 0(v, t, r) = −exp

(
−η(v − Y t,r

t )
)
.

Now put
p(t, r) = u(t, r)− û(t, r),

where u and û are given from the proposition above and the result follows. �

We assume that the function p is measurable in both t and r. It inherits this property from
the functions u and û.
Now we turn to the description of the optimal strategy and the derivative hedge. We want
to derive that from the solutions of the BSDE, which we considered in the last section. We
describe the optimal strategy in terms of time and the index process R. In other words it
should only depend on the time and the index process.

Theorem 6.8 There exist B[0, T ]⊗Dm−measurable deterministic functions v and v̂, defined
on [0, T ] × Rm and taking values in Rd such that for (t, r) ∈ [0, T ] × Rm, the optimal
strategies, conditioned on Rt = r, are given by

πs = v(s, R0,r
t )

and
π̂s = v̂(s, Rt,r

s )

for all s ∈ [t, T ].

Proof:
Fix (t, r) ∈ [0, T ] × Rm. Theorem 6.3 implies that there exist B[0, T ] ⊗ Dm−measurable
deterministic functions v and v̂ mapping [0, T ]× Rm to Rm such that for all s ∈ [0, T ]

Zt,r
s = v(s, Rt,r

s )ρ(s, Rt,r
s )
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and
Ẑt,r
s = v̂(s, Rt,r

s )ρ(s, Rt,r
s ).

Let

γ(t, r) =
∏
C(t,r)

[
v(t, r)ρ(t, r) +

1

η
υ(t, r)

]
and

ˆγ(t, r) =
∏
C(t,r)

[
v̂(t, r)ρ(t, r) +

1

η
υ(t, r)

]
.

Then, by (6.43) and (6.45) the optimal strategies conditioned on Rt = r satisfy

πsβ(s, Rt,r
s ) = γ(s, Rt,r

s )

and
π̂sβ(s, Rt,r

s ) = γ̂(s, Rt,r
s ),

for all s ∈ [t, T ]. The fact that the rank of β(t, r) is k implies that

v(t, r) = γ(t, r)βT (t, r)(β(t, r)βT (t, r))−1

and
v̂(t, r) = γ̂(t, r)βT (t, r)(β(t, r)βT (t, r))−1

are well defined. The uniqueness of π and π̂ yields the result.
�

This theorem implies that the optimal strategies are so-called Markov controls.

This section will be closed by noting that Theorem 6.7 implies a dynamic principle for
the indifference price. Let A = A0,r for some r ∈ Rm. For any stopping time τ ≤ T and
Fτ−measurable random variable Gτ , let

V F (τ,Gτ ) = esssup
{

E
[
U(Gτ +Gλ,τ

T + F (R0,r
T ))|Fτ

]
: λ ∈ A

}
and similarly we define V 0(τ,Gτ ).

Proposition 6.5 We have

V F (τ,Gτ − p(τ, R0,r
τ )) = V 0(τ,Gτ ).

Proof: See Ankirchner et al. [4] �



Chapter 6. Pricing and hedging of derivatives based on non-traded underlyings 80

6.5 Explicit hedging strategies

We want to obtain an explicit form of the derivative hedge in terms of the price gradient. To
get this result we have to impose stronger conditions on the coefficients of the index process
R and the function F and we have to show that the price function is differentiable in r. Let
us introduce the following class of functions.

Definition 6.8 Let n, p ≥ 1. We denote by Bn×p the set of all functions h : [0, T ] × Rm →
Rn×p, (t, x) 7→ h(t, x), differentiable in x, for which there exists a constant C > 0 such that

sup
(t,x)∈[0,T ]×Rm

m∑
i=1

∣∣∣∣∂h(t, x)

∂xi

∣∣∣∣ ≤ C

for all t ∈ [0, T ] we have supx∈Rm
|h(t,x)|
1+|x| ≤ C, and x 7→ ∂h(t,x)

∂x
is Lipschitz continuous with

Lipschitz constant C.
In addition to (6.31) we assume that the coefficients of the index diffusion satisfy

ρ ∈ Bm×d, b ∈ Bm×1 (6.48)

and F is bounded and twice differentiable function such that

∇F · ∈ B1×dand
m∑
i=1

bi(t, r)
∂

∂ri
F (r) +

1

2

m∑
i,j=1

[ρρT ]i,j(t, r)
∂2

∂ri∂rj
F (r) ∈ B1×1. (6.49)

The following theorem guarantees Lipschitz continuity and differentiability of the func-
tions u and û which we obtained from Proposition 6.4.

Theorem 6.9 Suppose that (6.31), (6.48), (6.49) are satisfied. Besides, suppose that the
volatility matrix β and the drift density α are bounded, Lipschitz continuous in r, differen-
tiable in r and that for all 1 ≤ i ≤ k, 1 ≤ j ≤ d the derivatives ∇rβij and ∇rαi are
also Lipschitz continuous in r. Then the functions u and û are Lipschitz continuous in r and
continuously differentiable in r.

Proof: See Ankirchner et al. [4] �

The next result follows immediately.

Proposition 6.6 Suppose that the assumptions of Theorem 6.9 are satisfied. Then the indif-
ference price function p is continuously differentiable in r.

Now we can derive an explicit formula for the derivative hedge in terms of the price
gradient. Let us denote the conditional derivative hedge by ∆(t, r) = v̂(t, r) − v(t, r),

(t, r) ∈ [0, T ]× Rm.

Theorem 6.10 Under the assumptions of Theorem 6.9, and with the notation of the previous
sections, the derivative hedge satisfies

∆(t, r) = −∇rp(t, r)ρ(t, r)βT (t, r)(β(t, r)βT (t, r))−1, (t, r) ∈ [0, T ]× Rm. (6.50)
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Obviously Theorem 6.10 implies that the derivative hedge at time t only depends on Rt.

Proof:
Note that C(t, r) is a linear subspace of Rd for all (t, r) ∈ [0, T ] × Rm. Therefore, the
projection operator

∏
C(t,r) is linear and hence

∆(t, r) = (γ̂(t, r)− γ(t, r))βT (t, r)(β(t, r)βT (t, r))−1

=

∏
C(t,r)

[
Ẑt,r
t +

1

η
υ(t, r)

]
−
∏
C(t,r)

[
Zt,r
t +

1

η
υ(t, r)

] βT (t, r)(β(t, r)βT (t, r))−1

=

∏
C(t,r)

[
Ẑt,r
t − Z

t,r
t

] βT (t, r)(β(t, r)βT (t, r))−1.

It follows from Theorem 6.4 that

Ẑt,r
t − Z

t,r
t = (∇rû(t, r)−∇ru(t, r)) ρ(t, r) = −∇rp(t, r)ρ(t, r), (6.51)

and hence the result follows. �

Proposition 6.7 Let k = 1. Then the derivative hedge is given by

∆(t, r) = −〈β(t, r),∇rp(t, r)ρ(t, r)〉
|β(t, r)|2

= −
∑d

i=1 βi(t, r)
∑m

j=1
∂
∂rj
p(t, r)ρji(t, r)∑d

i=1 β
2
i (t, r)

, (t, r) ∈ [0, T ]× Rm.

Proof:
Fix (t, r) ∈ [0, T ]× Rm.

Note that C(t, r) = {xβ(t, r) : x ∈ R} is a one-dimensional subspace of Rd.

For all z = (zi)i≤i≤d ∈ Rd let

g(z) =
〈β(t, r), z〉
|β(t, r)|2

=

∑d
i=1 βi(t, r)zi∑d
i=1 β

2
i (t, r)

.

Then g(z)β(t, r) is the orthogonal projection of z onto C(t, r). Thus Theorem 6.10 yields
that ∆(t, r) = −g(∇rp(t, r)ρ(t, r)). �

We close this section with some remarks and the explicit derivative hedge for both exam-
ples.
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1. We assume that the derivative F (RT ) is traded on an exchange. By pretending the price
observed is approximately equal to an indifference price, the hedging formula (6.50)
provides a very simple tool for hedging the derivative. The risk aversion coefficient η
does not appear in the formula (6.50).

2. If k = d and the matrices β(t, r) are all invertible, then our financial market is complete
and the derivative F (RT ) can be fully replicated. The derivative hedge satisfies

∆(t, r) = −∇rp(t, r)ρ(t, r)β−1(t, r).

If S = R (which means that S is chosen to be the index), it follows that ∆ coincides
the classical delta hedge.

Let us now give the derivative hedge for both examples which we considered at the
begining of this chapter.

Example 6.3 In the first example we assumed that the HDD index is modeled as a geometric
Brownian motion, and assume that there exists one tradeable correlated risky asset. In detail
we set: d = 2, k = m = 1, ρ = (α2, 0), β = (β1, β2) with α2, β1, β

′
” ∈ R\{0}. Furthermore

we obtain

∆(t, r) = −αa
∂p(t, r)

∂r

β1

β2
1 + β2

2

Example 6.4 If we apply our results to the second example we have to take m = 2, k = 2,

and d = 3. It follows that:

ρ =

(
γ1 0 0

γ2 γ3 γ4

)
, β =

(
γ1 0 0

β1 β2 0

)
, βT (ββT )−1 =

 β2 0

−β1 γ1

0 0

 .

We compute∏
C(t,r)

[∇rp(t, r)ρ(t, r)] =

(
γ1

∂

∂r1
p(t, r) + γ2

∂

∂r2
p(t, r), γ3

∂

∂r2
p(t, r), 0

)
.

We obtain the following delta hedge for our example:

∆(t, r) =

(
− ∂

∂r1
p(t, r) +

(
β1γ3

γ1β2

− γ2

γ1

)
∂

∂r2
p(t, r),−γ3

β2

∂

∂r2
p(t, r)

)
for (t, r) ∈ [0, T ] × R2, where r1 represents the crude oil and r2 the kerosene variable. If
γ4 = 0, we have a perfect hedge and if γ3 = 0, then the price of heating oil does not play a
role in the hedge.
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6.6 Pricing by marginal utility

We assume that there does not exist a market for our derivative F (RT ) and it is sold over-
the-counter. In the following we want to find a reasonable price, which a seller could ask for
the derivative. Of course one possibility is the indifference price, but the disadvantage of the
indifference price is that it is not linear. Note that the indifference price of 2× F (RT ) is not
the same as twice the indifference price of F (RT ). To obtain a linear version we may take the
limit of the indifference price as the quantity converges to 0. Thus we derive the indifference
price for a vanishing amount of derivatives, and it is therefore called marginal utility price
(MUP). If an investor has to pay the MUP for each derivative he is indifferent between buying
and not buying the infinitesimal amount of the derivative. We further assume that (R1)-(R3)
are satisfied. Next we update the notation and we define by p(t, r, q) the indifference price
of q units of F (Rt,r

T ) for q ∈ R and (t, r) ∈ [0, T ] × Rm. Therefore is p(t, r, q) the unique
real satisfying

sup
λ

{
E
[
U(v +Gλ,t,r

T + qF (Rt,r
T )− p(t, r, q))

]}
= sup

λ

{
E
[
U(v +Gλ,t,r

T )
]}

.

The price of one unit is equal to p(t,r,q)
q

, (q 6= 0) and the MUP is defined by

MUP(t, r) =
∂

∂q
p(t, r, q)|q=0.

Recall that p(t, r, q) = Y t,r
t − Ŷ

t,r,q
t , where (Ŷ t,r,q, Ẑt,r,q) is the solution of the BSDE

Ŷ t,r,q
s = qF (Rt,r

T )−
∫ T

s

Ẑt,r,q
u dWu −

∫ T

s

f(u,Rt,r
u , Ẑ

t,r,q
u )du s ∈ [t, T ].

Set ξ(q) = qF (Rt,r
T ), then ξ(q) is a globally bounded differentiable Lipschitz with bounded

derivatives. ξ inherits the boundedness from F and we are only interested in the differentia-
bility of the process with relation to q in a neighborhood of zero. Due the boundedness of
F and the quadratic growth of f the conditions of Theorem 6.5 are satisfied. Therefore, the
process Ŷ t,r,q is continuous in t and continuously differentiable in q.
Differentiating the BSDE with respect to q we obtain

∂

∂q
Ŷ t,r,q
s = F (Rt,r

T )−
∫ T

s

∂

∂q
Ẑt,r,q
u dWu −

∫ T

s

∇zf(u,Rt,r
u , Ẑ

t,r,q
u )

∂

∂q
Ẑt,r,q
u du s ∈ [t, T ]

Setting q = 0 and renaming the process we obtain

U t,r
s = F (Rt,r

T )−
∫ T

s

VsdWs −
∫ T

s

∇zf(s, Rt,r
s , Z

t,r
s )Vsds.

We obtain the following explicit formula for the MUP of our derivative.

Theorem 6.11 The explicit formula for the Marginal Utility PRice of the derivative F (RT )

is given by
MUP(t, r) = U t,r

t ,
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where U t,r
t is the first component of the solution pair of the BSDE

U t,r
s = F (Rt,r

T )−
∫ T

s

VsdWs −
∫ T

s

∇zf(s, Rt,r
s , Z

t,r
s )Vsds.



Chapter 7

Hybrid CAT-Bonds

In the previous chapters we dealt with the modeling and pricing of temperature derivatives
and weather derivatives. The discussed methods are suited for high-frequency events with
low severity and low losses (compared to natural catastrophes like floods and earthquakes).
For events with low frequency, but high impact we present in the last chapter a popular
method for managing such events.
In this chapter we mainly follow Barrieu and Louberge [11], but for further readings about
managing catastrophic risk we refer to Banks [6], Banks [7] and Grossi and Kunreuther [34].
Those readings give a general introduction to the analysis and modeling of catastrophic risk.

7.1 Introduction

In the past decades the frequency of natural catastrophes such as hurricanes, floods and earth-
quakes arises. Some of them led to huge human losses, others caused only economic losses.
To deal with this source of risk, different catastrophe-linked securities have been developed.
Not only national insurance programs have been installed i.e. Katastrophenfond Österre-
ich, but also other catastrophe-linked securities have emerged. Among the more successful
products on the market are CAT-bonds. This special possibility of alternative risk transfer is
designed in such a way that its return is contingent upon the occurrence of a natural catas-
trophe. These bonds are standard coupon or zero-coupon bonds with a higher yield than
the yield obtained on normal bonds, if no catastrophe occurs during a time interval. If the
catastrophe occurs the bondholder loses a part or the whole return and the coupons are not
(or only partially) paid.
Important to note is that CAT-bonds are not substitutes for reinsurance. They are used to
complete the market, to fill gaps in market niches. In most cases CAT-bonds are used for
low-frequency, high-severity layers, where reinsurance is unattractive, because of its high
premium rates.
We will consider in the following sections two models of CAT-bonds. On the one hand a
very simple CAT-bond and on the other hand a hybrid CAT-bond which is linked to the stock
market. The hybrid bond could be a possibility to make the catastrophe-linked securities

85
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more attractive. Moreover this type of contract protects the investor against downside risk.

7.2 Framework

Let (Ω,F ,P) a filtrated probability space with P the probability measure. We denote the
agent, typically an insurer or reinsurer, who is exposed to an occurrence of a natural catas-
trophe, by A. We suppose that the amount of losses, if the catastrophe occurs, is known and
denote it by X. In this framework the randomness does not evolve from the size of losses,
but from the occurrence of the catastrophe itself. The time horizon is denoted by T > 0 and
the random date of the catastrophe by τ.
Agent A wants to hedge his exposure to the risk of the occurrence of a natural catastrophe.
To reduce his losses he will put a CAT-bond on the market. In the following section we con-
sider two different products and analyse the impact on the transaction volume. In each case
different agents are involved. First agent A, who is the issuer of the bond and exposed to the
natural catastrophe. We denote the investor, possibly a hedge fund, by C. The third agent
in our framework is an intermediary between A and C, typically a Special Purpose Vehicle
(SPV) sponsored by an investment bank, who is acting on behalf of agent A to issue whose
cat bond, is denoted by B. He only performs an advisory function and makes the transactions
possible. He acts as a pure intermediary and retains no risk. We already mentioned that we
consider two different CAT-bonds, let us now consider them more precisely.

Simple CAT-bond (Case A)

In this case agent A issues a CAT-bond, agent B buys it and transfers it to agent C. This
bond is characterized by two parameters: The price, which is equivalent to the volume of the
capital flowing into the CAT-bond market and the nominal amount N. The nominal amount
is completely transfered by agent B. In contrary to the nominal amount agent B pays a price
πA to agent A and then agent B receives the price πC from agent C. Here we consider a very
simple and theoretical structure of a CAT-bond. We assume that no coupons are paid and the
nominal amount to the buyer is paid at maturity T if no catastrophe occurs in the considered
time interval. If a catastrophe occurs before T nothing is paid and the return of the cat bond
is zero.

Hybrid CAT-bond (Case B)

The characteristics of the first transaction between agent A and agent B remains the same.
Agent B buys the CAT-bond from agent A. Next agent B will issue a hybrid product which
agent C buys. As in the simple case agent C pays πhC to agent B and receives the prospect
of the nominal amount Nh, if no catastrophe occurs and the prospect of a fixed amount H if
there is a catastrophe and a market crash before the maturity T . In the case of no catastrophe
and a market boom, agent C receives only Nh−H , because he has to pay H to agent B. The
hybrid product includes the sale of a digital put, paying H if there is no catastrophe and a
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market boom, and the purchase of a digital put, paying H if there occurs a catastrophe and a
market crash. We assume that the initial prices of the call option and the put option are the
same. Agent B transfers the payoff of the call option, if exercised, to the financial market,
because he only acts as intermediary and does not retain any risk in his book.
This special hybrid structure depends on the existence of such hybrid options on the market.
In our framework we assume that this condition is fulfilled. The existence of those options
can be relaxed to the consideration of a put and a call written only on a market index, without
any reference to a natural catastrophe. In Section 7.4 we will declare the meaning of market
crash and market boom.

Risk assessment

We assume that agent A and agent C assess their risk using a convex risk measure.

Definition 7.1 The functional

ρ :X → R
Ψ→ ρ(Ψ)

is a convex risk measure (in the sense of Föllmer and Schied) if, for any X and Y in X , it
satisfies the following properties:

1. Convexity: ∀λ ∈ [0, 1] ρ(λX + (1− λ)Y ) ≤ λρ(X) + (1− λ)ρ(Y )

2. Monotonicity: X ≤ Y ⇒ ρ(X) ≥ ρ(Y );

3. Translation invariance: ∀m ∈ R ρ(X +m) = ρ(X)−m

where X denotes a linear space of bounded functions.

We consider an exponential utility framework, therefore we use a very common risk measure.
The entropic measure is defined as the functional (6.2). With γi we denote the risk tolerance
coefficient of agent i (i = A,C) and the risk measure associated with the terminal investment
payoff Ψ is given by

ρi(Ψ) = γilnE
[

exp
(
− 1

γi
Ψ

)]
.

We do not need to introduce the agent’s initial wealth and can fix it equal to zero because
of the translation invariance property of the entropic risk measure. Further readings about
convex risk measures are Föllmer and Schied [31] and Föllmer and Schied [32].
The role of agent B is completely different, he acts only as intermediary. He is not really
exposed to any risk and can only generate servicing fees. We assume that agent B is risk
neutral and has no particular measure of risk.
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For our further considerations we modify the risk measures. Agent A and C will determine
his optimal investment by solving the following problem:

min
ξT∈VT

ρi(Ψ− ξT )

where Ψ is agent i’s exposure (i = A,C) and VT is a convex set of bounded terminal gains
at time T . Here the net gain corresponds to the spread between the terminal wealth and
the capitalized initial wealth. The new convex risk measure is characterized by the value
function of this optimization problem. It corresponds to the risk measure which agent i will
have after having optimally chosen his investment on the market. The measure is denoted by
ρmi and called market modified risk measure. In the entropic framework we get

ρmi (Ψ) = γilnEQ̂

[
exp

(
− 1

γi
Ψ

)]
with Q̂ the minimal entropy probability measure. For further readings we refer to Barrieu
and El Karoui [10] and Barrieu and Louberge [11].
In the following we consider directly the market modified risk measure. This means that we
will not work with the historical probability measure P, but instead with the minimal entropy
probability measure Q̂, which is common to all agents as they have the same access to the
financial market.

7.3 Analysis of Case A

Agent B

Agent BBBBB

Agent BBBBB

Agent A Agent C

Agent AAAAA

Agent AAAAA

Agent CCCCC

Agent CCCCC

πA

N if no CAT

πC

N if no CAT

Figure 7.1: Simple CAT-Bond

Here we want to study and analyse the simple transaction. The structure is given in Fig-
ure 7.1.
In this transaction different prices are involved. On the one hand πA, which is the price for
the simple CAT-bond issued by agent A and purchased by agent B and on the other hand
πC , which denotes the price paid by agent C in his transaction with agent B. We also assume
that agent B transfers the risk of the CAT-bond completely. We know that he acts only as
intermediary. We intend to determine the optimal structure of the CAT-bond. In other words,
we derive the prices and the nominal amount. We will do it in several steps, after describing
the different payoffs, we determine the role of the agents in the optimal transaction.
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7.3.1 The model

In our framework we distinguish two possible states, which depends on the occurrence of a
natural catastrophe, before T or not. The probability of an event is given by the reference
probability measure, in our study we use the minimal entropy probability measure Q̂ and
p̂ := Q̂(τ ≤ T ). We see in the following Table 7.1 we see the payoffs of the different agents
for the possible cases. We see that agent B is indifferent between the occurrence and the
non-occurrence of the catastrophe.

Occurrence Probability Agent A Agent B Agent C
T < τ 1− p̂ πA −N πC − πA −πC −N
T ≥ τ p̂ πA −X πC − πA −πC

Table 7.1: Payoffs

Let us consider the structure and the related cash-flows of the simple model. The transac-
tions are done in the following way. First agent A determines the volume of the transaction
with agent B. Agent A sets the reservation price πA of the first transaction. For the second
transaction agent C determines the price πC . Finally agent B , who is the advisor of the whole
transaction, determines the nominal amount N , such that he maximizes the fees he can gen-
erate, under the participation constraint imposed by both agents A and C. These fees, called
service fees, cover the expenses which are related to the issue of transaction and the set-up.
This problem can be written as the following optimization program:

max
N,πA,πC

(πC − πA) (7.1)

s.t. :

ρmA (πA −N1τ>T −X1τ≤T ) ≤ ρmA (−X1τ≤T )

ρmC (−πC +N1τ>T ) ≤ ρmC (0)

By using the translation invariance property of the risk measure and inserting each constraint
in the maximization function we obtain:

πA = ρmA (−N1τ>T −X1τ≤T )− ρmA (−X1τ≤T )

πC = ρmC (0)− ρmC (N1τ>T )

Let us determine the price of each part of the transaction which represents the volume
of the capital flowing into the CAT-bond market. We will show that both pricing rules can
be estimated explicitly in the entropic framework. First we consider the lower bound of the
volume of the transaction between agent A and agent B. Recall

πA = ρmA (−N1τ>T −X1τ≤T )− ρmA (−X1τ≤T )
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and by using the entropic risk measure we get the following result.

Theorem 7.1 The indifference volume for the CAT-bond issue by agent A is given by:

πA = γAln

(1− p̂)exp
(

1
γA
N
)

+ p̂exp
(

1
γA
X
)

(1 + p̂) + p̂exp
(

1
γA
X
)

 . (7.2)

Note that πA > 0 if and only if N > 0.

On the other hand we can estimate an upper bound for the transaction between agent B
and C. From above we know that

πC = ρmC (0)− ρmC (N1τ>T )

and we obtain, by using the entropic risk measure, the following result.

Theorem 7.2 The indifference volume for the CAT-bond issue by agent B is given by:

πC = −γC ln
(

(1− p̂)exp
(
− 1

γC
N

)
+ p̂

)
. (7.3)

note that πC if and only if N > 0 and ∂πC
∂N

> 0 for any N .

Now it remains to determine the nominal amount of the transaction. Agent B has to solve
the optimization problem (7.1) under the pricing constraint imposed by agent A and agent C
which are given by (7.2) and (7.3).

Theorem 7.3 The optimal nominal amount for the simple CAT-bond is (up to a constant)
given as:

N =
γC

γA + γC
X (7.4)

We see that agent A retains a part of the risk X , which increases with his risk tolerance, for
a given risk tolerance of agent C. Agent B makes the transaction feasible and he receives the
difference between πC and πA. This difference would not exist if agent A deals directly with
agent C.

Proof:
Using the optimal pricing rule together with the translation invariance property of the risk
measure we obtain

min
N
{ρmA (−X1τ≤T −N1τ<T )− ρmA (−X1τ≤T ) + ρmC (N1τ>T )− ρmC (0)} .

Using the entropic risk measure we get

min
N
{ρmA (−X1τ≤T −N1τ<T )− ρmA (−X1τ≤T ) + ρmC (N1τ>T )}



Chapter 7. Hybrid CAT-Bonds 91

because
ρmC (0) = 0.

Inserting (7.2) and (7.3) we obtain

min
N

γAln

(1− p̂)exp
(

1
γA
N
)

+ p̂exp
(

1
γA
X
)

(1 + p̂) + p̂exp
(

1
γA
X
)

+ γC ln
(

(1− p̂)exp
(
− 1

γC
N

)
+ p̂

)
which is equivalent to

min
N

{
γAln

(
(1− p̂)exp

(
1

γA
N

)
+ p̂exp

(
1

γA
X

))
+ γC ln

(
(1− p̂)exp

(
− 1

γC
N

)
+ p̂

)}
We write the first order optimality condition:

γA

1
γA

(1− p̂)exp
(

1
γA
N
)

(1− p̂)exp
(

1
γA
N
)

+ p̂exp
(

1
γA
X
) + γC

− 1
γC

(1− p̂)exp
(
− 1
γC
N
)

(1− p̂)exp
(
− 1
γC
N
)

+ p̂
= 0

By applying the reciprocal and using the logarithm the result follows immediately. Without
proving we note that the second derivative w.r.t. N is positive. �

To complete this section about the simple transaction we show a result which ensures the
feasibility of the transaction. We will see that agent B earns a positive fee for organizing the
CAT-bond.

Theorem 7.4 The indifference buyer’s price of agent C is larger than the indifference seller’s
price of agent A.

Proof:
We consider the difference πA − πC and use the fact that the optimum N = αX , with
α = γC

γA+γC
. Therefore,

πA − πC = γAln

(1− p̂)exp
(

1
γA
αX
)

+ p̂exp
(

1
γAX

)
(1− p̂) + p̂exp

(
1

γAX

)


+ γC ln
(

(1− p̂)exp
(
− 1

γC
αX

)
+ p̂

)
= γAln

(
(1− p̂)exp

(
1

γA
(α− 1)X

)
+ p̂

)
− γAln

(
(1− p̂)exp

(
− 1

γA
X

)
+ p̂

)
+ γC ln

(
(1− p̂)exp

(
− 1

γC
αX

)
+ p̂

)
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Set α = γC
γA+γC

, and we obtain

πA − πC = γAln
(

(1− p̂)exp
(
− 1

γA + γC
X

)
+ p̂

)
− γAln

(
(1− p̂)exp

(
− 1

γA
X

)
+ p̂

)
+ γC ln

(
(1− p̂)exp

(
− 1

γA + γC
X

)
+ p̂

)
= (γA + γC)ln

(
(1− p̂)exp

(
− 1

γA + γC
X

)
+ p̂

)
− γAln

(
(1− p̂)exp

(
− 1

γA
X

)
+ p̂

)

Note that the function

γ −→ γln
(

(1− p̂)exp
(
−1

γ
X

)
+ p̂

)
is strictly decreasing for γ > 0. Using the fact that γA + γC > γA and the result

πA − πC < 0

follows. �

7.4 Analysis of Case B

Let us now analyse the hybrid transaction, whose structure is given in Figure 7.2.
Analogous to the simple CAT-bond πhA denotes the price for the CAT-bond issued by agent
A and purchased by agent B and πhC denotes the price of the hybrid CAT-bond issued by
agent B. The nominal amount Nh of the CAT-bond differs in general from the nominal
amount N of simple CAT-bond transaction. In this case the role of agent B as intermediary
differs from the role in the simple case. Here agent B has to handle with risk management
considerations. The additional payment H deters agent A from the direct issue of the bond.
The hybrid product which is received by agent C includes the sale of a call, payingH if there
is no natural catastrophe and a market boom and the purchase of a put, which is paying H if
there is a catastrophe and a market crash. The initial price of the options coincide, and hence
it only remains to exchange the contingent payoff at maturity. This assumption imposes
some constraint on the market events. If the transaction is completed, no participator of the
transaction is simultaneously exposed to both risks. For agent A, the risk of a catastrophe
remains, if Nh < X and agent C has to take over the remaining risk of the catastrophe
against a random suitable compensation. Here, analogous to the simple case, agent B does
not retain any risk and interacts only as intermediary and transfers only the cash flows. Let
us describe the payoffs and the transaction more precisely.
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Agent B

Agent BBBBB

Agent BBBBB

Agent BBBBB

Agent BBBBB

Agent A

Agent AAAAA

Agent AAAAA

Agent C

Agent CCCCC

Agent CCCCC

Agent CCCCC

Agent CCCCC

Market

πhA

Nh if no CAT

πhC

Nh if no CAT

H if no CAT and boom

H if CAT and crash

H if CAT and crash H if no CAT and boom

Figure 7.2: Hybrid CAT-Bond

7.4.1 The model

Note that the hybrid CAT-bond depends on the joint occurrence of the catastrophe and a
crash, and the market boom and non-occurrence of the catastrophe. To reflect this effect in
the model we have to introduce the joint distribution. We note as in the simple model the
random time of occurrence of a natural catastrophe by τ , τc will represent the occurrence of
a market crash and τb that of a market boom.
For simplification we assume that the occurrence of a natural catastrophe and the market-
based events are independent. This means that if the catastrophe and then a market crash
occurs before the time horizon T , the amount H will be paid. A further assumption is that
the events "market boom" and "market crash" are disjoint, which means that they cannot
occur both before T . To justify this assumption the maturity T of the transaction is close.
Under the minimal entropy probability measure Q̂ the joint distribution of the events can be
written by:

Occurrence Probability States of nature Probability
T < τ 1− p̂ τb < T < τ (1− p̂)qb

T < τb < τ and T < τ < τb (1− p̂)(1− qb)
T ≥ τ p̂ τc < τ < T and τ < τc < T p̂qc

p̂ τ < T < τc p̂(1− qc)

with qb = Q̂(τb < T ) and qc = Q̂(τc < T ). We now can summarize the payoffs of the
different agents in Table 7.2.
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Occurrence Probability Agent A Agent B Agent C
τb < T < τ (1− p̂)qb πhA −Nh πhC − πhA −πhC +Nh −H

T < τb < τ and T < τ < τb (1− p̂)(1− qb) πhA −Nh πhC − πhA −πhC +Nh

τc < τ < T and τ < τc < T p̂qc πhA −X πhC − πhA −πhC +H

τ < Tτc p̂(1− qc) πhA −X πhC − πhA −πhC

Table 7.2: Payoffs

We previously mentioned that both options should have the same initial price, computed
under the pricing measure Q̂. Note that the market is not complete, which is equivalent
to the non-uniqueness of the equivalent martingale measure. We assume that both options
are traded and prices by the risk neutral pricing rule with respect to the minimal entropy
probability measure. We should have that

EQ̂ [H1τ,τc≤T ] = EQ̂ [H1τb≤T≤τ ]

which is equivalent to
Q̂(τ, τc ≤ T ) = Q̂(τb ≤ T ≤ τ).

Using the independence of the market and the occurrence of a natural catastrophe, we can
write the condition as follows:

p̂qc = (1− p̂)qb. (7.5)

This condition influences the definition of the events market-crash and market-boom. By
defining a crash as a fall of a stock market index below a certain level Lc implies the char-
acterization of another level Lb for the index such that the event market-boom is defined by
exceeding this level. A market-boom corresponds to a particular market-crash and vice versa
by condition (7.5).
We now analyse the transactions and the related cash flows of the hybrid CAT-bond struc-
ture. The transaction will proceed in the following way. Agent A determines the volume of
the transaction πhA with agent B first. As in the simple case, agent C determines the price
πhC . The role of agent B is in the hybrid transaction more responsible, because he advises
the whole transaction. He fixes the optimal nominal amount Nh of both transactions and the
payoff H of the put and call option. As in the simple case, agent B wants to maximize the
fees from the transaction. Therefore we can write the optimization program for agent B as
follows:

max
Nh,H,πA,πc

(πhC − πhA) (7.6)

s.t :

ρmA
(
−Nh1τ>T + πhA −X1τ≤T

)
≤ ρmA (−X1τ≤T )

ρmC
(
Nh1τ>T − πhC +H1τ,τc≤T −H1τb≤T≤τ

)
≤ ρmC (0)
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We already know that the price of each part of the transaction represents the volume of capital
flow in the CAT-bond market. We give the pricing rules of both transactions in the entropic
framework in the following two theorems below. The lower bound of the transaction between
agent A and agent B is given by

πhA = ρmA
(
−Nh1τ>T −X1τ≤T

)
− ρmA (−X1τ≤T ) .

Theorem 7.5 The indifference volume for the CAT-bond issue by agent A is given by:

πhA = γAln

(1− p̂)exp
(

1
γA
Nh
)

+ p̂exp
(

1
γA
X
)

(1− p̂) + p̂exp
(

1
γA
X
)

 (7.7)

Note that πhA > 0 if Nh > 0.

The upper bound of the transaction between agent B and agent C is given by

πhC = ρmC (0)− ρmC
(
Nh1τ>T +H1τ,τc≤T −H1τb≤T≤τ

)
.

Using the entropic risk measure we obtain:

Theorem 7.6 The indifference volume for the hybrid CAT-bond issue by agent B is given by:

πhC = −γC ln
(

(1− p̂)
(
qbexp

(
1

γC
(h−Nh)

)
+ (1− qb)exp

(
− 1

γC
Nh

))
(7.8)

+p̂qcexp
(
− 1

γC
H

)
+ p̂(1− qc)

)
.

It remains to determine the nominal amount Nh and the hybrid amount H. Agent B has to
maximize problem (7.6) by considering (7.7) and (7.8). We express the problem as follows:

max
H,Nh

(πhC − πhA)

s.t. :

πhC = −γC ln
(

(1− p̂)
(
qbexp

(
1

γC
(H −Nh)

)
+ (1− qb)exp

(
− 1

γC
Nh

))
+p̂qcexp

(
− 1

γC
H

)
+ p̂(1− qc)

)

πhA = γAln

(1− p̂)
(

1
γA
Nh
)

+ p̂exp
(

1
γA
X
)

(1− p̂) + p̂exp
(

1
γA
X
)



First we optimize this problem in Nh for any given H and we have

max
Nh

{
πhC(Nh, H)− πhA(Nh, H)

}
.
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Theorem 7.7 The optimal nominal amount of the transaction is given by:

Nh =
γC

γA + γC
X +

γA
γA + γC

LC(qb, qc, H)

where
LC(qb, qc, H) = ρmC (−H1τb≤T )− ρmC (H1τc≤T )

Note that the nominal amount of the hybrid CAT-bond depends on two terms. The first
one is the same as in the simple CAT-bond. The second term links the financial market
conditions and the contingent payment H in a non-linear way with the nominal. If H is
positive, the second term is also positive and the nominal amount Nh is larger than the
nominal amount N of the simple transaction.

Proof:
This proof can be done by the same arguments used in the Proof of Theorem 7.3, using the
first order optimality condition and equating to zero and the result follows. �

We solve the maximization problem with respect to H and obtain the following result.

Theorem 7.8 The optimal hybrid amount to be paid to the investor when both a crash and
a catastrophe occur before maturity is given by:

H =
1

2
Nh.

Proof:
Using the first order optimality condition and equating to zero, the result follows. �
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