SIMULATION OF WELDING RESIDUAL STRESSES – FROM THEORY TO PRACTICE
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ABSTRACT

The present study reviews previous and new simulations of welding residual stresses with the finite element method. The influence of modelling mechanical boundary conditions, erroneous prediction of the weld heat source coefficient, the influence of microstructural changes in aluminium welds and the consideration of strain-rate sensitivity of steel are investigated. The results are analysed so that sound conclusions regarding the investigated factors, acting as recommendations for the practitioner, can be presented.
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List of Notations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_r )</td>
<td>heat fraction deposited in the rear quadrant of Goldak's heat source (J)</td>
</tr>
<tr>
<td>( f_f )</td>
<td>heat fraction deposited in the front quadrant of Goldak's heat source (J)</td>
</tr>
<tr>
<td>( Q )</td>
<td>thermal power or energy input rate (Watt or J/s)</td>
</tr>
<tr>
<td>( C )</td>
<td>characteristic radius of flux distribution (m)</td>
</tr>
<tr>
<td>( v )</td>
<td>welding source travel (m/s)</td>
</tr>
<tr>
<td>( t )</td>
<td>time (s)</td>
</tr>
<tr>
<td>( \tau )</td>
<td>lag factor (“phase shift”) needed to define the position of weld heat source at time ( t = 0 )</td>
</tr>
<tr>
<td>( V )</td>
<td>voltage (V)</td>
</tr>
<tr>
<td>( I )</td>
<td>current of the weld metal arc (A)</td>
</tr>
<tr>
<td>( \eta )</td>
<td>weld metal arc efficiency (-)</td>
</tr>
<tr>
<td>( \rho )</td>
<td>density (Kg/m(^3))</td>
</tr>
<tr>
<td>( c )</td>
<td>specific heat (J/(kg K))</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature (K)</td>
</tr>
<tr>
<td>( K_{xx}, K_{yy}, K_{zz} )</td>
<td>thermal conductivity in the element's x, y, and z directions (W/(m K))</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>heat generation rate per unit volume (W/m(^3))</td>
</tr>
<tr>
<td>( \alpha_{se} )</td>
<td>temperature dependent coefficient of thermal expansion</td>
</tr>
<tr>
<td>( T_{ref} )</td>
<td>reference temperature for thermal strains (°C)</td>
</tr>
</tbody>
</table>
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\[ f_r(u) \] resisting force as a function of deformation (N)
\[ p(t) \] external transient loading (N)
\[ E \] Young’s modulus (N/mm²)
\[ \nu \] Poisson's ratio (-)
\[ \sigma_e \] the von Misses effective stress (N/mm²)
\[ \dot{\varepsilon}_{pl} \] equivalent plastic strain rate (-)
\[ \sigma \] yield stress at the investigated strain rate (N/mm²)
\[ \sigma_0 \] static yield stress (N/mm²)
\[ \gamma \text{ and } m \] coefficients with no direct physical meaning characterizing the strain rate hardening behavior

INTRODUCTION

The mathematical background for modelling welding phenomena exists since the 80’s [1]. Simple FE models for academic purpose have been developed ever since [2]. Nevertheless, the increase of computational power during the last 2 decades allowed the creation of more sophisticated three-dimensional models for practical applications as well ([3], [4], [5], [6] etc.). This rapid increase in applications regarding weld simulation did not allow detailed documentation of the applied approaches. Despite the thorough existing theoretical background, the lack of established practical methods is profound.

Main interest of industrial applications lies in the calculation of welding residual stresses (WRS) and distortions with high preciseness but reduced computational effort [8]. For this purpose, an engineering approach, which is applicable to any commercial general purpose FE Software, takes into consideration microstructural changes and can be reproduced by a non-metallurgist for modelling various alloys requiring only basic knowledge of material science, was proposed in previous work by the authors of the present paper [3]. Use of this method, which was validated for single-pass welds, has enabled the investigation of factors, which influence significantly the simulated welding residual stresses, in all three fields of weld simulation: the thermal, the microstructural and the mechanical field.

Previous work of the authors has highlighted the significant practical aspects and the predominant factors of weld simulation that influence the calculated welding residual stresses. A review of this previous work, regarding the influence of mechanical boundary conditions [9], material models [10], [11], heat input parameters [12], along with new series of analyses regarding the influence of microstructural transformation in the case of aluminium welding, are presented in the current paper. Moreover, the background for an extension of the previously presented model [3] to multi-pass welds is outlined. The conclusions can work as a guide for the practitioner, in order to exclude effects during modelling and decrease in extension the computational effort, without reducing the required accuracy from an engineering point of view.
Welding is a multiphysics problem, but simulation of WRS requires modelling only of some aspects of the welding process. The thermal behavior and possible microstructural changes are investigated along with the mechanical behavior of a component when WRS are under the scope. These three fields, which are presented in Fig. 1 are interacting bidirectionally with each other. Practical models, predicting the WRS with satisfying preciseness by only simulating the interaction of thermal on microstructural and mechanical behavior and of microstructural field on the mechanical behavior have been suggested [8] and developed [3]. The considered interactions are presented in Fig. 1. Ignoring the reverse influence of microstructural and mechanical behavior enables solution of the problem with a sequential unidirectionally coupled thermal–mechanical analysis [3].

Fig. 1 Investigated fields and respective interactions in an engineering approach for arc welding simulation, TRIP stands for transformed induced plasticity [3]

**Thermal modelling**

Thermal modelling tackles the problem of heat transfer. Simulation of the heat transfer inside the investigated component, the weld heat source and heat losses to the surrounding environment (boundary conditions) is required in this filed. According to Goldak’s double ellipsoidal model, which is the state-of-the-art approach for modelling the weld heat source [13], the power density distribution inside front and rear quadrant are described by the following two equations respectively (Eqn. (1) and (2)):

\[
q(x, y, z, t) = \frac{6\sqrt{3}f_{b}Q}{abc\pi \sqrt{\pi}} e^{-3x^2/a^2} e^{-3y^2/b^2} e^{-3[z+y+(r-t)^2]/c^2}
\]

and
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\[
q(x, y, z, t) = \frac{6\sqrt{3}f_rQ}{abc\pi \sqrt{\pi}} e^{-\frac{3x^2}{a^2}} e^{-\frac{3y^2}{b^2}} e^{-\frac{3(z+v(t-t))}{c^2}}. \tag{2}
\]

The effective energy input rate (thermal power, equal to the electric power of the arc minus the losses) is predicted according to the following Eqn. (3) [3]

\[
Q = \eta VI. \tag{3}
\]

Heat input \( h \) is calculated by dividing Eqn. (3) with the welding speed. Proposed values for the \( \eta \) coefficient for various weld types are proposed in [14]. Nevertheless, different values usually in a range of \( \pm 10 \% \) for same welding types are found elsewhere (see [2] etc.). Combining the first thermodynamics law (conservation of energy) with Fourier’s law for heat conduction and neglecting the fluid flow in the weld pool, the transient heat transfer Eqn. (4) which governs the heat transfer inside the component is calculated [15]:

\[
\rho c \frac{\partial T}{\partial t} = \dot{\zeta} \frac{\partial}{\partial x} \left( x \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( K_y \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( K_z \frac{\partial T}{\partial z} \right). \tag{4}
\]

Heat losses are modelled according to Newton’s law of cooling (Eqn. (5))

\[
\frac{q}{A} = h_f(T_s - T_h). \tag{5}
\]

A transient thermal analysis is carried out, whereby the temperature history of the nodes of the FE model are saved at each solution step.

Microstructural modelling

Various models have been proposed in the past, in order to predict the metallurgical transformations during a weld thermal cycle ([16], [17] etc.). A straightforward engineering approach, which was proposed by the authors of the present study [3], provided results with sufficient preciseness. The method is applicable for the simulation of various materials [9], [12], [10]. Main feature of the approach lies on the assignment of material models to the finite elements inside the fusion zone (FZ) and the heat-affected zone (HAZ) during cooling down based on predominant parameters of the thermal cycle, in order to simulate the modified mechanical behavior of the transformed microstructure. The considered parameters are the the maximum reached temperature inside a thermal cycle \( T_{\text{max}} \), the time needed for the temperature to drop from 800 °C to 500 °C during cooling down inside a thermal cycle \( t_{85} \), and the austenitization time \( t_a \), during which the temperature is above the austenitization temperature (Ac1) inside a thermal cycle.

In the case of single-pass butt-welds the austenitization time is similar in all areas around the weld [2], [3]. Austenitization time influences the proportion of the parent material, which is transformed to austenite during warm up and is subsequent to metallurgical transformations during cooling down. This proportion is as well influenced by the
maximum achieved temperature. The coupled influence of these two parameters on the proportion of the austenitized temperature, can be expressed only by the $T_{\text{max}}$, if the retardation effect is taken into consideration. When high heating rates and thus, short austenitization times, are present the temperature at which full austenitization is achieved (Ac3) is higher than the respective theoretically predicted value (for “static” slow warm up). This effect was firstly mentioned by Leblond [16] and was integrated to the weld modelling approach by the authors of the present paper [3] based on measurements of theoretical and real Ac3 found in [18]. During cooling down, the selection of material models for the austenitized proportion in each area of the weld, is based on predictions of the transformed microstructure according to continuous cooling transformation (CCT) diagram or assessment of microstructure through measurements. The process of selecting the respective material models is presented in Fig. 2.

Fig. 2 Assumed microstructural transformations depending on $T_{\text{max}}$ values [3]

The importance or negligibility of microstructural changes during modelling of ferritic or austenitic steels respectively has been confirmed in the past [3], [12]. Softening in the HAZ of aluminum alloys was as well successfully modelled in a previous study of the authors [10]. Three new models were assigned during cooling down, one of fully recrystallized material in the FZ and two of partially recrystallized microstructure in the HAZ (different levels of recrystallization). Nevertheless, a quantification of this influence on WRS is not known to the authors of the present study. The same problem arises as well when high strength steels are regarded. Liu et al. [19] and Lee and Chang [20] simulated weldments of ASTM A514 (yield strength of 717 MPa) with phase changes and a high strength carbon steel with yield strength of 790 MPa by neglecting them respectively. However, the present approach has not yet been extended to the simulation of multi-pass welds. Material that lies within the boundaries of a single pass is being influenced from the subsequent weld passes. Therefore, a single consideration of $T_{\text{max}}$ and $t_{85}$ during the thermal cycle of the preceding weld pass is not sufficient for modelling precisely the material behavior after completion of the consecutive pass. Previous studies regarding simulation of multi-pass welds, which are known to the authors of the present paper, have been carried out either for cases, whereby phase transformations were negligible ([21], [22], [23], [24], [25]) or the validation of the applied models for multi-pass welding was carried out based on CCT diagrams ([26], [6]). In the latter case, special consideration has to be made, in order to properly model the influence of multi-pass welds, as CCT diagrams describe only the influence of a single thermal cycle on the parent material.
Modelling of mechanical behaviour

During modelling of the mechanical field, the nodal temperature history from the prior transient thermal analysis is applied as body force nodal loads (thermal strains $\varepsilon^{th}$), which are calculated based on the temperature dependent coefficient of thermal expansion $\alpha^{se}$[15]

$$
\varepsilon^{th} = \alpha^{se}(T) \cdot (T - T_{ref}) .
$$

Solution takes place in a quasi-static structural analysis, whereby temperature dependent material parameters and the restraints applied to the real welded component are modelled [3]. Quasi-static structural analysis is governed by the following equation:

$$
f_s(u) - p(t) = 0 .
$$

Usually, components are clamped down during welding. Fixing of the respective nodes in the FE models is a common approach of modelling but deviates from physical restraining reality. An alternative approach applied elsewhere [9] is the use of linear spring elements, restraining the respective nodes (see Fig. 4). The free edge of the spring is then fixed parallel to its length direction. Therewith, only very small displacements are allowed, which coincides with the situation in real “clamping”.

In most cases, mechanical solution is based on classical theory of strain-rate independent plasticity [27]. Total mechanical strain is decomposed to elastic and plastic parts (Eqn. (8)).

$$
\varepsilon^{mech}_{tot} = \varepsilon_{el} + \varepsilon_{pl} .
$$

The stress $\sigma$ is proportional to the elastic strain $\varepsilon_{el}$ according to Hooke’s law for linear isotropic material behaviour, which is presented in terms of Young’s modulus and Poisson’s ratio and in index notation in the following equation (Eqn. (9)),

$$
\varepsilon_{ij} = \frac{1}{E} (\sigma_{ij} - v(\sigma_{kk} \delta_{ij} - \sigma_{ij})) ,
$$

where $\delta_{ij}$ is the Kronecker delta. Von Mises yield criterion (Eqn. (10))

$$
f(\sigma, \sigma_y) = \sigma_e - \sigma_y = 0 ,
$$

is widely applied for metallic materials, where $\sigma_e$ is the von Mises effective stress

$$
\sigma_e = \sqrt{\frac{3}{2} (\sigma : s - \frac{1}{3} tr(\sigma))^2} .
$$
Isotropic hardening is usually applied, during welding simulations, as theoretically, heating the material up to near melting temperature erases previous hardening history and the material deforms as virgin [23], [28]. Nevertheless, kinematic hardening provided better results elsewhere [9], [12]. In some cases, even mixed hardening models are proposed [28].

Lindgren [8] proposed that during weld simulation, when very high accuracy is required, strain-rate dependent plasticity should be considered, without providing though any information regarding the order of magnitude of the influence on calculated WRs. Previous analyses of the authors of the present paper have showed that in the heat affected zone (HAZ) and the fusion zone (FZ) of a 3-pass butt-weld, strain rates of up to 0.122 s\(^{-1}\) are present [11]. Although this value lies clearly lower than the classical dynamic cases such as modelling of ballistic tests or car crash simulation (100 s\(^{-1}\)), still clearly deviates from the static case ($\varepsilon \rightarrow 0$). Several models have been proposed in the past for modelling of the strain-rate dependent behavior of steel. The following model proposed by Perzyna in 1966 [29] is appropriate for implicit FE simulations like in the present case (Eqn. 12)

$$\varepsilon_{pl} = (\sigma_0 - 1)^{1/m}. \quad (12)$$

**REVIEWING THE Influence OF INPUT PARAMETERS**

Results from previous and new FE analyses, which were all carried out according to the above-described theoretical background, are presented in the current study in order to review specific aspects of weld simulation. FE commercial software ANSYS [15] was applied in all cases. Solid 8 node elements “solid 90” and “solid 180” were applied for the transient thermal and the static structural analyses respectively in all cases. Mesh element dimensions were 0.4 mm x 0.4 mm x 5 mm (width x height x length) in the FZ and the HAZ in all cases. The following aspects were investigated:

**A: Modelling of Mechanical Boundary Conditions (BC)**

A single-pass weld component of Swedish steel HT36 (equivalent to S355) with dimensions of 2000 mm x 1000 mm x 15 mm was simulated in [9] (component A in the present study). Geometry of the weld section is presented in Fig. 3. The component was welded with submerged-arc welding (three electrodes welding consecutively), an electric power of 98 kW and a welding speed of 25 mm/s (150 cm/min; 3.92 kJ/mm heat input). Applied material parameters are given in [3]. Clampers were modelled either by fixing the respective nodes in all directions or by applying linear spring elements with stiffness of $10^6$ N/mm to all nodes in the clamped area in the longitudinal and transverse direction and fixing their vertical displacement. The results are compared with measurements for an identical component found elsewhere [2].
Influence on the WRS, which can be caused by possible erroneous modelling of thermal heat input is investigated in [12]. The 5-pass X-grooved butt-weld with dimensions 300 mm x 300 mm x 10 mm by AISI 316L, which is presented in Fig. 4, was simulated (component B in the present study) and different cases of differentiating heat input were modelled. The component was initially considered to be welded with an electric power of 4.3 kW, a welding speed of 5 mm/s (30 cm/min; 0.86 kJ/mm heat input) and the welding sequence A-B-C-D-E. Applied material parameters are given in [13]. Heat input was changed by either increasing the welding speed, or reducing the energy input rate (see respective Table of Fig. 4). The results are reviewed from a different scope in the present study in order to estimate the possible error of calculated WRS under the assumption that an under- or overestimation of ± 10 % of the weld heat source’s efficiency has taken place.
Fig. 4 Investigated component B

C: INFLUENCE OF MICROSTRUCTURAL CHANGES IN ALUMINIUM WELDING

Previous numerical studies regarding welding of Aluminum alloy initially presented at [10], were repeated in the present study and in [30], by neglecting this time the metallurgical transformations, in order to evaluate qualitatively and quantitatively the influence of recrystallization in the HAZ of aluminum alloys on the simulated WRS. The single-pass V grooved component of EN AW-6060 with dimensions 300 mm x 300 mm x 5 mm, welded with an electric power of 3.1 kW and a welding speed of 10 mm/s (60 cm/min; 0.31 kJ/mm heat input), which is presented in Fig. 5 is modelled.

Fig. 5 Investigated component C
Numerical studies regarding single-pass butt-welding of a S355 component (component D) with dimensions 500 x 200 x 5, whose section and respective FE model is shown in Fig. 6, were repeated in [11], by taking into consideration this time the strain-rate dependency of the investigated material. Goal was the qualitative and quantitative evaluation the influence of strain-rate dependency on the simulated WRS. A single-pass V grooved component welded with an electric power of 7.934 kW and a welding speed of 6.7 mm/s (40 cm/min; 1.18 kJ/mm heat input) is modelled. Three different cases were considered, one strain-rate independent (BC) and two strain-rate dependent cases VA_TM1 and VA_TM2, whereby the strain-rate dependent material behavior was calibrated based on material data found in [31] and [32], [33] and [34] respectively.

Fig. 6 Weld section and the applied FE mesh for component D

A PROPOSAL FOR THE EXTENSION OF THE PRESENT MODEL TO MULTIPASS WELDING AND HIGH STRENGTH STEELS

The present approach, as mentioned-above, is based on the use of CCT diagrams in order to predict the transformed microstructure after cooling-down of a single-pass butt-weld [3]. CCT diagrams have already been used for calibration of algorithms, which were applied for the simulation of multi-pass welds ([26], [6]). Nevertheless, extra aspects have to be considered so that the effect of consecutive passes to the microstructure of preceding passes can be caught by such an approach, as the CCT diagrams describe a single thermal cycle. In both of these cases there was a non negligible deviation between measured and simulated WRS, especially in the longitudinal direction (almost 200 MPa for [6], even higher for [26]). Moreover, in the case of high strength steels, CCT diagrams are usually not available.
in literature although the research interest on these materials is increasing in the last years (see [35]).

With the present approach, in the case, whereby a CCT diagram is available, it can be assumed that succeeding weld passes carry on the austenitization of the boundary areas of previous passes, if there was no full austenitization, or that there is a reaustenitization of the previously fully-austenitized materials. In both cases it can be assumed as well that the investigated material’s cooling down behaviour still can be described by the CCT diagram of the parent material despite the thermal treatment of the preceding passes.

An alternative approach would be the use of hardness measurements on the macro sections of welded components. This measurements could be applied either as a validation of the modelling approach based on the CCT diagrams validating the above-mentioned assignments or as direct input for the material behaviour of various areas of the weld section. The relation of hardness and yield strength of steel has been proven in several cases in the past and various equations have been proposed such as in [36] and [37]. Moreover, the hardness of the individual steel phases at room temperature as a function of the chemical composition can be analytically calculated [38]. Knowing the proportion of the metallurgical phases and the yield strength and hardness, it could be possible to calculate the proportion of phases at each area of the macro section based on the hardness measurements.

**RESULTS AND DISCUSSION**

The calculated longitudinal WRS for the HT36 component A are presented in Fig. 6. “Meas.” stands for measured WRS found in [2], while “Fixed” and “Springs” are referring to the respective applied modelling approach of BC. In both cases, tensile longitudinal stresses, higher than the nominal yield limit of the material at room temperature are met in the FZ and HAZ and compressive stresses in the areas away from the weld. In the case of modelling with spring elements, tensile stresses of even up to 700 MPa are met (yield strength in the weld area is higher than the nominal 355 MPa due to the phase changes taken place – increase of bainitic and martensitic phases), while for the fixed case the maximum tensile stress is not higher than 450 MPa. Although both approaches produce similar results qualitatively, the agreement of the spring model with the measurements inside the weld section is clearly better. Similar improvement due to use of spring elements was observed as well in the case of calculated transverse WRS [9]. Nevertheless, it seems that initial expectations that the fixed model, being stiffer, would produce higher WRS are not met. However, significant bending of the plate takes place and the interpretation of the results based on the simplified theoretical expectations is not valid anymore, as the profile stresses of Fig. 6 are measured on top surface of the plate. A more complex interpretation of the results taking into consideration the 3D effects should be made.

The calculated longitudinal WRS for the AISI 316L component B are presented in Fig. 7. Similar profiles of longitudinal WRS are calculated in all investigated cases (see Table 1). Tensile and compressive WRS are met near and away from the weld respectively. The increase of the heat input, either by increase of thermal power or reduction of welding speed, shifts down the calculated profile of WRS. Nevertheless, the largest deviation from the initial profile (H1) is met in the case of reduced welding speed down to 50 % (case V2),
which equals to an increase of heat input up to 100%. A difference of up to 150 MPa or 28% between the peak tensile stresses of those two cases is observed. Similar but not so significant differentiation of the transverse WRS profiles was observed as well [13].

The calculated WRS for the EN AW 6060 component C are presented in Fig. 5 for the cases of taking into consideration and neglecting the recrystallization in the HAZ. In the case of the longitudinal WRS the calculated profile differs significantly, both qualitatively and quantitatively, near the weld. Neglecting the microstructural changes, leads to a lower calculated peak stress and a shift of this peak stress from the boundaries between HAZ and parent material in the middle of the component. The second peak stress met at the left part of the WRS profile, lies on the boundaries of the clamped area of the component. Stress increase is due to fixing of the respective nodes. In the case of the transverse WRS, neglecting recrystallization causes a shift up of the calculated profile of up to 100 MPa.

The calculated longitudinal and transverse WRS for the strain-rate independent and dependent cases are presented in Fig. 9 and Fig. 10 respectively. The rate independent investigated case BC exhibits very good agreement with the measured WRS. A significant deviation is observed only inside the weld section, a region where the robustness of measured WRS is questionable, due to technical reasons. The profiles from both rate dependent investigated cases are almost identical with each other but deviate significantly from the BC case, i.e. the rate-independent model. Regarding the profiles of the longitudinal WRS, deviations from 50 MPa up to 100 MPa between the strain-independent and the rate-dependent cases are observed at the region outside the weld section. Inside the weld section, the difference between the rate dependent and independent cases is almost negligible. Nevertheless, the rate independent model seems to exhibit slightly better agreement with the measured WRS, which in the region away from the boundaries of the weld lie between the curves of the calculated WRS from the rate independent and dependent cases. In the case of the transverse WRS, a significant difference between rate independent and dependent case was observed overall, with the largest deviation to be met at the weld toe, where a difference of 140 MPa is met. The rate independent model BC exhibited in this case an overall clearly better agreement with the measured WRS than the rate-dependent
models. Equilibrium seems not to be achieved, but this is acceptable as the presented WRS are calculated and measured on the top of the plate.

**Fig. 8** WRS of the aluminum component C with and without modelling of recrystallisation in the HAZ, colored areas of the component show modelling of the microstructural changes, A: parent material, B: HAZ 50% recrystalized, C: HAZ 100% recrystalized, D: FZ.

**Fig. 9** Results for component D – calculated and experimentally measured longitudinal WRS on the top of the plate (measured WRS found in [6]) – vertical broken line shows the limits of the weld area [11]
CONCLUSIONS AND FUTURE WORK

The following conclusions were drawn, based on the above-presented results:

Applied approach for modelling of clampers during a weld simulation can have a significant effect on the calculated WRS, at least in the case of butt-welds. The use of spring elements for modelling the longitudinal and transverse restraints in the clamped area produces results that show better agreement with experimentally measured WRS. Moreover, as higher tensile WRS are calculated, this approach lies on the safe side. This modelling approach is therefore suggested for adoption in practical applications as well.

A possible erroneous modelling of the weld heat source could lead to an underestimation of the WRS and therefore non-conservative results. An increase of 100 % of the heat input led to a reduction of 28 % of the peak tensile stress (worst case scenario). Assuming a linear behavior, an overestimation of 10 % of the heat source coefficient would lead to an underestimation of 2.8 % of the peak tensile stresses. This deviation lies in the boundaries of the acceptable numerical error, of practical weld simulations (± 10 % [3]). Therefore, applying values for the weld metal arc efficiency from literature or previous measurements during the simulation of WRS, is considered valid.

Aluminum welding simulations neglecting the recrystallization in the HAZ, produce erroneous results. A lower longitudinal peak stress is calculated and is present at the middle of the component. Simulations considering the microstructural changes show that the peak stress is met on the boundaries of the HAZ, exhibiting a much more crucial case, regarding fatigue strength of the investigated component. Therefore, neglecting recrystallization in
the HAZ of aluminum weld during weld simulation is not conservative and should be avoided.

Applying strain rate dependent material models during a weld simulation produces significant deviation in the profiles of calculated WRS in comparison with the classical static material models. A deviation of up to 150 MPa was observed in the present case between rate independent and dependent cases. Therefore, strain rate dependency cannot be neglected during weld simulation when high accuracy is required. Nevertheless, the strain-rate independent case provided results with better agreement in the case of transverse WRS and this incompatibility has to be clarified.

The present method has been proven to provide accurate results with less computational effort and increased simplicity in comparison with previous modeling approaches for single pass-welds [3]. A validation of the above-mentioned extension for the case of multi-pass welds and high strength steels is therefore dictated. Comparison with measured WRS of real multi-pass welds has to be carried out and the effectiveness should be compared with other approaches [26], [6].
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