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Abstract

Current methods of camera calibration and aberration correction can only
be applied to a specific set of lens settings. This substantially reduces the
flexibility with which these methods can be used in practice. The aim of this
thesis is to minimize such constraints and to develop an approach that can
be used for online calculation in a camera.

A fixed focal length is used in order to eliminate the factor of internal lens
rotation and thus reduce the complexity to a level suitable for the scope
of this thesis. Monochromatic illumination is used, which allows for very
clear evaluation of chromatic effects. Focus and aperture are very important
settings for the quality of an acquired image. Therefore, the applied methods
are evaluated with respect to these settings. Distortion, chromatic aberration
and vignetting are discussed because of their importance in image acquisi-
tion and the fact that they can be modeled by radial models, which allows
for effective treatment using well known methods.

These methods are modified and expanded to identify and address the
parameters that need to be interpolated and used to develop an effective
way to acquire the necessary sample points. An approach using four linear
and two nonlinear parameters is applied for lens distortion and chromatic
aberration correction and a model using three coefficients for vignetting
correction. It is shown that the interpolation of these parameters leads
to a significant improvement in image quality. The results illustrate the
importance of adjusting the parameter set appropriately if the focus or
aperture of the lens are changed.
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Kurzfassung

Aktuell kann eine Kamera Kalibrierung oder eine Korrektur von Linsen-
fehler nur für eine Kombination von Kamera und Objektiv für eine bes-
timmte Einstellung bestimmt werden. Dies hat einen erheblichen Einfluss
auf die allgemeine Anwendbarkeit dieser Methoden. Das Ziel dieser Arbeit
ist es diese Einschränkungen zu reduzieren und eine Methode zu entwick-
eln, die es erlaubt bei einer Änderung einer Einstellung, dies sofort in der
Kamera zu berücksichtigen.

Die Verwendung der fixen Brennweite erlaubt es den Einfluss, der sich
im Objektiv bewegenden und rotierenden Linsen, zu eliminieren, was
eine Beurteilung der Daten erheblich erschweren würde. Außerdem wird
eine monochromatische Beleuchtung verwendet. Dies erlaubt eine genaue
Evaluierung der chromatischen Effekte.

Bei einem Objektiv sind die Fokus- und Blendeneinstellung wesentliche Ein-
stellungsmöglichkeiten, welche die Qualität des Ergebnisbildes beeinflussen.
Deswegen ist es entscheidend, dass die angewendeten Methoden in Bezug
auf diese beiden Einstellungen untersucht werden. Neben der Kamerakalib-
rierung werden Methoden für die Linsenverzeichnung, die chromatischen
Aberration und die Vignettierung diskutiert. Alle diese Methoden können
mit einem radialen Modell modelliert werden, was eine sehr effektive Bear-
beitung mit bewährten Verfahren erlaubt.

Das Ziel ist es diese Verfahren so zu modifizieren und zu erweitern, dass eine
effiziente Methode entsteht, die es ermöglicht die notwendigen Paramater
zu identifizieren und für diese Parameter die passende Art der Interpolation
zu finden. Das Ergebnis ist eine Vorgehensweise, die vier lineare und zwei
nichtlineare Parameter verwendet und interpoliert, um die Linsenverzeich-
nung und die chromatische Aberration zu korrigieren. Für die Korrektur
der Vignettierung wird ein Modell mit drei Koeffizienten verwendet. Die
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Experimente zeigen eine signifikante Reduktion des Rückprojektionsfehlers
unter Verwendung der interpolierten Parameter. Dies zeigt wie wichtig es
ist bei einer Änderung der Fokus- oder Blendeneinstellung eines Objektives
diese Änderung zu berücksichtigen.

vii



Contents

Abstract v

1. Introduction 1

2. Background 4
2.1. Camera Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2. Lens Aberrations . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1. Monochromatic Aberrations . . . . . . . . . . . . . . . 9

2.2.2. Chromatic Aberrations . . . . . . . . . . . . . . . . . . . 12

2.2.3. Vignetting . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3. Related Work 15
3.1. Camera Calibration and Monochromatic Aberrations . . . . . 15

3.2. Chromatic Aberration . . . . . . . . . . . . . . . . . . . . . . . 19

3.3. Vignetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

4. Method 22
4.1. Light Source and Illumination . . . . . . . . . . . . . . . . . . 23

4.2. Point Correspondences . . . . . . . . . . . . . . . . . . . . . . . 25

4.2.1. Passive targets . . . . . . . . . . . . . . . . . . . . . . . 31

4.2.2. Active targets . . . . . . . . . . . . . . . . . . . . . . . . 34

4.2.3. Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4.2.4. Interpolation . . . . . . . . . . . . . . . . . . . . . . . . 38

4.3. Chromatic Aberration . . . . . . . . . . . . . . . . . . . . . . . 41

4.4. Vignetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.4.1. Vignetting approach . . . . . . . . . . . . . . . . . . . . 43

4.4.2. Interpolation . . . . . . . . . . . . . . . . . . . . . . . . 46

viii



Contents

5. Experiments and Validation 48
5.1. Camera calibration, distortion and chromatic aberration setup 49

5.2. Focus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5.3. Aperture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.4. Number of points . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.5. Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.6. Interpolation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.7. Chromatic Aberration . . . . . . . . . . . . . . . . . . . . . . . 79

5.8. Vignetting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.8.1. Vignetting setup . . . . . . . . . . . . . . . . . . . . . . 84

5.8.2. Vignetting correction . . . . . . . . . . . . . . . . . . . . 86

6. Conclusion 93

Appendix 96
A.1. Photogrammetry . . . . . . . . . . . . . . . . . . . . . . . . . . 97

A.2. Singular Value Decomposition . . . . . . . . . . . . . . . . . . 98

A.3. RQ Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . 98

A.4. Bilinear Interpolation . . . . . . . . . . . . . . . . . . . . . . . . 99

Bibliography 101

ix



List of Figures

2.1. Pinhole camera model . . . . . . . . . . . . . . . . . . . . . . . 5

2.2. Chromatic aberration. . . . . . . . . . . . . . . . . . . . . . . . 12

4.1. Spectra of the used LEDs. . . . . . . . . . . . . . . . . . . . . . 24

4.2. Measurement setup. . . . . . . . . . . . . . . . . . . . . . . . . 26

4.3. Truncated pyramid pointcloud. . . . . . . . . . . . . . . . . . . 27

4.4. Three layer pointcloud. . . . . . . . . . . . . . . . . . . . . . . . 29

4.5. Used plane configuration for 2D. . . . . . . . . . . . . . . . . . 31

4.6. Image of the passive target. . . . . . . . . . . . . . . . . . . . . 32

4.7. Setup passive target with illumation. . . . . . . . . . . . . . . . 33

4.8. Example of the used images using the passive target. . . . . . 33

4.9. Example of extracted centers. . . . . . . . . . . . . . . . . . . . 34

4.10. Active target device. . . . . . . . . . . . . . . . . . . . . . . . . 35

4.11. Active target setup. . . . . . . . . . . . . . . . . . . . . . . . . . 35

4.12. Active target bokeh. . . . . . . . . . . . . . . . . . . . . . . . . 36

4.13. Example of the used images using the active target. . . . . . . 37

4.14. Example of the simulated point cloud for a planar target. . . 39

4.15. Example results interpolation. . . . . . . . . . . . . . . . . . . . 40

4.16. Measurement setup vignetting. . . . . . . . . . . . . . . . . . . 44

4.17. Vignetting parameters and interpolated parameters. . . . . . . 47

5.1. Setup camera calibration and lens correction. . . . . . . . . . . 49

5.2. Flowchart procedure. . . . . . . . . . . . . . . . . . . . . . . . . 50

5.3. All parameters Azure S-Mount 16 mm: Horizontal and verti-
cal focal length. . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

5.3. All parameters Azure S-Mount 16 mm: Principal point coor-
dinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.3. All parameters Azure S-Mount 16 mm: Radial parameters. . . 52

5.3. All parameters Azure S-Mount 16 mm: Tangential parameters. 53

x



List of Figures

5.3. All parameters Azure S-Mount 16 mm: Skew and reprojection
error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.3. Results Azure S-Mount 16 mm. All parameters used. . . . . . 53

5.4. Radial parameters Azure S-Mount 16 mm: Horizontal and
vertical focal length. . . . . . . . . . . . . . . . . . . . . . . . . 54

5.4. Radial parameters Azure S-Mount 16 mm: : Principal point
coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.4. Radial parameters Azure S-Mount 16 mm: : Radial parameters. 55

5.4. Radial parameters Azure S-Mount 16 mm: Reprojection error. 56

5.4. Results Azure S-Mount 16 mm. Radial parameters. . . . . . . 56

5.5. Radial parameters Azure S-Mount 8 mm: Horizontal and
vertical focal length. . . . . . . . . . . . . . . . . . . . . . . . . 57

5.5. Radial parameters Azure S-Mount 8 mm: Principal point
coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.5. Radial parameters Azure S-Mount 8 mm: : Radial parameters. 58

5.5. Radial parameters Azure S-Mount 8 mm: Reprojection error. 59

5.5. Results Azure S-Mount 8 mm. Radial parameters. . . . . . . . 59

5.6. Active target Azure C-Mount 16 mm: Horizontal and vertical
focal length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.6. Active target Azure C-Mount 16 mm: Principal point coordi-
nates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.6. Active target Azure C-Mount 16 mm: Radial parameters. . . . 61

5.6. Active target Azure C-Mount 16 mm: Reprojection error. . . . 62

5.6. Results Azure C-Mount 16 mm. Radial parameters. Active
Target. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.7. Passive target Azure C-Mount 16 mm: Horizontal and vertical
focal length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.7. Passive target Azure C-Mount 16 mm: Principal point coor-
dinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.7. Passive target Azure C-Mount 16 mm: Radial parameters. . . 64

5.7. Passive target Azure C-Mount 16 mm: Reprojection error. . . 64

5.7. Results Azure C-Mount 16 mm. Radial parameters. Passive
Target. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.8. Checkerboard original and corrected. . . . . . . . . . . . . . . 66

5.9. Aperture Azure C-Mount 16 mm: Horizontal and vertical
focal length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.9. Aperture Azure C-Mount 16 mm: Principal point coordinates. 69

xi



List of Figures

5.9. Aperture Azure C-Mount 16 mm: Radial parameters. . . . . . 70

5.9. Aperture Azure C-Mount 16 mm: Reprojection error. . . . . . 70

5.9. Results Azure C-Mount 16 mm. Aperture evaluation. . . . . . 70

5.10. Results Azure S-Mount 16 mm. Number of points evaluation. 72

5.11. Interpolation Azure 16 mm S-Mount . . . . . . . . . . . . . . . 76

5.12. Interpolation Azure 8 mm S-Mount . . . . . . . . . . . . . . . 76

5.13. Interpolation Azure 16 mm S-Mount simulation data. . . . . . 77

5.14. Interpolation Azure 8 mm S-Mount simulation data. . . . . . 77

5.15. Fixed camera Azure 16 mm C-Mount: Horizontal and vertical
focal length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.15. Fixed camera Azure 16 mm C-Mount: Principal point coordi-
nates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.15. Fixed camera Azure 16 mm C-Mount: Radial parameters. . . 81

5.15. Fixed camera Azure 16 mm C-Mount: Reprojection error. . . 81

5.15. Results Azure 16 mm C-Mount. Camera fixed on green chan-
nel position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.16. Example Azure 16 mm S-Mount chromatic aberration. . . . . 82

5.17. Example Azure 8 mm S-Mount chromatic aberration. . . . . . 83

5.18. Setup vignetting. . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.19. Flowchart procedure vignetting. . . . . . . . . . . . . . . . . . 85

5.20. Example vignetting images with different focus settings. . . . 86

5.21. Example images vignetting with different aperture settings. . 87

5.22. Vignetting Gauss filter. . . . . . . . . . . . . . . . . . . . . . . . 88

5.23. Vignetting original image. . . . . . . . . . . . . . . . . . . . . . 88

5.24. Vignetting corrected image using two terms. . . . . . . . . . . 89

5.25. Vignetting corrected image using three terms. . . . . . . . . . 89

5.26. Plots results vignetting correction. . . . . . . . . . . . . . . . . 90

5.27. Vignetting correction f-number 1.8. . . . . . . . . . . . . . . . . 91

5.27. Vignetting correction f-number 2.8. . . . . . . . . . . . . . . . . 91

5.27. Vignetting correction f-number 5.6. . . . . . . . . . . . . . . . . 91

5.27. Vignetting correction f-number 16. . . . . . . . . . . . . . . . . 92

5.27. Vignetting corrected versus interpolated. . . . . . . . . . . . . 92

A.1. Principle of the bilinear interpolation. . . . . . . . . . . . . . . 100

xii



List of Tables

2.1. Monochromatic aberrations dependencies. . . . . . . . . . . . 11

2.2. Chromatic aberrations dependencies. . . . . . . . . . . . . . . 13

4.1. Reprojection error different number of layers. . . . . . . . . . 28

4.2. Accuracy point clouds compared. . . . . . . . . . . . . . . . . 30

4.3. Methods point clouds compared. . . . . . . . . . . . . . . . . . 30

5.1. Simulation reprojection data Azure 16 mm S-Mount. . . . . . 74

5.2. Simulation reprojection data Azure 8 mm S-Mount. . . . . . . 74

xiii



1. Introduction

Digital cameras are used in nearly all areas of life nowadays. Image quality
therefore, is naturally important. A major factor of image quality is the lens
of the camera. While a lot of problems can be mitigated with sophisticated
lens design this can lead to very expensive lenses and most of the time
there are some residuals. An alternative way to solve this problem is to
post process the image. This can be done for all lens aberrations to a
different degree. These aberrations can be divided into different classes:
monochromatic aberrations, chromatic aberration and effects which have
their origin in the design and placement of the lens, namely vignetting and
highlights like flares.

Camera calibration is required for image-based measurement and can be
used to project a point in the world into the image. A single calibrated cam-
era already can be used to measure angles between lines of sight. By using
a second camera or additional information calibrated cameras can be used
to acquire 3D data. Additionally, the calibration information is necessary as
basis for some of the mentioned aberration correction algorithms.

The research done to solve the problems of aberration correction or camera
calibration is considerable but to my knowledge there is no method which
tries to combine this knowledge to a point where all these methods support
each other for an overarching method. Another problem is that a parameter
set of such a camera calibration or aberration correction is only valid for a
very specific camera setting. The change of the focus or the aperture setting
of a lens influences the resulting image significantly but to which degree
a change of these settings influences the result of a camera calibration or
aberration correction is unknown.

This leaves a considerable gap in the usability of these methods because
in many applications these settings need to be adjusted to fit the current

1



1. Introduction

situation. My goal in this thesis is to fill a notable portion of this gap. I focus
my research on well known methods which solve a single problem and
create and refine experiments to examine how significant the influence of a
lens setting is. The next task is to examine if it is possible to find a method
which takes this influence into account and, therefore, allow a flexible use
of a method so that it can be used in a camera to calculate an appropriate
camera calibration and image correction respecting each setting.

While it would be nice if solutions for every part of the problem could
be presented, the large scope of this task forces me to some constraints.
Therefore, only algorithms are considered which offer the possibility to be
applied immediately after the image is taken with only reasonably short
waiting time for a user. The second restriction is to only use lenses with
a fixed focal length. In a lens with variable focal length (zoom lens), the
internal lenses usually are rotated and because these lenses can not be
perfectly aligned or crafted this can cause side effects which are very hard to
isolate and, therefore, would complicate the evaluation significantly. The last
premise is to only use monochromatic illumination. But all the experiments
are done for red, green and blue. Therefore, this can be used to an advantage
for a very clear evaluation how the color (wavelength λ) of light influences
the results.

Problem Statement: Which settings of a lens have a significant influence
on camera calibration and aberration correction? Is it possible to determine
and use the resulting parameters effectively to have a valid camera calibra-
tion and aberration correction in (soft) real-time for a flexible use of these
settings.

In this thesis, I follow the traditional approach to calculate the models by
the means of point correspondences. To obtain these point correspondences
a coordinate measurement machine (CMM) is used. Generally a CMM is
used to sense the position on the surface of an object with extreme accuracy
(micrometers), using a probe. This accuracy is utilized for the experiments,
but instead of the probe a marker is fixed on the grapple and the positioning
is done for a predefined model. The markers can be split into two types:
passive and active markers. A passive marker gets illuminated externally,
while an active marker is a light source on its own. The illumination is done
using different LEDs and is controlled by an X-20 cpu unit manufactured

2



1. Introduction

by B&R Automation. This X-20 is an industrial control unit which allows
to switch on the LEDs exactly as required. The images are acquired by a
Basler camera, which takes a monochromatic image with a resolution of
1920× 1200 pixels. For this camera three different lenses manufactured by
Azure Photoncis are used in the experiments. Two of these lenses are made
with a fixed aperture, both with an f-number (also called f-stop) of four.
These two lenses have a focal length of 8 mm and 16 mm. To evaluate the
influence of the aperture, the third lens (16 mm) used allows to vary the
f-number from 1.8 to 16. This equipment allows me to perform the needed
experiments to determine how comprehensive point correspondences can be
acquired effectively. This knowledge is used to obtain the required sample
points, which enable me to develop an efficient method and to identify the
necessary parameters and find appropriate interpolation models.
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2. Background

To ease the navigation in this vast topic, the background is split into
subtopics. First a brief overview over camera calibration is given, followed
by lens aberrations, which are divided into the monochromatic aberrations
and chromatic aberrations. At last the vignetting effect is discussed.

2.1. Camera Calibration

“Camera calibration in the context of three-dimensional machine vision is
the process of determining the internal camera geometric and optical char-
acteristics (intrinsic parameters) and/or the 3-D position and orientation of
the camera frame relative to a certain world coordinate system (extrinsic
parameters)...” [43]. For many applications in the field of computer vision
it is a prerequisite to calibrate the camera before further methods can be
applied. Therefore, a large number of different approaches to calibrate a
camera were developed over the years. As described by Zhang [48], these
methods can be classified into two categories: photogrammetric calibra-
tion and self-calibration. While photogrammetric (see appendix A.1 for
definition) calibration needs very precise knowledge of the 3D geometry
self-calibration uses the information of multiple images in a static scene to
calculate the parameters. Self calibration has improved over the years but
there are many parameters to estimate, which can be problematic, but it can
be an attractive alternative for suitable problems.

The model such a camera calibration builds on is the pinhole camera, which
is shown in figure 2.1. C describes the center of projection or camera center,
which is the origin of the camera coordinate system. The point where the
perpendicular line through the center of projection crosses the image plane

4



2. Background

Figure 2.1.: Image, of the pinhole camera model, taken from [22]. C denotes the center of
projection (camera center), p the principal point and f the focal length. Image
coordinates are denoted as x and y and the world coordinates X, Y and Z

is known as principal point p. This point also is denoted as c, a notation I use
for the rest of my thesis. The focal length f marks the distance of the image
plane to the center of projection. This method builds on algebraic projective
geometry and, therefore, many algebraic methods can be applied.

The foundation of the method is the 3× 4 projection matrix P, which can be
used to project a 3D point (world coordinate) X into an image, which results
in the 2D point x (equation 2.1). Although the matrix is of the dimension
3× 4 it only has eleven degrees of freedom. The twelfth parameter is the
scale parameter, which is not linearly independent. A point always describes
a ray and, therefore, additional information is needed to determine the
location on this ray. The projection matrix itself can be decomposed into
the internal and external parameters. There are three directions in which a
camera can be moved or tilted, therefore, there are six external parameters.
Three different angles and three translation parameters, which cover six
degrees of freedom of P. These six external parameters can be described
in the 3× 3 rotation matrix R and a translation vector t. Instead of the
translation also a position in respect to the world coordinate system −C̃
can be used. The internal parameters or interior parameters are entries
of the camera (or calibration) matrix K (equation 2.3). This matrix is an
upper triangle matrix and its entries describe the remaining five degrees of
freedom of P. The five components are horizontal focal length fx, the vertical
focal length fy and the skew s, which describes the angular deviation of
perpendicular image axes. The last two components are the two coordinates
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of the principal point cx and cy. The decomposition of P into the above
mentioned components is given by equation 2.2.

x = P · X (2.1)

P = KR · [I| − C̃] (2.2)

K =

 fx s cx
0 fy cy
0 0 1

 (2.3)

To ease the calculation it is beneficial to use homogeneous coordinates.
These homogeneous coordinates add a dimension to each vector containing
a scale factor and change the vector from Euclidean space into projective
space. This leads to an equivalence class of vectors. For a clearer distinction
inhomogeneous coordinates are often marked with a tilde on the top. In
equation 2.4 and 2.5 it can be seen how this affects a 2D and a 3D vector. If
the scale factor w (or W) equals one, the other values remain unchanged, in
reference to the Euclidean format.

How important it is to normalize the data and not just blindly apply any
algorithm on the given point data is shown in [17]. The result differs strongly
although the same data is used. Without a normalization the result can be
nearly useless due to numerical problems. In equation 2.6 it can be seen how
the proposed normalization factor f acnorm can be calculated. The approach
builds on the fact that a mean pixel index of [1, 1], which equals a mean
vector length of

√
2, leads to a numerically favorable setup.

x̃ =

[
x̃
ỹ

]
⇒ x =

x
y
w

 (2.4)
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X̃ =

X̃
Ỹ
Z̃

 ⇒ X =


X
Y
Z
W

 (2.5)

f acnorm =
√

2 · 1
N

N

∑
i=1

√
x2

i + y2
i (2.6)

To calculate the 3× 4 projection matrix P the direct linear transform (DLT)
[1] is applied, which requires an equation system of the form Ap = 0. This
can be achieved by calculating the cross product of a point with itself whose
result is the zero vector, equation 2.7. Substituting one point x leads to
equation 2.8, which can further be used to build the needed matrix A as
seen in equation 2.9. Note that Pi is i-th row of the matrix P. Each point n
gives three equations but only two of them are linearly independent and as
a consequence one equation has to be omitted, usually the third [42], which
cuts the last row out of matrix A. To calculate all eleven free parameters
of P (the twelfth is the arbitrary scale factor) at least five and a half point
correspondences are needed, which in reality naturally means to use six.
The resulting matrix is of the size 2n × 12. By using six points to solve
the equation system for P this will result in a 12× 12 matrix. To improve
the stability of the result, it is favorable to use more then six points and,
therefore, use a considerably overdetermined equation system. The singular
value decomposition (SVD, see appendix A.1) can be used to calculate the
result.

x× x = 0 (2.7)

x× PX = 0 (2.8)

 0T −wiXT
i yiXT

i
wiXT

i 0T −xiXT
i

−yiXT
i xiXT

i 0T

 ·
PT

1
PT

2
PT

3

 = 0 (2.9)
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The desired matrix K can now be calculated by applying an RQ-decomposition
(see appendix A.2) of the matrix M (as part of P as seen in equation 2.13)
into a rotation matrix R and the camera matrix K. By using the SVD to
calculate P, the result is optimal with respect to an algebraic error but
does not minimize a geometrical meaningful error. To improve the geomet-
ric result an iterative algorithm which minimizes the reprojection error e
(equations 2.11,2.12) can be used. Usually instead to optimize the whole
rotation matrix R only the three corresponding Euler Angles are calculated
and optimized. For K, where all parameters are linear, most of the time at
least four of the the five parameters are used in the optimization. The skew
is often omitted because in modern cameras the impact is normally very
small. After the desired parameters are chosen, an iterative optimization
algorithm like the Levenberg-Marquardt algorithm can be used to optimize
these parameters and after that the resulting R̂, K̂ − ˆ̃C are used to calculate
the P̂ until the P̂ which minimizes the reprojection error and, therefore,
represents P, is found. If the model needs nonlinear parameters, like when
the lens distortion is considered, these parameters have to be included and
the calculation of the reprojection error adapted. The last step is to calculate
the denormalized P to fit the original coordinates.

As a closing remark I like to emphasize that because the measurement unit
in the image is pixel the results are in pixel as well. To obtain physical values
the results need to multiplied with the pixel size of the image sensor.

x̂i = P̂ · Xi (2.10)

ei = ||xi − x̂i||2 (2.11)

P = min
P̂

∑
i

e2
i (2.12)

P = [M| −MC̃] (2.13)
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2.2. Lens Aberrations

There are different categories of aberrations in an optical system which have
to be addressed. The first category are inherent aberrations of the glasses
used: Deviations the light rays take from the ideal path. The results are geo-
metrical errors and blur effects. The category can be split in monochromatic
and chromatic aberrations. The second category are aberrations caused
by the design of a lens: vignetting and flare effects. While vignetting will
always occur, especially at low f-numbers, flare effects can easily be avoided
in a controlled measurement setup. Therefore, flares are not considered in
this thesis and the problem is more likely to fit an approach like machine
learning, where the lost information due to the flare can be reconstructed.

2.2.1. Monochromatic Aberrations

The dual nature of light, wave and particle, leads to different models which
fit different aspects. The wave model of Huygens states that every wave
generates an infinite number of new waves along its path. This can be
very useful to model certain effects like reflection, diffraction and refraction
but to calculate the major properties of a lens usually simpler models are
sufficient. A lot of good approximations can be done using geometrical
optics, which uses a first order model to calculate the light rays. This is the
common model which is taught in education. An expansion is the third
order model by Seidel [38] whose results ares five aberrations; spherical
aberration, coma, astigmatism, curvature of field and the lens distortion. As
a side note it is worth to mention that technically speaking defocus can be
considered a monochromatic aberration as well.

The spherical aberration is the effect that a change of refraction towards
the rim of the lens causes a change of the focal point and, therefore, the
rays intersect the optical axis at different places. Outer rays intersect in
front (positive spherical aberration) or behind (negative spherical aberra-
tion) the specified focal point. Astigmatism is the effect that the lens is not
homogeneous and, therefore, for rays outside the optical axis the horizontal
and vertical focal point differs causing blur. The coma aberration got its
name from the fact that this aberration effect looks like a coma or comet.
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If parallel light rays hit the lens at an oblique angle, a variation in magni-
fication causes a blur with the described shape. The curvature of field or
sometimes Petzval field curvature describes the effect that the image can not
be focused on a flat plane but is rather mapped along a curve. Therefore,
only small parts of the image are perfectly in focus. The last and probably
most important of these Seidel aberrations for image correction is the lens
distortion. The lens distortion is generated due to a spatial change of the
magnification. The result is that the image is not linearly proportional to
the distance of the optical axis. It is usually classified into two categories.
Pincushion lens distortion, which occurs if the magnification increases with
the distance from the optical axis and barrel lens distortion which occurs if
the magnification decreases. The lens distortion is usually modeled using
radial and tangential components in dependence of even exponents of the
radius r. This was first published by Brown [6] and most of the solutions to
correct this aberration use at least the radial part of the model. Equations
2.15 and 2.16 describe how the undistorted coordinates xu and yu are moved
from their distorted position xd and yd. This is done by using three radial
parameters r1, r2, r3 and three tangential parameters t1, t2, t3. The radial pa-
rameters correct the radial deviation in respect of the distance of the radius
from the image center. The tangential parameters correct the decentering
aspect. These non-linear parameters are usually calculated using an iterative
optimization algorithm like Levenberg-Marquardt. While the diameter of
the aperture has no direct effect on the lens distortion, the position has. An
aperture in front of the lens leads to barrel lens distortion, an aperture in
the back of the lens to pincushion lens distortion ([23], chapter 6).

r =
√
(xu − cx)2 + (xu − cy)2 (2.14)

xd = xu(1 + r1r2 + r2r4 + r3r6) + (2t1xuyu + t2(r2 + 2x2
u)(1 + t3r2) (2.15)

yd = yu(1 + r1r2 + r2r4 + r3r6) + (t1(r2 + 2y2
u) + 2t2xuyu)(1 + t3r2) (2.16)
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Effect aperture Effect image height

Spherical longitudinal D2 −

Spherical transversal D3 −

Coma D2 H

Astigmatism transversal − H2

Astigmatism longitudinal D H2

Field curvature transversal − H2

Field curvature longitudinal D H2

Distortion linear − H3

Distortion percent − H2

Table 2.1.: Monochromatic aberrations and their dependence ([39], chapter 3). The second
column shows the influence of the aperture diameter D, the third column the
influence of the so called “image height” or field size H (i.e. distance form the
image center)

Spherical aberration, coma and field curvature are resolution errors and
can be considered a convolution effect. Therefore, it is possible to use
an appropriate point spread function and deconvolution to correct these
aberrations. Unfortunately, a very large number of unknown parameters
have to be considered and the result is strongly depended on the scene
and for that reason it is critical to adjust the point spread function spatially.
On the top due to the way a (de)convolution works even small errors in
the model can result in very obvious artifacts aggravating this problem
even further. As a side note I like to mention that the maximum obtainable
resolution for a specific focal length f is always limited due to diffraction in
dependence of the wavelength of light λ and the diameter D of the aperture
(Airy disk: Dairy = 2.44 · λ · k with f-number k = f

D ).

How the five Seidel aberrations relate to image height (also field size) and
the diameter of the aperture can be seen in table 2.1.
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(a) Lateral CA (b) Longitudinal CA

Figure 2.2.: Effect of the lateral and longitudinal chromatic aberration. The lateral chromatic
aberration is a difference in magnification and shows as displacement. The
longitudinal chromatic aberration is the difference of the optimal focus for each
color and shows as resolution error.

.

2.2.2. Chromatic Aberrations

The deviation of light from the optimal case in dependence of its color ,
which implies its wavelength, is known as chromatic aberration (CA). As
seen in figure 2.2 the effect can be divided into two phenomena, which
can be termed lateral and longitudinal or axial chromatic aberration ([23],
chapter 6). The lateral chromatic aberration is an effect which occurs because
of the difference of the magnification of different colors. In an image this can
be perceived as color rims which get more evident the farther away from the
image center. The longitudinal chromatic aberration blurs an image because
each color has a different focal point. Therefore, the majority of colors will be
slightly defocused and decrease the resolution. This effect does not change
with the distance from the image center but is dependent on the aperture of
the lens (table 2.2). To minimize the effect, achromatic doublets can be used,
which usually optimize two wavelengths and usually consist of a concave
flint glass element (high disperson) and a convex crown glass element (low
dispersion). An alternative is a diffractive optical element.

2.2.3. Vignetting

There are different reasons for vignetting. In [16] these causes are categorized
into four classes. First natural vignetting which refers to the radial falloff
due to the geometry of optics. The effect is often modeled as function of the
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Effect aperture Effect image height

Lateral chromatic aberration − H

Longitudinal chromatic
aberration

D −

Table 2.2.: Chromatic aberrations and their dependencies of the aperture diameter D and
image height H([39], chapter 3).

cos4 but this law can only be seen as an approximation. Pixel vignetting
refers to the radial falloff due to angular sensitivity of a digital sensor. The
photons with an oblique angle produce a weaker signal than at a normal
angle. Optical vignetting refers to the radial falloff due to blocked light
path inside the lens diaphragm. It is a function of the aperture and it is
influenced by aperture size and shape. Mechanical vignetting is mentioned
last, it refers to radial falloff due to light paths blocked by other elements of
the camera; as an example filters and hoods.

It can be seen that all of these effects follow a radial falloff and the sum of
all these effects produces what is generally known as vignetting. While each
of these effects follows a specific model it is not necessary to correct each
one separately. A radial model with even exponents as seen in equation
2.17 fits the problem as a whole very well. This vignetting function V in
dependence of the radius r (equation 2.14) can be used with the appropriate
αi coefficients to correct an image. When the coefficients are calculated a
simple multiplication of the pixel intensity I with the vignetting function
V(r) leads to the corrected value Icor (equation 2.18). To calculate the αi
coefficients, pixel intensities of a reference image in dependence of the radial
distance can be used. The prerequisite is that the reference image is taken
of a target and illumination, which are completely homogeneous. Like with
the lens distortion correction it is very important to normalize the data
before use. The final result then strongly depends on the number of used
coefficients and the quality of the reference image.

V(r) = 1 + α1r2 + α2r4 + α3r6 + α4r8... (2.17)
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Icor = V(r) ∗ I (2.18)

14



3. Related Work

The structure in this chapter is similar to the background section 2 with
a few differences. Camera calibration and the monochromatic aberrations
are part of the first section mostly because a lot of work combines camera
calibration and lens distortion correction. The second section covers work
regarding chromatic aberration and the third and last section is about work
relating to vignetting.

3.1. Camera Calibration and Monochromatic
Aberrations

Seidel developed a third order model for optics in 1856 [38]. Based on this,
the classification for the five monochromatic aberrations are made. Namely
spherical aberration, coma, astigmatism, curvature of field and, for image
acquisition usually most important, the lens distortion.

Based on previous work of A.E. Conrady [10], Brown published, what I
would call the basic model for lens distortion in 1966 [6] and 1971 [5]. Lens
distortion is modeled by a radial and and tangential model using the even
exponents of the radius (see equations 2.15 and 2.16).

The need for camera calibration to map object space to image space was
already noticed more then fifty years ago. Sobel [40] developed a camera
calibration model for a camera and robot setup in 1974 and already distin-
guished between external and internal parameters. The main goal was to
predict changes to save on expensive computations in image analysis.

Although starting off with very expensive cameras for very specific tasks
like aerial mapping or metrology, nowadays cameras are getting cheaper
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and cheaper and, therefore, there are more and more applications, which
led to a constant research on the topic of camera calibration. In [9], an
overview over the development of camera calibration up to 1998 is given.
But as a consequence of the constant camera development which led to a
steady increase in cameras, a lots of research was done and already in [33] a
further evaluation is done, this time up to 2006. This paper focuses more
on the comparison of the different approaches, which can be considered
established today, and gives very useful overview of the topic. An other
overview is given in [34] (2010) but there the focus is on the lens distortion
models and which model is suitable for which type of lens.

Roger Tsai 1987 proposed a new technique [43] which was novel because
it also could be used to calibrate off-the-shelf cameras and lenses. A target
with a coplanar set of points was used to obtain the 3D world coordinates.
The processing pipeline from 3D point to 2D image point starts with a rigid
body transformation to estimate the rotation and translation, after that the
perspective projection with pinhole geometry is used to calculate the focal
length and at last the two radial lens distortion parameters and the scale
factor are calculated. The principal point is simply assumed to be at the
image center. The results are evaluated for three cases; monoview single
plane, monoview multiplane and multiview.

In 1997 Heikkila and Silven proposed a four step method [25] which handles
the calibration process as a whole. Until then the main research interest was
in the fitting of the model. Step one is to apply the direct linear transform
(DLT) from [1] to calculate the linear parameters. Step two briefly discusses
the nonlinear parameter estimation and step four discusses the image
correction. It is noted that there is no direct solution for the back-projection
and if tangential and radial parameters are used no analytical solution exists.
Step three discusses the importance of the correction of the perspective
projection of circles, which are used as marker. This problem is valid for all
2D or 3D shapes.

Zhengyou Zhang developed a new flexible calibration technique [48] in 2000.
The huge advantage is that it only requires a planar target without further
reference, which makes expensive 3D targets unnecessary and, therefore,
camera calibration a lot more accessible. Markers on this planar target have
to be found in multiple poses but without the need to know the motion.
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Using this data a homography can be calculated which can be used to
calculate the camera calibration in a closed form, which is related to the
absolute conic. The result is an algebraically optimal solution which has
to be followed up by a non-linear optimization to add the lens distortion
and give the result geometrical meaning. It is noted that in this approach
parallel planes lead to a degenerate configuration and therefore do not
provide additional constraints. Hartley extended the method 2007 with a
non-iterative approach to also fit fish eye lenses [20].

The methods by Tsai, Heikkila and Zhang had and have a large impact how
camera calibration is done but there is a great number of other interesting
methods. A few of them I like to summarize.

An implicit method where the camera is calibrated without explicitly cal-
culating the physical parameters using two planes is shown in [45]. The
approach uses projection and back projection and gives good results but
is calculation intensive. A combination with a linear method generates an
explicit camera calibration.

Points are the first way to calculate the lens distortion. An other way is to
exploit the fact that “Straight lines have to be straight”, a fact that important
that Devernay and Faugeras made it the title of their paper [11] in 2001. They
developed a transformation which they used to correct video sequences
based on different models. Some of these models also worked very well
with wide-angle lenses. Edge detection is done to extract lines, which are
used to calculate the parameters for the correction.

In 2013, an interesting self-calibration method for radial distortion is de-
veloped using epipolar lines. Epipolar lines which run through the center
can be used to compute a camera calibration [4]. These lines stay straight
through the radial distortion center and the calculations can be done with-
out need for iterative optimization. With two views with the same lens
distortion or three views from different lens distortions it is possible to
calculate the result using a simple closed form. A drawback is that a circle
with a very large radius is hard to distinguish from a straight line, therefore,
this method works best for lenses with high lens distortion but it is stated
this also needs an adjustment of the model.
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Another approach for camera calibration is self-calibration. Hartley [18], in
1994 shows that it is possible to calculate a camera calibration by matching
points using projective geometry and a rotating camera with no skew.
At least two images are necessary but the accuracy increases using more
images and in his experiments Hartley settles for three images to obtain
reasonable results. The experiments show that a non-iterative approach
already achieves good results. This can handle problems regarding local
minima. Therefore, iterative optimization only should be used in need of
extreme accuracy. An extended version [19] was published in 1997 stating
that the required number of images to achieve an certain accuracy depends
on the type of lens. Another self calibration method is shown in [32]. This
paper also gives theoretical proof that the absence of skew is sufficient to
allow a self calibration. It also discusses which boundary conditions to apply
to optimize the trade-off between speed and generalization.

In 2011, Schmalz et al. [36] used the accuracy of digital displays to replace
costly targets. The display is actively controlled and shows coded patterns
which constitute a suitable calibration target. Two years later, in [26], a
digital display was used to display sinusoidal fringe patterns which enable
an approach called virtual defocusing to reduce the effect of the pixel grid
of the display. The authors reported a reprojection error of 0.0067 pixels.
Both methods need multiple poses of the display but emphasize on the
advantage of flexibility which digital displays offer.

While very complex, there are solutions to correct the resolution aberrations.
This can be done using a point spread function (PSF) and deconvolution,
but these calculations are very expensive and the scene has to be very well
known because otherwise artifacts are generated. For example this approach
works very well in astronomy ([44], chapter five).

An other way to estimate the PSF is shown in [27]. Sharp edges are used
to predict the necessary kernels for the deconvolution. The limitation of
this method is that only kernels with one peak can be detected because
the method is based on edges. But within the limits, it can also be used to
correct chromatic aberration.

A completely different approach is shown in [37]. There, a custom lens only
using a single lens element is used to estimate a spatially varying kernel for
deconvolution.
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3.2. Chromatic Aberration

Already in 1992, image warping between color channels was successfully
applied to correct the chromatic aberration. In [3], this was compared to
an active lens control approach where three images are taken with slightly
different focus and zoom settings to compensate the optics. Significant
advantages could be achieved, although the images used in 1992 only have a
resolution of 338×388. In 2007, Mallon and Whelan [30] proposed a method
where the image warping is expanded by a model which is fitted to the
lateral chromatic aberration, thereby improving the result significantly.

Another promising approach to correct the chromatic aberration is to use
wavelets. While related work, regarding wavelets for chromatic aberration
correction generally seems to be preemptive, Fryskowska et al. [14] show
that chromatic aberration can be detected and reduced. But they also state
that no real images are used and only a few selected wavelets could be
tested.

Monochromatic camera calibration data is used in [29]. A reference calibra-
tion for the green channel is done and used for the other channels. Only the
horizontal and vertical focal length is adjusted in the calibration process.

Due to the difference in the effect of lateral chromatic aberration (mis-
alignment) and longitudinal chromatic aberration (blur) many methods are
designed to correct only one of these two aberrations. But there are methods
which try to correct both forms of aberration.

The active lens control system from [46] states to correct both types of
chromatic aberration, but the method needs an elaborate setup and therefore
is not universally applicable.

In [28], the chromatic aberration was corrected only using a single image
by a multiple step approach which uses a kernel that accounts for mag-
nification and defocus. The kernel estimation builds on the detection of
strong edges. Furthermore it is noted that camera sharpening increases
the problem and, therefore, is included in the model. This results in nine
chromatic aberration related parameters which have to be computed. Using
the hardware available in 2007 processing the full model took about fifteen
minutes for a high resolution image of 3072×2048 pixels.
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Another method which claims to correct lateral and longitudinal chromatic
aberration is shown in [8]. Differences in the color behavior at edges are
analyzed and used. First edges without chromatic aberration are identified
and afterwards edges which violate this condition are found. The correction
is done by adjusting the color difference to be similar to the minimum of
differences.

In [7], a method is proposed which considers the chromatic aberration a
false color artifact which has to be removed. This has the advantage that
no pre-calibration is needed. Lateral and longitudinal chromatic aberration
introduce different but distinctive kinds of artifacts can be identified and
filtered out after a transient improvement preprocessing.

In [41], the fact is used that usually one of the color channels is more
focused and despite the difference in intensity the high level structures are
mostly similar. This similarity is used to transfer pixel information through
channels and blindly remove the chromatic aberration using the strong pixel
wise correlation via deconvolution.

In 2012 different approaches were evaluated and compared in [31]. The
methods are categorized into three types: methods which build on camera
calibration of color separated images, methods which assume the magnitude
of chromatic aberration as a function of the radial distance from the image
center and proprietary software. The method with the best result was an
approach using a cubic function of the radial distance from the image center,
the second best was a method using camera calibration where every color
has an independent image lens distortion model but a fixed camera.

3.3. Vignetting

There are different reasons for the vignetting effect. In [16], these are de-
scribed in four categories: natural vignetting, pixel vignetting, optical vi-
gnetting and mechanical vignetting. All these categories are stated to follow
a radial falloff. The correction of the vignetting effect does not yield new
information per se but it is very obvious to the human eye and the effect
can be interfering with post processing of an image. A simple example is a
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threshold operation were the darker borders could get ignored because of
the falloff.

In 1947 the validity of the cos4 law of illumination is checked by Gardener
who states that the effect in images is also influenced by the lens distortion
and a function of the entrance and exit pupils of the aperture [15]. In [2] the
cos4 law and its effect on vignetting is also evaluated. In the evaluation a
significant effect of differently shaped aperture pupils on the result is found.
In addition, a light grid is used to achieve spatially varying PSF kernels.

The vignetting effect is also important in the area of image stitching. The
difference in brightness when effected images are stitched together is very
easy to spot.

In [16], a nonlinear objective function is used to calculate the coefficients
for a radial model with even exponents. In [12], the same radial model is
used but the coefficients are instead calculated by a linear method using
propagation and back propagation to acquire the coefficients. For both
methods the results are clearly enhanced images but there is no quantitative
analysis shown. Therefore, it is not clear which method delivers better
results.

Another model with the goal to be able to correct the vignetting effect using
only a single image is shown in [49] [51] and [50]. All three papers by Zheng
et al. are using a correction model which is split into two functions: an
off-axis falloff illumination factor and a geometric factor. The difference is
the acquisition of the parameters. All three publications use regularities
which are present in an image. The first paper [49] is using segmenting, the
second paper [51] uses the radial gradient symmetry which uses regularities
in the statistical distribution and builds on the fact that vignetting always
increases its skewness. The third paper [50] uses the radial gradient and
semi circular tangential gradients to improve the result further.

In [47], a method using a scanline approach to save memory compared to
the traditional lookup tables was proposed. A hyperbola is created for every
line and the coefficients are saved to be used for correction.
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Looking at the different aberrations and the correction algorithms, it is
obvious that not all are suited for an online approach. As an example the
correction for resolution aberrations usually use an approach via deconvo-
lution and are very scene dependent. Therefore, it is only possible to correct
these effects for a very specific scene setting and the usage of massive pro-
cessing power. This makes such methods unsuitable for a method which
emphasis is to be fast and flexible.

Aberrations well suited for a fast online correction method seem to be the
lens distortion, the lateral chromatic aberration and the vignetting. Firstly
there are correction algorithms which are not too calculation intensive. Sec-
ondly they share the fact that for each of them, there are approaches, which
are based on radial models. Hence, it is more likely to be able to utilize
synergies. Therefore, the emphasis of this thesis is on these aberrations
in addition to the camera calibration. The method as a whole focuses on
the evaluation of effects based on the change of focus, aperture and wave-
length of light. For the camera calibration, a photogrammetric approach
is chosen because it can be done efficiently [13] and with the coordinate
measurement machine excellent hardware is available. I follow the com-
monly used approach in camera calibration (e.g. [22],[40]) and calculate an
initialization for the linear camera parameters (matrix K), followed by an
iterative optimization for all parameters. The chromatic aberration and lens
distortion correction are built on the basics of the camera calibration. For
the the vignetting effect, which needs a different approach, a digital display
is used as light source.
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4.1. Light Source and Illumination

To evaluate chromatic effects like the chromatic aberration or the influence
of different wavelengths on the parameter set, using a monochromatic
illumination, it is important to know the exact spectrum of the illumination.
In the experiments, three different LED types are used; CREE XQE High
Density LEDS in red, green and blue. Figure 4.1a shows the spectra from
the data sheet. In figure 4.1b the data is obtained by a measurement using
an Avantes Avaspec 2048 spectrometer. The measured data matches the data
sheet very well and the spectrum of the different LEDs is narrow enough to
be considered a monochromatic illumination. Because the LEDs differ in
intensity at a fixed voltage there is the necessity to use different exposure
times texpfor each color setting. I used an approach were the exposure time
was increased until a predefined area hit the maximum value of 255 and
calculated a ratio, using red as reference color to calculate the exposure time
for green and blue (equation 4.1). I used these LEDs for all monochromatic
illumination and light source purposes.

texpgreen = texpred ·
tmaxgreen

tmaxred

and texpblue = texpred

tmaxblue

tmaxred

(4.1)

For image acquisition, not only the difference of the different LED intensi-
ties is important. The distance of the marker from light source effects the
brightness significantly. Therefore, after the lens settings are established the
exposure time tre f for the maximum working distance is determined. From
this measurement the necessary factor for all other points is calculated as a
function of the distance dmark to the marker using the inverse square law
(equation4.2).

f actordistance =

(
dmark
dre f

)2

(4.2)
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(a) Spectrum of the LEDs from the CREE datasheet.

(b) Spectrum of the LEDs from measurement using the Avantes Avaspec
2048 spectrometer.

Figure 4.1.: Spectra of the used CREE LEDs.
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4.2. Point Correspondences

To calculate the correction parameters, point correspondences are needed.
A point correspondence represents a mapping of a 3D world coordinate
to a 2D image coordinate. To obtain a meaningful camera calibration, it
is important that the markers representing a coordinate in the world are
placed accordingly. The positions of all markers can be considered a point
cloud. To achieve good results all image areas have to be covered and depth
information has to be available. However the details, how such a point
cloud has to be generated, vary strongly depending on the requirements
and, therefore, there are several different approaches. I used two different
methods. The first one is used to establish meaningful results using well
known methods from literature. The second method aims at a faster acquisi-
tion of the point correspondences. In all my experiments the point cloud is
processed successively by placing a single marker using the coordinate mea-
surement machine (CMM). The average time to process a point is about 20

seconds. The used measurement setup can be seen in figure 4.2. That said, it
is also possible to use 2D or 3D targets containing multiple markers as long
as the precise world coordinate of each marker is known and each marker
can be assigned reliably to the corresponding position in the image.

In figure 4.3, the point cloud for the first method can be seen. The points are
placed in a volume of a truncated pyramid according to the field of view of
the camera. This volume is divided into several layers. Each layer consists of
a number of points covering the corners and a grid in which the area inside
is covered. The points in the grid are randomized accordingly in each grid
volume in order to minimize the risk of numerical instability due to linear
dependence. In the image, it can be seen that there are two different volumes
for a close focus distance (10 cm) setting and a focus setting at the end of the
specified working distance (70 cm). This difference can be significant and,
therefore, the point cloud must be adjusted to ensure a good result for either
setting. For that reason the used set contains corner points points along the
rim, which are optimized for a close focus setting and a far focus setting.
Using seven layers for a working distance of 10-70 cm this results in 224
points/images. A working distance of 10-50 cm with the same spacing will
contain 160 points etc.. The point positions are the same for all processed
focus distances. The reference exposure time at maximum work distance,
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Figure 4.2.: Image of the measurement setup. The laptop (1) controls an X-20 unit to direct
the setup and to save the images. The coordinate measurement machine (5) is
controlled by a separate computer (2) to position the target (6) at very high
accuracy. The RGB LED illumination for image acquisition with a passive target
can be seen at (3). The camera (4) is mounted in the center of the LED board,
which is used for the illumination.

which is used as reference distance dre f differs and strongly depends on
the focus setting. The close range focus setting of 10 cm needs 75000µs, the
focus setting for 70 cm needs only 3500µs. The combined impact of distance,
color and focus on the exposure time is very significant. This leads to an
exposure time range from 300 to 75000 µs for the acquired images.

The point cloud for method two can be seen in figure 4.4. The amount of
points is reduced and the layout would allow the usage of a 2D target with
a known translation in one direction. For each layer four corner points,
six points along the rim and twelve grid points are used. The points are
not randomized and results have shown that the random placement is
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Figure 4.3.: An example of a truncated pyramid pointcloud. The red lines show the field
of view for a focus distance of 10 cm, the blue lines for a focus distance of
70 cm. The stars and diamonds along the two borders mark the placed corner
points. Inside the volume, points are placed along a grid and noise is added to
randomize the positions. The axes represent X, Y and Z world coordinates in
millimeter (CMM coordinate reference frame).

not necessary as long as there is a sufficient number of layers to provide
additional depth information. Using only one layer, the problem is ill posed.
The scale of an image can not be recovered, therefore, the focal length is
unknown and no solution can be calculated. Using two layers, generally a
solution can be calculated but sometimes numerical problems occur in the
iterative optimization. But even if the numerical problems do not force a
preemptive termination, the results for two layers are significantly worse
compared to the first method with the truncated pyramid. For three and
more layers, the numerical problems do not occur. The accuracy of the
results depends on the number and the positions of the used layers. Details
for typical results can be seen in table 4.1.
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The shown configuration ensures the camera calibration and correction is
valid for this volume of interest. If the layers are positioned accordingly,
the accuracy of the results for three layers are in line with method one. For
four or more layers the result does not improve anymore. In the ideal point
setting, the results for three and more layers are the same up to the fifth
decimal place but even with induced measurement errors the result does
not improve significantly. Therefore, a three layer approach is chosen, which
results in 66 points (images to take) for each processed focus distance. This
is a big improvement compared to the 224 points of method one, but as a
trade-off the point cloud has to be adjusted for each focus distance used. In
figure 4.5, a suitable configuration of the planes for three layers is shown. As
a rule of dumb an image should be usable a third in front of the focus point
and two third behind the focus point. The details how the point clouds of
the two methods compare can be seen in table 4.2. The reprojection errors
for the two methods using two different test sets, which correspond to two
different focus settings, can be seen in table 4.3. The results for method
two, the three layer approach, are a little bit better. This can be explained
by the fact that the correct centroid is harder to find, if the threshold is not
set accurately, which is harder for a defocused marker and there are more
images of defocused markers in method one. But overall, the accuracy is
very similar for both methods and the results are very good.

mean min max
1 layer N/A N/A N/A
2 layers 81.354 0.001 1566.093

3 layers 0.294 0.001 1.344

4 layers 0.294 0.001 1.344

Table 4.1.: Comparison of typical results for the reprojection error for different numbers of
layers using ideal (reprojection error free) points. One layer yields no results. The
results for two layers are lacking but already good for three layers. Differences
for third and fourth layer do not occur up to the fifth decimal place. The lens
simulated is the Azure 8 mm S-Mount.

A number of quality criteria have to be fulfilled to ensure that markers can be
reliably localized. A check for a plausible size, a ratio check, a compactness
check and a check for a minimal needed intensity is done. The method is
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Figure 4.4.: An example of a three layer point cloud. The red lines show the field of view for
the specified focus distance. The stars mark corners and points along the rim
and the circles the grid points. The axes represent X, Y and Z world coordinates
in millimeter.

repeated iteratively and the image is cropped each time until only a small
border remains to eliminate all other external influences. The final review
is to check the borders to verify the marker is complete. After this area of
interest is identified, the center can be calculated by applying a threshold
and calculating the centroid. The calculations used to extract the marker
centroid c can be seen in equations 4.3,4.4 and 4.5 where m and n are the
indices of the processed pixel, X and Y the size of the area of interest.

Ĩ is the weight value, which is used for a pixel, which is above the threshold,
N the sum of all these weight values. For circular markers a well working
approach is to set all weights (pixel intensities) above the threshold to one.
A more universal approach is to use normalized image intensities. Each
intensity is divided by the maximum intensity, generating a value between
zero and one for each weight. The normalization allows a more general
handling of problems. The result of the centroid calculation is the position
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Method 1 Method 2

Corner points 2×4=8 4

Edge points 2×6=12 6

Grid points 12 12

Layers 7 3

Total points 224 66

Generated point clouds 1 1 per focus distance

Table 4.2.: Comparison of the accuracy of the point clouds to acquire the point corre-
spondences. Method 1, the truncated pyramid and method 2 the three layer
approach.

Method 1 Method 2

mean min max mean min max

Set 1: 30 0.66 0.07 2.2 0.33 0.06 0.73

Set 2: 30 0.49 0.05 1.63 0.32 0.05s 0.82

Set 1: All 0.54 0.02 1.71 0.31 0.01 0.96

Set 2: All 0.41 0.01 1.44 0.31 0.01 1.1

Table 4.3.: Comparison of the reprojection error of the point clouds to acquire the point
correspondences. Method 1, the truncated pyramid and method 2 the three
layer approach for seven measurements distances with two sets using two
different focus settings. The results are compared using thirty and all point
correspondences. Because the difference of the results for the different color
channels is not significant the results are a combination of red, green and blue.

with sub pixel accuracy.

Ĩ =
I

Imax
or Ĩ = 1 (4.3)
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Focal point

Camera position

First plane: 4/6 focus

Second plane: 7/6 focus

Third plane: 10/6 focus

2/3 Focus

1/2 Focus

1/2 Focus

Figure 4.5.: A plane configuration for faster image acquisition. The concept allows the
use of a 2D target with translation and, therefore, can also be done without a
coordinate measurement machine.

cx =
1
N

X

∑
m=1

Y

∑
n=1

Ĩ ·m (4.4)

cy =
1
N

X

∑
m=1

Y

∑
n=1

Ĩ · n (4.5)

4.2.1. Passive targets

Targets using markers which are illuminated by an external light source can
be referred to as passive targets. Although all form of markers are possible,
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the use of circular markers has been demonstrated to be very suitable for an
exact localization [24]. An image of the marker I used can be seen in figure
4.6. The circle has a diameter of 4 mm which has proven to be best for a
working distance from 5 to 70 cm. The need to find the center even strongly
defocused at the end of the working distance leads to the usage of a very
strong illumination. Therefore, all other areas are covered with absorptive
material. The marker itself is made of white paperboard encircled by black
velvet, which has shown to have better absorption properties than black
paperboard or, even dull, printed black. The surface of the paperboard has
to be on the same level as the velvet to prevent shadows. As the illumination
is permanent the brightness in the image is controlled by the exposure time.
In figure 4.7 two images of the setup with activated illumination can be
seen.

Figure 4.6.: Image of a passive circular target containing a single marker in central position.
All surrounding and reflecting parts are covered in black velvet to simplify the
center extraction.

Figure 4.8 shows six examples of images used to localize the position of the
marker. The importance of a good absorbent material is shown in figure
4.8b. Due to the required long exposure time and the defocus the contrast is
getting low even when using black velvet. An other effect of the defocus is
the massive size increase of the marker. Figures 4.9a and 4.9b both show the
marker at a distance of about 40 cm, but image 4.9a is taken with a focus
setting of 20 cm, while image 4.9b represents a focus setting of 40 cm. The
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Figure 4.7.: Two images of the passive target setup with the LED board illumination on.

marker in the image with the focus setting of 20 cm is strongly defocused
and the marker, therefore, significantly larger.

(a) 2586 µs (b) 64867 µs (c) 2391 µs

(d) 2586 µs (e) 48000 µs (f) 24123 µs

Figure 4.8.: Example images of the passive target, used for center extraction. The three
images in the first row are captured with a focus setting of 10 cm. The three im-
ages in the second row are taken with a focus setting of 50 cm. The subcaptions
show the exposure times which were used to take the images.

Two results for an extracted center, an example of a marker in focus and
a defocused marker, can be seen in figure 4.9. Because the defocus effect
is consistent in all directions, the center extraction works really well and,
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therefore, focused and defocused markers are valid results and hence the
found point correspondences can be used for further processing.

(a) Marker diameter ∼55 pixels (b) Marker diameter ∼100 pixels

Figure 4.9.: Examples of extracted centers, using two images of the passive target for a
focus distance of 40 cm. Image 4.9a is in focus but in image 4.9b the target
is in distance of about 20 cm to the camera and, therefore, already strongly
defocused. The result is a blurred circle which is considerable larger and has
no sharp boundaries. The difference in size can be identified by the different
resolution (in the left image individual pixels can be already identified).

4.2.2. Active targets

In contrast to the passive target an active target, uses no external illumina-
tion. The light source is part of the target or marker itself. To my knowledge,
there are no well documented approaches for such active targets besides the
usage of displays, which is a completely different category. The method I
developed builds on LEDs as light source which are routed into an standard
multi mode optical fiber. The other end of the fiber is placed in a mounting
which is attached to the coordinate measurement machine.

The setup of the active target can be seen in figure 4.10. The LEDs are
soldered onto a printed circuit board which is placed in a box. All LEDs
have resistors preceding for current restriction which are dimensioned for
the LEDs to have a similar intensity. To neutralize directional influence due
to the offset of the LED positions, a diffusing screen is added in front of
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(a) (b) (c)

Figure 4.10.: Device for the active target approach. Image 4.10a shows the printed circuit
board with LEDs and fiber optic with mounting device. In image 4.10b the
printed circuit board is already connected and fitted with the appropriate
resistors for each LED color. The diffusing screen in front of the LEDs reduces
all directional effects. Image 4.10c shows the activated device without the fiber
optic attached.

the LEDs. In the front of the box a lead-in for the fiber is incorporated.
The attached mounting can be seen in figure 4.11 with LEDs activated and
deactivated.

Figure 4.11.: The active target mount fixed to the coordinate measurement machine in off
and on condition.

A difference to the passive target can be seen in figure 4.12. If the focus
point is in front the target, no simple blur effect occurs but an effect known
as bokeh. The image of the light source inherits the form of the aperture
and lens impurities and aberrations are visible. But as long as the aperture
has a rotation symmetric shape, the result of the centroid calculation is still
correct.

Six examples of resulting images to obtain point correspondences using
an active target are shown in figure 4.13. The examples are selected to
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Figure 4.12.: The observed bokeh effect using a focus distance much closer than the distance
of the light source. The left image is taken with the Basler camera with fixed
aperture lens. The right image shows an image of the same light source taken
with a single lens reflex camera with a flexible aperture (7 blades). The shape
is given by the aperture. The circle like artifacts inside are a consequence of
aberrations and impurities of the lens.

match the positions of the passive marker examples in figure 4.8. Several
distinctive differences can be observed. Due to the small diameter of the
optical fiber the marker size is much smaller but the lack of otherwise
illuminated objects makes identification easier. As a difference to the passive
target, the contrast from marker to background is never an issue and even at
the maximum working distance of 70 cm, the exposure time never needs to
be higher then 10000 µs, opposed to the 70000 µs observed for the passive
target method. The overall difference of the intensities between markers
at different distances is also reduced. Even with the decreased exposure
time the visibility and homogeneity of the marker is better and, therefore,
the threshold operation is easier. Because there are no other illuminated
objects, there is no risk of a false identification, but a check for a complete
marker is still required. Another problem can occur if the exposure time
is too long. Overexposure can lead to sun like rays from the fiber (light
source), which impedes the centroid calculation. But overall the handling of
the active target setup is significantly easier than the handling of the passive
target setup.
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(a) 239 µs (b) 347 µs (c) 239 µs

(d) 1574 µs (e) 8057 µs (f) 5194 µs

Figure 4.13.: Example images of the active target, used for center extraction. The three
images in the first row are captured with a focus setting of 10 cm. The
three images in the second row are taken with a focus setting of 50 cm. The
subcaptions show the exposure times which were used to take the images.
(Compare figure 4.8 for significantly higher exposure time required for passive
targets.)

4.2.3. Simulation

To acquire a measurement for one setting using the large point cloud
(truncated pyramid), an acquisition time of about 80 minutes is necessary.
Even using the point cloud with the reduced point number (three layer
approach), the time to take a measurement for one setting is about 20

minutes. This leads to the necessity for an alternative, faster approach to
to test other setups. The simulation is a well fitting approach because it is
possible to create usable data of a point cloud in a couple of seconds. After
the point cloud is generated and the position and field of view of the camera
are specified, the correction of the parameters is calculated the same way
as for the data obtained by measurements using the CMM. Therefore, the
calculation of the reprojection can be done the same way and the results can
be compared to real data. These results can be used to estimate the viability
of an approach or the influence of inaccuracies, e.g. a systematic error due to
a poorer produced target or an inaccurate marker localization. Additionally,
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it is possible to simulate targets using multiple markers opposed to the
approach with the CMM in my methods, where always a single marker is
used. Figure 4.4 shows a three layer approach as an example. The purpose of
the point cloud in the given simulation was to find the necessary parameters
and limits for a feasible planar target.

The first step for the simulation needs the appropriate projection matrix P.
This is obtained from the calibration data belonging to the specified setting.
The matrix can be rebuilt using the rotation matrix R,the camera matrix K
and the camera position −C̃ (equation 2.3) or directly be saved and used
from the calibration process. The second step is to generate the desired
optimal point cloud and optionally to add intentional deviations to simulate
the desired error. After that, the points can be projected into the image using
x = P · X and lens distortion can be added. Figure 4.14 shows the example
of the point could and the projection of the points into the image.

It is important to mention that the method for the lens distortion correction
is not designed to be used for arbitrary points. If the coefficients have
different signs they neutralize each other and as a result coordinates from
outside the image borders are projected into the image. These points are
usually significantly outside the image border but if a large 2D target is
simulated, this effect already occurs. Therefore, it is important to restrict
the approach to points in the field of view or at least close to it. At last, if
intended, inaccuracies/errors from the centroid acquisition can be added
to the image point. This intentional inclusion of a specified problem allows
a very clear evaluation of the impact on the result. After these steps are
finished, this gives a set of point correspondences which can be used to
calculate a new set of parameters. The last step is to evaluate the result.
This is done by calculating the reprojection error (equation 2.11) using the
ground truth data (point cloud of the original) and comparing the result to
the extracted centers.

4.2.4. Interpolation

Traditionally, a camera calibration and aberration correction is done and
used for a very specific focus, aperture and focal length camera setting. If a
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(a) 3D point cloud (b) Projection into the image.

Figure 4.14.: Example of the simulation for a three layer planar target approach. The green
circles mark the position of a simulated marker. Figure 4.14a shows the 3D
point cloud. The violet stars mark camera and focus point. The allocation of
the markers in the image using a known camera position and field of view
can be seen in figure 4.14b.

couple of different settings are needed, the number of necessary calibrations
and, therefore, measurements grows very fast because a change of focus and
aperture (as would the change of focal length of a zoom lens) settings have
impact on the resulting parameters. Therefore, the approach to obtain a
parameter set for each setting is not feasible. To enable the use of all possible
settings despite this constraint, the strategy is to take measurements at
specified settings and use them as sample points for an interpolation.

Because of the boundary condition that the parameter interpolation has
to be done immediately after a setting changes, the interpolation methods
chosen are focused on fast processing time. That said, other, more sophisti-
cated methods may increase accuracy. Two different interpolation methods
are used: the focal length is interpolated by the hyperbola function seen in
equation 4.6 and all other parameters by linear interpolation (equation 4.7).
The calculation of the required coefficients for the linear interpolation is
done using linear regression. See figure 4.15 for interpolation examples. If it
is necessary to fit specific areas better or to make use of a large number of
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interpolation points, the interpolation is also done piece wise. I only consid-
ered interpolations for the change of a single setting, because each setting
discussed (focus, aperture, color for monochromatic illumination or zoom
for a zoom lens) will add a dimension (n in equation 4.8) and, therefore,
increase the number of sample points required to interpolate and verify
the results massively. Considering the used m = 7 sample (measurement)
points to determine the parameters for a focus or aperture setting, even an
only two dimensional (n = 2) approach will require 72 = 49 measurements,
with each measurement using a full set of point correspondences. That said,
the method by itself should be valid for a multidimensional approach.

(a) Focal length fx (b) Principal point cx

Figure 4.15.: Examples of the used interpolation approach. In the left image the the focal
length and the interpolation using the hyperbola function can be seen. The
right image shows a coordinate of the principal point, which is interpolated
using a piece wise linear regression (although only two pieces in the example).
The horizontal axis of all plots shows the distance in cm sampled at m = 7
measurement points (10, 20, ... 70 cm), the vertical axis the value of the
parameter.

y =
a
x
+ b (4.6)

y = b1 · x + b0 (4.7)

y = mn (4.8)

40



4. Method

4.3. Chromatic Aberration

By using a monochromatic camera with a single monochromatic illumina-
tion, there is no need for a chromatic aberration correction. But it is possible
to combine multiple images, each done with a different illumination color
(wavelength).

The evaluation of the effect of the color is a special case in the measurement
setup because the illumination is an external source and can be added to a
measurement series by taking multiple images with multiple illumination
settings without the need to change a lens setting. Given that the images
taken are of a static scene with red, green and blue illumination, they can be
combined to a standard RGB image. To combine such an image an empty
RGB image with three layers is created and the monochromatic color images
are placed in the corresponding channels. All experiments done used red,
green and blue but the approach to combine multiple images can be used
for all colors with static scenes. These combined images feature the same
problem of all color images regarding the chromatic aberration.

The method chosen to correct the chromatic aberration is the implicit cor-
rection approach, where a camera calibration and lens distortion correction
for each color is done and afterwards processed.

In [31] this is approach is mentioned to deliver good results and additionally
this builds on a radial model and allows the use of the already acquired
point correspondence data, which is already required for the monochromatic
aberration correction.

Most of the processing steps are similar to the monochromatic approach,
therefore, I only state the important differences. At first, a reference color
has to be chosen. For this reference color the calculation of the camera
calibration and correction is exactly done the way, which is described in
the monochromatic approach for camera calibration and lens distortion
correction. For the other color channels the difference is that the exterior
camera parameters C̃ are fixed at the position calculated for the reference
color.

The intrinsic parameters and the lens distortion parameters are calculated
using this fixed camera position, which means the exterior parameters
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are fixed at the reference position in the iterative optimization. After that,
the calculated parameters can be applied to correct each image of the
corresponding color (of course with respect to the lens) and the three results
can be combined into an aberration corrected RGB image.

As a side note, I like to state that if the calculated calibration data is used
for monochromatic images, which are not of the reference channel, this
can slightly influence the result because it is likely that a more accurate
solution could be found, if the exterior parameters were included in the
optimization.

Regarding the interpolation there is no difference to the monochromatic
method.
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4.4. Vignetting

Because there are so many reasons for the vignetting effect to occur the goal
is a general correction method, which handles the problem as a whole. All
these effects have a radial falloff and that there is the additional benefit that
a combination with the other correction methods for a faster processing time
is possible. This motivates the use of a radial correction model, opposed to
a scanline or lookup table approach.

4.4.1. Vignetting approach

To evaluate and correct the vignetting effect, reference images of a homoge-
neous target with a homogeneous illumination are necessary. The vignetting
effect is already clearly visible in tests using white paper and uniformly
arranged off the shelf light sources, or even using the overcast sky, as light
source. But shadows and disparities in illumination strength impair the
result significantly. Therefore, while the use of exterior light sources is pos-
sible, it requires a very special illumination setup, which is expensive, so
that, for the executed experiments, a different approach is chosen.

Instead to use an exterior light source, I chose to use the high quality of
nowadays LCD displays. A close range image of a uniform white area of
an LCD display is used to acquire the necessary images, which are used as
reference. In figure 4.16 the measurement setup can be seen. In the top of
the image a so called Moiré pattern can be identified. This is an interference
pattern which is created because the monitor and the camera sensor use
discrete pixel elements. The strength and shape of this effect also varies
strongly depending on the used lens and is related to its resolution capacity.
Because the Moiŕe pattern causes problems with the required reference
images a diffusing screen is used to eliminate the effect.

The smallest influence of the vignetting effect is in the center of the vi-
gnetting model (which in the optimal case would be in the image center).
Hence this area is used to obtain a reference value Ire f . This value represents
the expected intensity of the whole reference image (without the vignetting
effect). While the use of the image center as correction center is possible,
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Figure 4.16.: The measurement setup to evaluate the vignetting effect. The diffusing screen
is used to to eliminate the Moiré effect which can be identified above the
diffusor.

this leads to unsatisfactory results. Experiments have shown that the use of
the principal point improves the result significantly. If the principal point
is not available, a centroid calculation of the pixel intensities can improve
the result, although not as much as the use of the principal point. Because
a camera calibration is part of the process of the lens distortion correction,
the principal point is already available and, therefore, used as correction
center. A single pixel is very prone to noise. To reduce this influence a mean
calculation of several pixels around the correction center is used to calculate
the reference value. For my experiments, an average intensity of 7× 7 pixels
is used to obtain this reference value Ire f . The next step is to use a grid
pattern to obtain the intensities I1 to In, from all other areas of the image, to
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obtain N intensities.

Equation 4.9 represents the correction using three terms for a single pixel
with intensity I at distance r from the center.

Icor = (1 + α1 · r2 + α2 · r4 + α3 · r6) · I (4.9)

To obtain the desired reference value after the correction process, Icor is
replaced by Ire f . Rearranged, this leads to equation 4.10.

α1 · r2 · I + α2 · r4 · I + α3 · r6 · I = Ire f − I (4.10)

Using the obtained pixel intensities, this can be used to build an overdeter-
mined equation system of the form Aα = b which can be seen in 4.11.


r2 · I1 r4 · I1 r6 · I1
r2 · I2 r4 · I2 r6 · I2

...
...

...
r2 · In r4 · In r6 · In

 ·
α1

α2
α3

 =


Ire f − I1
Ire f − I2

...
Ire f − In

 (4.11)

This overdetermined equation system can be solved for α by using the least
square method (equation 4.12).

α = A−1ATAATb (4.12)

It is very important to normalize the data for these steps to avoid problems
due to numerical instabilities [17]. The mean value of r is calculated and
normalized to attain an average value of

√
2 (see equation 2.6).

After the calculation of the coefficients α is done, the correction of the image
is simply a calculation of the new intensity Icor for each pixel following
equation 4.9.
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4.4.2. Interpolation

The interpolation of the alpha coefficients is done using a linear interpola-
tion approach (equation 4.15). To obtain these coefficients, linear regression
is used. While for the aperture usually the f-number N is the used charac-
teristic variable, for the interpolation the use of the area yields better results.
This makes sense because the amount of light is proportional to the size
(area) of the aperture. Using the definition of the f-number and rearranging
for the diameter D leads to equation 4.13. Because that the used lenses have
a circularly shaped aperture the calculation of the area A follows equation
4.14. In figure 4.17, an example of such an interpolation is shown.

D =
f
N

(4.13)

A =
f 2 · π
4 · N2 (4.14)

y = b1 · x + b0 (4.15)
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Figure 4.17.: Example plot for a set of alphas found for the correction approach using three
terms. The plot shows the result for eight images and the interpolation of this
data.
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5. Experiments and Validation

This chapter presents extensive experimental validation of the methods
presented in chapter 4. The first task is to establish which parameters to use.
After that, passive and active target are compared. It is also important to
know how the different lens settings of focus and aperture influence the
results. Therefore, several experiments using different focus and aperture
settings are necessary. At last, the effect of the number of used points and
the interpolation is evaluated. Different lenses are used to test the common
validity of these results. All experiments are done using a monochromatic
camera. An RGB camera would not have any advantage because only
monochromatic illumination is used and additional filters, like the Bayer
filter, would even decrease the image quality. In total, more than 10.000

images were acquired and processed.

For the experiments a Basler acA 1920 - 48 gm camera (monochromatic
with a maximum resolution of 1920× 1200 and a value range of 8 Bit), a
B&R X-20 CP 1585 control unit, a custom LED board with 4× 4 CREE XQE
High Density LEDS for red, green and blue, an active target with CREE
XQE High Density LEDS for red, green and blue and a couple of different
lenses is used. The majority of the experiments is done using the Azure
8 mm S-Mount and the Azure 16 mm S-Mount lenses with a fixed aperture
setting of four and the Azure 16 mm C-Mount lens with an aperture setting
from 1.8 to 16. All other lenses are only used to acquire isolated samples
to validate results. The room used is completely darkened for the time the
experiments are performed.
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5.1. Camera calibration, distortion and chromatic
aberration setup

Figure 5.1 gives an overview of the setup and the interaction between its
components. A laptop represents the master where the control for target,
camera and illumination is done. The connection to the coordinate measure-
ment machine (CMM) is established via a desktop PC where the instruction
file for CMM control with the coordinates of the point cloud is saved. After
a position is reached a trigger is sent to the laptop which establishes a TCP
connection to the illumination control unit (X-20), which controls the custom
LED board and activates the illumination. The laptop triggers the Basler acA
1920-48 gm camera, which takes the image with a resolution of 1920×1200

and sends it to the laptop. This process is done for red, green and blue and
repeated for all points in the point cloud.

Master Control
      Laptop

RGB-llumination

Camera

CMM Control
 Desktop-PC

Illumination Control
            X-20

        CMM
Marker Position

Figure 5.1.: Setup for camera calibration, lens distortion correction and chromatic aberration
correction.
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In figure 5.2 the procedure for the execution of the method is shown.

           Python
Point Cloud Generation

Machine Code
 CMM Control

          X-20
Illumination Control

          C++
Basler Framework
Image Acquisition

Repeat
   for
R G B

          Matlab
 Parameter selection
 Camera Calibration
 Distortion Correction

            Matlab
Camera Calibration and
Distortion Correction at
    Reference Position

        Matlab
Apply Correction

         Matlab
Data Collection for
further Processing

        Matlab
Marker Localization

        Matlab
Evalute Data Sets
   and  Calculate 
    Interpolation

        Matlab
 Apply Correction

Using Interpolation

Figure 5.2.: Flowchart of the procedure for lens distortion correction and chromatic aberra-
tion correction.

5.2. Focus

It is necessary to validate the chosen methods. Therefore, experiments for all
methods are done using different focus settings to establish the constraints
for further experiments. These experiments include an evaluation of different
parameters, different lenses and active and passive target. For each lens an
appropriate point cloud to fit its field of view is generated. This point cloud
is used to acquire the necessary point correspondences. A plot of a typical
result is shown for every experiment.

The first experiment done is using nine parameters (five linear fx, fy, cx, cy, s
and four non-linear r1, r2, t1, r2). An Azure 16 mm S-Mount lens is used. The
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found parameters and the accuracy of the results, can be seen in figure 5.3.
The accuracy is very good but the parameters differ strongly between the
different focus settings. This can be explained due to the fact that the results
of the tangential parameters and the position of the principal point influence
each other significantly in the iterative numerical optimization. Note that
this is the only experiment shown, which not only used monochromatic
illumination but also white light to verify the approach. Because the results
are in line with the expectations, the other experiments are only done for
red, green and blue.

(a) fx (b) fy

Figure 5.3.: All parameters Azure S-Mount 16 mm: Horizontal and vertical focal length.
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(c) cx (d) cy

Figure 5.3.: All parameters Azure S-Mount 16 mm: Principal point coordinates.

(e) r1 (f) r2

Figure 5.3.: All parameters Azure S-Mount 16 mm: Radial parameters.
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(g) t1 (h) t2

Figure 5.3.: All parameters Azure S-Mount 16 mm: Tangential parameters.

(i) Skew (j) Reprojection error

Figure 5.3.: All parameters Azure S-Mount 16 mm: Skew and reprojection error.

Figure 5.3.: Plots of the results for a calibration using five linear and four nonlinear pa-
rameters. The used lens is the Azure S-Mount 16 mm lens. The horizontal axis
of the plots shows the focus distance in cm, the vertical axis the value of the
parameter.
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Because the goal is to have a method which allows to change settings and
apply a flexible correction, it is necessary to smooth the behavior of the
parameters. A way to accomplish this is to reduce the parameter set. A part
of the problem is that principal point and tangential parameters both correct
a deviation of the lens from the optimal image center, I made the decision
to omit the tangential parameters. This is done because of two reasons:
firstly because the correct position of the principal point is important as it
is shown in [21], secondly because the tangential parameters are known to
create problems in the iterative optimization. The skew is also omitted since
it turns out that the effect in regular nowadays cameras is minimal. That
said, it is very easy to add the parameters back if a lens/camera can not be
modeled without them but at the cost of flexibility.

In the next experiment the exactly same input data is used as for the nine
parameter calculation. The accuracy of the results is still very good and can
be seen in figure 5.4; the parameters are far less jumpy. Therefore, I made
the choice to use only these six parameters in the evaluation of the following
experiments.

(a) fx (b) fy

Figure 5.4.: Radial parameters Azure S-Mount 16 mm: Horizontal and vertical focal length.
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(c) cx (d) cy

Figure 5.4.: Radial parameters Azure S-Mount 16 mm: : Principal point coordinates.

(e) r1 (f) r2

Figure 5.4.: Radial parameters Azure S-Mount 16 mm: : Radial parameters.
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(g) Reprojection error

Figure 5.4.: Radial parameters Azure S-Mount 16 mm: Reprojection error.

Figure 5.4.: Results for the Azure S-Mount 16 mm lens, using four linear and two radial
nonlinear parameters (skew and tangential parameters omitted). The horizontal
axis of the plots shows the focus distance in cm, the vertical axis the value of
the parameter.
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The next step is to test if the method can be applied for other lenses. At first,
a different focal length is examined. An Azure 8 mm S-Mount lens is used.
Because the field of view is much larger, the working distance is reduced
to 50 cm, otherwise it would not be possible to include the corners and
rims in the point cloud beyond 50 cm because the CMM can not reach these
positions. The results, seen in figure 5.5, show that the model fits the shorter
focal length and increased field of view nicely, validating applicability of
the model.

(a) fx (b) fy

Figure 5.5.: Radial parameters Azure S-Mount 8 mm: Horizontal and vertical focal length.
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(c) cx (d) cy

Figure 5.5.: Radial parameters Azure S-Mount 8 mm: Principal point coordinates.

(e) r1 (f) r2

Figure 5.5.: Radial parameters Azure S-Mount 8 mm: : Radial parameters.
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(g) Reprojection error

Figure 5.5.: Radial parameters Azure S-Mount 8 mm: Reprojection error.

Figure 5.5.: Results for the Azure S-Mount 8 mm lens, using an passive target, four linear
and two radial nonlinear parameters (skew and tangential parameters omitted).
The horizontal axis of the plots shows the focus distance in cm, the vertical axis
the value of the parameter.
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In figure 5.6 the results for the active target are shown. The used lens is an
Azure 16 mm C-Mount lens. Because the previous experiments suggested
that quality of the three layer approach is similar to the truncated pyramid
the experiments for the active target were only done using the three layer
approach for 10 to 50 cm.

To be able to compare the results the experiment was repeated for the
passive target using the exactly same point cloud and lens (see 5.7). Due
to an error in image acquisition, which I unfortunately recognized too late,
the 10 cm results for the passive target had to be omitted but the available
distances from 20 to 50 cm show that the results are very similar. This holds
true for the parameter values as well as for the accuracy and confirms the
applicability of an active target.

(a) fx (b) fy

Figure 5.6.: Active target Azure C-Mount 16 mm: Horizontal and vertical focal length.
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(c) cx (d) cy

Figure 5.6.: Active target Azure C-Mount 16 mm: Principal point coordinates.

(e) r1 (f) r2

Figure 5.6.: Active target Azure C-Mount 16 mm: Radial parameters.
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(g) Reprojection error

Figure 5.6.: Active target Azure C-Mount 16 mm: Reprojection error.

Figure 5.6.: Results for the Azure C-Mount 16 mm lens with active target, using four linear
and two nonlinear parameters. The horizontal axis of the plots shows the focus
distance in cm, the vertical axis the value of the parameter.
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(a) fx (b) fy

Figure 5.7.: Passive target Azure C-Mount 16 mm: Horizontal and vertical focal length.

(c) cx (d) cy

Figure 5.7.: Passive target Azure C-Mount 16 mm: Principal point coordinates.
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(e) r1 (f) r2

Figure 5.7.: Passive target Azure C-Mount 16 mm: Radial parameters.

(g) Reprojection error

Figure 5.7.: Passive target Azure C-Mount 16 mm: Reprojection error.

Figure 5.7.: Results for the Azure C-Mount 16 mm lens with passive target, using four
linear and two nonlinear parameters. The horizontal axis of the plots shows
the focus distance in cm, the vertical axis the value of the parameter.
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After obtaining the parameters and calculating the reprojection error an
additional practical validation is vital. Using different focus settings, images
of a checkerboard are taken to evaluate the results.

The correction has to be calculated for every pixel in the image. It is im-
portant to use an inverse mapping method. A forward mapping has two
problems. Firstly it would create holes in the result image and secondly there
is no analytical solution. Therefore, iterative steps are necessary to calculate
the resulting position of a pixel. Using inverse mapping the resulting image
can simply be computed pixel by pixel applying the already known lens
distortion equations 2.15 and 2.16. To determine the pixel intensities the fast
nearest neighbor approach or the more exact bilinear interpolation, seen in
equation A.3 is used. Additionally to the equation and a short explanation
the graphical interpretation of the bilinear interpolation can be found in
appendix A.4. An example of the results can be seen in figure 5.8 (Azure
S-Mount 16 mm with a focus setting of 50 cm, passive target). The lines
from the checker board in the resulting images are straight but the corrected
image has a barrel shape , which results from pincushion lens distortion of
the lens. As expected the result using the bilinear interpolation looks much
more natural.

(a) Checkerboard image original.
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(b) Checkerboard image corrected, nearest neighbor.

(c) Checkerboard image corrected, bilinear interpolation.

Figure 5.8.: Checkerboard original and corrected images. The method and the parameters
used for the correction are identical. The difference is the calculation of pixel
intensities. Image 5.8b is done using nearest neighbor algorithm, image 5.8c
uses the bilinear interpolation.
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In general the experiments yield very good results. This is true for the
quantitative analysis of the reprojection error and the qualitative analysis
of the corrected images. The evaluation of all performed experiments with
changed focus settings shows a clear tendency for the focal length param-
eters. The trend is always a hyperbola, which allows a clear guideline for
processing. The other parameters do not follow such a distinctive behavior
but after the omission of the tangential parameters, a trend is visible. All
experiments show a divergence of the typical parameter values in the close
range of the lens. This suggests that the specified working distance should
exclude this close range (only use areas farther away), or that close range
measurements only should be used after being handled with a special treat-
ment. A possible solution is to divide the range into more sample points
and process the areas piece wise.

The experiments show that both methods, the truncated pyramid and the
three layer method, generate good results. Because of the possibility to use
a 2D target and the generally faster setup and processing time the three
layer approach is favorable in most situations. The comparison of a single
active and passive marker leads to very similar results. Therefore, both
approaches can be used depending on the purpose. If there is the need for
a target, which is easy to fabricate, the passive target is the choice. But the
active target is easier to handle in image acquisition and image processing.
Therefore, I would recommend the active target if the technical requirements
can be met.

If targets using multiple markers are used, the active target provides an
important additional advantage. For an active target it is possible to control
each marker independently. This enables the option to control exactly which
markers are visible in the acquired image, therefore, allowing to use the
optimum number and position of points for each image. If the pattern of the
active marker elements is fine enough the target can be optimized for every
setup. This is impossible for the passive target because the illumination
can not be controlled to add or remove markers. Therefore, the result for
a target containing multiple markers is clearly in favor of the active target.
Compared to the passive target, the active target offers significant benefits,
which can be used to design a faster acquisition approach with optimal
patterns, for every situation. This advantage can be easily combined with
the three plane approach.
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5.3. Aperture

The influence of the aperture is the next setting to be evaluated. For that
the Azure 16 mm C-Mount lens is used at a fixed focus distance of 30 cm.
The experiments are done using the active target and cover the range of
f-numbers from 1.8 to 16 using six sampling points, 1.8, 2.8, 4, 5.6, 8 and 16.
The results can be seen in figure 5.9.

The use of the aperture area instead of the f-number increases the tangibility
and the parameters show a clear trend. All experiments show that the
values of the focal length of the camera matrix increase for a larger area
(lower f-number). The effect is small compared to the change between
different focus settings but considering the effect increases the accuracy. The
radial parameters differ strongly which limits the ability to make a definite
statement but in respect that a larger r1 value leads to a smaller r2 and vice
versa, a trend for each color can be seen. Overall the differences between the
colors seem to increase slightly the larger the area of the aperture is. This
would be consistent with the knowledge that the longitudinal chromatic
aberration increases with the diameter of the aperture causing a more
blurred image.

The accuracy is good for all results but even better for larger f-numbers
(smaller area). This can be explained due to the fact that low f-numbers lead
to a small depth of field and, therefore, additionally to the blur from the
longitudinal chromatic aberration, the results even get more blurry and it
gets more and more difficult to determine the exact marker position.

The influence of the aperture on the correction result is significant enough
to conclude that an inclusion of the aperture parameters will increase the
overall accuracy of the correction. But the effect is smaller than the effect
of the focus and, therefore, it has to be done on top of that, which adds a
costly dimension in complexity.
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(a) fx (b) fy

Figure 5.9.: Aperture Azure C-Mount 16 mm: Horizontal and vertical focal length.

(c) cx (d) cy

Figure 5.9.: Aperture Azure C-Mount 16 mm: Principal point coordinates.
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(e) r1 (f) r2

Figure 5.9.: Aperture Azure C-Mount 16 mm: Radial parameters.

(g) Reprojection error

Figure 5.9.: Aperture Azure C-Mount 16 mm: Reprojection error.

Figure 5.9.: Results for the Azure S-Mount 16 mm lens evaluating the influence of the
aperture, using four linear and two nonlinear parameters. The horizontal axis
of the plots shows the focus distance in cm, the vertical axis the value of the
parameter.
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5.4. Number of points

The used point clouds are optimized to cover the whole volume of the field
of view of a lens. This leads to excellent results and assures that the results
are meaningful. But the acquisition is very time consuming. Therefore, it
is worthwhile to know how many point correspondences are necessary to
achieve a certain accuracy. A subset of points is chosen from the full set
of point correspondences and the correction parameters are calculated by
only using this subset. Although it is theoretically possible to calculate the
needed projection matrix using only six, equations the minimum number
chosen was ten for more stable results. Additionally, the points selected
from the point cloud follow a predefined rule for a meaningful result.
Different corner points, edge points and grid points are chosen alternately
in different planes. This eliminates the strong influence a randomly chosen
set can produce and describes the performance a well chosen set produces.
The point correspondences which are not in the subset for the calculations
are used as validation set to evaluate accuracy. If all points are used, the
reprojection error is calculated for all point correspondences.

The results can be seen in figure 5.10. The plots show the mean error for
the whole experiment using this particular number of points to calculate
the correction. The results show a clear trend for all experiments. Ten
point correspondences produce a rather large error but using twenty points
already reduces the error significantly. Using thirty and more points the
error no longer decreases. This leads to the conclusion that a very good
result can be achieved by using thirty well chosen points in three layers. This
result lies in the middle of the sixty points used by Tsai [43] and the result
of [45], where no improvement could be found beyond eighteen points, but
both methods differ significantly to the method I used.
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(a) Focus: Azure 16 mm S-Mount passive. (b) Focus: Azure 8 mm S-Mount passive.

(c) Focus: Azure 16 mm C-Mount active. (d) Aperture: Azure 16 mm C-Mount active.

Figure 5.10.: Four plots of the mean reprojection error in pixels for a measurement series
in dependence of the number of points used to calculate the parameters. Top
left plot for the Azure 16 mm S-Mount series. Top right plot for the Azure
S-Mount 8 mm series. Bottom left plot using the active target with the Azure
C-Mount. Bottom right plot using the aperture evaluation series.
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5.5. Simulation

This simulation is used to verify two topics: to evaluate the performance
and possible problems of a 2D target with translation and to evaluate the
effect of systematic errors and inaccuracies. Tables 5.2 and 5.1 show the
reprojection error in pixel for two lenses, the Azure 8 mm and 16 mm
S-Mount, in regard of the focus setting experiments. Because the data is too
comprehensive too show every single result, the minimum, maximum and
mean values of the partial results are taken and the mean value of all focus
distances is calculated.

At first the effect of the usage of a 2D target is evaluated. This was already
done before the second point cloud method (three layers) was realized and
the cornerstone for the design. The ground truth data is using the point
cloud method one (with the truncated pyramid). The simulation results for
a calibration and correction using the usual six parameters ( fx, fy, cx, cy,
r1 and r2) can be seen in the first rows of tables 5.1 and 5.2. The results
achieve the expected accuracy and are verified in the practical realization
of method two. A surprise is the fact that even points beyond the three
layers are accurate if the three layers are chosen as proposed (figure 4.4).
The second rows show the impact of a model without nonlinear parameters.
The error increases dramatically showing the importance of the nonlinear
parameters and optimization. The third row shows the result if only single
calibration is done at 30 cm and used for all focus distances. The error gets
tremendous even though for 30 cm the results are naturally as good as in
row one. All simulated values correspond nicely with the results achieved
with later executed measurements using this three layer approach.

The other rows in the table correspond to the evaluation of induced errors.
All results are acquired using the specified six parameters. The simulations
show that already small systematic errors, like a tilt of 0.1◦ (which leads to
a maximum deviation of 1 mm at the larger target (100× 62 cm)) or a small
offset (which is always implied in all directions and would correspond to
a measurement error of the coordinates) increases the reprojection error
significantly. The last rows show a combination of deviations in which
the reprojection error stays under one pixel, which can be seen as realistic
requirement.
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As a conclusion it can be said that the accuracy requirements for a good
calibration target are very rigid. The simulations for the two lenses suggest
that to stay within a reprojection error limit of under one pixel the require-
ments could be as following: The 2D target is allowed to be tilted in a way
that the coordinate difference from the start to the end of the field of view
can be about 250 µm additionally to an allowed systematic offset of about
20 µm in all directions. The last requirement would be that a marker can be
located with an accuracy of ±0.1 pixel.

mean min max
r g b r g b r g b

Optimal setup 0.32 0.39 0.49 0.001 0.001 0.01 1.14 1.38 1.79

No nonlinear parameters 6.98 6.75 6.75 0.07 0.02 0.08 37.05 36.69 36.21

One single calibration for all
distances

34.264 34.72 34.69 1.06 1.25 1.17 149.60 147.65 149.63

Tilt 0.1◦ (max 600 µm) 1.35 1.36 1.36 0.06 0.07 0.04 5.66 5.70 5.75

Tilt 0.05◦ (max 300 µm) 0.61 0.64 0.71 0.03 0.01 0.02 2.79 3.17 3.41

Offset 100 µm 1.90 1.93 1.92 0.16 0.21 0.24 6.00 6.29 6.27

Offset 20 µm 0.47 0.51 0.57 0.02 0.01 0.01 1.75 2.00 2.23

Tilt 0.05◦ (max 300 µm)
offset 20 µm ±0.1 pixel

0.75 0.77 0.81 0.02 0.04 0.01 3.26 3.78 3.85

Table 5.1.: Simulation results of the reprojection error in pixel for an Azure 16 mm S-Mount
lens in various situations and induced errors for target and acquisition. The
simulation uses a planar target of 35× 30 cm in three layers. The shown results
are mean values of the partial results of all used distances.

mean min max
r g b r g b r g b

Optimal setup 0.26 0.29 0.33 0.01 0.02 0.02 1.11 1.08 1.34

No nonlinear parameters 2.06 1.69 1.53 0.09 0.09 0.07 4.40 3.39 6.35

One single calibration for all
distances

43.95 43.78 43.73 19.50 20.31 20.89 104.56 105.42 105.81

Tilt 0.1◦ (max 1 mm)
offset 20 µm ±0.1 pixel

3.50 3.45 3.49 0.15 0.24 0.21 15.86 15.82 16.18

Tilt 0.015◦ (max 300 µm)
offset 20 µm ±0.1 pixel

0.84 0.85 0.87 0.01 0.02 0.03 3.68 3.79 4.06

Table 5.2.: Simulation results of the reprojection error in pixel for an Azure 8 mm S-Mount
lens in various situations and induced errors of target and acquisition. The
simulation uses a planar target of 100× 62 cm in three layers. The shown results
are mean values of the partial results of all used distances.
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5.6. Interpolation

The evaluation of the quality of the interpolation is shown for data obtained
by measurements with the CMM and data generated in the simulation.
All interpolations done use the same approach. The first sample point is
excluded from the interpolation because the close range data shows a signifi-
cantly different behavior. Therefore, it would require a special treatment, but
there is no additional data available to verify the results. But in general, a
piece wise interpolation, which handles the close range and the area farther
away would be a reasonable approach. From the remaining sample points,
three are chosen. These points are used to calculate the coefficients of the
hyperbola for the focal length and the linear regression coefficients for the
other parameters. Using these coefficients, a new parameter set is calculated.
This process has to be repeated for each setting or/and lens. The obtained
parameter sets are used to calculate the reprojection errors.

At first, the results for interpolation of the CMM measurement data are
shown. Figure 5.11 shows the reprojection error for the interpolation of the
CMM measurements of the Azure 16 mm S-Mount lens. While the mean
error for the CMM measurement data follows a relatively straight line at
an error range of below one pixel, the interpolation shows a peak, where
the reprojection error increases significantly, but even there the mean error
stays below two pixel. Figure 5.12 compares measurement and interpolation
data for the Azure 8 mm S-Mount lens. The shape of the results of the
reprojection is similar to the results of the Azure 16 mm S-Mount lens but
the difference of measured and interpolated reprojection error is larger. The
mean reprojection error goes up from below 0.5 pixel for the measurement
data to up to 2.5 pixel at the peak for the interpolation data.

The second set of experiments is using the data generated in the simulation.
The simulation data chosen are the data sets, which are tailored to have
their mean reprojection error under one pixel (corresponding to tables 5.2
and 5.1 , last row). The reprojection error for the used simulation data
and the interpolation of this simulation data is shown in figures 5.13 and
5.14. The behavior is very similar to the CMM measurement data and its
interpolation, which confirms interpolation and simulation results. The
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(a) CMM Measurement (b) Interpolation

Figure 5.11.: Mean error in pixel using the data of the CMM measurements for the Azure
16 mm S-Mount and the interpolation for the data.

(a) CMM Measurement (b) Interpolation

Figure 5.12.: Mean error in pixel using the data of the CMM measurements for the Azure
8 mm S-Mount and the interpolation for the data.

peaks of the reprojection errors are arranged differently but the accuracies
fit very well.

While the obtainable accuracy using interpolation data is not as good
as for data from measurements at the specified lens setting, I urge to
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(a) Simulation (b) Interpolation

Figure 5.13.: Mean error in pixel using the data of the simulation for the Azure 16 mm
S-Mount and the interpolation of the simulation data.

(a) Simulation (b) Interpolation

Figure 5.14.: Mean error in pixel using the data of the simulation for the Azure 8 mm
S-Mount and the interpolation of the simulation data.

remember that already a small target deviation causes a similar effect or
even greater loss of accuracy. One might also compare the result with
respect to the alternative of using only data from one lens setting. If only
a single parameter set in the middle of the inspected range is used, like
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using the single parameter set of the focus 30 cm for all focus distances,
the error is shown to be up to 35-45 pixels. Therefore, I consider these
results very promising and the procedure a big step forward towards a
more flexible camera calibration and general correction. If the processing
power is available or the the time constraints chosen are different, the use of
a more sophisticated interpolation method may even further increase the
accuracy, which is obtainable with interpolated parameters.
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5.7. Chromatic Aberration

Dealing with the chromatic aberration becomes relevant if the images of the
different illumination colors are combined. To evaluate this effect reference
images of two rotated squares are taken at different positions. This is done
especially for the corners of an image, where the lateral chromatic aberration
is expected to be most significant. The layout of the target is chosen to make
the progression of the chromatic aberration more distinct. Naturally the
scene needs to stay exactly the same, therefore, after a chosen position
is reached, the images are taken in succession using red, green and blue
illumination.

The chosen implicit correction method needs data from point correspon-
dences, which is obtained by monochromatic illuminations experiments
for red, green and blue, at a fixed camera position. All these requirements
are met by the data, which is acquired for the camera calibration and lens
distortion correction. Therefore, this point correspondence data can be used
and no new data acquisition is necessary.

The difference in the approach, to calculate the correction for a reference
channel at first, is done for green, whose wavelength is in the middle
between red and blue. As explained in section 4.3, the exterior parameters
of green are accordingly used to calculate the result for red and blue. Figure
5.15 shows how this leads to a more stable result for the radial parameters

The obtained parameters are used to correct the images separately, like for
the monochromatic approach.
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(a) fx (b) fy

Figure 5.15.: Fixed camera Azure 16 mm C-Mount: Horizontal and vertical focal length.

(c) cx (d) cy

Figure 5.15.: Fixed camera Azure 16 mm C-Mount: Principal point coordinates.
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(e) r1 (f) r2

Figure 5.15.: Fixed camera Azure 16 mm C-Mount: Radial parameters.

(g) Reprojection error

Figure 5.15.: Fixed camera Azure 16 mm C-Mount: Reprojection error.

Figure 5.15.: Results for the Azure C-Mount 16 mm lens evaluating the influence of a fixed
camera position, using four linear and two nonlinear parameters. The camera
is fixed at the position found for the green color channel. The horizontal axis
of the plots show the focus distance in cm, the vertical axis the value of the
parameter.
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Figure 5.16 shows the the result for the correction of an image taken with
the Azure 16 mm S-Mount lens. The result shows a notable improvement
but figure 5.17 shows that the method does not always achieve the desired
result. While the red and green channel fit pretty well, the blue channel
even gets worse. The severity is exaggerated because the intensities have
been manipulated to show the effect clearer but the method does not correct
the image properly. The reason is presumed to be found in the iterative op-
timization process, which can get caught in different local minima. Sharper
constraints or using the same principal point can diminish this problem
but it has turned out that this also leads to a decrease in accuracy for the
correction process.

Figure 5.16.: Images using red, green and blue illumination combined to an RGB image.
The target is at a distance of 50 cm and the squares on the target have a size
of 15 mm. The images are taken using the Azure 16 mm Azure S-Mount lens.
In the left image, the combined original image is shown. On the right side,
the combined corrected image. The improvement of the corrected image can
be seen at the edges of the squares.

While the whole process in general works and literature suggests it to be a
good way to correct the chromatic correction effect, I find the reliability in
this form lacking. An additional reason may be that the used lenses show
very little chromatic aberration and, therefore, the very accurate evaluation
shows limitations of the method. Otherwise the process fits the requirement
for a fast method, which can be combined with the other correction methods
perfectly. But it may be possible that there is a need to evaluate and adjust
the details of the approach in the future.
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Figure 5.17.: Images using red, green and blue illumination combined to an RGB image.
The target is at a distance of 50 cm and the squares on the target have a size
of 15 mm. The images are taken using the Azure 8 mm Azure S-Mount lens.
In the left image, the combined original image is shown. On the right side,
the combined corrected image. A turquoise color fringe can be seen in the
corrected image. This effect is explained in the text.
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5.8. Vignetting

It it is known that the aperture has an influence on the vignetting effect but
there is no information how this knowledge can be included into a flexible
correction approach. Therefore, there are experiments needed to evaluate
the effect more precisely. Additionally, experiments are done to evaluate
the impact of the focus setting, where, to my knowledge, no information is
available.

5.8.1. Vignetting setup

The setup for the acquisition of the images for the vignetting correction is
simple (figure 5.18). The camera is used to take images of a homogeneous
LCD display in an otherwise dark room and the results are saved on the
laptop for further processing. The exposure time is adjusted to achieve
maximum brightness, but to avoid overexposure. The majority of the experi-
ments are done using an Azure 16 mm C-Mount lens, although images are
taken using the Azure 8 mm and 16 mm S-Mount lenses to evaluate the
general validity of the method.

CameraLaptop LCD Display

Figure 5.18.: Setup for vignetting correction.

The procedure for the experiments for vignetting can be seen in figure
5.19. After the image is acquired, all processing steps are done in Matlab
in the shown order. The correction is done using two and three α-terms.
Experiments show that if the proposed grid contains 500 or more points,
good results can be achieved.
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              Matlab
    Set Grid Parameters
Define Number of Alphas

               Matlab
Calculate Alpha Coefficients

        Matlab
Apply Correction

              Matlab
  Evaluate Data Sets and
   Calculate Interpolation 

          Matlab
  Apply Correction
Using Interpolation

Basler Pylon Viewer
 Image Acquisition

Figure 5.19.: Flowchart of the procedure for vignetting correction.

The first experiment covers the influence of the focus setting on the vi-
gnetting effect. The aperture is fixed and a new image is taken for every
10 cm. Figure 5.20 shows four example images. It is visible that the vi-
gnetting effect gets stronger with the increase of the focus distance. The
necessary exposure time increases from 8250 µs for a focus distance of 70 cm
to 12500 µs at 10 cm.

The second experiment addresses the aperture. Although the f-number can
be adjusted continuously the usual step size is

√
2 which doubles the area.

The minimum setting is usually an exception because of the construction
limit for low f-numbers. The example images in figure 5.21 are taken at a
focus setting of 30 cm using the Azure 16 mm C-Mount lens which has
an aperture range from 1.8 to 16. The images show that the vignetting
effect is very significant on low f-numbers and nearly disappears for high
f-numbers.

During the experiments dust got caught on the filter in front of the image
sensor. While this is a nuisance in general it offers a good example that the
aperture has not only an impact on the depth of field on object side but on
image side as well. On low f-numbers the dust is just a blurry smear, on
a high f-number the structure is evident. Although interesting, the effect
on the result should be minimal because of the large number of sample
points.
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(a) Focus distance 10 cm. 12500 µs (b) Focus distance 30 cm. 9000 µs

(c) Focus distance 50 cm. 8500 µs (d) Focus distance 70 cm. 8250 µs

Figure 5.20.: The influence of different focus settings on the vignetting effect.

5.8.2. Vignetting correction

The first step in the correction process is to apply a Gauss-filter over the
whole image. The low pass filter effect counteracts noise and residues from
a possible Moiré effect, which may be present despite of the diffusing
screen. In figure 5.22, an image before and after the filter is shown. The
input image was taken before the diffusing screen was applied and shows a
substantial Moiré effect. The improvement is significant and in combination
with the diffusing screen the Moiré effect is virtually eliminated but this
also counters possible problems with noise. An input image for an aperture
setting of four and a focus distance of 30 cm is shown in figure 5.23. The
result after the correction using two alpha coefficients can be seen in figure
5.24, in figure 5.25 for using three coefficients. The correction using two
coefficients improves the image already significantly but the corners stay
pale. This effect is a typical result for the two term correction. Using three
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(a) f-number 1.8. 4000 µs (b) f-number 2.8. 8000 µs

(c) f-number 5.6. 32000 µs (d) f-number 16. 450000 µs

Figure 5.21.: The influence of different f-numbers on the vignetting effect.

coefficients fixes this problem and the result is considerably better, although
sometimes the opposite effect occurs in which the corners are overdone.
It is a general disadvantage, that the usage of three coefficients is more
sensitive to produce artifacts. It is again important to note that the used
correction center plays a vital role. Experiments are done using the center of
the image, the centroid of pixel intensities and the principal point. The use
of the principal point achieves very good and stable results. The centroid
of image intensities produces reasonable results which in general are not
as good as when using the principal point. The usage of the image center
leads to very mixed results and can not be recommended, if another option
is available.

In figure 5.26 an experiment series of eight images is analyzed using the
minimum, maximum, contrast (equation 5.1) and min to max ratio of
the vignetting data before and after the correction. The data supports the

87



5. Experiments and Validation

(a) Original image. (b) Image after using a Gauss filter.

Figure 5.22.: On the left side an original image showing the Moiré effect. On the right side
the image after applying a Gauss filter (size = 20 and σ = 3). The used lens is
the Azure 16 mm C-Mount.

improvement stated, although the maximum values increase more than
desired.

contrast =
Imax − Imin

Imax + Imin
(5.1)

Figure 5.27 shows the comparison of the corrected results using interpolated
and the originally calculated alpha coefficients of an aperture experiment

(a) Corrected image 2 terms
(b) Falsecolor 3D plot

Figure 5.23.: Original image taken for vignetting approach. The used lens is the Azure
16 mm S-Mount.
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(a) Corrected image 2 terms
(b) Falsecolor 3D plot

Figure 5.24.: The image after a correction using two terms of equation (2.17), (α3 = 0). A
positive effect can be seen, however, the vignetting effect is still noticeable in
the corners.

(a) Corrected image 3terms
(b) Falsecolor 3D plot

Figure 5.25.: The image after a correction using all three terms of equation (2.17). The
vignetting effect is no longer apparent.

series using the Azure 16 mm C-Mount lens. The interpolated parameters
are calculated using linear regression. This use of interpolated coefficients
leads to a correction result which usually yields a significant improvement
over the original image but problems can occur if there is a position where
the deviations of the dominant coefficient leads to overcompensation due
to an unfavorable turn. An example of this problem can be seen in figure
5.27d where the correction leads to saturation of the image. Naturally,
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(a) Min value (b) Max value

(c) Min to max ratio (d) Contrast

Figure 5.26.: The plots of minimum and maximum pixel value, the contrast and the min to
max ratio of eight images before and after vignetting correction using three
terms. The plots support the increase in homogeneity after the correction.

the use of more sampling points for the interpolation can reduce this
problem, especially when there are enough sample points to use a piece
wise interpolation approach.

The experiments show that focus and aperture settings influence the strength
of the vignetting effect significantly. At lower f-numbers the effect regarding
the aperture is considerably stronger than at high f-numbers. How different
focus settings influence the vignetting effect depends on the design of the
lens. If the position of the internal lenses move significantly, the effect is
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considerable. In the realized experiments, the increased vignetting effect for

(a) Measurement f-number 1.8. (b) Interpolated f-number 1.8.

Figure 5.27.: Vignetting correction f-number 1.8.

(c) Measurement f-number 2.8. (d) Interpolated f-number 2.8.

Figure 5.27.: Vignetting correction f-number 2.8.

(e) Measurement f-number 5.6. (f) Interpolated f-number 5.6.

Figure 5.27.: Vignetting correction f-number 5.6.
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(g) Measurement f-number 16. (h) Interpolated f-number 16.

Figure 5.27.: Vignetting correction f-number 16.

Figure 5.27.: Images showing the result of a correction using the calculated parameters
from the measurement data compared to parameters using linear regression
as interpolation method.

a higher focus distance is already clearly visible.

The used correction methods improve the results significantly. Usually three
coefficients yield the better result but depending on the used center and
the used lens, the use of two coefficients can lead to a favorable result.
As an example if the third coefficient tends to over correct the corners.
Furthermore, the result is more stable in general if only two coefficients
are used. The interpolation allows a flexible correction for each setting and
leads to good results if the changes are not too sudden.
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The aim of this thesis was to evaluate how many aberrations can be corrected
using a fast and flexible online approach and what such an approach might
look like. The results show that there are methods that can be used to
correct lens distortion, chromatic aberration and vignetting in regard to that
problem description very well.

Furthermore, significant parts of the solution can be built into elements of
the camera calibration that is required anyway. Even the vignetting correc-
tion, where camera calibration is not mandatory, can benefit in accuracy
and can use calculation synergies. While none of the methods I used is
new on its own, to my knowledge, there is no research available, how lens
settings like focus and aperture influence the results of camera calibration
and aberration correction. There is no work describing a method that takes
these settings into account, nor how all these different correction methods
can be combined into a unified approach.

I have evaluated the effectiveness of the developed methods when applied to
different setups, including the use of different target point clouds as well as
either active or passive markers for the acquisition of point correspondences,
and shown the advantages. The active target can easily be combined with the
proposed three layer approach to implement a very effective and versatile
acquisition method. For lens distortion and chromatic aberration, a radial
model using four linear and two nonlinear parameters was found to be
ideal. For vignetting, a radial model using three coefficients was found to
produce the best results.

Extensive experiments with over ten thousand acquired images have shown
that, to achieve accurate correction, it is absolutely necessary to take the
focus and aperture settings into account and adjust the parameters accord-
ingly. While the best result can only be achieved by obtaining parameters
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for a specific setting, I have shown that – by dropping the tangential param-
eters and using linear regression and a hyperbola function – it is possible
to interpolate the necessary parameters for camera calibration and lens
correction.

The experiments show that this interpolated parameter set produces sig-
nificantly better results than a single parameter set. Furthermore, since the
coefficients for vignetting correction can be interpolated as well, this method
is also suitable for a flexible approach.

The experiments show that the developed methods for correcting lens
distortion and vignetting improve results significantly and reliably. The
method used to correct chromatic aberration, however, lacks the reliability
of the other two methods. Nevertheless, the results are promising enough to
be confident that the residual problems can be solved with further tuning.
Because all of the chosen correction methods utilize a radial model, it is
possible to combine them after the parameters have been obtained.

In conclusion, although this thesis can not present solutions for every
aberration listed in the introduction, it does show proof that a number of
aberrations can be corrected for a large number of lens settings using fast
and flexible methods. While other approaches may present more advanced
methods to correct a single aberration, none have been found that offer the
combination and generalization achieved in this thesis. This thesis does not
present a method for correcting resolution aberrations. Existing methods for
addressing this are not feasible at the moment and would need a massive
increase in processing power if they were to work at all in this context.

There are a number of topics that would be interesting for follow-up work
in the near future. First, it would be interesting to use a variable focal length
(zoom) lens to determine how focal the length influences the various correc-
tion methods. Second, the interpolation approaches need to be confirmed for
multidimensional validity, but this requires such a large number of sample
points that it was infeasible for a single person in the scope of this thesis.
Third, it would be helpful to know the extent to which the results are valid
if extrapolated. Finally, it would be interesting to explore the possibility of
applying constraints to the iterative optimization steps to prevent sudden
parameter changes due to local minima without significantly decreasing the
accuracy.
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The last thing I would like to mention is that it should be possible and
worthwhile to create an all-in-one correction solution. This means processing
a single pixel at a time and applying all of the discussed correction steps for
each aberration for this pixel. This would significantly reduce the number
of resource-intensive calculation steps like normalization, radius and used
exponents. Depending on how and in what order the correction steps
are implemented, there may be side-effects that need to be detected and
eliminated.
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A.1. Photogrammetry

Schenk [35] states that there is no universally accepted definition of pho-
togrammetry. In his paper he defines it as “Photogrammetry is the science
of obtaining reliable information about the properties of surfaces and objects
without physical contact with the objects, and of measuring and interpreting
this information.”

The Wikipedia article about photogrammetry1 introduces it with “Pho-
togrammetry is the science of making measurements from photographs,
especially for recovering the exact positions of surface points.” The article
also mentions the definition of the American Society for Photogrammetry
and Remote Sensing (ASPRS) as “... the art, science, and technology of
obtaining reliable information about physical objects and the environment
through processes of recording, measuring and interpreting photographic
images and patterns of recorded radiant electromagnetic energy and other
phenomena.”.

In this thesis the focus is on the context of obtaining measurements from
images but for more information the interested reader can find ample
literature on the topic.

1https://en.wikipedia.org/wiki/Photogrammetry (14. July 2018)
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A.2. Singular Value Decomposition

The singular value decomposition (SVD) (equation A.1) is a matrix factor-
ization method. Its most common application is the solution of an overdeter-
mined system of linear equations. The method factorizes a matrix into the
three matrices, where U and V are orthogonal matrices and D is a diagonal
matrix with non negative terms. This matrix D can be constructed to have its
values arranged in descending order in the diagonal. If the equation system
is of the form Ax = 0 the solution x of the equation system corresponds to
the smallest singular value, which is the last column of V. If the equation

system is of the form Ax = b a vector y is needed: yi =
b′i
di

with b′ = UTb
and d the entries of the diagonal of D). The solution then is calculated via
x = Vy. A better, more precise summary, is shown in the appendix of [22].

Matrix A m× n:

A = UDVT (A.1)

Where U is an m×m orthogonal matrix, D an m× n diagonal matrix with
singular values, and V an n× n orthogonal matrix.

A.3. RQ Decomposition

The RQ-decomposition (equation A.2) decomposes a matrix A into an
upper triangle matrix R and an orthonormal matrix Q (equation A.2). This
calculation can be done using standard algebraic methods. For more detailed
information, there is plenty of scholarly literature. As for the SVD, a good
summary is provided in the appendix of [22].

The use of the standard letters R and Q is a bit confusing, because the
upper triangle matrix R in camera calibration relates to the camera matrix
K. In contrast the second matrix Q in computer vision is named R, because
it describes the rotation matrix. To remove the ambiguity from the RQ-
decomposition, positives entries should be enforced in the diagonal of the
matrix K.
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RQ decomposition: A = RQ, where R denotes an upper triangle matrix
and Q is an orthogonal matrix representing the three Givens rotations.

In contrast, the standard computer vision terminology for camera cali-
bration is: M = KR, where K (interior parameters) is the upper triangle
matrix, and R denotes three degree of freedom (DoF) of rotations (exterior
parameters).

A = RQ (A.2)

A.4. Bilinear Interpolation

The bilinear interpolation is a method which uses the distance of a point
to its neighbors to calculate a value for this specified point. Two linear
equations are used to calculate the corresponding intensity value. This can
be interpreted as a linear interpolation in the first direction and then in the
second direction. Although it is a combination of two linear equations it is
not a linear function by itself. For image processing this means the intensity
for a position is calculated from the intensity values of the surrounding
pixels. The equation can be seen in equation A.3. How this relates graphically
is shown in figure A.1.

I(x, y) = I(0, 0)(1− x)(1− y) + I(1, 0)x(1− y) + I(0, 1)(1− x)y + I(1, 1)xy
(A.3)
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P(0,0) P(0,1)

P(1,0) P(1,1)

P(x,y)

Figure A.1.: Principle of the bilinear interpolation. The value I(x, y) for the point P(x, y) is
calculated using the value of the four adjacent neighbors P weighted by the
corresponding area. In the image value and corresponding area are marked by
the same color. (Equation (A.3))
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