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Abstract

In this work power train test beds are discussed regarding modelling, simulation,
and control. The key objective is to increase the performance of the considered test
systems via new control approaches. More precisely, the tracking of the references
for the relevant mechanical quantities rotational speed and torque shall be enhanced.
This control task is complicated by the natural coupling of speed and torque control
loops; i.e. a change in testing torque affects rotational speeds and a change in
rotational speeds has an effect on the measured torques. Furthermore, due to
potentially low internal damping in the mechanical structure, special focus has to
be placed on the damping of resonant torque oscillations.

The availability of accurate mathematical models describing the test bed dynamics
is inevitable in the controller design work-flow. Since power train test systems are
mechanically diverse, a modular modelling approach is used. In a first step, the
modelling task is reduced to mathematically describing the test bed components
such as electric drives, mechanical shafts, or adapter gearboxes and the power
train elements to be tested such as clutches, transmissions, and differential gears.
The final task is then to combine these models for various system components
to finally get a mathematical model describing the dynamics of the entire test
bed. Numerical simulations of the test systems are complicated by the presence of
friction elements that can lead to a reduction of the system’s dynamic dimension.
While an existing simulation strategy can be applied to handle simple systems of
that type, for systems with a potential reduction of dynamic dimension by more
than one, such as the lossy limited-slip differential gear, an appropriate simulation
strategy is proposed in this work. Thereby, a numerically efficient simulation of the
power train test beds to control is possible. This is successfully demonstrated on
the basis of three different test systems.

Control performance is increased by the use of a controller designed according to
the decoupling and feedback linearisation method. Then, decoupling the control
loops for rotational speed and testing torque and vibration damping can be achieved
in one combined controller design process. The superiority of the new controller
compared to conventional test bed controllers is demonstrated by simulation studies
and by experiments on commercial test beds.
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Zusammenfassung

In dieser Arbeit werden Antriebsstrangprüfstände ganzheitlich betrachtet, wobei
das grundsätzliche Ziel eine Verbesserung dieser Prüfstände durch regelungstech-
nische Maßnahmen ist. Entscheidend sind in diesem Zusammenhang Regelgüte,
Regelbandbreite und Robustheit der Regelkreise für Drehzahl sowie Drehmoment.
Am Antriebsstrangprüfstand wird die Regelung dadurch erschwert, dass diese
beiden grundlegenden Regelgrößen gekoppelt sind und deswegen Änderungen des
Prüfdrehmomentes die Drehzahlregelung stören und Änderungen der Drehzahlen
das gemessene Drehmoment beeinflussen. Ein weiteres kritisches Problem stellen
Resonanzerscheinungen im mechanischen Prüfstandsaufbau dar.

Zum Entwurf und Test neuer Regelungsstrategien werden mathematische Modelle,
welche die Prüfstände in ausreichendem Ausmaß beschreiben, benötigt. Da es An-
triebsstrangprüfstände in verschiedensten Ausprägungen gibt, wird eine modulare
Modellbildung durchgeführt. Dazu werden zuerst Komponenten, die in einem
typischen Prüfaufbau vorhanden sind, wie elektrische Maschinen, Verbindungswel-
len oder Anpassgetriebe und mögliche Prüflinge wie Differentiale und Getriebe
durch Differentialgleichungen beschrieben. Diese Teilmodelle werden dann dem
aktuellen Prüfaufbau entsprechend kombiniert. Die numerische Simulation der
Prüfstände wird durch die Tatsache, dass einige dieser Teilmodelle Haftreibung
beinhalten und sich daher die Systemordnung ändern kann, erschwert. Für einfache
Probleme dieser Art existiert eine Simulationstrategie, die dieses Verhalten korrekt
wiedergeben kann, für Systeme bei denen sich die Systemordnung um mehr als
Eins ändern kann, wie zum Beispiel das verlustbehaftet Sperrdifferential, wird in
dieser Arbeit ein Lösungsansatz vorgeschlagen. Damit ist eine effiziente Simulation
der Prüfstände möglich, dies wird anhand von drei Beispielen demonstriert.

Zur Verbesserung der Regelqualität wird auf das Verfahren der Entkopplung und
Linearisierung durch Zustandsrückführung zurückgegriffen. Dieses ermöglicht es,
die Entkopplung der Regelkreise für Drehmoment und Drehzahl und die Dämp-
fung von Resonanzerscheinungen in einem gemeinsamen Reglerentwurfsprozess
zu erreichen. Die Verbesserungen, die durch die Erweiterung der Regelung reali-
siert werden können, werden anhand umfangreicher Simulationsstudien und durch
Experimente auf kommerziellen Antriebsstrangprüfständen belegt.
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Chapter 1

Introduction

1.1 Motivation

In recent years, the importance of test rigs has significantly risen in various in-
dustries. Having the possibility to perform tests under well-defined, reproducible
conditions has become a necessity in product development as well as in quality man-
agement processes. For this reason, it is not surprising that also in the automotive
industry test beds have become an essential tool. This holds for the vehicle develop-
ment process [1] as well as for quality assurance by end-of-line testing [2]. Vehicle
developers are facing great challenges such as reducing emissions, automated
driving, or the electrification of the power train. To succeed in finding solutions for
those problems is highly dependent on the availability of adequate test systems.
But as the demands regarding vehicle development and the complexity of new
power train systems are increasing, the test beds have to enhance too. While early
testing solutions were primarily used for stationary testing, highly dynamic test beds
are demanded nowadays to be able to provide realistic testing also in transient
situations [3, 4]. Especially the electrification of the power train is a great challenge
in automotive testing. Inserting electric motors in the power train often significantly
increases the amount of testing required as these new power train configurations are
more complex. Furthermore, typically rotational speeds and torque dynamics are
higher causing new difficulties for test bed design and control. Another challenge
is the increasing number of driver assistance systems related to automated driving.
Therefore, with the progress in vehicle development and power train design also
the test beds have to evolve. To be able to perform the desired realistic testing, the
test systems have to be capable of emulating highly dynamic loads that are close
to real world driving situations [5]. Many of the challenges in doing so can be
addressed by modern control engineering techniques.

The advantages of using sophisticated test systems are numerous: as already men-
tioned, tests are reproducible, testing conditions can easily be altered, tests can be
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2 Chapter 1 Introduction

performed in a safe environment, and various components can be tested individu-
ally. This last point makes them important for the so-called front-loading strategy in
the development process. Thereby, the strategy of moving (‘loading’) large quantit-
ies of development work in the early stages (‘front’) of the product development
process is denoted, see e.g. [6]. This allows the number of prototype test vehicles
to be reduced and development time to be shortened since a parallel development
of the car’s components is possible. If adequate test systems are available, these
automotive components can be tested individually while the vehicle’s remaining
power train is emulated by software and electric drives so that the testing conditions
are close to the loads arising in typical driving manoeuvres. If in this way problems
can be identified and resolved early, potentially lots of money and development
time can be saved.

1.2 Objectives and Contributions

Among the wide variety of test systems used in the automotive industry, this
thesis focuses on so-called power train test beds. These test beds are used to test the
vehicle’s full power train or only some power train components. In the automotive
context the term power train commonly describes those vehicle components that
generate the mechanical power and deliver it to the road surface. This traditionally
includes the engine, clutch, transmission, drive shaft, differential gear, side shafts,
and wheels [7]. In modern hybrid vehicles also the batteries, inverters, and electric
drives have to be considered. Commonly, testing only the internal combustion
engine (ICE) is done on so-called engine test beds and is thus excluded here [8].
In general, except for some basic considerations in the next chapter, power train
testing configurations including an ICE will not be further discussed; consequently,
the subject of this work is actually testing the driveline, which typically includes all
parts between the engine and the wheels [7].

The aim of this work is to increase the performance of the considered test systems
and to extend their range of application via new approaches regarding control.
More precisely, the tracking of references for the relevant mechanical quantities
rotational speed1 and torque shall be enhanced. As the availability of these test
beds for controller testing is often limited and applying a new control strategy
directly on the plant is risky, simulation is an essential tool. Therefore, a special
focus is placed on deriving mathematical models covering the entire test system
that can be used for numerical simulation. An important requirement for these
models is that they can be parametrised with reasonable effort, but nonetheless

1Although according to the International System of Units the angular movement of a body is
specified by its angular velocity ω given in rad/s, among practitioners rotational speed n given in
revolutions per minute (rpm) is widely used instead.
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capture all the details important for assessing new controllers. One particular goal
is that a modelling framework is developed that can be applied to different types of
power train test systems (see e.g. Figure 2.2). As their mechanical structure strongly
depends on the power train configuration to be tested, finding a mathematical
model that can cover every relevant testing situation is probably impossible. To be
able to handle this mechanical diversity, a modular modelling approach is applied.
At first, a library consisting of compact mathematical models for the components
typically required for testing such as electric drive systems, mechanical shafts, and
adapter gearboxes is presented. This library also contains models for the power
train components to be tested such as clutches, differential gears, or transmissions.
All these models are developed in particular for test bed simulation; therefore, they
are partially different than publicly available models for other purposes. By the
use of this model library, a mathematical model for the entire test system can be
easily put together by combining these individual models. This modelling approach
significantly reduces the modelling effort as many of the individual sub-models
can be reused when another test system has to be modelled.

When the test bed behaviour shall be analysed, usually numerical simulations are
performed. These are complicated by the physical nature of many power train
components. Their working principle is often based on using Coulomb and static
friction to first synchronise and finally lock together rotating bodies. One typical
example is the clutch. A system showing this behaviour is called a variable dynamic
dimension system (VDDS) because the system order is reduced when some bodies
are forced to the same angular velocity. To handle this situation correctly and
computationally efficient, a special simulation strategy is required. One approach
traditionally used to simulate VDDSs is often referred to as force-balancing; this
idea was proposed by Karnopp in 1985 [9]. The basic principle is that when two
bodies are locked together, friction is calculated to exactly maintain this sticking
situation. When more than two bodies that can lock together are involved, this
basic concept must be extended. Strategies that can handle these problems as well
can be found in literature, see e.g. [10]. However, with these approaches friction is
calculated physically incorrect in some situations. For this reason, this work presents
a friction simulation approach for systems with a maximum order reduction of
two that can solve the friction calculation problem correctly. This algorithm can
then be used to simulate a lossy limited-slip differential or a simplified dual-clutch
transmission (DCT) model. Additionally, it is outlined how the friction calculation
scheme can be extended for systems with even more friction elements.

Based on these mathematical models and the efficient friction simulation strategy,
numerical simulations of test beds can be performed to identify the control related
problems. It is shown that, although the phrase power train test bed covers a wide
range of different testing solutions, the aspects relevant for control are very similar.
The basic challenge is in general to control the electric drives typically used to test
the unit under test (UUT). Control has to make sure that the reference signals for
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testing rotational speed and testing torque are adequately tracked. As test beds
are multivariable dynamic systems, these mechanical quantities are always coupled.
This makes an independent control of rotational speed and torque difficult, see
e.g. [11, 12]. With the conventional control strategy based on individually designed
tracking controllers for rotational speed and torque, this coupling often negatively
affects control performance, in particular if the test-run contains fast changes of
testing torque or testing rotational speed. Furthermore, due to potentially low
internal damping in the mechanical structure, special focus has to be placed on the
damping of resonant torque oscillations. These two problems shall be resolved by the
use of improved control strategies. Important requirements regarding control are
that controllers can be executed in real-time, that they are robust with respect to a
modification of the mechanical test set-up, and that they can be parametrised by
practitioners who are no experts in control engineering.

To overcome both mentioned problems, a multivariable control approach is applied.
This control concept is based on input–output decoupling and feedback linear-
isation. Before the controller can be determined, a suitable plant model must be
identified. Therefore, a way to reduce the rather detailed models used for simulation
is shown. These physically motivated simplifications are used to develop signific-
antly simpler models for differential gear test systems and for transmission test
beds. The decoupling controllers are then determined based on these mathematical
models. To enable test bed operators to continue to use their preferred controllers,
the control problem is solved in two steps. In the first stage, decoupling the control
loops and vibration damping is ensured. It is shown that both of these goals can be
achieved within one combined controller design process. The resulting decoupling
and damping network is only based on system states that are measured; therefore,
no state observe is required. This ensures that the number of tuning parameters
is kept small. These decoupling controllers for two and three machine testing
configurations are one main contribution of this work. In a second stage, feedback
controllers for rotational speed and torque are added. Since the control loops are
decoupled and torsional vibrations are already sufficiently damped, designing
the feedback controllers is easier compared to the conventional control approach.
Simulation studies and experimental results indicate that control performance can
be significantly improved with the proposed multivariable control concept.

One drawback of the multivariable control strategy is that handling actuator con-
straints such as limited electromagnetic torque becomes more complicated. For
this reason, a reference shaping pre-filter according to the reference governor ap-
proach is added. Reference profiles that are too demanding are then corrected
and constraint violations can be avoided. Since solving the optimisation problem
within the reference governor algorithm is problematic regarding real-time exe-
cution, a reduced pre-filter is presented as well. This structure does not rely on
any prediction into the future and is consequently computationally significantly
simpler. Furthermore, instead of solving a global optimisation problem, a sequential
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reference calculation scheme is used. Nevertheless, for the discussed test system
the results are very close to the optimisation based approach.

1.3 Structure of this Work

This document is organised as follows: In Chapter 2 an overview of available
power train test systems is given. Different testing strategies are presented and
various common testing configurations with varying scope of testing are shown.
Furthermore, the control concept often used in industrial practice is briefly ex-
plained and problems related to this type of control are visualised by a numerical
simulation. The chapter is closed by a short description of sensors and actuators
normally available on these test beds. In Chapter 3 various modelling aspects are
discussed. Following a modular modelling approach, at first mathematical models
describing the dynamics of individual test bed components are presented. This
model library covers typical test bed components such as electric drives, mech-
anical shafts, and adapter gearboxes as well as the power train elements to be
tested such as differential gears or transmissions. Finally, these sub-models are
combined to model three exemplary real-world testing configurations: two test
systems for differential gears and a test bed for automatic transmissions (ATs). At
the beginning of Chapter 4 simulation issues caused by friction models involving
Coulomb and static friction are discussed. As these friction models can accurately
describe many phenomena occurring in the power train, they are widely-used for
power train modelling. Therefore, suitable simulation strategies for these special
dynamic systems are presented. Then the results of simulation studies based on
the developed friction calculation approach are presented. These simulations start
with an analysis of various transmission models with different complexity, and are
concluded by a verification of the simulation models for the test systems discussed
in Chapter 3 via comparison with experimental data. The control of power train
test beds is discussed in Chapter 5. At the beginning of this chapter the detailed
mathematical models used for simulation are reduced to cover only the most es-
sential test bed dynamics. By the use of these dynamic systems, controllers based
on input–output decoupling and feedback linearisation are determined for two
and three machine testing configurations. Furthermore, feedback controllers for
rotational speed and torque are discussed and tested in numerical simulations. In
Chapter 6 some measurement data are given, which show the performance of the
proposed modifications regarding control for selected commercial power train test
systems. Finally, the admissible operating range of a test bed for differential gears is
discussed in Chapter 7. To avoid that the operational limits of the electric drives are
exceeded, a pre-filter following the reference governor approach is proposed. This
chapter is concluded by the presentation of a reduced reference governor structure
that is executable in real-time.





Chapter 2

Power Train Test Beds

2.1 State of the Art

There are various test systems available to test the power train or driveline of
a vehicle [13]. Traditionally, roller chassis dynamometers (see e.g. Figure 2.1a)
were applied to test the entire vehicle; those are still used for quantifying exhaust
emissions and fuel consumption according to standardised driving cycles [14].
Additionally, as on these test systems the tyres are really rotating, an assessment
of noise emissions is possible. However, due to the heavy rotating rollers, the
dynamics achievable with these test beds is rather limited.

(a) Roller chassis dynamometer, © KS En-
gineers.

(b) KS R2R full vehicle Road to Rig test bed,
© KS Engineers.

Figure 2.1: Full vehicle test systems.

Therefore, a new generation of test systems was developed (see e.g. Figure 2.1b);
instead of using rollers the electric drives are attached directly to the driveline
[5, 15, 16]. To do so, either special test wheels are used or the electric motors
are directly connected to the side shafts. This testing concept brings two main
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advantages compared to a roller chassis dynamometer: lower inertias introduce
the possibility to increase the dynamics to be able to perform more realistic tests
and additionally, this type of testing solution offers the chance to test not the entire
vehicle but just some components and to emulate the remaining parts by software.
These advantages are coming with the different mechanical set-up; to be able to
fully utilise them, sophisticated control strategies are required [5, 16].

Increased dynamic capabilities are especially important to provide realistic testing
for all road conditions and driving manoeuvres. The test systems have to cover the
range from dry to icy road, have to handle interventions from driver assistance
systems such as anti-lock braking system (ABS), acceleration skid control (ASR),
or electronic stability program (ESP) and also have to be able to manage misuse
tests such as sidestepping the clutch or turning with hand brake on. These dynamic
requirements are a challenge in the design of controllers for the electric machines
used to emulate the road loads. Therefore, in addition to powerful hardware,
sophisticated controllers for rotational speed and torque are desperately needed.
The more realistic the tests performed on the power train test beds are, the more
they can be used in the vehicle development process, for instance for electronic
control unit (ECU) application on the test bed, see e.g. [3, 4, 17–19].

The second important advantage, scalability of the scope of test, is mostly challen-
ging for the overall test bed control system as ‘missing’ vehicle components might
have to be emulated by software. Thus, appropriate models for these emulated
components are needed. This component based testing is getting more important in
the vehicle design process since development and testing of various components can
be performed parallel. Possible applications would be testing the power train while
the vehicle chassis is not yet available or testing a transmission while the remaining
power train components are still in development. In Figure 2.2 various settings for
power train test systems are shown exemplarily. Figure 2.2a and Figure 2.2b present
testing scenarios for the complete driveline, while in Figure 2.2c and Figure 2.2d
just single components are tested. In Figure 2.2a the testing of the power train of a
four-wheel drive (4WD) vehicle is shown; one can see that electric load machines
are attached to all four side shafts to emulate the road loads. The input drive
could be the ICE or an additional electric drive. In Figure 2.2b a similar situation is
presented; since the UUT is now a driveline for a two-wheel drive (2WD) vehicle,
just two electric load machines are required. In Figure 2.2c a testing scenario for
a transmission is presented; here typically electric drives are used as input and
load machine. Finally, in Figure 2.2d a test system for a differential is shown where
electric drives are again used as input and load machines. Figure 2.2 is presenting
just a selection of the most popular testing scenarios; in general, any driveline
component, thus also a single clutch or shaft, or any meaningful combination of
those elements can be tested. Not shown, but sometimes also applied are additional
up- or downspeed gearboxes to be able to deliver the desired testing conditions
regarding rotational speed and torque with given electric drives.
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Figure 2.2: Overview of different test bed configurations for power train testing.

Since including the ICE in the tests has many drawbacks such as the necessary
supply with fuel, cooling water, and charge air and the effort to handle exhaust
gases and heat, the ICE is often replaced by an electric drive [20]. For this reason,
testing scenarios including an ICE will not be discussed any further in this work.
Exemplarily, a test set-up where the ICE is replaced by an electric drive and
consequently just the driveline is tested is shown in Figure 2.3.

Figure 2.3: KS R2R power train test bed with electric input drive, © KS Engineers.

Although according to Figure 2.2 there are many different variants of power train
test systems, the control related aspects are similar. Basically, the electric drives
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are always operated either in speed or torque control mode where torque control
could be with respect to the measured shaft torque or with respect to the machine’s
electromagnetic torque. Complexity regarding control is strongly related to the
amount of simulation demanded; the more models must be included, the more
the complexity rises. If the driveline shall be tested in a most realistic test set-up
according to Figure 2.4, at least models for the ICE, wheels and tyres, and the
vehicle dynamics are required. If just the transmission shall be tested using this
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Figure 2.4: KS R2R model based control concept, © KS Engineers.

Road to Rig (R2R) strategy, the complexity may be increased even further as then
additional models for the differentials and various mechanical shafts are needed.
On the other hand, a power train test bed may also be manually operated where
references for torque and rotational speed are given directly. These references could
either be defined by standardised testing procedures or by measurements carried
out on the test track. This wide variety of different testing strategies and test bed
operation modes requires to restrict the scope of this work to some particular
problems. For this reason, in this thesis the focus is placed on improving speed
and torque control. This task may seem to be simpler and thus less significant than
the model based testing strategies previously explained, but eventually all these
different testing modes are based on reliable underlying speed and torque control.
Therefore, improving these basic control modes might have a positive impact on
other more advanced testing strategies as well.

Although power train test beds are a very common tool in the automotive industry,
there is not much research work available dealing with the speed and torque
control on these test beds. [11] and [12] are some of the few publications on
designing and controlling power train test systems. In both works multivariable
control strategies were proposed to reduce the coupling of the controlled variables,
which is negatively affecting the control loops. But the authors discussed rather
special problem settings. The control strategy often applied in practice is to use
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proportional-integral-derivative (PID) controllers to control each electric drive
individually. Typically, first the speed control loops are closed, then the torque
controllers can be designed to reach acceptable closed-loop dynamics [21]. With this
strategy the control performance might be satisfying in steady-state, but rotational
speed and torque are still coupled in dynamic operation.

The state of the art regarding test bed control shall be explained on the basis of
the test set-up for differential gears as presented in Figure 2.2d and in Figure 2.5
in more detail. On a test bed for axle differential gears often a torque reference
and two references for rotational speeds are given. The torque reference Tre f . may
be specified for the differential gear’s input or for the total output torque. The
references for rotational speeds are mostly given for the differential gear’s outputs,
either directly as total speeds for both individual outputs, or as the mean rotational
speed in combination with the desired difference in rotational speeds. As these
signals can always easily be converted to total rotational speeds, henceforth it will
be assumed that these total references n2,re f . and n3,re f . are given. Each electric
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Figure 2.5: Conventional control of a test system for differential gears.

drive is equipped with an encoder to measure the rotational speeds n1, n2, and
n3. Frequently also a torque sensor is available to measure the shaft torques Tf 1,
Tf 2, and Tf 3 directly at the electric motor. These measurement systems are further
discussed in Section 2.3. The actuators from a control engineering point of view
are the electric drives where typically the desired electromagnetic air-gap torques
Tag1,re f ., Tag2,re f ., and Tag3,re f . are used as control inputs. In Section 2.2 the electric
machines usually employed for automotive testing are briefly described.

As previously mentioned, a classic electric drive system can be operated in either
speed or torque control mode; since there are two speed references and one torque
reference, running two drives in speed control mode and the third one in torque
control mode is a reasonable choice. Figure 2.5a presents the setting that is widely-
used: the input drive is torque controlled to track the given torque reference while
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the remaining drives are speed controlled to track the given rotational speed set-
points. As the rotational speeds of a differential’s input and outputs are algebraically
joint, an alternative setting such as operating M2 in torque control mode and M1
in speed control mode is also possible, but rarely used. Often, practitioners use
proportional-integral (PI) feedback controllers since parameter tuning is relatively
simple and vanishing steady-state tracking error can be achieved. Figure 2.5b shows
the corresponding controller block diagram; this control approach is obviously
based on single-input single-output (SISO) models: the control loops are designed
separated from each other and every air-gap torque is just related to one control
loop. This implies that each controller cannot consider the control actions executed
by the other controllers. Because of the mechanical test bed set-up the controlled
variables rotational speed and torque are coupled; thus, the control loops are
coupled as well. With the SISO controller setting often satisfying speed control
performance can be achieved while controlling the testing torque is typically rather
difficult. This can be seen in Figure 2.6 where simulation results of the testing
situation shown in Figure 2.5a are presented. It can be seen that the speed control
performance is rather good; even the fast change of testing torque at t = 4 s causes
only some minor speed tracking error. In the testing torque though the coupling of
the control loops is more obvious; while the rotational speed is changed the testing
torque is not kept at its reference value.

Additionally, within this conventional approach the torsional flexibility of the
mechanical system and thus resonance phenomena are not considered in the
controller design. As the control actions are based on their associated individual
tracking errors only, reasonable vibration damping is hard to achieve. This is also
demonstrated in Figure 2.6; whenever the shaft torques vary, either because of
a change of testing torque or because of a change in rotational speed, torsional
vibrations are excited, which negatively affect the torque control performance.

2.2 Actuators

From a control engineering point of view the electric drives are the actuators
on these test beds, the input drives delivering the testing torque as well as the
dynamometers representing the loads. In the majority of cases, these are either
induction machines (IMs) with squirrel cage rotor or permanent magnet synchronous
machines (PMSMs). Both types have their individual advantages and disadvantages
and the appropriate drives have to be selected according to the testing objectives.
For the use in automotive testing applications precise torque and speed control is
essential; therefore, an inverter system typically based on insulated gate bipolar
transistors (IGBTs) is required. Generally, full four-quadrant operation is desired, i.e.
torque can be absorbed and delivered for clockwise and anticlockwise rotation and
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Figure 2.6: Results of a numerical simulation of a test system for axle differentials with the
conventional control concept.

consequently the energy flow can be from the grid to the drive system and vice versa.
With field-oriented control (FOC) and direct torque control (DTC) there are two
well-established control strategies for three-phase motors available making sure that
the electric machine’s supply voltage is chosen such that the desired electromagnetic
torque is produced. Both motor types provide their rated torque, possibly even
more if the inverter offers overload capacity, for varying rotational speed beginning
at standstill. But due to limited DC-voltage in the inverter, the disposable torque
has to be reduced above some rotational speed (field weakening).

Passive dynamometers such as eddy current brakes, water brakes, or friction
dynamometers are normally not used for power train testing and are therefore not
considered any further [13]. Other actuators that might be used on a power train
test bed such as actuators for throttle, brakes, and gear shifting or conditioning
systems are not considered either since they are not relevant for speed and torque
control.

2.2.1 Induction Machine

IMs, especially those with squirrel cage rotor, are widely used in industry nowadays.
Also for automotive testing applications asynchronous machines play an important
role. Figure 2.7a shows a simplified cross section of a typical IM. In the stator three
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separate coils form the three-phase stator windings. The rotor is separated from
the stator by the air-gap. For squirrel cage motors the rotor slots are just filled with
conductive bars that are short circuited at front and rear forming a cage [22, 23].
In Figure 2.7b a exemplary IM used for power train testing is shown. The IM’s

Stator
conductors

Rotor
conductors

Stator

Rotor

(a) Induction machine, cross section [22]. (b) Induction machine, Vascat.

Figure 2.7: Induction machine.

advantages compared to PMSMs are numerous: The motor itself is cheaper as no
permanent magnets are needed and as there are more suppliers on the market.
Additionally, for a given torque specification typically a smaller inverter is sufficient.
These two facts make the overall drive system consisting of motor and inverter
significantly cheaper. Furthermore, they are more robust because there are no
permanent magnets involved that could be demagnetised due to over current or
over temperature. There are also advantages regarding safety and misuse as e.g.
there is no induced voltage at the motor terminals when the machine is rotating
while the inverter is switched off and a switch off in the field weakening region is
uncritical [13].

2.2.2 Permanent Magnet Synchronous Machine

For automotive testing solutions PMSMs are the alternative to IMs. As shown in
Figure 2.8a, their stator design is similar to the IM’s stator, the rotor however is
different. Here permanent magnets are part of the rotor to generate the magnetic
rotor flux [22, 23]. In Figure 2.8b a exemplary PMSM used for automotive testing
is presented. The different rotor design is responsible for the PMSM’s biggest
advantage: a significantly smaller rotor inertia. A smaller rotor inertia allows to
perform more dynamic testing as faster changes of rotational speed are possible.
But instead of modifying the rotor design, the machine’s effective moment of inertia
can be reduced by sophisticated machine controllers too [2, 15]. This technological
advance makes it possible to use IMs for applications, where initially PMSMs were
needed. Furthermore, PMSMs can be designed to be more compact, which makes it
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(a) Permanent magnet synchronous ma-
chine, cross section [22].

(b) Permanent magnet synchronous ma-
chine, Krebs & Aulich.

Figure 2.8: Permanent magnet synchronous machine.

easier to place them on the test bed. Finally, their air-gap torque accuracy is higher
since the electromagnetic torque depends on inductances, while the IM’s torque is
highly dependent on the rotor resistance, which will change with temperature.

2.3 Sensors

In automotive testing the measurement of various physical quantities is required.
The two probably most important quantities are rotational speed and torque as these
define the mechanical loads. The accuracy with which both torque and rotational
speed are measured is fundamental to all the other derived measurements made in
the test cell. On a power train test bed these measurements are typically directly
related to the electric drives. Each electric motor is equipped with a torque flange to
measure the shaft torque and with an incremental encoder to measure its rotational
speed. Other methods for measuring these quantities will not be discussed further,
see e.g. [8].

2.3.1 Torque Measuring Flange

The torque delivered or absorbed by the ICE and/or the electric drives is the most
important physical quantity on an automotive test bed. Therefore, high-precision
torque measurement systems are required. Those have to be capable of metering the
torque for stationary conditions as well as in highly dynamic situations. On modern
power train test systems torque measurement flanges represent the state of the
art [8, 13]. These allow to perform in-line measurement, i.e. the torque measuring
device is part of the drive shaft, see Figure 2.9b. For this reason, the shaft torque
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is measured directly and no corrections under transient conditions are necessary.
A torque transducer as shown in Figure 2.9a consists of a rotor, which is bolted
directly to the flange of the electric motor, and an antenna (stator). In the rotor the
torsion caused by torque is measured by strain gauges; this information is then
transmitted to the stator where the torque is determined by using digital signal
processing.

(a) Torque measuring flange HBM T12 [24]. (b) Torque sensor with covering attached to
electric drive.

Figure 2.9: Torque measuring flange.

Knowing the shaft torques is obviously important for shaft torque control, but
precise torque metering is also required for many model based testing strategies as
e.g. road load simulation (RLS) or R2R testing [5]. As some of these applications
are sensitive regarding delays in the torque control loop, it is important that the
torque measuring device is connected to the control system via a fast interface.
Additionally, filtering in the torque flange should be reduced to a minimum.

2.3.2 Rotary Encoder

Rotational speed is typically measured by rotary encoders using either optical
scanning or an inductive scanning principle. Both methods are contact-free and
thus free of wear. The optical scanning principle using graduations applied to a
glass carrier and photosensitive detectors, which is widely-used in automotive
testing, is depicted in Figure 2.10a. Since optical encoders are very sensitive to dust,
they have to be capsuled, see e.g. Figure 2.10b. Two basic measurement methods
are available: absolute measuring and incremental measuring. The absolute encoder
provides the rotor position immediately upon switch on; as each distinct shaft
angle has its unique digital code, no reference mark is required to determine the
absolute position. An incremental encoder has no absolute code but a periodic
grating structure; therefore, it provides cyclical output signals (pulses) only when
the encoder shaft is rotated. These pulses can either be used for relative positioning,
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(a) Photoelectric scanning according to the
imaging scanning principle [25].

(b) Capsuled rotary encoder, Heidenhain
[25].

Figure 2.10: Optical rotary encoder.

then the pulses just have to be counted or for gathering rotational speed information
by evaluating the frequency of the signal. To be able to determine the direction of
rotation too, often two output channels normally labelled ‘A’ and ‘B’ with a phase
shift of 90° are available. Depending on the direction of rotation one signal is lagging
the other in phase. To increase the encoder’s resolution, instead of square waves two
sine waves (sine and cosine) can be generated, these can then be highly interpolated.
This is particularly beneficial at low rotational speeds. As in the incremental encoder
actually the relative position is measured, calculating the rotational speed resembles
a differentiation with respect to time. Thus, measurement noise is amplified and
frequently an additional low-pass filter is applied before this signal can be used for
control.





Chapter 3

Plant Modelling

The availability of mathematical models of dynamic systems is inevitable in the
controller design work-flow for two fundamental reasons: Firstly, based on math-
ematical models an analysis of the plant to be controlled is possible. Information
about the plant’s dynamic behaviour as well as steady-state observations can serve
as a basis for controller design. Secondly, having appropriate plant models allows
the utilisation of numerical simulation. This is essential in the field of test bed
control since controller testing can be done in a safe environment without any
risk to the test bed hardware. Furthermore, simulation allows to perform misuse
experiments or experiments exceeding some operational limits that could poten-
tially damage the test bed. Additionally, power train test beds are in general quite
expensive equipment and therefore cannot be permanently occupied for controller
development. For these reasons, intensely testing control concepts in simulation
until finally a working controller is available is common. Then ideally just some
verifying experiments on the test bed are necessary.

However, a mathematical model can never describe every detail of a plant’s beha-
viour. Usually, a trade-off between model accuracy and limiting factors such as
model complexity, modelling effort, numerical efficiency, and parametrisation effort
is inevitable. Very often different purposes require models with different complexity.
For controller design mostly models covering the essential plant behaviour are
sufficient. Otherwise, the mathematical effort required in the controller design
procedure could be excessive. However, for simulation purposes very detailed
models covering many more aspects are desired to make the simulation results
close to reality.

Modelling and simulation of power train test beds is not excessively studied in
literature. For this reason, there is no established modelling procedure available.
However, in the field of engine testing many works dealing with modelling aspects
were published, see e.g. [26–32] and the references therein. Typically, mechanical
systems with distributed parameters are reduced to lumped systems consisting

19
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of concentrated elements such as moments of inertias and inertia-free torsionally
flexible shafts. In most of these works the torsional dynamics of the test systems
were modelled as a two-mass oscillator with linear shaft characteristics. Sporadically,
three-mass oscillators providing an additional eigenfrequency were used as well.
Another similar class of problems are servo-drive systems, which are also well
studied in literature, see e.g. [33–37]. These systems frequently contain torsionally
flexible couplings and are often modelled as two or three-mass oscillators too. For
these problems regularly a single modelling process giving a certain system model
is sufficient. A modification of the mechanical set-up such as a change of engine
to be tested, dynamometer, or shaft usually only requires to adapt some system
parameters.

Typical power train test systems however are mechanically much more complex
and diverse, see e.g. Figure 2.2; therefore, another modelling approach must be
used. In [38] a modular modelling strategy was applied to model an automatic
transmission (AT); every single system component was modelled individually, then
these sub-models were combined to get a mathematical model for the overall system.
This idea shall be adapted and applied for power train test bed modelling. Using
this modular approach has the advantage that a modification of the test set-up
does not require a completely new modelling process, but just an exchange or a
rearrangement of the basic sub-models. Consequently, before models for specific
power train test systems are presented, compact mathematical models based on
differentials equations for the individual components shall be derived.

If the modelling task is reduced to mathematically describing the test bed com-
ponents such as electric drives, mechanical shafts, or adapter gearboxes and the
power train elements to be tested such as clutches, transmissions, and differential
gears, much more literature is available. Especially vehicle power trains are stud-
ied excessively due to their importance for vehicle development. Modelling and
simulation strategies for the entire power train are discussed in many publications,
see e.g. [38–41]. But also reduced models for single power train components such
as clutches, transmissions, and differentials are available, see [10, 42–45]. These
models were all initially developed for a certain purpose; since the requirements
for test bed simulation are different, modifications will be necessary before they
can be used to build up a ‘model library’. The final task is then to combine the
models for various system components to ultimately get a mathematical model
describing the dynamics of the entire test system. As these mathematical models
shall be used for simulation and controller design only, no constraints regarding
real-time execution have to be considered. Among the variety of different modelling
strategies, grey box models are widely used [46]. These are based on differential
equations derived from the fundamental laws of nature, with parameters that often
have to be identified by the use of experimental data. Black box models derived
purely from measurement data are typically not desired as with every change of
the test bed set-up an entirely new modelling process is required.
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3.1 Overview

In Figure 3.1 and Figure 3.2 two representative test systems for testing differential
gears respectively transmissions are presented. These show the system components
that have to be considered in the modelling process. The majority of these compon-
ents are mechanical, the drive systems including the inverters are electrical and the
controllers are digital systems. In general, two different problem set-ups regarding
modelling and control are conceivable: In Figure 3.1 a test bed equipped with KS
R2R frequency converters is shown. This inverter was developed for highly dynamic
drive applications. Here the real-time control system is responsible for controlling
the inverter output voltages as well as for superimposed control tasks. The outputs
of this control system are directly the switching commands for the semiconductor
stage; these signals are determined by using FOC. This system architecture offers
the possibility to modify the machine controllers if necessary. Additionally, time
delays caused by external inverter interfaces and bus communication are elimin-
ated because inverter control and superimposed speed or torque control loops
are executed on one processor system. From a modelling point of view exactly
knowing the inverter control structure including all relevant system and controller
parameters is beneficial as it allows to perform more detailed simulations.
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Figure 3.1: Test system for differentials with KS R2R frequency converters and adapter
gearboxes to increase testing torque [47].

The alternative approach is shown in Figure 3.2, here conventional inverter systems
are used. These are typically operated via a fieldbus interface. This interface allows
to select either speed control or torque control operation mode, and to set references
for the controlled variable as well as to receive feedback information such as
rotational speed. However, this bus communication frequently introduces some
time lag. Every further superimposed controller has to be implemented on an
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additional real-time system. These inverters are problematic for modelling and
simulation since the control algorithms are not publicly available.

1 3 5

2 4 R
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Figure 3.2: Test system for transmissions with conventional inverter system.

The mechanical system typically consists of the power train configuration to be
tested and some test bed components required for testing. These are the rotor iner-
tias of the electric machines, flanges, shafts, possibly up- or downspeed gearboxes,
and in-line torque measurement devices. In the following sections, mathematical
models for all these test bed components and some power train elements that could
potentially be tested are derived.

Since these mathematical models shall be used for numerical simulation, simulation
relevant aspects have to be considered in the modelling process. Some power
train components that must be modelled and simulated are a so-called variable
dynamic dimension system (VDDS) because the dynamic dimension of the system
can change over time[42]. Handling this system behaviour correctly in numerical
simulation is tricky; in Chapter 4 this problem will be further analysed and an
adequate simulation strategy will be presented. But this simulation strategy relies
on a suitable structure of the mathematical model; therefore, in the modelling
process a special focus has to be placed on the potential change of the system’s
dynamic dimension.

3.2 Drive System

Modelling the electric drives has to cover the entire drive system consisting of the
electric motor and the inverter. Consequently, the motor control strategy applied
is a relevant factor. Considering the inverter’s control strategy is particularly im-
portant if the demands regarding dynamics are high or when the drive system is
operated close to its limits. For less challenging applications often simpler models
are sufficient. For control the response of the air-gap torque Tag to the demanded
torque reference Tag,re f . is most relevant. The KS R2R frequency converter uses
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field-oriented control (FOC) to control the electric machine. The basic ideas re-
garding FOC are summarised in Appendix A. FOC was proposed by Hasse [48]
and Blaschke [49] respectively to operate three-phase machines with high dynamic
performance, see also [23, 50]. The torque control loop within FOC is shown in
Figure 3.3 for the control of an IM. Assuming that the rotor flux ΨRd is kept con-
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Figure 3.3: FOC for IMs, torque control loop.

stant by additional control loops, see also Appendix A, the task of torque control
is actually based on controlling the current iSq since the electromagnetic torque is
given by

Tag =
3
2

p
Lm

LR
ΨRdiSq, (3.1)

where p, LR, and Lm are machine parameters. Only for handling limitations regard-
ing voltage and current, the flux control path has to be considered as well; for more
details see Appendix A. The air-gap torque Tag is not a direct measurement but
estimated within the inverter control software according to

T̂ag =
3
2

p
Lm

LR
Ψ̂RdiSq, (3.2)

based on the estimated rotor flux Ψ̂Rd and the measured stator current.1 Since the
rotor flux is usually changed rather slowly, the dynamics of the torque control loop
are essentially given by the dynamics of the current control loop for iSq.

To identify this relationship, the electric machine can be disconnected from the
remaining test set-up and accelerated to a certain rotational speed. Then, step
response experiments of the air-gap torque T̂ag are performed. In Figure 3.4 step
responses for two different rotational speeds are presented. Both curves show some
delay; this dead time originates from the digital implementation of FOC including
the actuation of the semiconductor stage and measurement of phase currents. The
torque dynamics obviously depend on the rotational speed; this is due to the limited
inverter output voltage. At low rotational speed the induced voltage is low, thus
more inverter capacity is left for changing the stator current component iSq. At
higher rotational speed less voltage reserve is left to change the stator current. This

1As shown in [51] and [52], the rotor time constant must be known to estimate the electromag-
netic air-gap torque correctly. Since the rotor resistance varies with changing rotor temperature, also
the rotor time constant changes. Therefore, the rotor resistance is typically adapted during operation
to provide correct torque estimates.



24 Chapter 3 Plant Modelling

can be seen in Figure 3.4: at 1500 rpm the voltage limit is permanently reached
during the change in air-gap torque; therefore, the torque slope is nearly constant.
For this reason, simplified models e.g. containing dead-time and first-order low-
pass behaviour as used in [26] are not always capable of adequately describing the
air-gap torque dynamics.

−0.5 0 0.5 1 1.5 2 2.5 3

0

200

400

600

800

1000

1200

Time t (ms)

To
rq

ue
T
(N

m
)

T̂ag @ 100 rpm

T̂ag @ 1500 rpm
Tag,re f .

Figure 3.4: Step response of the electromagnetic air-gap torque estimate T̂ag at different
rotational speeds.

Consequently, within the simulation studies presented in this work the drive system
is modelled in more detail whenever KS R2R frequency converters are used. For the
IM the fundamental wave model given by System (A.16) with current-dependent
mutual inductance and with the electromagnetic torque Tag as system output is
used. FOC is modelled as it is realised on the digital signal processor system, see
Figure A.2. To reduce simulation time, the switching within the KS R2R frequency
converter’s semiconductor stage is neglected. Instead, the inverter is modelled
as a continuous system; however, the current dependent non-linearity and dead
time introduced by the switching timing of the semiconductors are considered
nevertheless, see also [53].

The mechanical subsystem is essentially the rotary dynamics of the machine’s
rotor with moment of inertia Im rotating at angular velocity ω. In Figure 3.5a the
system structure with the relevant quantities is shown; the rotor can obviously be
accelerated by its own air-gap torque Tag and by the shaft torque Ts coming from
the rest of the mechanical system. The mathematical model can be derived from
Newton’s differential equation of motion:

Im
dω

dt
= Tag − Ts (3.3)

In fact, the fundamental wave model used for modelling the IM cannot cover
every detail regarding the machine’s air-gap torque Tag; additionally, the air-gap
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Figure 3.5: Rotational dynamics modelling.

torque Tag may periodically deviate from its mean value due to imperfections in the
inverter system and in the motor windings, see e.g. [54]. For simulation purposes
these torque harmonics are considered as well.

3.3 Mechanical Shaft

Shafts are part of the mechanical system and connect various components by
transmitting torque. Depending on the material used and the dimensions of the
shafts, these interconnections can be assumed to be torsionally stiff or flexible, see
also [38]. When mechanically complex test beds are modelled, often just some shafts
are assumed to be flexible while the remaining connections are treated as rigid for
simplicity. For rigid connections the relevant rotating bodies can be modelled as one
combined moment of inertia. If two bodies are coupled via an elastic connection,
both have to be treated separately, i.e. modelled by their individual moment of
inertia. Additionally, the connecting element has to be modelled. Frequently, the
mechanical shaft is modelled as inertia-free; its moment of inertia is then added
to the two components the shaft is connecting. In Figure 3.6 a typical modelling
approach for a cardan shaft is exemplarily presented. The two ends of the shaft
are rotating at rotational speeds ω1 and ω2 with angular positions ϕ1 and ϕ2
respectively. The shaft itself is represented by a Kelvin-Voigt model with the
torsional stiffness parameter cs given in N m/rad and the damping coefficient ds
given in N m s/rad [55].

ϕ1, ω1 ϕ2, ω2

(a) Cardan shaft.

ϕ1, ω1 ϕ2, ω2

I1 I2

cs

ds

(b) Simplified shaft model.

ω1

ω2

Ts

−Ts
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shaft

(c) Shaft model structure.

Figure 3.6: Torsionally flexible shaft modelling.
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The shaft torque Ts can then be calculated according to

Ts = ds (ω1 −ω2) + cs (ϕ1 − ϕ2)

Ts = ds (ω1 −ω2) + cs

∫
(ω1 −ω2)dt,

(3.4)

where the shaft parameters cs and ds can even be arbitrary functions of angular
positions or velocities. In automotive test systems usually linear shafts are pre-
ferred; therefore, constant shaft parameters are often assumed, see also [26, 56].
If additionally backlash must be considered, Equation (3.4) is not sufficient and
approaches presented in [57–60] can be used instead. In [57] different models for
systems with gear play are presented, but those models converge when the shaft’s
internal damping tends to zero. As on power train test beds usually only shafts
with low internal damping are used, more complex models are needless and the
classical ‘dead-zone model’

Ts =





ds (ω1 −ω2) + cs

(
ϕ1 − ϕ2 − θbl

2

)
if ϕ1 − ϕ2 ≥ θbl

2

0 if |ϕ1 − ϕ2| < θbl
2

ds (ω1 −ω2) + cs

(
ϕ1 − ϕ2 +

θbl
2

)
if ϕ1 − ϕ2 ≤ − θbl

2

, (3.5)

where θbl is the backlash gap, will be used in the following simulations. If this
angle is set to zero, Equation (3.5) converges to Equation (3.4). When cardan
shafts are used, angle-dependent transmission errors can potentially occur if the
cardan joints are not aligned straightly, see e.g. [61]. With double cardan shafts
as shown in Figure 3.6a and typically used on test beds at least velocity errors
can be avoided; however, oscillating torques may still be present when the shaft
rotates [62]. Therefore, vanishing bending angles and for this reason straightly
aligned cardan joints are desired. If this is the case, any angle-dependent torque
transmission error can be neglected.

Often, it is unnecessary to model every mechanical shaft by its individual para-
meters and some shafts can be combined and modelled as one equivalent shaft.
As shown in Appendix B, a serial connection of k torsionally flexible shafts with
individual parameters csi and dsi for i = 1, 2, . . . , k can be approximated by one
shaft with parameters c̃s and d̃s determined according to

c̃s =
1

1
cs1

+ 1
cs2

+ · · ·+ 1
csk

(3.6)

respectively

d̃s =
c̃2

s

c2
s1

ds1 +
c̃2

s

c2
s2

ds2 + · · ·+
c̃2

s

c2
sk

dsk. (3.7)
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3.4 Adapter Gearbox

Power train test systems are typically used to test a wide variety of UUTs demanding
different levels of testing torque and testing rotational speed. Since the operating
ranges of the electric machines are fixed, additional adapter gearboxes are often
used to be able to provide the required testing conditions. These can either be
upspeed gearboxes to increase the rotational speed range or downspeed gearboxes
to increase the feasible testing torque. This latter situation is presented in Figure 3.1.
In Figure 3.7a a simplified gearbox model with the quantities relevant for modelling
is shown. The gearbox input is associated with angular velocity ωgbi and torque

Tgbi, ωgbi

Tgbo

ωgbo

I1

I2

igb

(a) Simplified gearbox model.

Tgbi

Tgbo

ωgbi

ωgbo

Gearbox
dyna-
mics

(b) Gearbox model structure.

Figure 3.7: Adapter gearbox modelling.

Tgbi while ωgbo and Tgbo belong to the gearbox output. I1 and I2 are the moments
of inertia of input gear respectively output gear. The transmission ratio igb is given
by

igb =
ωgbi

ωgbo
. (3.8)

The system dynamics can then be determined either corresponding to the gearbox
input

dωgbi

dt
= igb

dωgbo

dt
=

Tgbi −
Tgbo
igb

I1 +
I2

i2
gb︸ ︷︷ ︸

=:Igbi

(3.9)

or corresponding to the gearbox output

dωgbo

dt
=

1
igb

dωgbi

dt
=

Tgbiigb − Tgbo

I1i2
gb + I2︸ ︷︷ ︸
=:Igbo

. (3.10)

Igbi is the moment of inertia of the gearbox related to the gearbox input while Igbo
is related to the gearbox output. The dynamic gearbox model shown in Figure 3.7b
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can be based on either Equation (3.9) or Equation (3.10). This dynamic model was
derived under the assumption of ideal gears. For simulation sometimes effects
caused by non-ideal gears must be considered too, see e.g. [63, 64]. This transmission
error is often composed of gear play and orders. Orders are in general periodic
torque disturbances at rotating frequency or its multiples caused by inhomogeneities
of rotating elements. Within gearboxes frequently orders related to the number of
gear teeth arise. As their frequency varies with rotational speed, they can excite
eigenfrequencies of the multi-mass mechanical system. For this reason, they are
operationally critical and thus included in the simulation models.

3.5 Clutch

Friction elements such as the clutch are used to engage and disengage the trans-
mission of mechanical power in the vehicle’s driveline, see also [7, 62, 65]. In a car
with classic manual transmission the clutch is located between the engine and the
gearbox input and is required for vehicle start and gear shifts. In addition to this
obvious purpose, friction elements are used within various types of transmissions.
In manual transmissions as well as in most automatic transmissions gear shifts are
achieved by unlocking some gears and locking some other gears. This process can
also be interpreted as engaging and disengaging a clutch. Therefore, an appropriate
dynamic clutch model is essential for power train simulations. In Figure 3.8a a
simplified illustration showing the relevant quantities for modelling is presented.
Tci and Tco are input and output torque while Ici and Ico are the moments of inertia

Tci Tco
Ici Ico

ωci ωco

Tc

(a) Simplified clutch model.

Tci

Tco

ωci

ωco

Tc

Clutch
dyna-
mics

(b) Clutch model structure.

Figure 3.8: Friction clutch modelling.

of the two clutch elements that can be locked. ωci and ωco are the angular velocities
of the clutch disks. The clutch torque Tc is responsible for engaging and disengaging
the clutch: if Tc is zero, both clutch disks move without any connection; if Tc is
high enough, the two clutch elements are forced to the same rotational speed. The
system dynamics can be obtained by applying the law of conservation of angular
momentum to both rotating bodies:

Ici
dωci

dt
= Tci − Tc (3.11a)



3.6 Differential Gear 29

Ico
dωco

dt
= Tc − Tco (3.11b)

The clutch torque Tc is typically a function of the difference in angular velocities of
the two clutch disks, e.g. according to the Stribeck friction model as suggested for
wet clutches in [45] and [66]

Tc = µc

[
Tc,c + (Tc,s − Tc,c) e−

|ωci−ωco|
ωc,s + kc,v |ωci −ωco|

]
sgn (ωci −ωco) , (3.12)

where Tc,s is the maximum torque that can be transmitted by the locked clutch, Tc,c
is the Coulomb friction torque, kc,v is the viscous friction coefficient, and ωc,s is
the sliding speed coefficient [67]. µc ∈ [0, 1] is the clutch actuation signal. However,
according to [65], for a dry clutch often the simpler model

Tc = µcTc,csgn (ωci −ωco) (3.13)

is sufficient. A simulation strategy for the dynamic clutch model capable of handling
both engaged and disengaged clutch correctly is given in Section 4.2.1.

3.6 Differential Gear

A differential is a particular type of gear set that is widely used in automotive
applications. Due to the differential, the two driven wheels of a 2WD vehicle can
rotate at different speeds as they follow different ways around a corner. These axle
differentials usually split the torque symmetrically to both driven wheels. In addition
to the axle differentials, a conventional 4WD vehicle also requires a centre differential
for distributing the engine torque to the front and rear axle. Often, more than fifty
percent of the available torque is required at the rear axle; for this reason, these
differentials may offer asymmetric torque splitting.

In a conventional open differential the torque distribution is constant, even if the
angular velocities of the two output shafts differ. The drawback of this functionality
is that if just little torque can be transmitted by one wheel, e.g. due to an icy patch
or dynamic cornering, the torque at the other wheel is reduced too. To overcome
this problem, limited-slip differentials are used. These limited-slip differentials can
either be simply mechanical (passive) or electronically controlled (active). Both
types are usually based on clutches or other friction elements to alter the torque
distribution if the angular velocities of the output axles differ. This friction reduces
the torque at the faster wheel and increases the torque at the slower wheel. For
additional information on differentials see e.g. [7, 62, 68, 69].

As differentials play an important role in vehicle dynamics, accurate mathematical
models are desired. In literature often kinematic models covering only the stationary
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system behaviour are used, see e.g. [68] and [70]. If transient phenomena are import-
ant as well, dynamic models are necessary. In [66] various dynamic mathematical
models for differentials are discussed by the use of bond graphs. However, losses
were completely neglected and the models are limited to symmetric stationary
torque splitting. Therefore, dynamic models for two types of lossy limited-slip
differentials with asymmetric torque splitting are derived in the following sections.
These results were already published in [71].

3.6.1 Type A: Bevel Gear Differential

Differential gears are often built as a bevel gear set, especially if a torque distribution
of 1:1 to both output axles is desired. But by using an asymmetric mechanical
structure as shown in Figure 3.9, also other torque distributions are possible. The

Tdi, ωdi

ωdo1 ωdo2

Tdo1 Tdo2

Tdl

Tdsl

ω3b

ωc

I0

I1 I2

I3

Ic

r1 r2

r3

r0
rc

A B

Figure 3.9: Asymmetric bevel gear differential [71].

input shaft with attached bevel gear I0 rotates at angular velocity ωdi and transmits
the input torque Tdi from engine and gearbox to the differential cage; since the
radius of the ring gear rc is usually greater than the radius of the drive gear r0,
the angular velocity is reduced while the torque is increased. The differential cage
Ic and with it the differential bevel pinion I3 are rotating about the A–B axis at
angular velocity ωc, dragging the two other bevel gears and the output shafts I1 and
I2 with them. These output gears are affected by the differential’s output torques
Tdo1 and Tdo2. When the vehicle moves straight, the two output axles rotate at the
same speed and the differential bevel pinion I3 does not rotate about its own axis.
If the angular velocities ωdo1 and ωdo2 differ, the differential bevel pinion I3 rotates
about its own axis (|ω3b| > 0) while there is no change in torque distribution for
the open differential. Limited-slip functionality can be added by introducing the
friction torque Tdsl to slow down the rotation of the bevel gear I3. Mechanically
there are many different ways of providing this slip-limiting friction torque, see
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e.g. [68], but these mechanical considerations are just secondary for modelling. The
second friction torque Tdl accounts for all losses in the differential gear. Commercial
differential gears may include more differential bevel pinions, but for simplicity
modelling is done for a system with only one of these as shown in Figure 3.9.

To keep the mathematical model clear and simple, ideal gears with infinite torsional
stiffness and negligible backlash are assumed. Then the algebraic constraints

r0ωdi = rcωc (3.14a)
r1ωdo1 = r1ωc + r3ω3b (3.14b)
r2ωdo2 = r2ωc − r3ω3b (3.14c)

have to be fulfilled. r1 and r2 are the radii of the output gears while r3 is the radius
of the differential bevel pinion I3. The dynamics of the differential gear shown in
Figure 3.9 can be described by the following set of differential equations

I0
dωdi

dt
= Tdi − Tdl − r0F0 (3.15a)

I1
dωdo1

dt
= r1F1 − Tdo1 (3.15b)

I2
dωdo2

dt
= r2F2 − Tdo2 (3.15c)

I3
dω3b

dt
= r3F2 − r3F1 − Tdsl (3.15d)

Ĩc
dωc

dt
= rcF0 − r1F1 − r2F2, (3.15e)

where Ĩc is the overall moment of inertia for rotation about the A–B axis including
differential cage and bevel pinion I3. The force F0 acts between ring gear and drive
gear, F1 between differential bevel pinion and the left bevel gear, and F2 between
differential bevel pinion and the right bevel gear. By the use of the Algebraic
constraints (3.14), the number of state variables can be reduced and the forces F0,
F1, and F2 can be determined. This results in the following differential equations
for the input shaft’s angular velocity

Dc
dωdi

dt
= i2

d (Tdi − Tdl)

(
I1

r2
3

r2
1
+ I2

r2
3

r2
2
+ I3

)
− idTdsl

(
I2

r3

r2
− I1

r3

r1

)

− idTdo1

(
I2

r2
3

r2
2
+ I2

r2
3

r1r2
+ I3

)
− idTdo2

(
I1

r2
3

r2
1
+ I1

r2
3

r1r2
+ I3

) (3.16)

and for the angular velocity of the differential bevel pinion I3

Dc
dω3b

dt
= id (Tdi − Tdl)

(
I2

r3

r2
− I1

r3

r1

)
− Tdsl (Id + I1 + I2)

− Tdo1

(
Id

r3

r1
+ I2

r3

r1
+ I2

r3

r2

)
+ Tdo2

(
Id

r3

r2
+ I1

r3

r1
+ I1

r3

r2

) (3.17)
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with

Dc = Id

(
I1r2

3

r2
1

+
I2r2

3

r2
2

+ I3

)
+ I1 I2

(
r3

r1
+

r3

r2

)2

+ I1 I3 + I2 I3, (3.18)

where id := rc/r0 is the torque transmission ratio from drive shaft to differential
cage and Id := Ĩc + i2

d I0 is representing the overall moment of inertia of input shaft
and differential cage.

The relevant angular velocities of the output axles can be calculated from the two
state variables by using the Algebraic constraints (3.14):

ωdo1 =
ωdi
id

+
r3

r1
ω3b (3.19a)

ωdo2 =
ωdi
id
− r3

r2
ω3b (3.19b)

Of special interest is the stationary torque distribution depending on the dimensions
of the bevel gears. By setting the system dynamics to zero (steady state), the torques
at the output shafts can be computed if input torque Tdi, slip-limiting torque Tdsl,
and loss torque Tdl are known

Tdo1 =
r1

r1 + r2︸ ︷︷ ︸
=:γ1

id (Tdi − Tdl)− γ0Tdsl (3.20a)

Tdo2 =
r2

r1 + r2︸ ︷︷ ︸
=:γ2

id (Tdi − Tdl) + γ0Tdsl (3.20b)

where
γ0 :=

r1r2

r3 (r1 + r2)
. (3.21)

If the friction torques Tdsl and Tdl are zero too, the ratio of output torques is equal
to the ratio of bevel gear radii (Tdo1/Tdo2 = r1/r2). By using the two constants γ1 and
γ2 defined in Equation (3.20), the angular velocity of the differential input can be
determined if the angular velocities of the two output shafts are given

ωdi = id (γ1ωdo1 + γ2ωdo2) . (3.22)

Due to the asymmetric torque splitting, the differential cage’s angular velocity is not
equal to the average angular velocity of the two output shafts. This is an important
difference to the symmetric differential.
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3.6.2 Type B: Epicyclic Differential

Another common type of differentials are epicyclic differentials based on a planetary
gear set as shown in Figure 3.10, see also [43, 62, 68]. Here the drive shaft is
connected to the planet carrier Ic and the two output shafts are connected to ring
gear Ir and sun gear Is. Due to different radii of sun gear rs and ring gear rr,
the input torque Tdi is asymmetrically transmitted to the two output axles. These
output axles are affected by the differential’s output torques Tdo1 and Tdo2. If the
angular velocities ωdo1 and ωdo2 of ring respectively sun gear match the angular
velocity of the planet carrier ωdi, the angular velocity ω3p of the planet gears Ip
with radius rp is zero. Otherwise, the planets rotate and the planetary gear set
behaves like a common open differential keeping the output torque ratio constant
at the nominal value independently of the angular velocities of the output axles.
Limited-slip functionality can be included by adding friction between sun and ring
gear to slow down the increase of differential angular velocities. An alternative
approach for modelling is to assume that the slip-limiting friction torque Tdsl slows
down the rotation of the planet gears. Then a friction torque of Tdsl/np affects each
of the np individual planets. An additional friction torque Tdl is used to account for
all the losses in the differential gear.

rc

rs

rr

rp

ωdo2

ω3p

ωdi

ωdo1

Tdo2

Tdo1

Tdi

Tdl

Tdsl/np

Is

Ir Ic

Ip

Sun

Ring

Planet

Carrier

Figure 3.10: Epicyclic differential [71].

As before ideal gears are assumed and the following algebraic constraints can be
formulated:

rrωdo1 = rrωdi + rpω3p (3.23a)

rsωdo2 = rsωdi − rpω3p (3.23b)

The dynamics of the mechanical system shown in Figure 3.10 can be described by
the following set of differential equations:

Ĩc
dωdi

dt
= Tdi − Tdl − nprrFr − nprsFs (3.24a)
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I1
dωdo1

dt
= nprrFr − Tdo1 (3.24b)

I2
dωdo2

dt
= nprsFs − Tdo2 (3.24c)

Ip
dω3p

dt
= rpFs − rpFr −

Tdsl
np

(3.24d)

Ĩc stands for the overall moment of inertia of planet carrier and attached planet
gears while np is the number of planet gears. The differential equation for the
planet gears (3.24d) must be considered only once because due to the mechanical
structure, all the planets are forced to rotate at the same angular velocity ω3p. The
force Fs acts at the intersection of sun gear and planet gears and Fr between planet
gears and ring gear. By utilising the Algebraic constraints (3.23), the forces Fs and
Fr can be determined and the number of state variables can be reduced. These steps
lead to the following pair of differential equations for the planet carrier’s angular
velocity

Dc
dωdi

dt
= (Tdi − Tdl)

(
Ir

r2
p

r2
r
+ Is

r2
p

r2
s
+ Ĩp

)
− Tdsl

(
Ir

rp

rr
+ Is

rp

rs

)

− Tdo1

(
Is

r2
p

r2
s
+ Is

r2
p

rrrs
+ Ĩp

)
− Tdo2

(
Ir

r2
p

r2
r
+ Ir

r2
p

rrrs
+ Ĩp

) (3.25)

and for the angular velocity of the planet gears

Dc
dω3p

dt
= (Tdi − Tdl)

(
Is

rp

rs
− Ir

rp

rr

)
− Tdsl

(
Ĩc + Ir + Is

)

− Tdo1

(
Ĩc

rp

rr
+ Is

rp

rs
+ Is

rp

rr

)
+ Tdo2

(
Ĩc

rp

rs
+ Ir

rp

rr
+ Ir

rp

rs

) (3.26)

with

Dc = Ĩc

(
Ir

r2
p

r2
r
+ Is

r2
p

r2
s
+ Ĩp

)
+ Ir Is

(
rp

rr
+

rp

rs

)2

+ Ir Ĩp + Is Ĩp, (3.27)

where Ĩp := np Ip is the overall moment of inertia of the np rotating planet gears
Ip.

The relevant angular velocities of the two output axles can be calculated based on
the Algebraic constraints (3.23) from the two state variables:

ωdo1 = ωdi +
rp

rr
ω3p (3.28a)

ωdo2 = ωdi −
rp

rs
ω3p (3.28b)
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As for the bevel gear differential, the stationary torques at the output shafts can be
determined by setting the system dynamics to zero

Tdo1 =
rr

rs + rr︸ ︷︷ ︸
=:γ1

(Tdi − Tdl)− γ0Tdsl (3.29a)

Tdo2 =
rs

rs + rr︸ ︷︷ ︸
=:γ2

(Tdi − Tdl) + γ0Tdsl (3.29b)

where
γ0 :=

rrrs

rp (rr + rs)
. (3.30)

If the friction torques Tdsl and Tdl are zero too, the ratio of output torques is equal
to the ratio of ring and sun gear radii (Tdo1/Tdo2 = rr/rs). This formula shows that
a differential of that type cannot have symmetric torque splitting (γ1 = γ2) since
the diameter of the ring gear must always be greater than the sun gear’s diameter.
With γ1 and γ2 as defined in Equation (3.29) the angular velocity of planet carrier
and input shaft can be determined if the angular velocities of the output shafts are
given

ωdi = γ1ωdo1 + γ2ωdo2. (3.31)

3.6.3 Summary

Both types of differential gears can be described by two differential equations:
Equation (3.16) and Equation (3.17) for the bevel gear type and Equation (3.25) and
Equation (3.26) for the planetary gear type. Each set of differential equations can
also be formulated using a common vector-matrix-notation

d
dt

[
ωdi
ω3

]
=

(
b11 b12 b13
b21 b22 b23

)


Tdi
Tdo1
Tdo2


−

(
k11 k12
k21 k22

) [
Tdl
Tdsl

]
, (3.32)

where ω3 stands for the angular velocity of the differential bevel pinion ω3b for the
bevel gear differential or for the angular velocity of the planets ω3p for the epicyclic
differential. The angular velocities of the output axles can then be determined
according to [

ωdo1
ωdo2

]
=

(
c11 c12
c21 c22

) [
ωdi
ω3

]
. (3.33)

The resulting model structure is shown in Figure 3.11: based on the system inputs
Tdi, Tdo1, and Tdo2 the system outputs ωdi, ωdo1, and ωdo2 are determined.
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Figure 3.11: Differential gear model structure.

Until now the friction torques Tdl and Tdsl have just been introduced to consider
losses and limited-slip functionality in general, but nearly no information has been
given how these torques have to be chosen. The friction torque Tdl was introduced
to account for losses in the differential gear; thus assuming that it depends on
the angular velocity of the input shaft ωdi is obvious. Available experimental data
showed that in addition to ωdi the input torque Tdi should be considered too:

Tdl(ωdi) = (Tdl0 + kdlT |Tdi|) sgn (ωdi) + kdlωωdi (3.34)

The coefficients Tdl0, kdlT, and kdlω can be identified from experimental data. The
friction torque Tdsl provides for limited-slip functionality and should therefore
depend on the angular velocity ω3b of the differential bevel pinion for the bevel
gear set and on the angular velocity ω3p of the planets for epicyclic differential.
Since both of these angular velocities were labelled ω3, a general dependence on
this state variable can be formulated. The maximum locking friction may consist of
a constant torque Tdsl0 depending just on the sign of ω3, another portion depending
on the input torque Tdi and the sign of ω3, and a third linear part depending on
the angular velocity ω3 only (see also [68])

Tdsl(ω3) = (Tdsl0 + kdslT |Tdi|) sgn (ω3) + kdslωω3. (3.35)

These friction coefficients are determined by the differential’s mechanical structure
and especially the ratio of load dependent and load independent friction torque
is important for the limited-slip differential’s influence on vehicle dynamics. The
torque offset’s dependency on input torque and angular velocity ω3 does not have
to be necessarily linear, but often this assumption leads to satisfying results. If
Equation (3.35) is not sufficient, a non-linear dependency on ω3 may be included
by adding the term kdslTω |Tdi| fω (ω3) to Equation (3.35).

Using the state variables chosen in Section 3.6.1 and Section 3.6.2 has proven to
be beneficial as then the friction torque Tdl just depends on ωdi while the friction
torque Tdsl depends on ω3 only. This is comfortable for simulation, as will be seen
in Section 4.2.2 where a simulation strategy for the dynamic differential model,
capable of handling both friction torques and potential reductions of dynamic
dimension correctly, is given.
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3.7 Transmission

In almost all vehicles driven by an ICE a gearbox is part of the power train, only
electric vehicles may get along without a transmission. The problems related to the
working principle of the ICE such as no torque production at zero speed, a narrow
speed range for maximum power, and the efficiency very much depending on its
operating point make the gearbox and eventually a clutch necessary. Its key role is
to transmit the mechanical power from the engine to the driven wheels in every
possible situation as e.g. at low as well as at high speed, in reverse, or when starting
from rest [7, 69, 72]. In consequence, the transmission’s main task is to change the
ratio of engine and wheel speed to operate the engine at the rotational speeds it
is supposed to. Often the engine crankshaft rotates faster than the differential’s
input shaft; therefore, in many driving situations rotational speed is reduced by the
gearbox while the torque is increased. Additionally, disconnecting the engine from
the rest of the driveline when the car is at standstill with engine running must be
possible; this may be realised within the gearbox or by an additional clutch.

Over the years many different transmission types have been presented; while
early ones were mainly manually actuated, nowadays more and more automated
gearboxes are used. In the field of automotive testing the automated transmission
is probably more relevant than the manual one as it is more complex and therefore
more testing is required. From a test bed modelling point of view the gearbox
is the most complex part of the driveline. The wide variety of different types
and concepts makes this task even more challenging. For this reason, simplified
transmission models that can easily be adapted depending on the gearbox that
shall be modelled are highly appreciated. To be able to assess possible drawbacks
of these modelling simplifications, a more detailed model will be derived for one
exemplary transmission (automatic transmission) that can then be compared in
simulations to the simplified models. For more details on gearboxes see e.g. [43, 62,
68, 69, 73–75].

3.7.1 Automatic Transmission

An automated transmission frees the driver from shifting the gears manually;
instead, the gear shifts are actuated automatically. Common types of automated
transmissions are the classic automatic transmission (AT), the dual-clutch trans-
mission (DCT), and the continuously variable transmission (CVT); the latter two
shall not be considered any further in this work. The term automatic transmission is
usually used to refer to a combination of a torque converter with a subsequent gear
set based on epicyclic gears [7, 69]. The torque converter is a hydrokinetic device
that is used to transfer the torque generated by the engine to the gear sets and
consequently replaces the friction clutch. A subsequent combination of planetary



38 Chapter 3 Plant Modelling

gear sets, clutches, and brakes is forming the gear train responsible for providing
the different gear ratios. The clutches and brakes required to change the gear ratio
are actuated by a hydraulic system and controlled by an ECU. This structure allows
to to perform gear shifts without power interruption (powershifts) [72].

Over time manufacturers presented different automatic transmissions based on
various combinations of gear sets and friction elements resulting in a different num-
ber of gears, see e.g. [76–79]. As an example, a nine-speed automatic transmission
recently presented by Daimler is shown in Figure 3.12 and will be further discussed.
In addition to the torque converter, this transmission is based on four planetary

Figure 3.12: 9G-Tronic automatic transmission [76].

gear sets. Three clutches (D, E, F) and three brakes (A, B, C) are used to change
the gear ratio. As can be seen from Table 3.1, in every gear but neutral (N) three
friction elements are engaged while the remaining clutches respectively brakes
are disengaged. When the gear is changed, an engaged friction element must be
disengaged while another previously disengaged element is engaged. This means
that in addition to gear shifts to neighbouring gears, as e.g. from first to second
gear, also direct multiple gear shifts, as e.g. from third to first gear, are possible. To
provide gear shifts without power interruption, so-called overlapping gear shifts
are performed. Here the new friction element starts to engage before the old one is
completely disengaged resulting in slipping in both friction elements for a short
time interval.

Furthermore, in Table 3.1 the total gear ratios are summarised; these can be calcu-
lated based on the individual gear ratios of the single epicyclic gear sets

gi :=
rri

rsi
for i ∈ {1, 2, 3, 4} , (3.36)

where rri is the ring gear radius and rsi is the sun gear radius of the planetary gear
set i.

The typical modelling approach for ATs is to derive mathematical models for torque
converter and gear train individually and then combine these two sub-models, see
e.g. [38, 41, 43, 70].
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Table 3.1: Shifting table Daimler 9G-Tronic.

Gear
Brake Clutch

Gear ratio
A B C D E F

R X X X
−g1g2(1+g3)

1+g2 −4.932

N X X 0.000

1 X X X
(1+g1+g2)(1+g3)

1+g2 5.503

2 X X X 1 + g3 3.333

3 X X X
(1+g3)g2

1+g2 2.315

4 X X X
1+g3+g4

1+g4 1.661

5 X X X
g2g4

g2g4−1 1.211

6 X X X 1 1.000

7 X X X
g4

1+g4− 1+g2
1+g1+g2

0.865

8 X X X
g4

1+g4 0.717

9 X X X
g1g2g4

1+g2+g1g2+g1g2g4 0.601

Torque Converter Model

The torque converter is a fluid coupling that is used to transfer mechanical power
from the engine to the input of the subsequent gear set. It typically consists of
three principal elements: the pump’s impeller which is driven by the engine, the
turbine which drives the gear set, and the stator that is placed between impeller and
turbine, see Figure 3.13. The key characteristic of a torque converter is that it allows
the ICE to run faster than the subsequent gear set. This implies that the turbine
runs slower than the impeller and leads to a multiplication of the engine torque.
This is possible because of the stator and is particularly beneficial when starting
from rest. Another important advantage is the damping of engine torque pulsations.
The detailed operational principle can be found in [69] and [74]. Because of losses
associated with the working principle of the torque converter (slip is necessary
for torque transmission), an additional lock-up clutch is used to temporarily link
impeller and turbine mechanically. This allows to avoid the torque converter slip
and thus power losses.

In literature many models for torque converters were proposed, see e.g. [38, 41, 43,
70, 80]. For simplicity, often static models based on stationary maps are used to
model the torque converter’s behaviour. These maps are functions of the ratio of
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1 Lock-up clutch
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Figure 3.13: Torque converter cross section [74].

turbine speed ωt and pump speed ωp

ν :=
ωt

ωp
. (3.37)

The torque converter’s most important characteristic is the ratio of turbine torque
Tt and pump torque Tp

µ (ν) :=
Tt

Tp
, (3.38)

which is, as can be seen in Figure 3.14, dependent on the speed ratio ν. The pump
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Figure 3.14: Exemplary characteristic torque converter maps.

torque absorbed by the impeller is typically modelled as

Tp =

(
ωp

ωpc

)2

Tpc (ν) , (3.39)

where ωpc is a constant reference angular velocity and Tpc is the pump torque
at this rotational speed, see also [41]. Figure 3.14 shows this pump curve for a
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reference speed of 2000 rpm; the pump torque obviously depends on the speed
ratio ν too. To finalise the model for the torque converter, the lock-up clutch has
to be considered as well. For that purpose the model of a friction clutch already
given in Section 3.5 can be used, and only the pump and turbine torque have to be
added; this is shown in Figure 3.15. For this system the differential equations for

T1

T2
Ip It

ωp ωt

Tc

Tp

Tt

(a) Simplified torque converter model.

T1
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Tt

Tp

ωp

ωt

Tc

Clutch
dyna-
mics

hydrokin.
coupling

(b) Torque converter model structure.

Figure 3.15: Torque converter modelling.

pump speed ωp

Ip
dωp

dt
= T1 − Tc − Tp (3.40)

and turbine speed ωt

It
dωt

dt
= Tc + Tt − T2 (3.41)

can then easily be determined. It and Ip are the moments of inertia of turbine
respectively impeller. Tc is the friction torque generated by the lock-up clutch. T1
is the input torque typically coming from the ICE and T2 is the torque converter’s
output torque. Pump torque Tp and turbine torque Tt can be determined according
to Equation (3.39) and Equation (3.38) respectively. The simulation problem can
then easily be reduced to the clutch simulation problem with modified input and
output torque.

Gear Set Model

In Figure 3.16 the gear set of the 9G-tronic automatic transmission is shown in more
detail. It essentially consists of planetary gear sets, clutches, brakes, and connections
linking these elements. ‘R’, ‘C’, and ‘S’ denote ring gear, planet carrier, and sun gear
of the epicyclic gear set. Due to the complexity of the gearbox, it is time-consuming
to determine a mathematical model describing the dynamics of the entire system.
If the moments of inertia of the epicyclic gears are considered and the mechanical
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Figure 3.16: 9G-Tronic gear set.

connections within the gear set are assumed to be torsionally rigid, a mathematical
model of the form

dx
dt

= Ax + Bu−KT f r (3.42)

has to be determined. The state vector x contains the relevant angular velocities,
A is the dynamic matrix, the input vector u contains the gear set’s input torque
and output torque, B is the input matrix, T f r is a vector containing the torques
of the six friction elements (clutches and brakes), and K is a matrix determining
how these friction torques are taking effect. This approach is used in [40], but for
a significantly simpler gearbox layout and by the use of some simplifications. In
addition to the modelling issues, this approach is also problematic for simulation as
the transmission model given by Equation (3.42) is a VDDS and a special simulation
strategy would be required.

However, if the internal connections within the gear set are assumed to be at least
slightly torsionally flexible, several less complex sub-models can be used instead
of one global mathematical model. These sub-models are the planetary gear sets,
clutches, and brakes. These are modelled as dynamic systems with torques as input
variables and angular velocities as system outputs. The required connections can
then be realised via shaft models; these have angular velocities as system inputs and
torques as outputs, see Section 3.3. One further advantage of this strategy is that if
another gearbox layout has to be modelled, not an entire new modelling process is
necessary since just some components have to be modified or exchanged.

Modular Transmission Modelling Approach

This alternative approach based on modelling the individual transmission com-
ponents independently and then linking them together was previously used in e.g.
[81] and [38]. This concept shall be briefly explained on the basis of the mechanical
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system shown in Figure 3.17. This system consists of a clutch and two further

T1, ω1 T2, ω2

Ici Ico

I1 I2

ωci ωco

Tc
Shaft 1

(stiff)
Shaft 2

(flexible)

Figure 3.17: Modular modelling approach, exemplary modelling problem.

rotating bodies with inertias I1 and I2. These three components are linked via
two mechanical shafts. While shaft 1 connecting clutch and body I1 is assumed
to be torsionally stiff, shaft 2 connecting clutch and body I2 is flexible with stiff-
ness parameter cs2 and internal damping ds2. Consequently, the set of differential
equations

(I1 + Ici)
dω1

dt
= (I1 + Ici)

dωci

dt
= T1 − Tc

Ico
dωco

dt
= Tc − Ts2

I2
dω2

dt
= T2 + Ts2

dϕ2

dt
= ω2

dϕco

dt
= ωco

(3.43)

with shaft torque

Ts2 = ds2 (ωco −ω2) + cs2 (ϕco − ϕ2) (3.44)

describes the system dynamics. Because of the torsionally stiff shaft, the two bodies
with inertias I1 and Ici must have the same angular velocity; ω1 and ωci are therefore
identical.

If shaft 1 is also assumed to be torsionally flexible with parameters cs1 and ds1, the
system shown in Figure 3.18 results. Then the differential equations

T1, ω1 T2, ω2

Ici Ico

I1 I2

ωci ωco

Tc

cs1

ds1

cs2

ds2

Figure 3.18: Modular modelling approach, idea.
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I1
dω1

dt
= T1 − Ts1

Ici
dωci

dt
= Ts1︸︷︷︸

Tci

−Tc

Ico
dωco

dt
= Tc − Ts2︸︷︷︸

Tco

I2
dω2

dt
= T2 + Ts2

dϕci

dt
= ωci,

dϕco

dt
= ωco

dϕk
dt

= ωk for k ∈ {1, 2}

(3.45)

with shaft torques

Ts1 = ds1 (ω1 −ωci) + cs1 (ϕ1 − ϕci) (3.46a)
Ts2 = ds2 (ωco −ω2) + cs2 (ϕco − ϕ2) (3.46b)

describe the system dynamics. Since the number of differential equations and
consequently the system order is increased, this approach seems to be more complex.
However, as presented in Figure 3.19, now the mechanical system can be composed
of sub-models that were already identified before. The clutch model was determined
in Section 3.5; input and output torque for the clutch model are outputs signals
of the shaft models that were discussed in Section 3.3 and labelled Tci and Tco in
System (3.45). The two rotating bodies can be described as was the rotor inertia in
Section 3.2; the interactions with the rest of the mechanical system are again given
by the shaft torques Ts1 and Ts2 defined in Equation (3.46). The shaft torques can
easily be determined based on the angular velocity of the rotating bodies.
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Figure 3.19: Modular modelling approach, result.

These two different modelling approaches resulting in the dynamic systems de-
scribed by Equations (3.43) respectively Equations (3.45) were implemented within
the Matlab®/Simulink® software environment. Then a numerical simulation using
a variable step size solver (‘ode45’) with the system parameters given in Table 3.2
was performed.
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Table 3.2: Mechanical system parameters for exemplary modular modelling problem.

Parameter Value Unit
I1 1.0 kg m2

I2 2.0 kg m2

Ici, Ico 0.1 kg m2

cs1 500 kN m/rad
cs2 5 kN m/rad
ds1 10 N m s/rad
ds2 3 N m s/rad

The results of this simulation are presented in Figure 3.20. The system inputs T1
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Figure 3.20: Modular modelling approach, comparison of simulation results with the ori-
ginal model and results obtained by the use of the modular approach.

and T2 were set to 100 N m from t = 0.2 s to t = 0.75 s; otherwise these torques
were zero. Since the clutch was disengaged at the beginning of the simulation,
the two inertias are accelerated to different rotational speeds. At t = 0.5 s the
clutch was engaged by increasing the torque Tc to 200 N m. Thereby the two clutch
disks are synchronised. In the upper plot of Figure 3.20 the rotational speed
of body I1 calculated according to Equations (3.43) is given in blue while the
rotational speed of body I2 is given in black. The results for the modular modelling
approach are given in red and green respectively. In the second plot the difference
in rotational speeds due to the different mathematical models is shown. As cs1 was
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chosen big enough, both simulations yield similar results. The additional flexible
coupling increases the dynamic dimension of the system and leads to a second
eigenfrequency; this can be seen in the error signal of the rotational speed n1, but as
it is sufficiently damped, this oscillation decays fast. The lower plot shows that the
first eigenmode is slightly different too, but this discrepancy is negligible compared
to other modelling and parameter uncertainties typically complicating numerical
simulations of transmission systems.

This modular modelling and simulation approach clearly has drawbacks such as an
increase in dynamic dimension, potentially the need for a small simulation step size
because of high torsional stiffness parameters, and the required choice of additional
shaft parameters, see also [81] and [38]. However, variable step size solvers and
powerful processor systems overcome the numerical simulation problems and the
choice of shaft parameters is often uncritical. The benefit is a significant reduction
of modelling effort; therefore, this approach shall be used to model the internals
of the gear stage within the AT. A model for a friction clutch was presented in
Section 3.5; this model can also be used to model a brake. Torsionally flexible
mechanical connections and suitable models were discussed in Section 3.3. The
model for the planetary gear set can be based on the results from Section 3.6.2
where the epicyclic differential gear was discussed.

Planetary Gear Set

In Section 3.6.2 a mathematical model for a differential based on the planetary
gear set was derived. This set of equations can also be used to model the planetary
gear set within the AT; just the slip-limiting torque Tdsl has to be set to zero. If for
simplicity additionally losses are neglected (Tdl = 0), the differential equations for
the angular velocity of the planet carrier

dωcp

dt
=

(
Tcp + Trp + Tsp

)
Ĩp +

(
Tcp + Trp

) Isr2
p

r2
s
+
(
Tcp + Tsp

) Irr2
p

r2
r
+ Trp

Isr2
p

rrrs
+ Tsp

Irr2
p

rrrs

Dc
(3.47)

and for the angular velocity of the planet gears

dωpp

dt
=

Tcp

(
Is

rp
rs
− Ir

rp
rr

)
+ Trp

(
Ĩc

rp
rr
+ Is

rp
rs
+ Is

rp
rr

)
− Tsp

(
Ĩc

rp
rs
+ Ir

rp
rs
+ Ir
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rr

)

Dc
(3.48)

with

Dc = Ĩc

(
Ir

r2
p

r2
r
+ Is

r2
p

r2
s
+ Ĩp

)
+ Ir Is

(
rp

rr
+

rp

rs

)2

+ Ir Ĩp + Is Ĩp (3.49)
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can be used to model the dynamics of the planetary gear set. The angular velocities
of sun gear ωsp and ring gear ωrp are

ωrp = ωcp +
rp

rr
ωpp (3.50a)

ωsp = ωcp −
rp

rs
ωpp. (3.50b)

This set of equations describes the dynamics of the planetary gear set; the resulting
model structure is presented in Figure 3.21. Tcp and ωcp are torque and angular
velocity related to the planet carrier, Trp and ωrp belong to the ring gear while
Tsp and ωsp are related to the sun gear. In contrast to Section 3.6.2 where positive
torques applied to sun and ring gear were acting in a way that those gears were
slowed down, here positive torques Tsp and Trp act accelerative.

Tcp

Trp

Tsp

ωcp

ωrp

ωsp

Planetary
gear set

dyna-
mics

Figure 3.21: Planetary gear set model structure.

Finally, a model for the automatic transmission’s gear set as shown in Figure 3.16
can be obtained by combining models for planetary gear sets, clutches, brakes,
and flexible shafts. The results of numerical simulations based on this model
are presented in Section 4.3. Together with the model for the torque converter a
mathematical model for the AT can be formed.

3.7.2 Simplified Models

As the mathematical model for the automatic transmission’s gear set depicted in
Figure 3.16 is rather complex and requires many system parameters to be known
or identified, often simplified models are demanded as well. These cannot cover
all the details, but provide an easy to use and simple alternative. In addition to
the AT, these models should also be suitable for numerical simulations of other
transmission types. Therefore, the torque converter uniquely used in ATs shall not
be considered. When the complete automatic transmission system is to be simulated,
the torque converter model only has to be added to the simplified transmission
models presented below as for a manual transmission an additional friction clutch
might be added.
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In Figure 3.22a a very simple gearbox model, which essentially consists of a clutch
and a gear ratio, is presented. The gear stage and the clutch disks are assumed to
be inertia-free; the transmission’s moment of inertia is represented by the input
inertia Igbi and output inertia Igbo. igb is the transmission ratio of the gear stage
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Tc

Tgbi
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igb

(a) Simplified gearbox model, approach I.
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(b) Simplified gearbox model
structure, approach I.

Figure 3.22: Simplified gearbox modelling, approach I.

while Tc is the clutch torque. Tgbi and Tgbo are input and output torque, ωgbi and
ωgbo are the angular velocities of gearbox input and output. Since there are no
flexible couplings within the mechanical system, a second order dynamic system is
sufficient to model the dynamics:

Igbi
dωgbi

dt
= Tgbi − Tc (3.51a)

Igbo
dωgbo

dt
= igbTc − Tgbo (3.51b)

As in Section 3.5, the clutch torque Tc is a function of the relative angular velocity
of the clutch disks

Tc = Tc
(
ωgbi − igbωgbo

)
. (3.52)

The resulting model structure is shown in Figure 3.22b; besides the input and output
torque also the clutch torque Tc and the transmission ratio igb are system inputs.
A gear shift can be realised by disengaging the clutch, changing the transmission
ratio from its initial value to the transmission ratio related to the next gear, and
finally engaging the clutch again.

The shifting table for the AT presented in Section 3.7.1 however shows that a
typical gear shift involves two friction elements. These two elements are essential
for gear shifts without power interruption. Since the above model is based on just
one friction clutch, its use is limited to modelling manual transmissions where
gear shifts are non-overlapping. Therefore, in Figure 3.23a a second simplified
gearbox model with two friction clutches and two gear stages capable of handling
overlapping gear shifts is presented [82]. This system resembles a DCT, but can
also be used to model the gear set within the AT. The transmission gears and the
clutch disks are assumed to be inertia-free for modelling; the moment of inertia of
the transmission is represented by the input inertia Igbi and by the output inertia
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Figure 3.23: Simplified gearbox modelling, approach II.

Igbo. Tgbi and Tgbo are input respectively output torque while ωgbi and ωgbo are the
angular velocities of gearbox input and output. Since there are no flexible couplings
within the mechanical system, as before, two state variables are sufficient to model
the dynamics:

Igbi
dωgbi

dt
= Tgbi − Tc1 − Tc2 (3.53a)

Igbo
dωgbo

dt
= igb1Tc1 + igb2Tc2 − Tgbo (3.53b)

As in Section 3.5, the clutch torques Tc1 and Tc2 are functions of the relative velocities
of the clutch disks

Tc1 = Tc1
(
ωgbi − igb1ωgbo

)
(3.54a)

Tc2 = Tc2
(
ωgbi − igb2ωgbo

)
. (3.54b)

igb1 and igb2 are the two transmission ratios involved in the gear shift: one is the
current gear ratio while the other is the gear ratio after the gear shift. The resulting
model structure is shown in Figure 3.23b. As in Figure 3.22b, input and output
torque are system inputs; additionally, the two clutch torques can be specified. The
transmission ratios igb1 and igb2 can be classified as system inputs as well, but these
must be fixed before the gear shift.

These models with different complexity shall be assessed by the use of numerical
simulations, these results are presented in Chapter 4. The simulation strategies
required for correctly handling engaged and disengaged clutches are presented
before the simulation results in Section 4.2.1 and Section 4.2.2.
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3.8 Case Study I: Test System for Differential Gears

The modular modelling strategy based on combining various subsystems that were
discussed earlier in this chapter is demonstrated on the basis of three different test
bed configurations. The first example is a test system for differentials equipped
with three IMs as presented in Figure 3.24. This test bed can be used to test a wide
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Figure 3.24: Test system for differentials with KS R2R frequency converters.

variety of differential gears, which can be axle or centre differentials, passive or
electronically controlled, and possibly slip-limiting. Typically, three electric drives
are needed to perform the required tests: machine M1 provides the testing torque to
emulate the vehicle’s combustion engine and transmission while machines M2 and
M3 are used to generate the mechanical loads. The electric drives and the UUT are
coupled via double cardan shafts. Each of the three IMs is equipped with a torque
flange to measure the shaft torque and with an incremental encoder to measure the
machine’s rotational speed. A real-time control system is used to perform speed
and torque control as well as to control the electric drives via FOC.

In Figure 3.25 the structure of the model used for numerical simulations of the test
bed discussed in this section is shown in a graphical representation. The modular
system structure is obvious. In addition to the model for the limited-slip differential,
the mechanical system consists of several blocks for describing rotational dynamics
interconnected by shaft models. As mentioned earlier, the mechanical shafts are
assumed to be inertia-free; therefore, their moments of inertia have to be added to
the other inertias in the system. The cardan shaft models are characterised by their
torsional elasticities cs1, cs2, cs3 and their internal dampings ds1, ds2, ds3. According
to Section 3.3, also a backlash gap can be specified for each shaft if necessary. The
cardan shafts’ backlash gaps θbl1, θbl2, and θbl3 include also the gear play in the
UUT. The IMs are represented in the mechanical system by their rotor inertias Im1,
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Figure 3.25: Test system for differentials, model structure.

Im2, and Im3. A combination of an elastic coupling with elasticity c f 1 and damping
d f 1 and an inertia I f 1 is used to model the torsional dynamics of the torque sensor
attached to machine M1. The torsional flexibility within the torque measuring flange
is directly related to its measuring principle based on the twist of a torsion element
as described in Section 2.3.1. These torque flange modelling components also have
to be included for the drives M2 and M3 with their individual parameters I f 2, c f 2,
d f 2 and I f 3, c f 3, d f 3 respectively. These parameters are not necessarily identical as
different torque transducers and various further adapter flanges might be used. Due
to these additional torsional dynamics, three extra eigenfrequencies are introduced
within the mechanical system.

The UUT could be any type of differential; to be able to finally compare measure-
ment data and simulation results, a specific differential gear must be chosen for
modelling and simulation. Because of the modular modelling approach, a change
of the UUT would only require to modify the differential’s system model. Since
the UUT considered here is a symmetric limited-slip bevel gear axle differential,
Equation (3.16) and Equation (3.17) can be used to model its dynamics. Due to the
symmetric structure, the number of system parameters can be reduced as I1 = I2
and r1 = r2 hold. As shown in Appendix C, then the more compact Differential
equations (C.13) and (C.14) can be used to model the differential’s dynamics and
only the two moments of inertia Idi and I3b need to be known. These can be identi-
fied by the use of experiments on the test bed. Even the ratio r3/r1 is not required
to be known since it is only a scaling parameter for the slip limiting torque Tdsl.
The differential under test considered here showed a dependency of the locking
friction torque Tdsl on the angular position of the differential bevel pinion; as a
consequence, Equation (3.35) was altered by adding a dependency on the integral of
the differential bevel pinion’s angular velocity ω3. Furthermore, the locking friction
torque’s dependency on ω3 was not exactly linear; for this reason, the non-linear
component fω, mentioned in Section 3.6.3 for modelling Tdsl, was a linear function
of angular velocity for small ω3 and constant otherwise (saturation function). The
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differential gear considered here is a passive system; therefore, its behaviour cannot
be changed during the test-runs.

Since the test bed shown Figure 3.24 is equipped with the KS R2R frequency
converter, the electrical subsystems can be modelled in great detail. The IMs
are modelled using the fundamental wave model given by System (A.16) where
the system outputs are the air-gap torques Tag1, Tag2, and Tag3 and the phase
currents needed for control. FOC is represented by the discrete time control scheme
presented in Figure A.2. The control system is completed by superordinate discrete
time PI controllers for rotational speed and torque as shown in Figure 2.5b.

In Appendix C the differential equations describing the dynamics of the mechanical
system shown in Figure 3.25 are summarised. The complete mathematical system
model including the IMs and FOC cannot be specified as parts of the inverter
control functionality are confidential.

3.9 Case Study II: Test System for Differential Gears
with Adapter Gearboxes

The second modelling and simulation example is the test system that was presented
in Figure 3.1 in Section 3.1. This test bed closely resembles the testing solution for
differentials presented in Figure 3.24 that was previously discussed; the essential
difference are three downspeed gearboxes. These are used to increase the torque
by reducing the rotational speed to reach the required testing conditions (total
load torque up to 60 kN m). The adapter gearbox was already modelled before in
Section 3.4; consequently, these new additional gearbox models only have to be
included in the model structure presented before in Figure 3.25. This leads to the
final model as shown in Figure 3.26.

The new gearboxes are characterised by their transmission ratios igb1, igb2, and
igb3 and by their moments of inertia Igb1, Igb2, and Igb3. As seen in Section 3.4, the
moments of inertia of the gearboxes can be specified for the high- or the low-speed
side; here the parameters for the high-speed side are given. Double cardan shafts
are used to couple the gearboxes to the rest of the mechanical system; these can be
modelled using elastic shaft models with their individual parameters for elasticity
and internal damping.2 Since again KS R2R frequency converters are used, the
remaining model structure does not have to be changed, only system parameters
must be adjusted. This holds for the UUT as well; although here a rear axle truck

2Since all backlash phenomena are assumed to be covered by the backlash gaps specified for
the cardan shafts connecting gear boxes and differential, no backlash gap needs to be given for the
remaining shafts.
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Figure 3.26: Test system for differentials with adapter gearboxes to increase testing torque,
model structure.

differential designed for much higher torques is tested, the same model as before
can be used.

3.10 Case Study III: Test System for Transmissions

The final modelling example is a test system for transmissions as presented in
Figure 3.2 in Section 3.1. Here just two electric machines are needed to perform
the testing. The input drive M1 provides the testing torque while the output drive
M2 is again used to generate the mechanical loads that would come from the road
in a real world driving experiment. The UUT could be any type of transmission,
automatic as well as manually actuated. In this modelling and simulation example,
a testing scenario for an AT is assumed. A graphical representation of the resulting
system model used for simulation is presented in Figure 3.27. The model structure
is similar to the two examples previously presented. Both IMs are represented in
the mechanical system by their individual rotor inertias Im1 and Im2. The torque
measuring flanges are again modelled as a combination of the moment of inertias
I f 1 and I f 2 and their internal elastic couplings with parameters c f 1, d f 1 and c f 2, d f 2
respectively. The mechanical connections to the UUT are modelled as torsionally
flexible shafts with parameters cs1, ds1, θbl1 and cs2, ds2, θbl2. Since instead of the KS
R2R inverter a conventional inverter system is used in this application, a detailed
modelling of inverter and IM as before is not possible. The inverter’s internal control
algorithms are unknown; therefore, a simplified model containing dead-time and
first-order low-pass dynamics as discussed in Section 3.2 is used. As common for
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Figure 3.27: Test system for transmissions, model structure.

these testing situations, the input drive is operated in torque control mode while
the load drive is speed controlled.

In contrast to the differential gear, the AT changes its behaviour over time as e.g.
gear shifts occur. On the test bed the transmission actuation required to perform a
gear shift is carried out by a superimposed test bed control system. For simulation
the simplified gearbox model presented in Figure 3.23 in combination with the
torque converter model from Section 3.7.1 is used; these are capable of describing
the transmission system for stationary gear and for gear shifts. The actuation signal
for the torque converter model is the lock-up clutch torque while the gearbox model
requires the two clutch torques and transmission ratios to be known.

3.11 Parameter Identification

The simulation models presented previously are rather complex, this directly
results in a high number of system parameters. These parameters have to be
identified before simulation. The parameters required to simulate the IMs are
typically identified during the test bed commissioning process. The parameters
used within FOC are user-defined and therefore known as well. The mechanical
system parameters such as inertias, torsional shaft stiffness, and internal damping
can be gathered from various sources: The inertias of the electric machines are
frequently known from the motor data sheets or from the test bed commissioning
process. The torque measuring flanges’ parameters are usually given in the data
sheet. Parameters for shafts and adapter flanges can often be determined based on
their geometric dimensions and given material properties.

After using all this information typically some uncertainty remains. To finally
tune the parameters of the mechanical system, it is usually inevitable to analyse
measurement data from the test bed. As the mechanical system mostly shows
low internal damping, torsional vibrations due to resonance phenomena are a
permanent problem on these test systems. Therefore, correctly simulating these
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torsional vibrations is essential. To be able to match the torsional vibration modes
within the simulation model to the critical frequencies of the test bed, suitable
experiments have to be performed. Two different types of experiments and identi-
fication procedures have proven to be practical. One possible approach is to apply
a chirp signal to one or more actuators and to analyse the torques measured by the
torque sensors; this strategy was also used in [26], but for a significantly simpler
system. This experiment was performed on a test bed for differentials as shown in
Figure 3.24. The reference for the air-gap torque of the input drive M1 was chosen
as

Tag1,re f .(t) = 500 N m + 100 N m sin
(

2π
∫ t

0
fexc(τ)dτ

)
(3.55)

with fexc increasing linearly over time from 0 Hz to 1000 Hz in 100 s. The 500 N m
torque offset is practical to avoid parasitic phenomena caused by gear play. In
Figure 3.28 a characteristic system response is shown. The sign of the measured
torques Tf 2 and Tf 3 was changed for clarity. This plot is dominated by a low
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Figure 3.28: Experimental system identification for a test bed for differential gears with
chirp signal, torques measured at the electric drives.

frequency resonance peak visible in the torque measured at the input and the
output drives. Additional higher resonances occur partially in all measurement
signals or only at the input or only at the output drives. This frequency response can
be used to finally tune the system parameters by comparing measurement data and
simulation results. Additionally, the number of relevant resonance peaks determines
the number of flexible shaft couplings required in the mechanical system model.
Another popular method for the identification of relevant resonant frequencies,
and for analysing rotating mechanical systems in general is the use of Campbell
diagrams, see e.g. [83–85]. Instead of using chirp signals this method is often based
on rotational speed ramps.
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3.12 Torsional Vibration Analysis

Since torsional vibrations are critical on power train test systems, a modal analysis
for the test bed for differential gears shown in Figure 3.24 is performed. The non-
linear differential equations describing the mechanics of the test bed are given
in Appendix C. It is shown that by the use of some simplifications, linear time-
invariant (LTI) system models can be derived. This results in a model describing
the test bed with a locking differential as UUT and another model for a test bed
with an open differential without any slip-limiting functionality as UUT. These
linear system models can be used to calculate the modal analysis. By computing
the eigenvalues of the dynamic matrix the eigenfrequencies of the system are de-
termined; the eigenvectors give information about the vibrational behaviour at those
eigenfrequencies [55, 86]. Since the system is modelled by a set of first-order dif-
ferential equations with angular velocities and angular positions as state variables,
each eigenvector contains the information of the modal form twice: The eigenvector
components for angular velocity are equal to the eigenvector components for an-
gular position times the corresponding eigenvalue. The results of a numerically
calculated modal analysis for the test bed with a locking differential are depicted
in Figure 3.29.3 The rotating bodies are labelled with their individual moment of
inertia according to Figure 3.25. As stated in Appendix C, the differential gear is
characterised by its overall moment of inertia Idi relating to the input shaft. In each
sub-plot a single eigenmode is discussed by depicting the elements of the relevant
eigenvector qualitatively. In Figure 3.29a the rigid body mode is shown; here all the
inertias rotate in phase. Due to the transmission ratio of the differential gear, the
eigenvector elements related to the differential’s outputs are smaller. In Figure 3.29b
the first non-zero eigenmode is shown; here the two output drives clearly oscillate
against each other. This can be identified by the opposite sign of the eigenvector
entries relevant for load drive M2 respectively load drive M3. The eigenmode at
21.9 Hz depicted in Figure 3.29c is often problematic, here the input drive oscillates
against the two load drives. The next eigenmode shown in Figure 3.29d is char-
acterised by the fact that the UUT oscillates against the three electric drives. The
eigenmodes related to the torque measuring flanges are presented in Figure 3.29e,
Figure 3.29f, and Figure 3.29g. These oscillation modes strongly affect the torque
measurement signals.

The results of a numerically calculated modal analysis for the test bed with an
open differential are depicted in Figure 3.30. These plots show some similarities
with the results discussed above; however, some aspects are different. Since here

3For the modal analysis a characteristic parameter set for this type of test bed was used, see
Table C.1. As internal shaft damping coefficients are typically low, negligible damping was assumed
for the modal analysis. Then eigenmodes are called ‘real’ and the bodies move in a way that they all
reach their maximum or minimum positions at the same point in time [86]. This allows a simple
two-dimensional visualisation.
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the differential’s output axles can have different angular velocities, an extra degree
of freedom is introduced. For a convenient visualisation this extra system state
is not shown directly. Instead, the behaviour of the two output axles labelled Ido1
and Ido2 is analysed. Rigid body modes are presented in Figure 3.30a; contrary
to above no unique modal form exists for this problem setting. Because of the
open differential’s behaviour, the angular velocities of the two output axles can
be arbitrary as long as their average speed matches the angular velocity of the
differential’s input scaled by the inverse of transmission ratio id. In Figure 3.30b
the eigenmode where the input drive oscillates against the load drives is shown.
The eigenmode presented in Figure 3.30d is characterised by the fact that the
UUT oscillates against the electric drives. These two figures are very similar to
Figure 3.29c and Figure 3.29d. This implies that these two oscillation modes are
hardly affected by the type of differential gear that is tested. The eigenmodes
related to the torque sensors are presented in Figure 3.30e, Figure 3.30f, and
Figure 3.30g; these are again similar to the torque flange related oscillation modes
from Figure 3.29. Only the eigenfrequencies are slightly different. In Figure 3.30c an
eigenmode that is new compared to Figure 3.29 is shown. This new oscillation mode
is characterised by strong torsional vibrations of the two outputs of the differential
gear against each other, which is due to the behaviour of the open differential gear.
This mode cannot occur with the locking differential discussed above. As shown
in Figure 3.29b, with an locking differential the load drives would rather oscillate
against each other.

The torsional vibration modes shown in Figure 3.29 and Figure 3.30 are characteristic
for the power train test beds discussed in this work. Also other realistic parameter
settings lead to similar results. The fact that most oscillation modes are nearly
independent on the type of differential gear that is tested allows to design universal
controllers for varying UUTs. Even different testing topologies typically show these
phenomena with electric drives oscillating against each other or the UUT oscillating
against some electric drives.
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Figure 3.29: Modal analysis of a test bed for differential gears with a locking differential as
UUT.
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Figure 3.30: Modal analysis of a test bed for differential gears with an open differential as
UUT.





Chapter 4

Simulation

The numerical simulations of power train test systems that are needed during
the controller design process are based on the mathematical models presented
in Chapter 3. These simulations are done using the Matlab®/Simulink® software
environment. Consequently, the differential equations describing the test bed com-
ponents that were derived in Chapter 3 must be implemented. However, since some
of the discussed mechanical systems contain friction elements, a direct implement-
ation is not advisable. Due to static and Coulomb friction torques, the dynamic
dimension of these systems can change over time. In literature a system with this
property is called a variable dynamic dimension system (VDDS) [42]. A typical example
is the clutch; if the clutch torque is zero, the two clutch disks rotate independently
from each other. As two moments of inertia rotate at their individual angular
velocities, the system order is obviously two. If the clutch torque is increased, the
difference in angular velocities will decrease, but because the angular velocities are
still different, the system order remains two. When the clutch is finally completely
engaged, the two clutch disks are forced to the same angular velocity; therefore,
the system order is now reduced to one. For simulation this means that the angular
velocities of the two clutch disks have to be kept identical for the engaged clutch.
An alternative interpretation is that the differential angular velocity of the clutch
disks must be vanishing. This has to be guaranteed by an appropriate simulation
strategy, which will be discussed in this chapter. Since zeroing a state variable is
easier to achieve than to force two system states to identical values, this strategy
is pursued henceforth. As a consequence, the actually free choice of system states
should be in a way so that the potentially vanishing differential velocities are chosen
as state variables. This phenomenon of reduced system order is directly related to
the friction model used. Some rather popular friction models are discussed in the
following section.

61
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4.1 Friction Models

There are many friction models available in literature, see e.g. [67, 87–89], each with
certain advantages and disadvantages. Which one of these models is used usually
depends on the purpose of the friction modelling. A very important criterion
is that observed friction phenomena can be accurately described with as little
computational resources as possible. Since friction is based on complex physical
mechanisms, most friction models have to be simplifications to make simulation
and especially identification of friction parameters practically doable.

The available friction models can be divided into static and dynamic models depend-
ing on the presence of frictional memory to include dynamics between angular
velocity and friction torque. This work will focus on static models for friction
because of their simplicity. Figure 4.1 shows some fundamental static models for
friction based on Coulomb friction Tf r,c, viscous friction Tf r,v, and static friction Tf r,s.
This figure also includes the Stribeck model to describe the Stribeck effect. Coulomb
friction tends to bring the relative speed of two surfaces to zero, static friction then
keeps them at zero relative speed. Due to these properties, those phenomena are
widely used in automotive mechanical systems to synchronise rotating bodies.

Tf r

Tf r,c

ω

(a) Coulomb friction model.

Tf r

Tf r,c
Tf r,v

ω

(b) Coulomb and viscous friction model.

Tf r

Tf r,s

Tf r,c
Tf r,v

ω

(c) Coulomb, viscous, and static friction
model.

Tf r

Tf r,s

Tf r,c
Tf r,v

ω

(d) Coulomb and viscous friction with Stri-
beck effect.

Figure 4.1: Overview of different static models for friction.

In every model shown in Figure 4.1 the friction torque Tf r is a static function of the
angular velocity ω between the two relevant contact surfaces. The friction models
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shown in Figure 4.1 are called discontinuous friction models because they include a
discontinuity at ω = 0. At zero velocity the friction torque cannot be described as a
function of velocity only; instead, the resulting friction torque must be equal to the
sum of external torques, with an upper and lower bound given by the static friction
torque Tf r,s.

In Section 3.5 the clutch torque was modelled as

Tc = µc

[
Tc,c + (Tc,s − Tc,c) e−

|ωci−ωco|
ωc,s + kc,v |ωci −ωco|

]
sgn (ωci −ωco) ; (4.1)

this is a static model for friction including the Stribeck effect as shown in Figure 4.1d.
This calculation formula for the effective clutch torque Tc is obviously only valid
for ωci 6= ωco while

Tc =

{
Text. if |Text.| ≤ Tc,s

Tc,ssgn (Text.) otherwise
, (4.2)

where Text. is the sum of external torques, holds for ωci = ωco.

The friction torques defined in Section 3.6.3 to model loss torque Tdl and slip-
limiting torque Tdsl for the differential gear are also in accordance with the static
models for friction given in Figure 4.1. Both of them are composed of Coulomb
friction Tf r,c and viscous friction Tf r,v

Tdl(ωdi) = (Tdl0 + kdlT |Tdi|)︸ ︷︷ ︸
Tf r,c

sgn (ωdi) + kdlωωdi︸ ︷︷ ︸
Tf r,v

(4.3)

Tdsl(ω3) = (Tdsl0 + kdslT |Tdi|)︸ ︷︷ ︸
Tf r,c

sgn (ω3) + kdslωω3︸ ︷︷ ︸
Tf r,v

. (4.4)

As for the clutch torque, here the sticking situation would have to be considered
separately too; consequently, these formulas are only simplified representations and
the alternative definition for the vanishing signum function is implicitly assumed.
Equations (4.3) and (4.4) illustrate that the state variables chosen in the modelling
process in Section 3.6.1 and Section 3.6.2 are convenient because each friction
torque depends on just one state variable instead of a linear combination of both
states. Because of the dependence on the differential’s input torque Tdi, the graphs
presented in Figure 4.1 are not sufficient to show every friction dependency, but
just the dependency on the angular velocities is critical for simulation aspects.
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4.2 Numerical Simulation of Variable Dynamic
Dimension Systems

The discontinuity at zero velocity shown in Figure 4.1 may lead to serious numerical
problems in simulation. If friction is modelled by using a switching function as
the signum function, there cannot be real sticking because once a state variable is
near zero there is switching between positive and negative maximum static friction
torque [87]. This leads to chattering which requires small simulation time steps. As
a consequence, the simulation of systems including static and Coulomb friction
requires some additional considerations; since only the discontinuity at zero velocity
causes these simulation issues, viscous friction is typically not problematic.

To overcome these difficulties, the friction models can be altered by replacing
the discontinuity at zero velocity by a continuous function with finite slope, see
e.g. [88]. Choosing this slope too steep however may lead to stiff systems of
differential equations requiring again a small integration step size, which might slow
down the simulation dramatically. Additionally, there will never be real sticking
because there is non-zero velocity even if the external torques are permanently
less than the maximum static friction torque Tf r,s, especially if the slope of the
curve approximating the discontinuity is not steep enough. An alternative approach
for dealing with a VDDS is the concept of hybrid systems [90] where all possible
sub-models with different system order are determined and a switching logic is
used to commute between these sub-models. This strategy can be used for systems
with rather small complexity such as the clutch [91] where only two system models
for disengaged respectively engaged clutch are required. When the system becomes
more complex and contains more friction elements, the number of sub-models
required rises potentially exponentially and the correct handling of the transitions
from one sub-model to another gets extensive [44, 75, 92, 93].

To resolve these simulation problems, in 1985 Karnopp proposed a force-balance
model for one-dimensional problems using a small velocity window [9]. Outside
this velocity window the moving body is assumed to be slipping and the friction
torque or force can be an arbitrary function of velocity. Inside the velocity window
the body is sticking and the friction force is determined to compensate the external
forces; this keeps the body’s velocity at a small constant value somewhere inside the
velocity window. If the external forces are greater than the maximum static friction
force, the sticking phase is left and the slipping state arises. In [94] Tariku and Rogers
proposed a slightly modified concept using sign changes of sliding velocity instead
of the small velocity window as criterion for the detection of sticking. The basic
idea of force-balancing was initially presented for one-dimensional problems. This
is briefly recapitulated in the next section before an extension to two-dimensional
problems is presented.
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4.2.1 One Element Affected by Coulomb or Static Friction

In this section problems of the form

dx
dt

= Ax + Bu− kTf r1(x1) (4.5)

are analysed with special focus on friction simulation. The N-dimensional vector
x = [x1, x2, . . . , xN]

T is the state vector, A ∈ RN×N is the dynamic matrix, the
m system inputs are given by the input vector u while B ∈ RN×m is the input
matrix. The friction torque Tf r1 = Tf r1 (x1) is a function of the system state x1 only,
the vector k = [k11, k21, . . . , kN1]

T determines the friction torque’s influence on the
system dynamics. The simulation problem is completed by the definition of the
friction torque Tf r1 depending on x1

Tf r1(x1) =

{
t f r1(x1) if x1 6= 0

Tf r1,s if x1 = 0
(4.6)

with

t f r1(x1) > 0 if x1 > 0

t f r1(x1) < 0 if x1 < 0.
(4.7)

t f r1(x1) represents the friction torque for sliding while Tf r1,s stands for the max-
imum static friction torque. If a dynamic system is not given in the form of Sys-
tem (4.5), as e.g. Tf r1 also depends on other system states, a regular state trans-
formation may be applied. At this point only physically meaningful systems where
friction is dissipative are considered. A necessary criterion is that k11 > 0 has to
hold.

When integrating Equation (4.5) numerically to calculate the state vector x, the
resulting friction torque has to be determined at every simulation time step. Because
force-balancing is used, it is necessary to distinguish whether the system state x1 is
sticking or sliding; therefore, a distinction of cases is required.

Case 1

If x1 6= 0, no difficulty arises because no sticking occurs and the resulting friction
torque is

Tf r1 = t f r1(x1). (4.8)

The dynamics of System (4.5) is then given by

dx
dt

= Ax + Bu− kt f r1(x1). (4.9)
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Case 2

If x1 = 0, as proposed by Karnopp, the friction torque required to keep this state at
zero (dx1/dt = 0) can be determined according to

T̃f r1 =
1

k11

(
aT

1x + bT
1u
)

, (4.10)

where bT
1 is the first row of B and aT

1 is the first row of A. Using this virtual torque
T̃f r1 the resulting friction torque is

Tf r1 =

{
T̃f r1 if |T̃f r1| ≤ Tf r1,s

Tf r1,ssgn(T̃f r1) otherwise
. (4.11)

Consequently, the dynamics of System (4.5) is given by

dx
dt

=







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
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...

aT
N


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...

bT
N


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


k21
...

kN1


 T̃f r1




if |T̃f r1| ≤ Tf r1,s

Ax + Bu− kTf r1,ssgn(T̃f r1) otherwise

, (4.12)

where aT
i and bT

i are the ith row of A and B respectively. Depending on the available
static friction the system state will either stay at x1 = 0 or start slipping (dx1/dt 6= 0).
These findings are presented in Figure 4.2, where the friction torque Tf r1 is plotted
as a function of aT

1x + bT
1u. It is obvious that three different cases can occur. In

aT

1x + bT

1u

Tf r1

Tf r1,s

k11Tf r1,s−k11Tf r1,s

dx1

dt > 0

dx1

dt < 0

① ②③

Figure 4.2: Friction torque calculation for one-dimensional problems at x1 = 0 according to
the force-balancing strategy.

situation ¬ the external torques are compensated by the friction torque. In area ­

the maximum positive static friction torque must be applied, while in section ® the
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maximum negative static friction torque is required. Additionally, regions where a
transition from sticking to slipping state occurs are marked in blue in Figure 4.2.

This simulation strategy can also be applied to systems of the more general form

dx
dt

= Ax + Bu−




k11 . . . k1p
k21 . . . k2p

... . . . ...
kN1 . . . kNp




︸ ︷︷ ︸
=:K




Tf r1
Tf r2

...
Tf rp




︸ ︷︷ ︸
=:T f r

, (4.13)

where N is the system order and p ≤ N is the number of friction torques. Each fric-
tion torque Tf ri = Tf ri (xi) is a function of the system state xi only for i ∈ {1, . . . , p}.
The diagonal elements k11 to kpp of K must be positive to ensure that friction is
dissipative. To avoid couplings among the friction terms that would complicate
friction calculation, the elements in the first p rows of K apart from the diagonal
elements k11 to kpp must be zero. If these conditions are fulfilled, this friction
simulation problem can be divided into sub-problems similar to System (4.5).

Simulation Example

This simulation strategy has been implemented in Simulink® using zero crossing
detection and a variable step size solver to detect sticking reliably [95]. Additionally,
the state variable affected by friction is set to zero and kept at this value actively
while sticking. This prevents variations in velocity due to errors from numerical
friction calculation. The simulation strategy shall be tested on the basis of the scalar
dynamic system

dx
dt

= u− Tf r(x), (4.14)

where the friction torque Tf r is given by Coulomb friction Tf r,c according to Fig-
ure 4.1a only. This system is obviously in the form of System (4.5). The simulation
results are presented in Figure 4.3. The system input u and the initial condition of
the state variable x were selected so that some transitions from slipping to sticking
and vice versa occur. It can be seen that sticking is detected reliably at t ≈ 1.3 s
and t ≈ 3.5 s. During the sticking phases the system input u is compensated by the
friction torque Tf r so that the system variable x remains at zero. This comes without
any chattering resulting in a very small simulation step size. When at t ≈ 2.0 s
the system input u exceeds the maximum static friction, the system changes from
sticking to slipping.
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Figure 4.3: Results of a numerical simulation of a scalar system with Coulomb friction
using the force-balancing strategy.

Power Train Example: Clutch

In Section 3.5 a mathematical model for a friction clutch was presented. This system
is a typical example for a VDDS. If the clutch is disengaged, the two clutch disks
rotate at angular velocities ωci and ωco; consequently, the mathematical model is
a second order system. However, if the clutch is engaged, these two elements are
forced to the same angular velocity and thus the dynamic dimension is reduced
from two to one. To bring the mathematical model from Section 3.5 into a form
equivalent to System (4.5), the state transformation1

[
ω0

∆ωc

]
=

(
1 − Ico

Ici+Ico

1 −1

)[
ωci
ωco

]
(4.15)

can be applied. This results in

dω0

dt
=

Tci

Ici + Ico
− Tco

Ici + Ico
(4.16a)

d∆ωc

dt
=

Tci

Ici
+

Tco

Ico
−
(

1
Ici

+
1
Ico

)
Tc. (4.16b)

The clutch torque Tc is then a function of the relative angular velocity of the two
clutch disks ∆ωc

Tc = Tc (ωci −ωco) = Tc (∆ωc) . (4.17)

Another example for this type of simulation problem is the torque converter with
lock-up clutch as presented in Section 3.7.1.

1This state transformation is only one possibility, other choices of system states are admissible
as well.
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4.2.2 Two Elements Affected by Coulomb or Static Friction

If two elements that are affected by Coulomb or static friction are part of the
simulation problem, a system of differential equations of the form

dx
dt

= Ax + Bu−




k11 k12

k21 k22
...

...
kN1 kN2




︸ ︷︷ ︸
=:K

[
Tf r1
Tf r2

]

︸ ︷︷ ︸
=:T f r

(4.18)

results. The N-dimensional vector x = [x1, x2, . . . , xN]
T is the state vector, A ∈ RN×N

is the dynamic matrix, the m system inputs are given by the input vector u, while
B ∈ RN×m is the input matrix. The friction torque Tf r1 = Tf r1 (x1) is a function of
the system state x1 while Tf r2 = Tf r2 (x2) is a function of the system state x2 only.
The simulation problem is completed by the definition of the friction torques Tf r1
and Tf r2

Tf ri(xi) =

{
t f ri(xi) if xi 6= 0
Tf ri,s if xi = 0

(4.19)

with

t f ri(xi) > 0 if xi > 0

t f ri(xi) < 0 if xi < 0
(4.20)

for i ∈ {1, 2}. t f ri(xi) represents the friction torque for sliding while Tf ri,s stands for
the maximum static friction torque for sticking. The matrix K ∈ RN×2 determines
the friction torques’ influence on the system dynamics. In the following, only
systems where friction is dissipative are considered. If H(x) = 1

2 xTx is the energy
function of the autonomous system, its time derivative is

dH(x)
dt

= p = xT
(
Ax−KT f r

)
= xTAx−xTKT f r︸ ︷︷ ︸

=:p f r

. (4.21)

As at this point only the influence of friction is investigated, the term xTAx is
excluded and

p f r = −
[
x1 x2

]
K22T f r(x1, x2)︸ ︷︷ ︸

=:p f r,12

−
[
x3 · · · xN

]
KrT f r(x1, x2) (4.22)

with matrices

K22 :=
(

k11 k12
k21 k22

)
, Kr :=




k31 k32
...

...
kN1 kN2


 (4.23)
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remains. By using

T f r =

(
t̃ f r1(x1) 0

0 t̃ f r2(x2)

)[
x1

x2

]
(4.24)

with functions t̃ f r1(x1) > 0 and t̃ f r2(x2) > 0, the term p f r,12 in Equation (4.22) can
be further analysed:

p f r,12 = −
[
x1 x2

]
K22

(
t̃ f r1(x1) 0

0 t̃ f r2(x2)

)[
x1

x2

]
(4.25)

As t̃ f r1(x1) > 0 and t̃ f r2(x2) > 0 hold, this quadratic form is negative for non-zero
x1 and x2 if the matrix K22 is positive definite. Therefore, a positive definite friction
matrix K22 is a necessary criterion for friction to be dissipative. This i.a. implies
that k11 > 0 and k22 > 0 must hold.

When Equation (4.18) is integrated numerically to calculate the state vector x, the
resulting friction torques have to be determined at every simulation time step. To
do so, the basic idea of force-balancing can also be applied to this dynamic system.
But since there is not just one moving body affected by friction, an extension is
required. Applying force-balancing is particularly difficult because in addition to
the external torques given by the system input u, Tf r1 has to be considered as well
when calculating Tf r2 and vice versa. In simulation this could result in an algebraic
loop. A solution for this problem was proposed in [71]; in the following, these
results are presented in a slightly modified form. As in the simpler problem setting
discussed before, it is necessary to distinguish whether a system state is sticking or
sliding. Since there are now two state variables affected by friction, four cases in
total are possible [10, 71].

Case 1

If x1 6= 0 and x2 6= 0, no difficulty arises because none of the state variables is zero
and the resulting friction torques are

Tf ri = t f ri(xi) (4.26)

for i ∈ {1, 2}. The dynamics of System (4.18) is given by

dx
dt

= Ax + Bu−K
[

t f r1(x1)
t f r2(x2)

]
. (4.27)
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Case 2

If x1 = 0 and x2 6= 0, the friction torque Tf r2 is given by

Tf r2 = t f r2(x2). (4.28)

The state variable x1 is zero and as proposed by Karnopp, the friction torque
required to keep this state at zero (dx1/dt = 0) can be determined as

T̃f r1 =
1

k11

[
aT

1x + bT
1u− k12t f r2 (x2)

]
, (4.29)

where aT
1 is the first row of A and bT

1 is the first row of B. By the use of this virtual
torque T̃f r1, the resulting friction torque is

Tf r1 =

{
T̃f r1 if |T̃f r1| ≤ Tf r1,s

Tf r1,ssgn(T̃f r1) otherwise
. (4.30)

Consequently, the dynamics of System (4.18) is given by

dx
dt

=








0


aT
2
...

aT
N


 x +




bT
2
...

bT
N


 u−




k21 k22
...

...
kN1 kN2




[
T̃f r1

t f r2(x2)

]




if |T̃f r1| ≤ Tf r1,s

Ax + Bu−K

[
Tf r1,ssgn(T̃f r1)

t f r2(x2)

]
otherwise

,

(4.31)
where aT

i and bT
i are the ith row of A and B respectively. Depending on the maximum

static friction the critical state variable will either stay at x1 = 0 or start slipping
(dx1/dt 6= 0).

Case 3

The case x1 6= 0 and x2 = 0 is equivalent to ‘Case 2’ if the system states x1 and x2
are interchanged.

Case 4

If x1 = 0 and x2 = 0, the virtual friction torques required to keep these two state
variables at zero can be determined by setting dx1/dt and dx2/dt to zero what leads
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to [
T̃f r1

T̃f r2

]
= K−1

22

[(
aT

1

aT
2

)
x +

(
bT

1

bT
2

)
u

]
. (4.32)

If |T̃f ri| ≤ Tf ri,s for i ∈ {1, 2}, a valid solution for the friction torques is found and
the system dynamics are

dx
dt

=




0
0


aT

3
...

aT
N


 x +




bT
3
...

bT
N


 u−




k31 k32
...

...
kN1 kN2



[

T̃f r1

T̃f r2

]




. (4.33)

The state variables x1 and x2 will then obviously remain at zero (dxi/dt = 0 for i ∈
{1, 2}).
Since there is limited static friction, if either the absolute value of T̃f r1 is greater
than Tf r1,s or the absolute value of T̃f r2 is greater than Tf r2,s, further calculations
are necessary to determine a correct solution. Just limiting the calculated friction
torques to their maximum values as suggested in [10] is not sufficient because both
relevant system states are dependent on both friction torques and limiting e.g. Tf r1
influences the state variable x2 as well. An idea to find a solution nevertheless is
presented below.

The conditions

|T̃f r1| ≤ Tf r1,s (4.34a)

|T̃f r2| ≤ Tf r2,s (4.34b)

can be visualised in a two-dimensional plane if x- and y-axis are chosen as

x = aT
1x + bT

1u (4.35a)
y = aT

2x + bT
2u. (4.35b)

Condition (4.34a) can be interpreted in this x-y plane as the area between the two
parallel straight lines

y =
k22

k12
x± (k11k22 − k12k21) Tf r1,s

k12
. (4.36)

Also Condition (4.34b) can be translated into a region between the two parallel
straight lines

y =
k21

k11
x± (k11k22 − k12k21) Tf r2,s

k11
. (4.37)
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The intersection of these lines forms a parallelogram where Condition (4.34) holds,
see sector ¬ in Figure 4.4. On the border of this parallelogram at least one of the
two important friction torques is at its positive or negative maximum value. The
same holds for the area outside of this central sector. This outer region will be
further investigated in the following.

K22

[

Tf r1,s

Tf r2,s

]
K22

[

−Tf r1,s

Tf r2,s

]

K22

[

−Tf r1,s

−Tf r2,s

]

K22

[

Tf r1,s

−Tf r2,s

]

aT

1
x + bT

1
u

aT

2x + bT

2u

①

Figure 4.4: Friction torque calculation for two-dimensional problems at x1 = 0 and x2 = 0
according to the force–balancing strategy, sector ¬.

If Tf r2 is assumed to be at its positive maximum value

Tf r2 = Tf r2,s, (4.38)

the dynamics of the state variable x2 must fulfil

dx2

dt
≥ 0 (4.39)

because otherwise the friction torque would have to be different. By using Equa-
tion (4.38), the friction torque Tf r1 required to maintain dx1/dt = 0 can be determined
as

Tf r1 =
1

k11

(
aT

1x + bT
1u− k12Tf r2,s

)
. (4.40)

Since Tf r1 is limited by the maximum respectively minimum static friction torque,
Equation (4.40) only gives the final result if

|Tf r1| ≤ Tf r1,s (4.41)

holds. Condition (4.41) is equivalent to situations given by certain x and u that are
between the two vertical lines

x = ±k11Tf r1,s + k12Tf r2,s (4.42)
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in the afore introduced x-y plane. Condition (4.39) can be further analysed by
evaluating the system dynamics for the friction torques given by Equation (4.38)
and Equation (4.40). This criterion can then be interpreted as the area in the x-y
plane lying above the straight line

y =
k21

k11
x +

(k11k22 − k12k21) Tf r2,s

k11
. (4.43)

The intersection of these two regions forms a special area in the x-y plane labelled
sector ­, see Figure 4.5. If the given x and u are within this sector, the friction
torques needed to calculate the system dynamics are given by Equation (4.38) and
Equation (4.40).

K22

[

Tf r1,s

Tf r2,s

]
K22

[

−Tf r1,s

Tf r2,s

]

K22

[

−Tf r1,s

−Tf r2,s

]

K22

[

Tf r1,s

−Tf r2,s

]
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1
u

aT

2x + bT

2u

①

②

③

Figure 4.5: Friction torque calculation for two-dimensional problems at x1 = 0 and x2 = 0
according to the force–balancing strategy, sectors ­ and ®.

If however Tf r2 is assumed to be at its negative maximum value

Tf r2 = −Tf r2,s, (4.44)

the dynamics of the state variable x2 must fulfil

dx2

dt
≤ 0. (4.45)

Similar to before, the friction torque Tf r1 required to maintain dx1/dt = 0 can be
determined as

Tf r1 =
1

k11

(
aT

1x + bT
1u + k12Tf r2,s

)
(4.46)

by using Equation (4.44). If we again assume

|Tf r1| ≤ Tf r1,s, (4.47)



4.2 Numerical Simulation of VDDSs 75

the friction calculation problem is solved. Condition (4.47) defines an area between
the two vertical lines

x = ±k11Tf r1,s − k12Tf r2,s (4.48)

in the discussed x-y plane. By Condition (4.45) the area below the straight line

y =
k21

k11
x− (k11k22 − k12k21) Tf r2,s

k11
(4.49)

is specified. The combination of these criteria forms sector ®, see also Figure 4.5.

To continue with partitioning the x-y plane into well-defined sectors, now the other
relevant friction torque Tf r1 is assumed to be at its positive maximum value

Tf r1 = Tf r1,s (4.50)

and the dynamics of the state variable x1 must fulfil

dx1

dt
≥ 0. (4.51)

Similar to before the friction torque Tf r2 required to maintain dx2/dt = 0 can be
determined as

Tf r2 =
1

k22

(
aT

2x + bT
2u− k21Tf r1,s

)
. (4.52)

If this friction torque fulfils
|Tf r2| ≤ Tf r2,s, (4.53)

the friction calculation problem is solved. This condition can be interpreted as the
area in the x-y plane located between the two horizontal lines

y = ±k22Tf r2,s + k21Tf r1,s. (4.54)

Condition (4.51) is equivalent to situations given by certain x and u that are to the
right of the straight line

y =
k22

k12
x +

(k11k22 − k12k21) Tf r1,s

k12
. (4.55)

The intersection of these two regions once more defines a sector in the x-y plane
(sector ¯), see Figure 4.6.

To finalise the first part of these considerations, Tf r1 is assumed to be at its negative
maximum value

Tf r1 = −Tf r1,s (4.56)

so that the dynamics of the state variable x1 must fulfil

dx1

dt
≤ 0. (4.57)
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Figure 4.6: Friction torque calculation for two-dimensional problems at x1 = 0 and x2 = 0
according to the force–balancing strategy, sectors ¯ and °.

Then the friction torque Tf r2 required to maintain dx2/dt = 0 can be determined
as

Tf r2 =
1

k22

(
aT

2x + bT
2u + k21Tf r1,s

)
. (4.58)

If we once more assume
|Tf r2| ≤ Tf r2,s, (4.59)

the friction calculation problem is solved. This condition specifies an area in the x-y
plane that is between the two horizontal lines

y = ±k22Tf r2,s − k21Tf r1,s. (4.60)

Condition (4.57) defines the region to the left of the straight line

y =
k22

k12
x− (k11k22 − k12k21) Tf r1,s

k12
. (4.61)

These two conditions identify sector °, see also Figure 4.6.

At this point five of the nine possible situations regarding the system input u and
the state vector x are dealt with. All these situations are characterised by the fact
that at least one of the system states relevant for friction calculation will remain in
sticking state. The bold lines in Figure 4.6 mark settings where at least one of the
two friction torques is at its minimum or maximum value.

To finally complete this friction calculation scheme, Tf r2 is once more assumed to
be at its positive maximum value

Tf r2 = Tf r2,s, (4.62)

which implies that the dynamics of the state variable x2 must fulfil

dx2

dt
≥ 0. (4.63)
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Now Tf r1 is assumed to be at its positive maximum value too

Tf r1 = Tf r1,s (4.64)

and as a consequence, also the dynamics of the state variable x1 must satisfy

dx1

dt
≥ 0. (4.65)

Condition (4.65) defines the region to the right of the vertical line

x = k11Tf r1,s + k12Tf r2,s (4.66)

while Condition (4.63) restricts to situations located above the horizontal line

y = k22Tf r2,s + k21Tf r1,s. (4.67)

The intersection of these two regions forms sector ±, see Figure 4.7. Similar criteria
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Figure 4.7: Friction torque calculation for two-dimensional problems at x1 = 0 and x2 = 0
according to the force–balancing strategy, sectors depending on system input u
and state vector x.

for the system input u and the state vector x can be determined for the sectors ²–´

following the calculation procedure shown above. This leads to the results presented
in Figure 4.7 and Table 4.1. Depending on the system input u and the state vector x
a certain sector in Figure 4.7 is determined and according to Table 4.1 the desired
friction torques can be calculated.

In Figure 4.8 and Figure 4.9 some characteristics of the simulation approach dis-
cussed in this work are compared to the conventional approach as used in [10].
Since these two methods differ in the way ‘Case 4’ is handled, results for x1 = 0
and x2 = 0 are presented. In Figure 4.8 the friction torque Tf r1 and the system state
x1 are analysed while in Figure 4.9 results related to the friction torque Tf r2 and the
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Table 4.1: Friction torque calculation for two-dimensional problems at x1 = 0 and x2 = 0
according to the force–balancing strategy, friction torques Tf r1 and Tf r2 depending
on the sectors specified in Figure 4.7.

Sector Tf r1 Tf r2

1 k22aT
1 x+k22bT

1 u−k12aT
2 x−k12bT

2 u
k11k22−k21k12

k11aT
2 x+k11bT

2 u−k21aT
1 x−k21bT

1 u
k11k22−k21k12

2 1
k11

(
aT

1x + bT
1u− k12Tf r2,s

)
Tf r2,s

3 1
k11

(
aT

1x + bT
1u + k12Tf r2,s

)
−Tf r2,s

4 Tf r1,s
1

k22

(
aT

2x + bT
2u− k21Tf r1,s

)

5 −Tf r1,s
1

k22

(
aT

2x + bT
2u + k21Tf r1,s

)

6 Tf r1,s Tf r2,s

7 −Tf r1,s Tf r2,s

8 Tf r1,s −Tf r2,s

9 −Tf r1,s −Tf r2,s

state variable x2 are revealed. In both figures the friction torque is shown in hatched
red when it is equal to the maximum static friction torque and shown in hatched
blue when it is at its negative maximum value. If the friction torque is between
these extremal values, it is colour coded as a mixture of red and blue according
to its value. Both figures show that the two friction calculation approaches yield
different results for some situations. In particular the region where the individual
friction torque is neither at its maximum nor at its minimum value is different.

K22

[

Tf r1,s

Tf r2,s

]

K22

[

−Tf r1,s

Tf r2,s

]

K22

[

−Tf r1,s

−Tf r2,s

]

K22

[

Tf r1,s

−Tf r2,s

]

K22

[

Tf r1,s

−Tf r2,s

]

aT

1x + bT

1u

aT

2x + bT

2u

dx1

dt > 0

dx1

dt < 0

dx1

dt = 0

(a) Tf r1 calculation, proposed approach.
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(b) Tf r1 calculation, conventional approach.

Figure 4.8: Friction torque calculation for two-dimensional problems at x1 = 0 and x2 = 0
according to the force–balancing strategy, friction torque Tf r1 and x1 dynamics.

Additionally, the dynamics of the two state variables x1 and x2 is analysed. With the
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(a) Tf r2 calculation, proposed approach.
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Figure 4.9: Friction torque calculation for two-dimensional problems at x1 = 0 and x2 = 0
according to the force–balancing strategy, friction torque Tf r2 and x2 dynamics.

approach presented in this work a transition from sticking state to slipping state can
only occur when the corresponding friction torque is at its proper extremal value;
these regions are marked hatched in Figure 4.8a and Figure 4.9a. For instance, when
Tf r1 = Tf r1,s, the system dynamics must fulfil dx1/dt ≥ 0, while when Tf r1 = −Tf r1,s
holds, dx1/dt ≤ 0 follows. If the absolute value of the friction torque is less than
the maximum static friction (

∣∣Tf r
∣∣ < Tf r,s), the corresponding state variable has

to remain at zero (dx/dt = 0). The border of this open region is marked in green
in Figure 4.8a and Figure 4.9a. This border identifies the only situations where∣∣Tf r

∣∣ = Tf r,s holds and dx/dt is nevertheless zero.

As can be seen in Figure 4.8b and Figure 4.9b, with the conventional approach based
on only limiting the results of Equation (4.32) the situation is different. Here the
dynamics of the state variables are not directly related to the corresponding friction
torques. While with the proposed approach the areas where the system states x1
respectively x2 remain at zero are two different open regions, here for both system
states only one compact region exists where the sticking state is maintained. This is
the central sector where Equation (4.32) already gives the correct friction torques.
The border of this area is again marked in green. In other situations the dynamics of
the system states relating to the total torque aT

1x + bT
1u or aT

2x + bT
2u is different than

expected. These situations are marked by green lines in Figure 4.8b and Figure 4.9b.
For instance, when aT

1x + bT
1u is infinitesimally increased, the system dynamics may

change from dx1/dt < 0 to dx1/dt > 0 without a region in between with dx1/dt = 0
caused by friction. One further problem with the conventional approach is that
there are some situations where transitions from sticking to slipping are physically
wrong as e.g. dx1/dt > 0 although Tf r1 < 0. These problems can be overcome with
the simulation approach presented in this work.
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This simulation strategy can be applied to dynamic systems containing more friction
elements than System (4.18) as well if splitting up the problem into subsystems
meeting the requirements stated at the beginning of this section is possible. For
instance, the dynamic system

dx
dt

= Ax + Bu−




k11 k12 0 0
k21 k22 0 0
0 0 k33 k34

0 0 k43 k44

k51 k52 k53 k54
...

...
...

...
kN1 kN2 kN3 kN4




︸ ︷︷ ︸
=:K




Tf r1
Tf r2
Tf r3
Tf r4




︸ ︷︷ ︸
=:T f r

(4.68)

with Tf ri = Tf ri (xi) for i ∈ {1, 2, 3, 4} can be divided into a friction simulation
problem for the pair of state variables x1 and x2 and a separate problem for the
combination of system states x3 and x4. These can be handled using the proposed
simulation strategy if the two sub-problems fulfil the requirements regarding their
individual friction matrices as stated before.

Furthermore, if this separation into sub-problems is impossible, the approach
presented for systems with two friction elements can be extended. If for instance
a model where three friction torques Tf r1(x1), Tf r2(x2), and Tf r3(x3) are affecting
the system states x1, x2, and x3 is to be simulated, the distinction of cases must be
extended from four to nine situations. But in eight of the cases at most two system
states are zero; these can be traced back to the problems already discussed. Only
for the situation with three state variables in sticking state a new friction calculation
procedure is required. But this problem can be solved according to the idea used
in this section to handle ‘Case 4’. The only difficulty is the significantly increased
number of 33 = 27 sectors to be individually analysed.

Simulation Example

This simulation strategy has also been implemented in Simulink® and shall be
tested on the basis of the mechanical system presented in Figure 4.10. This system
consists of two clutches where one disk of Clutch 1 is torsionally stiffly connected
to a disk of Clutch 2. T1 and T2 are external torques representing the system inputs.
The dynamics of this system is given by

Ici1
dω1

dt
= T1 − Tc1 (ω1 −ω2) (4.69a)

(Ic1o + I2ci)
dω2

dt
= Tc1 (ω1 −ω2)− Tc2 (ω2 −ω3) (4.69b)
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T1 T2
Ic1i Ic1o Ic2i Ic2o

ω1 ω2 ω3ω2

Tc1 Tc2

Clutch 1 Clutch 2

Figure 4.10: Mechanical system for testing the proposed VDDS simulation strategy for
two-dimensional problems.

Ic2o
dω3

dt
= T2 + Tc2 (ω2 −ω3) . (4.69c)

The friction torques Tc1 and Tc2 are functions of the clutch disks’ differential angular
velocities and chosen as Coulomb friction only. To create a dynamic system that is
in the form of System (4.18), the regular state transform2




x1

x2

x3


 =




1 −1 0
0 1 −1
1 0 0




︸ ︷︷ ︸
=:T




ω1

ω2

ω3


 (4.70)

can be applied, then

dx1

dt
=

1
Ic1i

T1 −
(

1
Ic1i

+
1

Ic1o + I2ci

)
Tc1 (x1) +

1
Ic1o + I2ci

Tc2 (x2) (4.71a)

dx2

dt
= − 1

Ic2o
T2 +

1
Ic1o + Ic2i

Tc1 (x1)−
(

1
Ic1i + Ic2o

+
1

Ic2o

)
Tc2 (x2) (4.71b)

dx3

dt
=

1
Ic1i

T1 −
1

Ic1i
Tc1 (x1) (4.71c)

results. A numerical simulation with Ic1i = Ic1o = 1 kg m2 and Ic2i = Ic2o = 1 kg m2

was performed for this dynamic system using the simulation strategy proposed
before; the results are presented in Figure 4.11. In the upper plot the angular
velocities ω1, ω2, ω3 and the state variables x1, x2, x3 used for simulation are shown.
The system states x1 and x2 are of special interest as the clutch torques directly
depend on these variables. Therefore, they are critical regarding transitions form
sticking to slipping and vice versa. At t ≈ 0.25 s Clutch 2 is completely engaged;
then ω2 and ω3 are identical and x2 is zero. Beginning at t ≈ 0.6 s also x1 is zero;
consequently, now all three bodies rotate at the same angular velocity. Figure 4.11
clearly shows that these events are handled correctly without any chattering. In the

2This state transform is not unique; the only requirement is that the relative velocities of the two
clutches are state variables in the transformed system. The remaining third system state however
can be chosen freely as long as the transformation matrix T is regular.
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Figure 4.11: Results of a numerical simulation of a mechanical system with two friction
elements using the proposed force-balancing strategy.

lower plot the input torques T1 and T2, the maximum clutch torques given by the
Coulomb friction torques Tc1,c and Tc2,c, and the resulting effective clutch torques
Tc1 and Tc2, calculated according to the force-balancing strategy, are presented.
This plot clearly shows that during the sticking phases the clutch torques are
chosen exactly in a way that external torques are compensated. For this reason,
the system states remain at zero. At t ≈ 0.75 s the external torques can no longer
be compensated and the angular velocities of the two disks of Clutch 1 begin to
differ; finally, at t ≈ 0.9 s the state variable x2 starts to increase too. Consequently,
the three angular velocities are different again. This simulation example shows that
with the presented simulation strategy the changes of dynamic dimension caused
by transitions from sticking to slipping and vice versa are no longer problematic.

Power Train Example I: Limited-slip Differential Gear

The limited-slip differential as discussed in Section 3.6 is a typical VDDS. If e.g. in
the bevel gear differential the friction torque Tdsl is great enough, the differential
bevel pinion is locked and the two output axles are forced to identical angular
velocities. As by this angular velocity also the rotational dynamics of the input
shaft is defined, just one state variable is required to describe the system dynamics;
this means a reduction of dynamic dimension from two to one. If furthermore the
losses are high, this angular velocity might be forced to zero as well meaning a
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further reduction of dynamic dimension. This situation might not occur too often
in practice, but at least at every start-up all angular velocities are zero. In contrast
to the clutch, where only one friction torque had to be handled and therefore the
reduction of dynamic dimension was limited to one, now two friction torques are
present that can reduce the dynamic dimension by two. Since the mathematical
model for the limited-slip differential

d
dt

[
ωdi
ω3

]

︸ ︷︷ ︸
x

=

(
b11 b12 b13
b21 b22 b23

)

︸ ︷︷ ︸
B




Tdi
Tdo1
Tdo2




︸ ︷︷ ︸
u

−
(

k11 k12
k21 k22

)

︸ ︷︷ ︸
K

[
Tdl
Tdsl

]

︸ ︷︷ ︸
T f r

(4.72)

with

Tdl = Tdl(ωdi) (4.73a)
Tdsl = Tdsl(ω3) (4.73b)

is already given in the form of System (4.18), the simulation strategy proposed
before can be used directly. If the angular velocities of the output axles had been
used as state variables in the mathematical model, a state transformation would
have had to be applied before the numerical simulation can be done.

Power Train Example II: Simplified Transmission Model

The simplified transmission model with DCT-structure presented in Section 3.7.2
is a VDDS as well. This model is based on two clutches, each can be engaged
and disengaged. For simulation this means that there are two differential angular
velocities affected by friction; these can be in either sticking or slipping state. Since
the transmission ratios of the two gear sets are different during normal operation,
the differential angular velocities of the clutches are different as well. Consequently,
only one friction element can be in sticking mode at a time. However, when all
angular velocities are zero as e.g. when starting from standstill, both clutches
will have zero differential angular velocities. To be able to handle this special
situation and also normal operation without the need to switch between different
system models, the simulation strategy presented before shall be used. To bring the
mathematical model into the form of System (4.18) the state transformation

[
∆ωc1

∆ωc2

]
=

(
1 −igb1
1 −igb2

)[
ωgbi
ωgbo

]
(4.74)

is applied. Then the differential equations

d∆ωc1

dt
=

Tgbi

Igbi
+

igb1Tgbo

Igbo
− Tc1

(
1

Igbi
+

i2
gb1

Igbo

)
− Tc2

(
1

Igbi
+

igb1igb2

Igbo

)
(4.75a)
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d∆ωc2

dt
=

Tgbi

Igbi
+

igb2Tgbo

Igbo
− Tc1

(
1

Igbi
+

igb1igb2

Igbo

)
− Tc2

(
1

Igbi
+

i2
gb2

Igbo

)
(4.75b)

with

Tc1 = Tc1(∆ωc1) (4.76a)
Tc2 = Tc2(∆ωc2) (4.76b)

can be obtained. Transformation (4.74) is regular if igb1 6= igb2; as various gears will
have different gear ratios, this condition is fulfilled and the transformation can be
applied.

Since simulation strategies for the dynamic models for the power train elements
discussed in Chapter 3 are available by now, numerical simulations for various
problem settings are performed in the following sections.

4.3 Analysis of Reduced Transmission Models

To be able to assess usability and limitations of simplified transmission modelling
approaches, numerical simulations including some gear shifts were performed. In
a first step, the gear shifts were simulated by the use of the different simplified
gearbox models presented in Section 3.7.2. Then the results are compared to
simulation experiments based on the detailed model of the automatic transmission
as presented in Section 3.7.1. The purpose of these experiments was not to optimise
the timing of the gear shifts for maximum drivability or performance, but to
investigate the properties and characteristics of different gearbox models. Since the
focus is on analysing different models for the gear stage, no torque converter was
considered. The gear shifts were simulated in a test bed environment similar to the
test system shown in Figure 3.2: an electric drive at the gearbox input replaces the
engine and provides the torque while another drive at the gearbox output generates
the load. This drive is operated in speed control mode with constant reference as the
angular velocity of the gearbox output is typically directly related to the vehicle’s
speed, which does not change much during a gear shift. The reference signal
for the input drive is the desired electromagnetic air-gap torque. With automatic
transmissions the gear shifts are often executed as powershifts without power
interruption, but depending on the driving situation shifts with power interruption
are possible as well [38].3 These latter processes are also called non-overlapping gear
shifts as one friction element is completely disengaged before another is engaged
and are similar to gear shifts in manual transmissions. As an example, a gear shift

3This holds in particular for testing situations where the transmission actuation is controlled by
the test bed automation system.
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from second to first gear is discussed for both presented simplified transmission
models.

In Figure 4.12 the rotational speeds of gearbox input n1 and gearbox output n2 are
presented for the non-overlapping gear shift from second to first gear; in Figure 4.13
input and output torque are shown. Results obtained by the use of the simulation
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Figure 4.12: Rotational speed of gearbox input n1 and output n2 for a non-overlapping gear
shift from second to first gear on a test bed, comparative numerical simulations
of different transmission models.

model including the complete gear stage based on four planetary gear sets are
presented in blue and labelled ‘detailed model’. Simulation data based on the
simple gearbox model including only one clutch and gear stage are shown in
green and labelled ‘reduced model I’. Results related to the modelling approach
based on two clutches and gear stages similar to the DCT are presented in red and
labelled ‘reduced model II’. In the detailed model one clutch is completely opened
before another clutch is engaged during this type of gear shift. This procedure
can also be applied to the DCT related modelling approach. The simpler model
contains only one clutch; here at first, this single clutch has to be disengaged,
then the transmission ratio is changed, and finally the clutch is engaged again.
While the transmission of mechanical power is interrupted the gearbox input is
accelerated by the torque generated by the input drive as it would be by the
ICE in a driving experiment. According to the rotational speeds in Figure 4.12,
both simplified gearbox models can capture the essential dynamics. Only some
deviations, particularly visible during the phase of disengaged clutches, remain.
In fact, both reduced approaches lead to identical results; this is intuitive because
their only difference is the number of ‘parallel’ gear stages consisting of clutch
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and transmission ratio. Since these elements were modelled inertia-free, the DCT
approach with one clutch torque set to zero is equivalent to the gearbox model
containing only one gear stage. Also the torque curves presented in Figure 4.13
show only minor deviations. As both reduced models are significantly less complex
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Figure 4.13: Torque at gearbox input T1 and output T2 for a non-overlapping gear shift
from second to first gear on a test bed, comparative numerical simulations of
different transmission models.

than the detailed model, these slightly different results are to be expected and
acceptable for test bed simulations. Important is in particular that the phenomena
related to engaging and disengaging the clutches are modelled well.

Powershifts are characterised by the fact that two friction elements are engaged
(overlapping) for a short time interval. This behaviour is analysed by means of a gear
shift from first to second gear with positive gearbox input torque. In the vehicle
this would mean that the engine speed must decrease in spite of the positive engine
torque. The overlapping gear shift is only simulated for the DCT approach because
two clutches are required.

In Figure 4.14 and Figure 4.15 results of numerical simulations for the overlapping
gear shift from first to second gear are presented. Here the two friction elements
involved in the gear shift are actuated in parallel; while one element is disengaged
the other is engaged resulting in a gear shift without power interruption. This
allows to reduce the rotational speed of the engine, or the input drive in a testing
situation, during the gear shift although the torque generated by the input drive
is still positive. The rotational speeds of gearbox input and output shown in
Figure 4.14 and the torques given in Figure 4.15 indicate that the reduced gearbox
model is capable of describing the dynamic behaviour of the AT sufficiently. The
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Figure 4.14: Rotational speed of gearbox input n1 and output n2 for an overlapping gear
shift from first to second gear on a test bed, comparative numerical simulations
of different transmission models.

torque curves shown in Figure 4.15 slightly differ, but this discrepancy is minor
compared to other modelling and parameter uncertainties typically complicating
numerical simulations of transmission systems. Therefore, this reduced model
is used henceforth for numerical simulations including transmissions. Its main
advantage is that it is computationally simpler than the detailed model resulting in
a significantly reduced simulation time. Additionally, less system parameters must
be known.
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Figure 4.15: Torque at gearbox input T1 and output T2 for an overlapping gear shift from
first to second gear on a test bed, comparative numerical simulations of differ-
ent transmission models.

4.4 Case Study I: Test System for Differential Gears

Since at this point a simulation strategy for the limited-slip differential system model
is available, numerical simulations of the test system for differentials as presented in
Figure 3.24 can be performed. The model depicted in Figure 3.25 and additionally
partially given in Appendix C was implemented in Simulink®; then this simulation
model was used to simulate a typical testing experiment. The references for testing
torque and testing rotational speeds were directly taken from the experimental
test-run carried out on the test bed. A closed-loop simulation was chosen because
then the system inputs are these references for rotational speed and torque, which
are known exactly. An open-loop simulation with electromagnetic torques as system
inputs would require these torques to be known. But measurement data from the
test bed could be corrupted by errors in the air-gap torque estimation [52], see
also Section 3.2. Additionally, the closed-loop simulation covers the entire test
system and is therefore most relevant. The simulation results are then compared
to measurement data from a commercial test bed equipped with three 700 kW
IMs. The UUT was a symmetric limited-slip bevel gear axle differential. These
experimental results were recorded at 10 kHz. A representative section of this
comparison is given in Figure 4.16 and Figure 4.17.

Figure 4.16 shows the rotational speed of the input drive M1 and of the load drives
M2 and M3. The rotational speed of the input drive is scaled by the inverse of the
differential’s transmission ratio id, thus this signal approximately represents the
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rotational speed of the differential cage. As the differential’s structure is symmetric,
the rotational speed of the differential cage is given by the mean value of the
rotational speeds of the differential’s outputs. But due to the shaft elasticities, the
rotational speeds measured at the electric drives can slightly differ from those at
the differential gear for transient situations. Figure 4.16 shows a good match of
measurement data and simulation results. This is to be expected because two of the
electric drives are operated in speed control mode and the rotational speed of the
remaining drive is defined by the differential’s transmission ratio. The experiment
presented here was performed to test the differential’s slip-limiting functionality;
for this reason, the rotational speed references for the load drives were partially
chosen differently.
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Figure 4.16: Test system for differentials with KS R2R frequency converter, measured and
simulated rotational speeds of input drive M1 and load drives M2 and M3.

In Figure 4.17 the torques measured by the measuring flanges at the electric
machines are presented; additionally, their simulation equivalents are shown. For
clarity the torque Tf 1 measured at the input drive is scaled by the factor 0.5 and
the transmission ratio id to simplify the comparison to the output torques Tf 2 and
Tf 3. As this scaled input torque is higher than the average output torque, losses
definitely have to be considered. The slip-limiting functionality becomes obvious
when the rotational speeds of the two outputs of the differential begin to differ.
Then the torque at the slower output shaft rises while the torque at the faster shaft
is reduced. Note as well that there is still stationary asymmetric torque splitting at
the end of the experiment although the rotational speeds of the two output axles
are identical again. This phenomenon is illustrated by Equation (3.20) for Tdsl 6= 0
and related to the friction torque’s discontinuity at zero relative angular velocity.

In Figure 4.18 measured and simulated output torques are compared again with
special focus on the sign change of the differential bevel pinion’s angular velocity.
Obviously, also for this situation the output torque splitting is modelled quite
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Figure 4.17: Test system for differentials with KS R2R frequency converter, measured and
simulated torques at input drive M1 and load drives M2 and M3.

well. The high frequency signal components are torsional vibrations due to reson-
ance phenomena in the multi-mass mechanical system as well as various torque
harmonics coming from the electric drives and the UUT. In particular the torque
variations related to the rotation of the differential bevel pinion is obvious. This
effect can easily be identified in Figure 4.17 by the varying frequency of these torque
components when the difference in rotational speed of the differential’s outputs
is changed. Overall the simulation results presented in this section show a rather
good match with the measurement data.
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Figure 4.18: Test system for differentials with KS R2R frequency converter, measured and
simulated torques at the load drives M2 and M3, detail.

Simulations were performed on a laptop computer equipped with an i5-3230M CPU
and 8 GB RAM using the variable step-size solver ‘ode45’. The simulation model
contains elements modelled in discrete time such as the control algorithms as well
as components modelled in continuous time. These latter form a dynamic system
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that describes the electric machines and the entire mechanical system. Achieving
efficient numerical simulations is challenging because this system includes a rather
high number of state variables with slow and fast dynamics (‘stiff system’) and
non-linearities such as gear play and friction. This can lead to small integration step
sizes for some situations, which slow down the simulation. Furthermore, because of
the discrete time components, the integration step size cannot exceed 100 µs which
is the inverse of the 10 kHz sampling rate used for control. In spite of these chal-
lenges, the simulation model including the proposed friction calculation strategy
is computationally rather efficient. In Table 4.2 the CPU-time of the simulation is
shown for the different ‘Simulation modes’ available in Simulink®. In particular
with the ‘Rapid Accelerator’ setting the simulation is fast. The simulation of the
70 s section of the experiment discussed in this section is completed within only
66 s with this setting.

Table 4.2: CPU-time of a 70 s numerical simulation of a test bed for differential gears.

Simulation Mode CPU-time
Normal 1051 s

Accelerator 260 s
Rapid Accelerator 66 s

4.5 Case Study II: Test System for Differential Gears
with Adapter Gearboxes

Also for the test system presented in Figure 3.1 numerical simulations were per-
formed. The simulation model was based on the graphical representation of the
dynamic system given in Figure 3.26. Since except for the adapter gearboxes the
testing configuration is similar to the one discussed in the previous section, the
simulation model could be derived from the model used before. As due to the
downspeed gearboxes now significantly higher torques are expected, system para-
meters of the differential and some mechanical shafts obviously had to be modified.
To verify the mathematical model, a typical testing experiment was carried out on
the commercial test bed and in simulation.

In Figure 4.19 the rotational speeds of the three IMs are given while in Figure 4.20
the torques at the measuring flanges are presented. Compared to the results shown
in Figure 4.17 and Figure 4.18, the sign of the torque measured at the load drives is
changed for clarity. In both figures the physical quantities measured at the electric
drives are shown. Because of the downspeed gearboxes with transmission ratios
of igb1 = 8.1 for the input drive and igb2 = 10.4 for the differential’s output, the
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torque at the UUT is significantly higher. Both figures prove that the simulation
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Figure 4.19: Test system for differentials with KS R2R frequency converter and adapter
gearboxes, measured and simulated rotational speeds of input drive M1 and
load drives M2 and M3.
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Figure 4.20: Test system for differentials with KS R2R frequency converter and adapter
gearboxes, measured and simulated torques at input drive M1 and load drives
M2 and M3.

model is capable of describing the test bed characteristics adequately. Transient
as well as stationary phenomena are in accordance with the experimental results.
Clearly, the torsional vibration behaviour is an important simulation aspect. This
includes accurately modelling the dynamics of the mechanical system, resulting
in the correct resonant frequencies and damping properties, as well as providing
proper excitement for these resonances. In the experiment that is presented in this
section an eigenmode at approximately 1.3 Hz is most problematic; this is obvious
throughout the entire experiment. This eigenmode is characterised by the fact
that the input drive oscillates against the output drives, see also Figure 3.30b in
Section 3.12 where the results of a modal analysis for a similar testing configuration
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are shown. This is most obvious at t ≈ 90 s when the sign of the testing torque is
changing. Due to gear play in the mechanical system, this means a strong excitation
for resonant oscillations; in combination with low internal damping of the cardan
shafts large torque oscillations arise. Changes in testing torque and testing rotational
speed can cause resonant oscillations too; this can be seen at t ≈ 11 s. Figure 4.20
shows that the differential’s output torques are hardly affected by a difference in
rotational speeds of the output shafts; consequently, the differential’s limited-slip
functionality is weak.

As proven by Table 4.3, numerical simulation is again rather efficient, especially in
‘Rapid Accelerator’ mode.

Table 4.3: CPU-time of a 100 s numerical simulation of a test bed with adapter gearboxes
for differential gears.

Simulation Mode CPU-time
Normal 1768 s

Accelerator 469 s
Rapid Accelerator 92 s

4.6 Case Study III: Test System for Transmissions

In contrast to the two test systems for differentials considered before, here a test bed
for transmissions is discussed. The test bed configuration is given in Figure 3.2; the
model structure is depicted in Figure 3.27. The UUT is an automatic transmission.
To verify the mathematical model, a typical testing experiment was carried out on
a commercial test bed and in simulation. For simulation the references for testing
torque and testing rotational speed were directly taken from the test-run on the test
bed.

The rotational speeds of input and output drive are presented in Figure 4.21 and
torques at the measuring flanges are shown in Figure 4.22. n1 and Tf 1 belong to
the input drive while n2 and Tf 2 are associated to the load drive. In both figures a
section of a longer test-run is displayed. During the test-run the AT is tested by the
use of speed and torque ramps in every gear. These testing phases are interrupted
by gear shifts: at t ≈ 14 s a downshift from second to first gear occurs while at
t ≈ 64 s an upshift from first to second gear is performed. During the gear shifts the
rotational speed of the load drive is kept constant by the inverter’s speed controller.
As in the simulation case studies presented before, the system model used for
simulation is capable of describing most relevant test bed phenomena sufficiently.
However, since the UUT is more complex than the previously discussed passive
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Figure 4.21: Test system for transmissions with conventional inverter system, measured
and simulated rotational speeds of input drive M1 and load drive M2.
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Figure 4.22: Test system for transmissions with conventional inverter system, measured
and simulated torques at input drive M1 and load drive M2.

differential gears, the parametrisation effort in particular for the gear shifts and for
the torque converter is significantly increased. For these reasons, some discrepancy
of experimental data and simulation results remain.

The testing conditions for the transmission that are presented in Figure 4.21 and
Figure 4.22 are not equivalent to typical load situations in driving experiments since
the electric input drive and the load drive affect the testing situation. For instance,
the strong torque oscillations coming with the gear shifts would be problematic for
driving comfort. The purpose of modelling and simulation however was to be able
to describe the test system; therefore, loads for the UUT divergent from driving
experiments are not relevant at this point.

The CPU-time required for the 70 s section of the test-run discussed here is given in
Table 4.4.
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Table 4.4: CPU-time of a 70 s numerical simulation of a test bed for automatic transmissions.

Simulation Mode CPU-time
Normal 328 s

Accelerator 99 s
Rapid Accelerator 10 s





Chapter 5

Control

In this chapter tracking controllers for rotational speed and torque are designed
based on the mathematical models presented in Chapter 3. These controllers are
tested by the use of numerical simulations relying on the simulation strategies
discussed in Chapter 4. The individual control problem strongly depends on the
testing configuration to control involving various numbers of electric machines
and testing objectives. In spite of these test bed specific challenges, this chapter
starts with some more general considerations. A schematic representation of the
control problem in general is given in Figure 5.1. For each of the k electric drives

Control

nnn TfTfTf

n1 n2 nkTf 1 Tf 2 Tf kTag1,re f . Tag2,re f . Tagk,re f .

n1,re f . n2,re f . nk1,re f . T1,re f . T2,re f . Tk2,re f .

el. drive 1 el. drive 2 el. drive k

Figure 5.1: General control problem for a test system with k electric drives.

rotational speed n and flange torque Tf are measured; these quantities can be
used in the control algorithms. In this representation the manipulated variables
are the references for the electromagnetic air-gap torques Tag,re f .. For test beds
equipped with the KS R2R inverter system also FOC for controlling the electric
machines is part of the control algorithm. For clarity, these machine controllers are
not shown in Figure 5.1; generally, for the following considerations it is assumed
that controllers for the electric drives are already available and the focus will be
placed on speed and torque control. References for the controlled variables are
determined by a higher-level system. Since these could be computed at runtime, it

97
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must be assumed that future references are unknown. Depending on the testing
situation, the number of rotational speed and torque references varies. In general,
k1 references for rotational speed and k2 torque references are given. At this level
of control typically k1 + k2 = k holds; thus, the number of references equals the
number of electric drives.

As testing configurations are rather diverse, it is cumbersome to design controllers
for this general problem setting. Instead, controllers for some selected testing
scenarios are developed; the basic ideas and results can then be applied to other
testing problems as well.

The requirements regarding control are plentiful: Obviously, good reference tracking
is a key objective. This implicitly includes that torsional vibrations are sufficiently
dampened because otherwise tracking the torque references is difficult. As shown
in Figure 2.6, decoupling the controlled variables rotational speed and torque
is a necessity for satisfying reference tracking; as a consequence, multiple-input
multiple-output (MIMO) controllers are demanded. The second key objective is
that a final production controller is delivered. Therefore, it should be universally
applicable, this implies that the control structure designed for a given testing
configuration should not depend on the UUT. The number of system parameters
required for control should be limited and controller parameter tuning needs to
be intuitive and simple. To motivate the operators of the test beds to use the new
controllers, these should be similar to the current production controller based on
PI controllers as shown in Figure 2.5b. For this reason, instead of introducing a
completely new control concept, an improvement of the controller used at present is
preferable. Another important factor is computational effort; the control algorithms
must not exceed the computational capacity of the real-time system used for
control. Furthermore, besides the measurement equipment mentioned before no
extra measurement systems can be added.

Measurement data is gathered at a sampling rate of 10 kHz, thus also controllers
should be computed at this rate. Using this high sampling rate means that dis-
cretisation effects can be neglected and that controller design can be based on a
continuous time system description.

5.1 State of the Art

Although power train test beds are a very common tool in the automotive industry,
there is not much research work available dealing with speed and torque control
on these test beds. [11] and [12] are some of the few publications on designing and
controlling power train test systems. Both however discuss rather special testing
situations. But, there are similar challenges in the control of engine test beds. Here
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the two controlled variables are engine speed and engine torque while the actuators
are the ICE and the dynamometer. One control strategy often applied in practice is
to use PID controllers to control ICE and dynamometer individually. Frequently,
first the speed control loop is closed, then the torque controller can be designed to
reach acceptable closed-loop dynamics [21]. As briefly mentioned in Chapter 2, this
also represents the conventional control concept for power train test beds. With this
strategy the control performance might be satisfying in steady-state, but rotational
speed and torque are still coupled in dynamic operation. Therefore, most recent
approaches for controlling engine test beds are based on multivariable control to be
able to reduce the interactions of speed and torque control loop.

In [96] two separate PI controllers were used to control rotational speed and testing
torque, but each control action passes through a decoupling network and physically
acts on both ICE and dynamometer to decouple rotational speed and torque.
However, the authors neglected the torsional flexibility of the shaft connecting
ICE and dynamometer and thereby resonance phenomena. In [21] a decoupling
controller based on balancing the bandwidths of the two control loops with a
special focus on robustness was presented, but the flexible shaft was not considered
either. In [31] the test bed was modelled as a two-mass oscillator including the
torsional flexibility. Optimisation based control was then used to simultaneously
control engine speed and torque. In [97] again a multivariable approach was
presented; this test bed control strategy is based on model reference adaptive control.
Additionally, in [26, 98] another optimisation based control concept following the
model predictive control (MPC) approach was proposed. Further alternative control
strategies for engine test beds were presented in [28, 30, 99]. In [100] instead of
controlling an ICE test bed, control for a test bed for electric drives is discussed;
again a decoupling approach without considering any torsional flexibility is used.

Some of these ideas can be applied to control a driveline test bed, but there are
some important differences: Instead of the highly non-linear ICE with possibly
uncertain dynamic behaviour, an electric drive with well-known torque dynamics,
which is usually easier to control, is used. This typically results in less dead time
and a significantly faster torque control loop. Additionally, the complexity of the
mechanical system increases when the simple connecting shaft used on the engine
test bed is replaced by a complex power train component such as a transmission.

As already mentioned, the second important requirement in addition to decoupling
rotational speed and torque is the damping of resonant torque oscillations in the
multi-mass mechanical system. This is rather critical since these systems are often
poorly damped. These torsional vibrations can be excited by a change in load
torque, by gear play, or by torque harmonics from the electric drives [54] and from
the mechanical test set-up including the UUT [63]. Any hardware solution such as
adding passive damping elements or modifying the shaft stiffness parameters is
undesirable in general. Such an approach would cause additional cost, could limit
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the achievable dynamics, and moreover, redesigns of the shafts might be required
with every change of the UUT. Passive damping elements are furthermore typically
not free of wear. As a consequence, active damping strategies are preferred. These
solutions provide vibration damping by applying an additional torque generated
by the electric drives. In [32] an approach utilising the measured shaft torque and
Kalman filtering was presented for vibration damping on engine test beds. Also in
[56] engine test beds are discussed; here feed forward disturbance rejection is used
to reduce torsional vibrations.

In addition to engine test beds, these oscillation problems are often discussed in
the context of elastic drive systems. Here there is no ICE, but their oscillatory
nature is similar and the goal is also to perform speed and sometimes torque
control. There are many publications available dealing with the control of two- or
multi-mass systems with focus on oscillation damping. Various approaches based
on additional state feedback [36, 101–109], adaptive control [110, 111], MPC [37,
109, 112–115], or flatness based control [116] were presented. However, most of
these applications require speed control and vibration damping to be accomplished
using just one electric drive. This restriction always leads to a compromise because
an improved speed control performance frequently comes with worse oscillation
damping properties [36]. However, when a power train test bed has to be controlled,
at least two electric drives are available; this can be utilised to improve oscillation
damping without negatively affecting the speed control performance.

Another popular method for vibration damping is the use of Notch filters to
attenuate the loop gain at certain frequencies and thus reduce torsional vibrations
[117]. These filters must be tuned to the problematic oscillation frequency and are
therefore useless when the critical frequency changes because of a modification
of the test set-up. This problem can be overcome by the use of adaptive filters
[118, 119]. However, this approach can be problematic in industrial practice where
potentially multiple resonant frequencies occur.

5.2 Multivariable Control

Many industrial control problems belong to the class of multivariable control. As
mentioned earlier, on engine test beds rotational speed and testing torque must be
controlled. Since the actuators are ICE and dynamometer, which are mechanically
connected, these control loops are definitely coupled [21]. On test beds for electric
drives, the situation is similar [100]; here instead of an ICE an electric machine
is tested. As shown in this work, power train test beds require multivariable
control of rotational speed and torque as well; compared to test beds for electric
drives the control problem could be extended as more than two actuators might
be available. Other applications generally requiring decoupled control are steel
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processing lines [120, 121], paper machines [122, 123], printing machines [124],
and web transportation systems [125]. Here, tension and speed usually have to
be controlled independently, but the basic ideas can also be adopted to control
rotational speed and torque on a drive train test bed. These applications are in
particular interesting as resonance phenomena are critical too [126].

Because of its practical relevance and due to the fact that many classical control
design procedures for SISO systems are no longer applicable, multivariable control
has been intensely studied. Many control strategies were proposed over the years;
these can be classified into centralised control and decentralised control [127]. Central-
ised control is based on one central controller that has information about all the
available sensor data and references and produces signals for all the available actu-
ators. Since this controller has all the information available, this is, at least in theory,
the most powerful control strategy. However, in practice there are problems such as
controller tuning is not intuitive because all control loops are closed simultaneously,
typically an accurate plant model is necessary, computational complexity may be
excessive for practical usage, and a small failure can cause instability of the overall
system. Examples for centralised control are state feedback control and output
feedback control including observers [128]. Also many optimisation-based control
concepts belong to the class of centralised controllers, either related to optimal state
feedback or in the context of MPC.

The key idea of decentralised control is to decompose the MIMO plant to control
into several SISO plants. Consequently, the controller design process is based on two
stages: first the subsystems to control must be identified and possibly decoupled,
then independently designed feedback control for these subsystems is added. By
following this approach, controllers are usually less complex as they only have to
control one subsystem instead of the entire MIMO plant. Additionally, controller
implementation and plant start-up are easier because the SISO control loops can be
closed one after the other. Furthermore, when satisfying decoupling is achieved,
the controllers for the subsystems can be designed using conventional SISO control
techniques. The simplest approach belonging to this class is multi-loop control where
manipulated and controlled variables are paired in a way that loop interactions are
minimised before these SISO control loops are closed. In practice, the controllers
for these sub-problems are often designed sequentially; this is particularly common
if the bandwidth of the control loops are quite different [129]. However, control
performance is typically not satisfying if these subsystems are strongly coupled.
Then decoupling control as shown in Figure 5.2 is an appropriate alternative. The
basic idea of decoupling is to transform the system’s transfer function matrix into a
diagonal one so that each system output yi is controlled by the new control input vi,
but independent of the other control inputs vj for j 6= i with i and j ∈ {1, 2, . . . , m}.
If this decoupling is available, the MIMO control problem is equivalent to a set of
m independent SISO control problems. As shown in Figure 5.2b, the decoupling
can be realised via feedforward control using a pre-compensator, which is in general
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Figure 5.2: Decoupling control.

a dynamic system if dynamic decoupling is desired or a set of constant gains if
only steady-state decoupling is required [129]. The alternative is to use static state
feedback; this approach is presented in Figure 5.2a and requires at least some system
states to be available. If chosen appropriately, the decoupling can significantly
improve the overall system performance. Problematic is that advantages related
to the decentralised control approach such as the usability of standard industrial
controllers are potentially lost; the resulting controller implementation is in gen-
eral centralised. However, when the decoupling structure is known, the feedback
controllers for the resulting SISO plants can be designed independently, which is
typically still easier than following the classic centralised approach based on only
one overall controller.

The requirements regarding control stated at the beginning of this chapter exclude
considering some of the control strategies mentioned above. To allow test bed
operators to continue using PI controllers, but nevertheless reduce the coupling
of rotational speed and torque, a decoupling strategy shall be used. Since feed-
forward decoupling using a pre-compensator cannot damp torsional vibrations, a
decoupling strategy based on state feedback is applied.

5.3 Model Reduction

As shown in Chapter 3, the test systems discussed in this work can be modelled
accurately as a higher order, potentially non-linear system based on a multi-mass
oscillator. The resulting models for the three test systems that were analysed are
depicted in a graphical representation in Figure 3.25, Figure 3.26, and Figure 3.27;
additionally, the differential equations describing the mechanical system of a test
bed for differential gears are given in Appendix C. However, because of their
complexity, these mathematical models are not suitable for model based control-
ler design. Furthermore, their high number of system parameters that must be
identified is problematic. For these reasons, reduced system models are determ-
ined by the use of some simplifying assumptions. Most of the ideas required for
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model reduction were already presented in [47] and are repeated in the following
sections.

5.3.1 Case Study I: Test System for Differential Gears

In Section 3.8 a test system for differential gears was modelled for simulation
purposes. In the following, this very detailed model is reduced by physically
motivated simplifications. The differential gear was modelled as a second order
dynamic system. But as the differential gear’s structure is often symmetric and its
moments of inertia are negligible compared to the electric drives, the complexity
of the mathematical model presented in Section 3.8 can be reduced and instead
of a dynamic model a purely kinematic model can be used. Furthermore, modern
commercial differential gears are developed for high efficiency; therefore, losses
are neglected and the differential gear can be modelled using the following set of
algebraic equations:

ωdi = id
ωdo1 + ωdo2

2
(5.1a)

Tdo1 =
id
2

Tdi −
Tdsl

2
(5.1b)

Tdo2 =
id
2

Tdi +
Tdsl

2
(5.1c)

Then the only relevant properties of the UUT are the torque transmission ratio
id and the friction torque Tdsl responsible for limited-slip functionality. Addition-
ally, the mathematical description of the test bed’s mechanical structure can be
reduced: The torsional flexibility within the in-line torque sensors is significantly
less than the torsional flexibility of the cardan shafts connecting electric drives
and UUT. Additionally, the moments of inertia I f 1, I f 2, and I f 3 representing the
torque measurement flanges are negligible compared to the heavy rotors of the
electric drives. Therefore, these elements for modelling the torque transducers are
no longer considered. Since the damping coefficients of the cardan shafts are rather
low, damping is neglected and the shafts are modelled as pure torsion springs.1

Furthermore, gear play in the cardan shafts, in the gearboxes, and in the differential
gear is neglected.

Finally, the models describing the electric drives must be reduced. Since a technolo-
gically advanced inverter system is used, both dead time and first-order dynamics
typically affecting the torque control loop can be neglected. This allows the air-gap

1If the mechanical test set-up provides more internal damping so that damping cannot be
neglected, model reduction is complicated as the determination of an overall system damping is not
trivial. As shown in Appendix B, the combination of multiple shafts with internal damping to a
single equivalent shaft can only be done exactly for certain parameter settings.
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torques Tag to be replaced by their reference values Tag,re f .. The system model
resulting from these simplifying assumptions is shown in Figure 5.3.

cs2 cs3

cs1

Im2 Im3

Im1

Differential gearTag2,re f ., ω2

Tag1,re f ., ω1

Tag3,re f ., ω3

ωdi

ωdo1 ωdo2

ωdi = id
ωdo1+ωdo2

2

Tdo1 =
id
2 Tdi −

Tdsl
2

Tdo2 =
id
2 Tdi +

Tdsl
2

Figure 5.3: Reduced system model for a test bed for differential gears.

In most applications the test set-up is symmetric; the parameters of the cardan
shafts at the two outputs of the differential gear are then identical (cs2 = cs3). With
this additional assumption an equivalent torsional stiffness parameter

c̃s :=
2cs1cs2

i2
dcs1 + 2cs2

=
2cs1cs3

i2
dcs1 + 2cs3

(5.2)

can be defined and the system shown in Figure 5.3 can be described by the fol-
lowing set of six differential equations derived from the conservation of angular
momentum:

dω1

dt
= − c̃s ϕ1

Im1
+

id c̃s ϕ2

2Im1
+

id c̃s ϕ3

2Im1
+

Tag1,re f .

Im1
(5.3a)

dω2

dt
=

id c̃s ϕ1

2Im2
− i2

d c̃s ϕ2

4Im2
− i2

d c̃s ϕ3

4Im2
− Tdsl

2Im2
+

Tag2,re f .

Im2
(5.3b)

dω3

dt
=

id c̃s ϕ1

2Im3
− i2

d c̃s ϕ2

4Im3
− i2

d c̃s ϕ3

4Im3
+

Tdsl
2Im3

+
Tag3,re f .

Im3
(5.3c)

dϕk
dt

= ωk for k ∈ {1, 2, 3} (5.3d)

The measurable plant outputs are the rotational speeds of the electric drives ω1,
ω2, and ω3 and the torques measured by the torque sensors at the electric drives.
According to the system structure presented in Figure 5.3, these are the torques
transmitted by the three torsionally flexible shafts:

Tf 1 = c̃s ϕ1 −
id c̃s

2
ϕ2 −

id c̃s

2
ϕ3 (5.4a)

Tf 2 =
id
2

(
c̃s ϕ1 −

id c̃s

2
ϕ2 −

id c̃s

2
ϕ3

)
− Tdsl

2
(5.4b)
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Tf 3 =
id
2

(
c̃s ϕ1 −

id c̃s

2
ϕ2 −

id c̃s

2
ϕ3

)
+

Tdsl
2

(5.4c)

The angular rotor positions ϕ1, ϕ2, and ϕ3 are not relevant for control. According
to Equation (5.4), only a special linear combination of ϕ1, ϕ2, and ϕ3 is of interest.
Therefore, the mathematical system model can be reduced by introducing the new
state variable

∆ϕ := ϕ1 − id
ϕ2 + ϕ3

2
. (5.5)

Then instead of the six Differential equations (5.3), a set of four differential equations
is sufficient to model the dynamics of the mechanical system shown in Figure 5.3

dω1

dt
= − c̃s∆ϕ

Im1
+

Tag1,re f .

Im1
(5.6a)

dω2

dt
=

id c̃s∆ϕ

2Im2
− Tdsl

2Im2
+

Tag2,re f .

Im2
(5.6b)

dω3

dt
=

id c̃s∆ϕ

2Im3
+

Tdsl
2Im3

+
Tag3,re f .

Im3
(5.6c)

d∆ϕ

dt
= ω1 −

idω2

2
− idω3

2
(5.6d)

and instead of Equation (5.4) the torques at the measuring flanges can be specified
as

Tf 1 = c̃s∆ϕ (5.7a)

Tf 2 =
id
2

c̃s∆ϕ− Tdsl
2

(5.7b)

Tf 3 =
id
2

c̃s∆ϕ +
Tdsl

2
. (5.7c)

This forth order dynamic system can cover the fundamental test bed dynamics
including the most relevant resonance phenomena and the coupling of rotational
speed and torque and is therefore used for controller design.

5.3.2 Case Study II: Test System for Differential Gears with
Adapter Gearboxes

Due to additional adapter gearboxes, the test system modelled in Section 3.9 is
mechanically more complex than the test bed discussed in the previous section.
Nevertheless, model reduction can be performed based on the same ideas as used
before. Additionally, simplifications regarding the adapter gearboxes are applicable.
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Because of the three downspeed gearboxes, the mechanical system is divided into a
low-speed part (differential gear) and a high-speed part (electric drives). By scaling
torques, angular velocities, and cardan shaft parameters related to the low-speed
part based on the transmission ratios of the gearboxes at the differential’s input igb1
and outputs igb2 = igb3, these two levels of rotational speed can be combined and
the mathematical model can be developed for the high-speed side. While rotational
speeds and torques are transformed by multiplication with respectively division by
the gearboxes’ transmission ratios, the shaft parameters are scaled according to

c′s1 =
cs1

i2
gb1

, c′s2 =
cs2

i2
gb2

, c′s3 =
cs3

i2
gb3

=
cs3

i2
gb2

. (5.8)

The apostrophe is used to distinguish between transformed and original values.
Then also the differential gear’s system parameters id and Tdsl have to be scaled
according to

T′dsl =
1

igb2
Tdsl (5.9a)

i′d = id
igb1

igb2
(5.9b)

before the differential gear’s reduced System description (5.1) can be formulated
on the high-speed side. Additionally, for the test system considered here it is
admissible to assume that the cardan shafts connecting electric drives and gearboxes
are significantly less flexible than the shafts connecting gearboxes and differential
gear; this is especially to be expected because the levels of rotational speeds were
different originally and shaft parameters were transformed using Equation (5.8).
Therefore, the coupling of electric drives and gearboxes can be treated as torsionally
stiff and their moments of inertia can be combined. The resulting system model is
shown in Figure 5.4. I1 is the sum of the moment of inertia of the electric drive M1
Im1 and the moment of inertia of gearbox 1 Igb1, while I2 represents one output of
the differential gear and is also composed of the moment of inertia of the electric
machine Im2 and the moment of inertia of the output gearbox Igb2. The moments of
inertia at the second output of the differential gear are specified accordingly.

In spite of the adapter gearboxes, the system model is similar to the mechanical
system presented before in Figure 5.3. Consequently, the mathematical model is
only slightly different. When again a symmetric test set-up (c′s2 = c′s3) is assumed,
the equivalent torsional stiffness is

c̃s :=
2c′s1c′s2

i′d
2c′s1 + 2c′s2

=
2c′s1c′s3

i′d
2c′s1 + 2c′s3

. (5.10)
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Figure 5.4: Reduced system model for a test bed for differential gears with adapter gear-
boxes.

As for the setting without adapter gearboxes, the angular positions ϕ1, ϕ2, and ϕ3
are not relevant for control, thus the new state variable

∆ϕ := ϕ1 − i′d
ϕ2 + ϕ3

2
(5.11)

is introduced. Then the mechanical system shown in Figure 5.4 can be described by
the following set of differential equations derived from the conservation of angular
momentum:

dω1

dt
= − c̃s∆ϕ

I1
+

Tag1,re f .

I1
(5.12a)

dω2

dt
=

i′d c̃s∆ϕ

2I2
− T′dsl

2I2
+

Tag2,re f .

I2
(5.12b)

dω3

dt
=

i′d c̃s∆ϕ

2I3
+

T′dsl
2I3

+
Tag3,re f .

I3
(5.12c)

d∆ϕ

dt
= ω1 −

i′dω2

2
− i′dω3

2
(5.12d)

Besides the angular velocities of the electric drives ω1, ω2, and ω3 the torques
measured by the torque measuring flanges are relevant for control:

Tf 1 =
Im1

I1
c̃s∆ϕ +

Igb1

I1
Tag1,re f . (5.13a)

Tf 2 =
Im2

I2

i′d
2

c̃s∆ϕ− Im2

I2

T′dsl
2
− Igb2

I2
Tag2,re f . (5.13b)

Tf 3 =
Im3

I3

i′d
2

c̃s∆ϕ +
Im3

I3

T′dsl
2
− Igb3

I3
Tag3,re f . (5.13c)
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While the system dynamics are equivalent to the test system without adapter
gearboxes, these system outputs are obviously affected by the moments of inertia of
the adapter gearboxes and therefore different than in Equation (5.7). However, when
the moments of inertia of the gearboxes tend to zero, above calculation formula for
the flange torques converges to Equation (5.7). Consequently, controller design is
only required for this extended testing situation with adapter gearboxes; controllers
for the simpler testing configuration can then be derived from the controller for
this extended test system.

5.3.3 Case Study III: Test System for Transmissions

Finally, a reduced model for a test bed for transmissions as discussed in Section 3.10
is derived. For controller design the transmission models discussed in Section 3.7.2
can be further reduced: The torque converter is not considered as in modern
automatic transmissions the lock-up clutch is controlled to limit torque converter
slip for increased efficiency [74]. Since in a testing situation the moment of inertia
of the transmission is often significantly smaller than the moments of inertia of the
electric drives, the UUT is assumed to be inertia-free. Furthermore, for modelling a
constant gear is assumed; consequently, the friction elements required to interrupt
the power transmission are not considered. Therefore, the transmission is modelled
as

ωgbi = igbωgbo (5.14a)

Tgbo = igbTgbi. (5.14b)

Neglecting the moment of inertia of the UUT means that a two-mass oscillator
results instead of a three-mass oscillator. Since damping the first eigenmode is
the priority and as the second eigenmode is typically at a rather high frequency
and difficult to damp anyway, this simplification is admissible. If furthermore the
torsional flexibility of the torque measuring flanges is neglected, the system model
presented in Figure 5.5 results.

cs1 cs2

Im1 Im2

TransmissionTag1,re f ., ω1 Tag2,re f ., ω2

ωgbi ωgbo

ωgbi = igbωgbo

Tgbo = igbTgbi

Figure 5.5: Reduced system model for a test bed for transmissions.

To model this mechanical system, the equivalent torsional stiffness parameter

c̃s :=
cs1cs2

i2
gbcs1 + cs2

(5.15)



5.3 Model Reduction 109

is defined; then the rotational dynamics can be specified as

dω1

dt
= − c̃s∆ϕ

Im1
+

Tag1,re f .

Im1
(5.16a)

dω2

dt
=

igb c̃s∆ϕ

Im2
+

Tag2,re f .

Im2
(5.16b)

d∆ϕ

dt
= ω1 − igbω2, (5.16c)

where
∆ϕ := ϕ1 − igb ϕ2. (5.17)

Since the UUT was assumed to be inertia-free, the torque transmitted along the
output shaft equals the torque at the input shaft scaled by the transmission ratio igb

Tf 1 = c̃s∆ϕ (5.18a)

Tf 2 = igb c̃s∆ϕ. (5.18b)

If the controlled variables are the torque at the transmission input and the angular
velocity of the load drive, the system outputs are

y1 = Tf 1 (5.19a)

y2 = ω2. (5.19b)

As the Differential equations (5.16) and the Output equations (5.19) are forming a
LTI system, transfer functions from the system inputs Tag1,re f . and Tag2,re f . to the
system outputs Tf 1

Tf 1(s) =
c̃s

Im1

(
s2 + c̃s

Im1
+

c̃si2gb
Im2

)

︸ ︷︷ ︸
=:G11(s)

Tag1,re f .(s)−
c̃sigb

Im2

(
s2 + c̃s

Im1
+

c̃si2gb
Im2

)

︸ ︷︷ ︸
=:G12(s)

Tag2,re f .(s)

(5.20)
and ω2

ω2(s) =
c̃sigb

Im1 Im2s
(

s2 + c̃s
Im1

+
c̃si2gb
Im2

)

︸ ︷︷ ︸
=:G21(s)

Tag1,re f .(s) +
s2 + c̃s

Im1

Im2s
(

s2 + c̃s
Im1

+
c̃si2gb
Im2

)

︸ ︷︷ ︸
=:G22(s)

Tag2,re f .(s)

(5.21)
can be used to analyse the control problem. The challenges for control are obvious:
Since the number of system inputs and outputs is greater than one, this plant is a
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typical MIMO system. Both controlled variables are affected by both system inputs,
which means that those control loops are coupled. Additionally, due to the torsional
flexibility in the mechanical system and zero shaft damping, the denominator
polynomials of the transfer functions defined in Equation (5.20) and Equation (5.21)
show conjugate complex zeros located at

s1,2 = ±j

√√√√c̃s

(
1

Im1
+

i2
gb

Im2

)
(5.22)

potentially resulting in resonant oscillations. These findings are not only relevant
for this testing situation, but also valid for the three machine testing configurations
discussed before. Above challenges regarding control are addressed in the following
sections.

5.4 Input–Output Decoupling and Feedback
Linearisation

To achieve decoupling and vibration damping, a feedback input–output decoup-
ling and linearisation strategy is applied [130–134]. Figure 5.6a shows the control
structure related to this concept for a typical MIMO plant. Most of the following
considerations are only straightforward extensions of the feedback linearisation
design procedure for SISO plants [130, 133]. The plant with m-dimensional input

v1

v2

vm

u1

u2

um

y1

y2

ym

x

Plant
Decoupling
and Linea-

risation

(a) Control structure.

v1

v2

vm
Gm(s)

y1

y2

ym

G2(s)

G1(s)

(b) Control objective.

Figure 5.6: Input–output decoupling and feedback linearisation principle.

vector u = [u1, u2, . . . , um]
T and m-dimensional output vector y = [y1, y2, . . . , ym]

T is
controlled by a decoupling and linearisation network ensuring that the map between
the new system input vi and system output yi is linear with dynamics Gi(s) spe-
cified in the linearisation process for i = 1, 2, . . . , m and that this system output yi
is independent of all inputs vj for i 6= j, see Figure 5.6b. This problem statement
implies that the number of controlled variables equals the number of manipulated
variables, but this is no limiting restriction for power train test bed control. The de-
coupling and linearisation is realised based on the new m-dimensional input vector
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v = [v1, v2, . . . , vm]
T and a static feedback of the state vector x = [x1, x2, . . . , xN]

T,
where N is the system order. The plant considered is the affine input system given
by equations of the form

dx
dt

= a(x) +
m

∑
k=1

bk(x)uk (5.23a)

yi = ci(x) for i = 1, 2, . . . , m. (5.23b)

The relative degree δi is determined for every system output yi with i = 1, 2, . . . , m
as for SISO plants by differentiation of the corresponding output with respect to
time

yi = ci(x)

dyi

dt
= Laci(x) +

m

∑
k=1

Lbk ci(x)︸ ︷︷ ︸
0

uk

y(2)i = L2
aci(x) +

m

∑
k=1

Lbk Laci(x)︸ ︷︷ ︸
0

uk

...

y(δi−1)
i = Lδi−1

a ci(x) +
m

∑
k=1

Lbk Lδi−2
a ci(x)︸ ︷︷ ︸

0

uk

y(δi)
i = Lδi

a ci(x) +
m

∑
k=1

Lbk Lδi−1
a ci(x)︸ ︷︷ ︸

6= 0 for at least
one k∈{1,2,...,m}

uk,

(5.24)

where

Laci(x) :=
∂ci(x)

∂x
a(x) (5.25)

is called the Lie derivative of ci with respect to the vector a or along a [130]. In all
time derivatives y(l)i for l = 1, 2, .., δi − 1 the Lie derivatives along bk are zero for

k = 1, 2, . . . , m while in y(δi)
i the Lie derivative along bk is non-zero for at least one

k ∈ {1, 2, . . . , m}.
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When the relative degree δi is determined for every system output yi, the relations

y(δ1)
1 = Lδ1

a c1(x) +
m

∑
k=1

Lbk Lδ1−1
a c1(x)uk

y(δ2)
2 = Lδ2

a c2(x) +
m

∑
k=1

Lbk Lδ2−1
a c2(x)uk

...

y(δm)
m = Lδm

a cm(x) +
m

∑
k=1

Lbk Lδm−1
a cm(x)uk

(5.26)

can be formulated. These equations can be summarised in vector-matrix notation

ỹ = c̃(x) + D(x)u, (5.27)

where the m-dimensional vectors ỹ and c̃(x) are defined as

ỹ :=




y(δ1)
1

y(δ2)
2
...

y(δm)
m




, c̃(x) :=




Lδ1
a c1(x)

Lδ2
a c2(x)

...
Lδm

a cm(x)




(5.28)

while the matrix D(x) ∈ Rm×m is given as

D(x) :=




Lb1 Lδ1−1
a c1(x) Lb2 Lδ1−1

a c1(x) · · · Lbm Lδ1−1
a c1(x)

Lb1 Lδ2−1
a c2(x) Lb2 Lδ2−1

a c2(x) · · · Lbm Lδ2−1
a c2(x)

...
... . . . ...

Lb1 Lδm−1
a cm(x) Lb2 Lδm−1

a cm(x) · · · Lbm Lδm−1
a cm(x)




. (5.29)

If a new m-dimensional system input w is introduced in a way that

w = ỹ (5.30)

holds, decoupling and linearity is ensured [133]. Based on this relationship and
according to Equation (5.27), the system input u can be determined if the matrix
D(x) is regular:

u = −D−1
(x) (c̃(x)−w) (5.31)

If the new manipulated variable wi is chosen as

wi = −ai,δi−1y(δi−1)
i − ai,δi−2y(δi−2)

i − · · · − ai,0yi +Vivi for i = 1, 2, . . . , m, (5.32)
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the dynamics of the controlled SISO plant is defined by the choice of the controller
coefficients ai,j:

y(δi)
i + ai,δi−1y(δi−1)

i + ai,δi−2y(δi−2)
i + · · ·+ ai,0yi = Vivi for i = 1, 2, . . . , m (5.33)

By the use of Equation (5.24), the final control law can be formulated

u = −D−1
(x)




Lδ1
a c1(x) + · · ·+ a1,1Lac1(x) + a1,0c1(x)−V1v1

Lδ2
a c2(x) + · · ·+ a2,1Lac2(x) + a2,0c2(x)−V2v2

...
Lδm

a cm(x) + · · ·+ am,1Lacm(x) + am,0cm(x)−Vmvm




. (5.34)

As mentioned, the matrix D(x) must be regular to be able to completely decouple
the system. However, if the plant contains some internal dynamics, ensuring asymp-
totic stability may still be problematic. For analysing the internal dynamics the
vector relative degree δ and total relative degree δ of the system are of importance.
System (5.23) has a vector relative degree

δ =
[
δ1 δ2 · · · δm

]T (5.35)

if

1. Lbk Ll−1
a ci(x) = 0 for i = 1, . . . , m, k = 1, . . . , m, l = 1, . . . , δi − 1 and

2. the decoupling matrix D(x) is regular.

The sum of all δi
δ = δ1 + δ2 + · · ·+ δm (5.36)

is the total relative degree of System (5.23).

To prove asymptotic stability, the transformation z = t(x) into Byrnes-Isidori normal
form is applied:

z =




z1
...

zN


 =

[
ξ
η

]
= t(x) =




c1(x)
Lac1(x)

...
Lδ1−1

a c1(x)
...

cm(x)
Lacm(x)

...
Lδm−1

a cm(x)
tδ+1(x)

...
tN(x)




(5.37)



114 Chapter 5 Control

The first δ1 elements of z and ξ are given by the system output y1 and its δ1 − 1
time derivatives. The remaining elements of ξ are the other system outputs yi and
their δi − 1 time derivatives for i = 2, 3, . . . , m. The N − δ missing elements of z
are summarised in η and given by functions tj(x). The choice of these functions is
not unique, but restricted by the requirement that dt/dx must be regular. Then the
inverse transformation

x = t−1(z) (5.38)

exists as well. If Transformation (5.37) is applied to System (5.23), the plant in
Byrnes-Isidori normal form

dz
dt

=
d
dt




ξ1

ξ2
...

ξδ1
...

ξδ−δm+1
...

ξδ

η1
...

ηN−δ




=




ξ2

ξ3
...

ϕ1(ξ, η, u)
...

ξδ−δm+2
...

ϕm(ξ, η, u)
q1(ξ, η, u)

...
qN−δ(ξ, η, u)




(5.39)

results. The functions ϕi(ξ, η, u) for i = 1, 2, . . . , m describe the δth
i time derivative

of system output yi as given in Equation (5.26). If the Control law (5.34) is applied,
the closed-loop control system in Byrnes-Isidori normal form is

d
dt




ξ1

ξ2
...

ξδ1
...

ξδ−δm+1
...

ξδ

η1
...

ηN−δ




=




ξ2

ξ3
...

−a1,0ξ1 − a1,1ξ2 − · · · − a1,δ1−1ξδ1 + V1v1
...

ξδ−δm+2
...

−am,0ξδ−δm+1 − am,1ξδ−δm+2 − · · · − am,δm−1ξδ + Vmvm

q1(ξ, η, u) = q̃1(ξ, η, v)
...

qN−δ(ξ, η, u) = q̃N−δ(ξ, η, v)




. (5.40)
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This representation clearly shows that the input–output behaviour (external dy-
namics) is given by the dynamics of ξ while the internal dynamics is given by
the dynamics of η. If δ is equal to N, the system has maximum relative degree
and consequently no internal dynamics. Asymptotic stability can then be guar-
anteed by selecting the coefficients ai,j such that the denominator polynomial of
the transfer function related to Equation (5.33) is a Hurwitz stable polynomial for
i = 1, 2, . . . , m. If however δ < N holds, System (5.23) with Control law (5.34) con-
tains a non-observable subsystem of order N − δ. The dynamics of this subsystem
is given by

dη

dt
=




q̃1(ξ, η, v)
...

q̃N−δ(ξ, η, v)


 . (5.41)

To be able to guarantee asymptotic stability of the overall control system, in addition
to the external dynamics also these internal dynamics must be asymptotically
stable.

In [47] a control strategy based on these ideas was proposed to control a test bed
for differential gears as presented in Figure 3.1. In the following sections, the results
for this three machine testing configuration shall be given once again; additionally,
a modification for the use for two machine configurations is presented. The decoup-
ling networks are designed to minimise loop interactions and to ensure that the
dynamics of the resulting SISO plants are suitable for the design of additional feed-
back controllers for rotational speed and torque. This approach based on solving
the control problem in two steps is chosen because then, the decoupling problem is
separated from the tracking problem and the feedback tracking controllers could
be realised as PI controllers making the control concept easy to handle for test bed
operators.

5.4.1 Two Machine Configuration

The decoupling and linearisation procedure is applied to the reduced mathematical
model of the test bed for transmissions derived in Section 5.3.3. Here the first
controlled variable y1 is the torque measured at the input drive

y1 = Tf 1 = c̃s∆ϕ (5.42)

while the second system output is the angular velocity of the load drive

y2 = ω2. (5.43)

The dynamics of the plant are

dω1

dt
= − c̃s∆ϕ

Im1
+

Tag1,re f .

Im1
(5.44a)
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dω2

dt
=

igb c̃s∆ϕ

Im2
+

Tag2,re f .

Im2
(5.44b)

d∆ϕ

dt
= ω1 − igbω2. (5.44c)

To determine the relative degrees, the first time derivative of y1 is calculated

dy1

dt
= c̃sω1 − c̃sigbω2. (5.45)

Since dy1/dt does not depend on either Tag1,re f . or Tag2,re f ., the second time derivative
is determined; for completeness a potentially time dependent transmission ratio is
assumed

d2y1

dt2 = −c̃2
s

(
1

Im1
+

i2
gb

Im2

)
∆ϕ +

c̃sTag1,re f .

Im1
− igb c̃sTag2,re f .

Im2
− c̃sω2

digb

dt
. (5.46)

Consequently, the relative degree belonging to the controlled variable y1 is δ1 = 2.
The first time derivative of y2 is

dy2

dt
=

igb c̃s∆ϕ

Im2
+

Tag2,re f .

Im2
; (5.47)

therefore, the relative degree of system output y2 is δ2 = 1.

Remark 1 The sum of relative degrees is three, which is equal to the number of state vari-
ables in System (5.44). For this reason, the dynamic system described by Equation (5.44)
with outputs defined in Equation (5.42) and Equation (5.43) has no internal dynamics.

For the given plant the decoupling matrix D(x) is independent of the state vector
x:

D =

(
c̃s

Im1
− igb c̃s

Im2

0 1
Im2

)
(5.48)

As D is clearly regular, the decoupling network can be determined; due to the
upper triangular form of D, computing the inverse of D is unnecessary and a
step-by-step calculation of the manipulated variables u1 = Tag1,re f . and u2 = Tag2,re f .
is possible. In the input–output decoupling process the dynamics of the resulting
decoupled SISO plants can be assigned. According to the relative degree δ2 = 1,
the desired dynamics of the system output y2 is chosen as the first-order dynamic
system2

G2(s) :=
y2(s)
v2(s)

=
1

Im2s
, (5.49)

2This plant dynamics is not bounded input – bounded output (BIBO) stable; stability is ensured
by the additional feedback speed controller.
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so that the system output y2 is controlled by the virtual control input v2, which
will be the output of a speed controller, but independent of the virtual control
input v1 [130]. The dynamics are defined as a simple (scaled) integrator because
many suitable speed controllers are available for this system class. Writing down
the corresponding differential equation

dy2

dt
=

dω2

dt
=

v2

Im2
(5.50)

and using Equation (5.44b) results in the desired air-gap torque for the electric
drive M2:

Tag2,re f . = v2 − igb c̃s∆ϕ (5.51)

This desired air-gap torque Tag2,re f . is composed of two parts; the first component
is the virtual control input v2, which will be the output of the feedback speed con-
troller. Additionally, the output torque of the transmission has to be compensated.
According to Equation (5.18b), this is exactly the measured shaft torque Tf 2; there-
fore, no load torque estimation is necessary and the calculation formula for the
manipulated variable Tag2,re f . can be simplified:

Tag2,re f . = v2 − Tf 2 (5.52)

If the air-gap torque Tag2,re f . is calculated according to Equation (5.51) or Equa-
tion (5.52), changes in testing torque do not affect the angular velocity ω2. As the
shaft torque measurement is used directly, also phenomena that were not modelled
(e.g. disturbances resulting from gear shifts) are compensated. This feedforward
load torque compensation is sporadically used to improve disturbance rejection in
speed control applications, see e.g. [135]. In many industrial applications a torque
sensor is not available. In these cases the load torque must be estimated. Thus,
using the measured load torque simplifies the control structure by removing the
observer. Implementing this strategy in practice however is not trivial. Directly
considering the measured shaft torque Tf in the desired air-gap torque Tag,re f . is
critical concerning dead times in the inverter system. Dead times above a certain
level in the inverter’s torque control loop can cause instability of the speed con-
trol loop, especially if higher resonance frequencies in the multi-mass mechanical
system have to be considered. To avoid this problem, the measured shaft torque
is often low-pass filtered. This however degrades disturbance rejection properties
as well. But if a hardware set-up optimised for small dead times and fast torque
dynamics is available, the measured load torque can be added directly without
filtering. However, using speed control with feedforward load torque compensation
might degrade the vibration damping properties [36]. Therefore, the input drive
M1 must be used to actively damp resonant torque oscillations.



118 Chapter 5 Control

Also for the remaining system output y1 the desired dynamics have to be specified
according to the relative degree δ1 = 2. In general,

G1(s) :=
y1(s)
v1(s)

=
V

s2 + a1s + a0
(5.53)

with a0 > 0 and a1 > 0 is a suitable approach for the dynamics of y1. The differential
equation corresponding to Equation (5.53)

d2y1

dt2 + a1
dy1

dt
+ a0y1 = Vv1 (5.54)

in combination with the definition of the system output y1 in Equation (5.42), its
time derivatives according to (5.45) and (5.46), and the dynamics of the output y2
as specified in (5.49) or (5.50) results in

Tag1,re f . = (c̃s − a0 Im1)∆ϕ− a1 Im1
(
ω1 − igbω2

)
+ Im1igb

v2

Im2
+ Im1ω2

digb

dt
+

VIm1

c̃s
v1.

(5.55)
To reduce this formula, the coefficient a0 can be chosen as a0 = c̃s/Im1; then the
dependency on ∆ϕ is removed. Additionally, V = a0 must hold for unity gain. This
gives

Tag1,re f . = v1 + Im1

(
igb

v2

Im2
+ ω2

digb

dt

)
− a1 Im1

(
ω1 − igbω2

)
. (5.56)

Consequently, the resulting torque transfer function is

G1(s) =
c̃s

Im1s2 + a1 Im1s + c̃s
. (5.57)

If the transfer function is rewritten as

G1(s) =
c̃s

Im1s2 + d̃s,des.s + c̃s
, (5.58)

a physical interpretation is possible. This transfer function is close to the dynamics
of the mechanical system, which can be regarded as an undamped two-mass
oscillator with the moment of inertia of the speed controlled machine tending
to infinity because of load torque compensation. Im1 is the moment of inertia of
the input drive while c̃s is the torsional stiffness parameter of the elastic shaft.
The new parameter d̃s,des. is the shaft’s desired damping coefficient. This means
that the natural frequency of the decoupled system remains unmodified while the
damping is increased by feedback control. The choice of (5.58) can be motivated by
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a differentiation of (5.44c) with respect to time. If additionally (5.44a) is used and
the dynamics of the system output y2 is fixed according to (5.50), one obtains

d2∆ϕ

dt2 = − c̃s∆ϕ

Im1
+

Tag1,re f .

Im1
− igb

v2

Im2
−ω2

digb

dt
. (5.59)

Pure decoupling would require the desired electromagnetic torque Tag1,re f . to be
chosen as

Tag1,re f . = T̃ag1 + Im1igb
v2

Im2
+ Im1ω2

digb

dt
(5.60)

with T̃ag1 being the new virtual control. Replacing Tag1,re f . in (5.59) by (5.60) gives

d2∆ϕ

dt2 = − c̃s∆ϕ

Im1
+

T̃ag1

Im1
, (5.61)

which is exactly the dynamics of the mentioned undamped two-mass oscillator
with the moment of inertia of the speed controlled machine tending to infinity. The
natural angular frequency resulting from Equation (5.61) is ω0 =

√
c̃s/Im1, which is

lower than the natural angular frequency of the coupled dynamic system given in
Equation (5.22); this is due to feedforward disturbance torque compensation at the
load drive.

Finally, also the reference air-gap torque for machine M1 can be rewritten for
clarity

Tag1,re f . = v1 + Im1
d
(
igbω2

)

dt︸ ︷︷ ︸
=:Taccel.

− d̃s,des.
(
ω1 − igbω2

)
︸ ︷︷ ︸

=:Tdamp.

. (5.62)

This desired air-gap torque Tag1,re f . is composed of the virtual control input v1, the
damping torque Tdamp. to reduce torsional vibrations, and the decoupling torque
Taccel. for accelerating the moment of inertia Im1 when the angular velocity of the
input drive must be changed. This is necessary when the angular velocity of the
load drive is modified or when a gear shift occurs and therefore the transmission
ratio changes. The only remaining tuning parameter is d̃s,des..

The goals at the beginning of the decoupling and feedback linearisation process were
to decouple the speed and torque control loops and to damp torsional vibrations. In
spite of an integrated controller design process where both goals were handled at
once, the results given by Equation (5.62) and Equation (5.52) can again be divided
into these two measures. Equation (5.52) is exclusively responsible for decoupling;
in Equation (5.62) Taccel. is used for decoupling while Tdamp. provides for vibration
damping. The functionality of these measures is even independent from each
other; the decoupling components can be activated without active damping if no
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additional damping is required and the damping torque can be used without
decoupling if desired. This property can simplify controller testing in practice as
these two measures can be implemented and examined separately.

In Figure 5.7 the resulting control scheme is presented. The decoupling structure

Tre f .

ω2,re f .

d
dt

X

XX

d̃s,des.

1
Im2

RT

Rω

Torque control

Speed control

ω1 ω2Tf 1Tf 2

Im1

v1

v2

Tag1,re f .

Tag2,re f .

igb

Measure-
ment

References

Torque flange Inc. encoder

Decoupling and
damping network

Figure 5.7: Proposed control structure for a test bed for transmissions.

was designed in such a way that only measurable signals are required; therefore,
no state observer is needed. Some of the calculations in the decoupling network are
based on igb; for this reason, the transmission ratio must be known for control. Load
torque compensation used to improve speed control is independent of the transmis-
sion ratio; however, for vibration damping and for decoupling the torque controlled
input drive, the transmission ratio is essential. If the test bed automation system
actuates the transmission, the current gear and therefore also the transmission ratio
igb are known. This testing situation was discussed in Section 3.10. If the gear shifts
are performed automatically, igb can be estimated based on gearbox input and
output speed. During the gear shifts the transmission ratio must be changed. The
precise timing of this process can be interpreted as a tuning parameter for control.
The decoupling torque Taccel. is non-zero if the term igbω2 changes. This can easily
be handled if a constant gear is assumed; digb/dt is then zero and the decoupling
torque is only active when the angular velocity ω2 of the load drive is changed. If a
gear shift occurs, the transmission ratio changes; since the speed of the load drive is
typically kept constant during the gear shift, the angular velocity of the input drive
must change. In this situation, the term Im1ω2digb/dt is exactly the torque required
to accelerate the input drive with rotor inertia Im1 to the angular velocity suitable
for the next gear. A combination of these two situations is feasible as well.
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5.4.2 Three Machine Configuration

Also for three machine testing configurations shown in Figure 3.1 and Figure 3.24
used to test differential gears a decoupling controller is designed following the
approach used for the test system for transmissions. Here the most general situation
including the adapter gearboxes is discussed; a controller for the reduced problem
without those gearboxes can then be derived easily from this controller for the
extended test set-up. Controller design is based on the reduced mathematical model
discussed in Section 5.3.2 where the system dynamics were determined as

dω1

dt
= − c̃s∆ϕ

I1
+

Tag1,re f .

I1
(5.63a)

dω2

dt
=

i′d c̃s∆ϕ

2I2
− T′dsl

2I2
+

Tag2,re f .

I2
(5.63b)

dω3

dt
=

i′d c̃s∆ϕ

2I3
+

T′dsl
2I3

+
Tag3,re f .

I3
(5.63c)

d∆ϕ

dt
= ω1 −

i′dω2

2
− i′dω3

2
. (5.63d)

For this testing situation the first system output y1 is the total output torque of the
differential gear

y1 = Tsum = igb2i′d c̃s∆ϕ; (5.64)

the remaining outputs are the angular velocities of the load drives M2 and M3

y2 = ω2 (5.65a)
y3 = ω3. (5.65b)

In contrast to before, this dynamic system is non-linear because of the friction
torque T′dsl. Nevertheless, the relative degrees are determined starting with the
differential gear’s total output torque Tsum = y1 as given by Equation (5.64). The
first derivative with respect to time is

dy1

dt
= igb2i′d c̃s

(
ω1 − i′d

ω2 + ω3

2

)
. (5.66)

Since dy1/dt does not depend on a control input, the second time derivative

d2y1

dt2 = igb2i′d c̃s

(
dω1

dt
− i′d

dω2
dt + dω3

dt
2

)
(5.67)

is determined. According to Equation (5.63), d2y1/dt2 definitely depends on the
control inputs meaning that the relative degree of the output variable y1 is δ1 = 2.
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The second system output is the angular velocity of the electric motor M2, i.e.
y2 = ω2. According to Equation (5.63b), the first derivative with respect to time is

dy2

dt
=

1
I2

(
Tag2,re f . +

i′d
2

c̃s∆ϕ− T′dsl
2

)
. (5.68)

Since dy2/dt already depends on the system input Tag2,re f ., the relative degree of y2
is δ2 = 1. As the third plant output is the angular velocity of M3 and according to
(5.63b) and (5.63c) the dynamics are similar to y2, the corresponding relative degree
is also δ3 = 1.

Remark 2 The sum of relative degrees is four, which is equal to the number of state vari-
ables in System (5.63). For this reason, the dynamic system described by Equation (5.63)
with outputs as defined in Equation (5.64) and Equation (5.65) has no internal dynamics.

The decoupling matrix D(x) is again independent of the state vector x:

D =




igb2i′d c̃s
I1

− igb2i′2d c̃s
2I2

− igb2i′2d c̃s
2I3

0 1
I2

0

0 0 1
I3


 (5.69)

Since as before D is clearly regular, the decoupling network can be determined;
due to the special form of D, computing the inverse is unnecessary and a step-by-
step calculation of the manipulated variables is possible. If the dynamics for the
controlled variables y2 and y3 are chosen as

G2(s) :=
y2(s)
v2(s)

=
1

Im2s
(5.70)

G3(s) :=
y3(s)
v3(s)

=
1

Im3s
, (5.71)

the desired air-gap torques for machines M2 and M3 are

Tag2,re f . = v2 +
Igb2

Im2
v2

︸ ︷︷ ︸
Taccel.,gb2

−
(

i′d
2

c̃s∆ϕ− T′dsl
2

)

︸ ︷︷ ︸
T′do1

(5.72)

Tag3,re f . = v3 +
Igb3

Im3
v3

︸ ︷︷ ︸
Taccel.,gb3

−
(

i′d
2

c̃s∆ϕ +
T′dsl

2

)

︸ ︷︷ ︸
T′do2

. (5.73)
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These desired air-gap torques Tag2,re f . and Tag3,re f . are composed of three parts;
the first component is the virtual control input, which will be the output of the
speed controller. Additionally, the output torque of the differential gear scaled
by the inverse of the transmission ratio igb2 and the torque required to accelerate
the moment of inertia of the adapter gearboxes have to be compensated. Since
according to Equation (5.13b) and Equation (5.13c) this is exactly the measured
shaft torque, no load torque estimation is necessary and the calculation formula for
the manipulated variables Tag2,re f . and Tag3,re f . can be simplified:

Tag2,re f . = v2 − Tf 2 (5.74)

Tag3,re f . = v3 − Tf 3 (5.75)

This is the same result as in Section 5.4.1 although the testing situation is com-
pletely different. Consequently, the feedforward load torque compensation scheme
based on the shaft torque measurement can universally be applied when in spite
of strong disturbances excellent speed control performance is desired. An import-
ant requirement for using this strategy however is a high-performance inverter
system.

If the dynamics of the remaining system output y1 is chosen as

G1(s) :=
y1(s)
v1(s)

=
c̃s

I1s2 + d̃s,des.s + c̃s
, (5.76)

the desired air-gap torque of the electric machine M1 is

Tag1,re f . =
v1

igb2i′d
− d̃s,des.

(
ω1 − i′d

ω2 + ω3

2

)
+

I1i′d
2

(
dω2

dt
+

dω3

dt

)
. (5.77)

Finally, using the dynamics for the outputs y2 and y3 as specified in Equation (5.70)
and Equation (5.71) avoids the determination of the angular acceleration of the
drives M2 and M3 to be needed and we get

Tag1,re f . =
v1

igb2i′d
− d̃s,des.

(
ω1 − i′d

ω2 + ω3

2

)

︸ ︷︷ ︸
=:Tdamp.

+ I1
i′d
2

(
v2

Im2
+

v3

Im3

)

︸ ︷︷ ︸
=:Taccel.

. (5.78)

Thus, the desired air-gap torque Tag1,re f . is composed of the virtual control input v1,
which is scaled to obtain unity gain, the decoupling torque Taccel. for accelerating
the moment of inertia I1 when the angular velocities are changed, and the damping
torque Tdamp. to reduce torsional vibrations. The friction torque T′dsl is only changing
the torque distribution to the two outputs of the differential gear and consequently
does not affect the total testing torque. Also this result is very close to the findings
of Section 5.4.1 for the two machine testing configuration.
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Figure 5.8: Proposed control structure for a test bed for differential gears with adapter
gearboxes and symmetric mechanical structure implying Im2 = Im3, cs2 = cs3,
and igb2 = igb3.

In Figure 5.8 the resulting control scheme is presented for identical rotor inertias of
machines M2 and M3 (Im2 = Im3). The decoupling structure was designed in such
a way that only measurable signals are used; then no state observer is needed. In
commercial testing situations the moments of inertia of the three adapter gearboxes
are potentially unknown, but all three desired air-gap torques initially depend on
at least one of these inertias. This does not cause problems for machines M2 and
M3 because the load torque is measured at the shafts connecting induction machine
and gearbox and Equation (5.74) and Equation (5.75) can be used instead of Equa-
tions (5.72) and (5.73). However, the acceleration torque Taccel. in Equation (5.78)
depends on I1, which is the sum of the moments of inertia of gearbox 1 and electric
machine M1. Therefore, Equation (5.78) cannot be used directly. The easiest altern-
ative is to replace the total moment of inertia I1 by the induction machine’s moment
of inertia Im1. Of course, this will result in imperfect decoupling when there is a
change in rotational speed. Another possibility is to replace the system parameter
I1 in Equation (5.78) by the new controller parameter Î1 and to manually tune it in
experiments until a change in rotational speed no longer affects the total testing
torque. In Figure 5.8 the approach with the new controller parameter Î1 is shown.

If a testing configuration without adapter gearboxes is considered, only minor
modifications are required: the transmission ratios igb1 and igb2 must be set to one
and Î1 can be replaced by the input drive’s rotor inertia Im1.
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5.4.3 Selecting the Active Damping Parameter

An important tuning parameter in Equation (5.62) and Equation (5.78) is the desired
damping coefficient d̃s,des. in the torque transfer function. To analyse the effect of
this controller parameter, the poles of the torque transfer function G1(s) defined in
Equation (5.76) for the three machine configuration are determined3

s1,2 = − d̃s,des.

2I1
± j

√√√√ c̃s

I1
−
(

d̃s,des.

2I1

)2

. (5.79)

Due to the decoupling network, the pole locations are not affected by the moments
of inertia and the speed control parameters of the load drives. If the denominator
polynomial p(s) of the torque transfer function is written as

p(s) = s2 + 2ζω0s + ω2
0, (5.80)

with ζ being the damping ratio and ω0 being the undamped natural angular
frequency, the dependency of ζ on the controller parameter d̃s,des.

ζ =
d̃s,des.

2
√

c̃s I1
(5.81)

can easily be specified.

With d̃s,des. equal to zero the two poles will be imaginary; ζ is then equal to zero
resulting in undamped torque oscillations. If d̃s,des. is increased, the damping ratio
ζ rises, which leads to under-damped system behaviour. When d̃s,des. is equal to
2
√

c̃s I1, the two previously conjugate-complex poles become a double real pole
and ζ is then equal to one meaning that the system is critically damped and that
resonance oscillations vanish. If d̃s,des. is increased further, the system becomes
over-damped leading to slower torque dynamics than with critical damping. These
effects are shown in Figure 5.9 and will be further investigated in simulation later.

5.5 Speed Control

In addition to the decoupling network including active vibration damping, feedback
speed controllers Rω for the load drives have to be added to the control scheme.

3The torque transfer function for the two machine configuration is similar: only the definition of
the equivalent torsional stiffness parameter is different and I1 must be replaced by the rotor inertia
of the input drive Im1.
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Figure 5.9: Poles and damping ratio of the torque transfer function depending on the
controller parameter d̃s,des..

The nominal plant to control is given by the transfer function

G2(s) =
ω2(s)
v2(s)

=
1

Im2s
(5.82)

that was specified in the design of the decoupling network. This nominal transfer
function originates from a significantly reduced system model. In practice, torque
disturbances Tdist.(s) due to imperfect decoupling, friction losses, and air-gap torque
deviations such as torque harmonics [54] or stationary torque estimation errors [51]
have to be expected:

ω2(s) =
1

Im2s
[v2 (s)− Tdist. (s)] (5.83)

Many different controller types are capable of controlling this plant. In the following
sections, two approaches are further discussed; these proved to provide the desired
control performance and can easily be applied in practice since parameter tuning is
rather simple. Other controllers based on sliding mode control, see e.g. [136], such as
the super twisting controller were analysed in simulation. If chosen appropriately,
these can guarantee finite time convergence, but for this speed control application no
improvement regarding performance could be achieved. Because of the decoupling
scheme, disturbances for this control loop are significantly reduced and therefore the
great robustness properties of the sliding mode controllers are not that relevant.

5.5.1 PI Control

To be able to eliminate steady-state tracking errors caused by torque disturbances,
a PI controller can be used:

v2(s) = kp2
[
ω2,re f . (s)−ω2 (s)

]
+

ki2

s
[
ω2,re f . (s)−ω2 (s)

]
(5.84)
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This speed control approach is typically available on every commercial inverter
system and therefore widely used in industrial applications [12, 137]. Since feed-
forward load torque compensation is applied, controller design can be performed
easily e.g. by using loop shaping [138] without knowing any system parameters
except for the electric machine’s rotor inertia. Due to limited air-gap torque, usually
additional anti-windup (AW) measures are necessary; in industrial practice often the
conditioning technique proposed by Hanus is applied [139].

5.5.2 P Control with Disturbance Observer

An alternative speed control concept is based on using a P controller with an
additional disturbance observer [51]. For observer design the plant is given in a
state-space representation

Im2
dω2

dt
= v2 − Tdist.; (5.85)

the disturbance torque Tdist. is unknown, but assumed to be constant (dTdist./dt = 0).
Then the differential equations for the observer are

Im2
dω̂2

dt
= v2 − T̂dist. (5.86a)

dT̂dist.
dt

= 0, (5.86b)

where ω̂2 and T̂dist. are estimates for angular velocity respectively disturbance
torque. If the dynamics of the disturbance estimate T̂dist. are chosen as

dT̂dist.
dt

= Im2b̂
(

dω̂2

dt
− dω2

dt

)
, (5.87)

the disturbance observer results:

dT̂dist.
dt

= b̂
(

v2 − Im2
dω2

dt
− T̂dist.

)
(5.88)

By the use of the parameter b̂ > 0, the dynamics of this differential equation and
of the estimation error eTdist. := T̂dist. − Tdist. can be specified. To avoid the need of
determining dω2/dt, an auxiliary variable z is introduced

z := b̂Im2ω2 + T̂dist.. (5.89)

The dynamics of this variable now do not explicitly depend on the angular acceler-
ation dω2/dt

dz
dt

= −b̂z + b̂
(

v2 + b̂Im2ω2

)
(5.90)
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and can thus be implemented easily. The disturbance torque estimate can be
calculated based on z and ω2

T̂dist. = z− b̂Im2ω2. (5.91)

If the controller is chosen as

v2 = kp2
(
ω2,re f . −ω2

)
+ T̂dist. (5.92)

and the disturbance observer converged (T̂dist. = Tdist.), the rotational speed dynam-
ics are

Im2
dω2

dt
= kp2

(
ω2,re f . −ω2

)
. (5.93)

As for the classic PI controller, also with this approach two controller parameters
must be tuned. By selecting the proportional gain kp2 > 0, the dynamics of the
speed control loop can be specified while the dynamics of the disturbance observer
are given by the choice of b̂.

5.6 Torque Control

To make sure that the testing torque is equal to its reference value Tre f . in steady-
state, a torque controller RT must be added. The nominal plant is given by the
transfer function

G1(s) =
c̃s

I1s2 + d̃s,des.s + c̃s
(5.94)

that was specified in the design of the decoupling network. The DC gain of the
Torque transfer function (5.94) was chosen to be one. Furthermore, for d̃s,des. > 0
this system is BIBO stable; thus, the reference torque might be reached even without
feedback torque controller. But as for the speed control plant, here the real plant
will deviate from this nominal plant description as well. Because of losses and
possibly uncertain induction machine parameters [52], a feedback torque controller
is usually necessary to be able to guarantee a vanishing steady-state torque error.
The torque controller’s main objective is to fulfil the steady-state requirements; the
dynamic behaviour of the torque control loop can also be adjusted by the controller
parameter d̃s,des.. Basically, many control approaches are applicable for this control
problem. In practice, PI controllers with additional feedforward control, as will be
briefly discussed in Section 5.6.1, are widely used. However, in simulation modern
sliding mode control was analysed too. These experiments showed that their high
controller gain for small tracking errors is problematic. The torque transfer function
does not describe the oscillatory behaviour of the plant exactly. In reality, also
higher eigenfrequencies are relevant. With high controller gains these torsional
vibration modes can easily be excited.
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A problem sometimes related to torque control is the choice of the measurement
signals used for feedback control. For test systems without any additional gearboxes
the flange torques measured at the electric drives are typically used directly as
feedback signals because the torques at the UUT are close to these measured
torques. However, according to Figure 3.1, on a test bed with adapter gearboxes
there are no torque sensors located directly at the UUT. If such a test system for
differential gears is considered and the objective is to control the differential’s total
output torque, this quantity is unknown and must be estimated. An easy way to
overcome this problem is to use again the data from the torque measuring flanges
at the electric drives M2 and M3 and to scale them by the transmission ratio of the
output gearboxes igb2 = igb3:

Tsum = igb2
(
Tf 2 + Tf 3

)
(5.95)

Because of possible losses in the gearboxes, this is not a perfect solution, but these
loss torques could be measured before the test-run and then compensated by adding
the loss torque for gearbox 2 Tl,gb2 and gearbox 3 Tl,gb3; these are often modelled as
functions of angular velocity:

Tsum = igb2
(
Tf 2 + Tl,gb2(ω2) + Tf 3 + Tl,gb3(ω3)

)
(5.96)

Additionally, when there is a change in rotational speed, the moments of inertia
of the gearboxes at the differential gear’s outputs are causing a torque error on
account of the torque needed to accelerate or decelerate. But these torques for
gearbox 2 Taccel.,gb2 and gearbox 3 Taccel.,gb3 could also be compensated:

Tsum = igb2
(
Tf 2 + Tl,gb2(ω2) + Taccel.,gb2 + Tf 3 + Tl,gb3(ω3) + Taccel.,gb3

)
(5.97)

If the acceleration torques are replaced according to Equation (5.72) and Equa-
tion (5.73),

Tsum = igb2

(
Tf 2 + Tl,gb2(ω2) +

Igb2

Im2
v2 + Tf 3 + Tl,gb3(ω3) +

Igb3

Im3
v3

)
(5.98)

results. Both compensations could also be considered by modifying the reference
torque Tre f . appropriately.

5.6.1 PI Control

To make sure that torque control is simple and easy to tune for test bed operators, a
PI controller with additional feedforward control action is often used in practice:

v1(s) = k f f 1Tre f . (s) + kp1
[
Tre f . (s)− Tsum (s)

]
+

ki1

s
[
Tre f . (s)− Tsum (s)

]
(5.99)



130 Chapter 5 Control

Since the main objective is to guarantee vanishing steady-state tracking error, for
some applications an integrating controller including feedforward control has
proven to be sufficient; kp1 is then set to zero. As for the speed controller, controller
windup can be avoided by applying the conditioning technique [139] or by limiting
the integrator if an integrating controller without proportional action is applied.

5.7 Closed-loop System Analysis

In this section some considerations regarding the stability of the closed-loop system
are conducted. By the use of the state vector

x :=
[
ω1 ω2 ∆ϕ

]T , (5.100)

a state-space representation of the test system for transmissions can be given:4

dx
dt

=




0 0 − c̃s
Im1

0 0
igb c̃s
Im2

1 −igb 0


 x +




1
Im1

0

0 1
Im2

0 0





Tag1,re f .

Tag2,re f .


 (5.101)

As shown in Section 5.3.3, due to the lack of internal damping, this system is not
asymptotically stable. In a first step, the speed control loop is closed by applying a
PI controller

Tag2,re f . (s) =
(

kp2 +
ki2

s

) [
ω2,re f . (s)−ω2 (s)

]
− γωigb c̃s∆ϕ (s) , (5.102)

where with γω feedforward load torque compensation is adjusted. Setting γω to
zero disables the decoupling measure; for γω = 1 decoupling is effective. With the
extended state vector

x1 :=
[
ω1 ω2 ∆ϕ λω2

]T , (5.103)

where λω2 is an internal controller state, the LTI state-space model of this closed-
loop system is

dx1

dt
=




0 0 − c̃s
Im1

0

0 − kp2
Im2

(1−γω)igb c̃s
Im2

1
Im2

1 −igb 0 0

0 −ki2 0 0




︸ ︷︷ ︸
=:A1

x1 +




1
Im1

0

0 kp2
Im2

0 0

0 ki2





Tag1,re f .

ω2,re f .


 . (5.104)

4For clarity only the test system for transmissions is discussed in this section; test beds for
differential gears can be treated similarly.
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For stability analysis the characteristic polynomial of A1 is determined:

∆1(s) = s4 +
kp2

Im2
s3 +

(
ki2

Im2
+

c̃s

Im1
+

(1− γω) i2
gb c̃s

Im2

)
s2 +

c̃skp2

Im1 Im2
s +

c̃ski2

Im1 Im2
(5.105)

If the conventional control is used (γω = 0), it can be proven by the Liénard-Chipart
criterion that ∆1(s) is a Hurwitz stable polynomial for ki2 > 05 and kp2 > 0 and that
System (5.104) is asymptotically stable [138].6 For this situation the speed control
parameters could be used to maximise vibration damping. However, if decoupling
is effective (γω = 1), the characteristic polynomial can be written as

∆1(s) =
(

s2 +
c̃s

Im1

)(
s2 +

kp2

Im2
s +

ki2

Im2

)
. (5.106)

For this case ∆1(s) is not Hurwitz stable as two zeros are on the imaginary axis.
These are not affected by the speed control parameters; therefore, the speed con-
troller cannot improve vibration damping properties. For this reason, the active
damping measure is essential to be able to guarantee stability. Since a constant gear
is assumed, the reference air-gap torque for M1 is

Tag1,re f . = v1 − d̃s,des.
(
ω1 − igbω2

)
+ γTigb Im1

v2

Im2
. (5.107)

With γT the decoupling torque can be enabled (γT = 1) respectively disabled
(γT = 0). The state-space model for the closed-loop system is

dx1

dt
=




− d̃s,des.
Im1

igb d̃s,des.
Im1

− γT igbkp2
Im2

γT(1−γω)i2gb c̃s

Im2
− c̃s

Im1

γT igb
Im2

0 − kp2
Im2

(1−γω)igb c̃s
Im2

1
Im2

1 −igb 0 0

0 −ki2 0 0




︸ ︷︷ ︸
=:Ã1

x1

+




1
Im1

γT igbkp2
Im2

0 kp2
Im2

0 0

0 ki2





 v1

ω2,re f .


 .

(5.108)

5Selecting ki2 strictly positive is required to stabilise the internal controller state λω2 ; if ki2 was
zero, this system state would not be needed and the system order could be reduced by one. As a PI
controller was selected to control rotational speed, zero integral gain is only theoretically relevant.

6Positive system parameters Im1, Im2, and c̃s are presumed here and henceforth; furthermore,
the transmission ratio igb is assumed to be constant and non-zero.
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If decoupling is active either for the speed controlled drive (γω = 1) or for the
torque controlled drive (γT = 1),7 the characteristic polynomial of Ã1 is

∆̃1(s) =

(
s2 +

d̃s,des.

Im1
s +

c̃s

Im1

)(
s2 +

kp2

Im2
s +

ki2

Im2

)

︸ ︷︷ ︸
=:∆ω2 (s)

. (5.109)

This representation shows the big advantage of decoupling the control loops: the
parameter d̃s,des. > 0 can now be used to stabilise the torque control loop, while
with the speed control parameters kp2 > 0 and ki2 > 0 the dynamics of the speed
control loop are adjusted. As proven by Equation (5.109), then asymptotic stability
of the overall control system can be guaranteed as well. This representation can
additionally be used to tune the speed control parameters by demanding the zeros
of ∆ω2(s) to be real:

0 < ki2 ≤
k2

p2

4Im2
(5.110)

To stabilise the system is also possible by only using the active damping measure
while decoupling is ineffective; however, proving stability analytically is more
difficult as separating the characteristic polynomial into two parts, where only one
part depends on the speed controller parameters, is not possible in general.

If furthermore the torque control loop is closed by a PI controller with additional
feedforward control

v1(s) = k f f 1Tre f . (s) +
(

kp1 +
ki1

s

) [
Tre f . (s)− Tf 1 (s)

]
, (5.111)

where Tf 1 = c̃s∆ϕ is the torque at the input drive, the state vector must be extended
by the internal controller state λT

x2 :=
[
ω1 ω2 ∆ϕ λω2 λT

]T . (5.112)

7Only if decoupling is effective for both electric drives, the two control loops are completely
decoupled. But one decoupling measure is sufficient to be able to factorise the characteristic
polynomial according to Equation (5.109).
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The state-space model for the closed-loop system is then given by

dx2

dt
=




− d̃s,des.
Im1

igb d̃s,des.
Im1

− γT igbkp2
Im2

γT(1−γω)i2gb c̃s

Im2
− c̃s

Im1
− kp1 c̃s

Im1

γT igb
Im2

1
Im1

0 − kp2
Im2

(1−γω)igb c̃s
Im2

1
Im2

0

1 −igb 0 0 0

0 −ki2 0 0 0

0 0 −ki1c̃s 0 0




︸ ︷︷ ︸
=:A2

x2

+




k f f 1+kp1
Im1

γT igbkp2
Im2

0 kp2
Im2

0 0

0 ki2

ki1 0





 Tre f .

ω2,re f .


 .

(5.113)

If decoupling is active for at least one of the two electric drives, the characteristic
polynomial of A2 is

∆2(s) =

[
s3 +

d̃s,des.

Im1
s2 +

(
c̃s

Im1
+

kp1c̃s

Im1

)
s +

ki1c̃s

Im1

](
s2 +

kp2

Im2
s +

ki2

Im2

)
. (5.114)

It can easily be shown that this is a Hurwitz stable polynomial for positive speed
controller parameters kp2 > 0 and ki2 > 0, a positive active damping parameter
d̃s,des. > 0, and torque controller parameters subjected to

−1 < kp1 (5.115a)

0 < ki1 <
d̃s,des.

Im1

(
1 + kp1

)
. (5.115b)

These final results prove that because of the active damping measure (d̃s,des. > 0), the
admissible range for the torque control parameters can be significantly increased.
Theoretically, with d̃s,des. = 0 no stabilising PI torque controller with ki2 > 0 would
exist. However, zero shaft damping and losses were assumed for modelling; in
reality, the system would contain some internal damping. This allows to nevertheless
find some stabilising torque control parameters. But as system damping is typically
weak, it is usually challenging to identify suitable controller parameters without
active damping.
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5.8 Closed-loop Simulation Results

In this section the control concept based on feedback input–output decoupling,
active vibration damping, and feedback controllers for rotational speed and torque
presented before is tested in simulation. These simulations are performed by the
use of the simulation models discussed in Chapter 3 and Chapter 4. Additionally,
simulation studies with the conventional control structure typically used on these
test beds as shown in Figure 5.10 for a test system for differential gears are carried
out. These standard controllers are based on independently designed feedback
controllers without any decoupling and active oscillation damping. Due to its
simplicity, this control concept is widely used in practice, see e.g. [21]. Since
the following simulation studies deal with two particular testing situations that
were already discussed in Chapter 4, the parameters for the conventional control
scheme could be taken directly from the test bed. As will be seen in the following
figures, with this simple control strategy the attainable control performance is
rather limited.

5.8.1 Control of a Test System for Differential Gears with
Adapter Gearboxes

In this section results of numerical simulations of the test system for differentials
with adapter gearboxes as shown in Figure 3.1 are presented. This testing configur-
ation was chosen for these simulation studies since due to the additional gearboxes
it is mechanically rather complex and thus challenging for control. Simulation
results for a testing situation without adapter gearboxes are presented in Chapter 7
in the context of handling constraints. At first, the proposed control concept as

Tre f .

ω2,re f .

ω3,re f .

I + FF

PI

PI

Torque control

Speed control

Speed control

ω1 ω3ω2Tf 1 Tf 2 Tf 3

igb2

Tag1,re f .

Tag2,re f .

Tag3,re f .

Measure-
ment

References

Torque flange Inc. encoder
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Figure 5.10: Conventional control structure for a test bed for differential gears with adapter
gearboxes with symmetric mechanical structure implying igb2 = igb3.
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depicted in Figure 5.8 is compared to the conventional control structure as given in
Figure 5.10. Then some aspects regarding decoupling and reference tracking for the
multivariable control strategy are discussed in detail.

Figure 5.11 presents the reference profiles for the differential gear’s total output
torque and the rotational speeds of the drives M2 and M3 that will be used to test
various controller settings. Please note that there are two different reference speed
profiles: the dashed profile will be used to demonstrate the problems related to the
conventional control concept while the more challenging solid profile is used to
prove the advantages of the proposed control structure.
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Figure 5.11: Control of a test bed for differential gears with adapter gearboxes, references
for the differential’s total output torque and for the rotational speeds of M2
and M3.

Figure 5.12 shows the total output torque of the differential gear and the rotational
speeds of the drives M2 and M3 when the conventional control strategy without
decoupling and active damping is used. This results in unacceptable torsional
vibrations at approximately 1.3 Hz, which is the first resonance frequency of the
mechanical structure. In this situation the input drive oscillates against the two
load drives. The oscillations start when the rotational speed of the input drive
M1 changes. Without a decoupling network, the torque required to accelerate
the input drive leads to a change in shaft torque. This load variation excites
resonance oscillations although the rotational speeds are changed very slowly. At
the beginning of the test-run, when the rotational speed of one output drive is
reduced while the other is accelerated to test the differential gear’s slip-limiting
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functionality, no problems arise because the rotational speed of M1 remains constant.
The changes in reference torque at t ≈ 35 s and t ≈ 50 s are again causing a
change in shaft torque and are therefore also exciting resonance oscillations. These
torsional vibrations occur although the air-gap torque of M1 is changed quite slowly
because a conservative torque controller with only minor feedforward control is
applied. According to Equation (5.79), undamped resonance oscillations are to
be expected without active damping. Fortunately, on account of losses and some
internal damping of the cardan shafts, the torsional vibrations should be weakly
damped. Figure 5.12 though shows unstable system behaviour; this is caused by the
feedback torque controller with integral action. However, even without feedback
control the system’s damping properties would be problematic.
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Figure 5.12: Control of a test bed for differential gears with adapter gearboxes, simulation
results with the conventional control strategy for the controlled variables Tsum,
n2, and n3.

Figure 5.13 presents the realisable improvement by the use of the proposed control
strategy including decoupling and active damping. Additionally, the system beha-
viour for a disabled decoupling network is presented. As before, PI controllers were
used for speed control while for torque control an integrating controller with addi-
tional feedforward control was used. Independently of the decoupling, with active
damping the system is now sufficiently damped, meaning that resonant oscillations
are no longer critical. This allows the use of a much faster torque controller with
substantial feedforward control resulting in significantly improved tracking of the
reference torque profile. With enabled decoupling network the coupling of torque
and rotational speeds is reduced, so that even with the more challenging speed
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reference profile the total output torque of the differential gear is hardly affected by
the change in rotational speeds.
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Figure 5.13: Multivariable control of a test bed for differential gears with adapter gearboxes,
simulation results with the proposed control strategy and active damping only
for the controlled variables Tsum, n2, and n3.

Figure 5.14, Figure 5.15, and Figure 5.16 focus on the positive effects of the de-
coupling network with enabled active damping. In Figure 5.14 and Figure 5.15
the influence of a change in rotational speed on the differential gear’s total out-
put torque is presented for various settings for the decoupling parameter Î1. In
simulation the total torque at the outputs of the UUT is known, these curves are
label ‘real’; however, this information cannot be used for feedback torque control.
Instead, the effective testing torque must be estimated based on the flange torques
Tf 2 and Tf 3, these curves are labelled ‘est.’. Without decoupling ( Î1 = 0) a change
in rotational speed leads to significant torque variations. If the decoupling network
is activated, the torque error can be reduced substantially. As mentioned before,
the acceleration torque Taccel. cannot be determined exactly because the moment of
inertia of gearbox 1 is unknown. If just the moment of inertia of the electric drive is
compensated, the remaining torque variations might be unsatisfactory, especially
if the estimated testing torque is evaluated. Therefore, the controller parameter Î1
was increased to improve the decoupling. It is obvious that even with manually
tuned Î1 perfect decoupling cannot be achieved because of the complexity of the
mechanical system and the many simplifications used in Section 5.3 to determine a
system model suitable for controller design.
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Figure 5.14: Simulation results for Tsum with act. damping, decoupling, and varying Î1, real
testing torque at the UUT and testing torque estimated by considering gearbox
losses according to Equation (5.96).

In the experiments presented in Figure 5.14 the testing torque estimate did only
include gearbox losses; the acceleration torque for the gearboxes was not considered.
Therefore, a significant difference between real testing torque and estimated testing
torque remains during the acceleration phase. For this reason, the testing torque
estimate deviates from the testing torque reference. However, since the torque
controller’s action is primarily based on feedforward control, the error in the testing
torque estimation is hardly affecting the real testing torque. In the results shown
in Figure 5.15 also the acceleration torques of the gearboxes are considered in the
estimated testing torque. Consequently, the difference between real testing torque
and testing torque estimate is significantly reduced. Then in practice, when the
real testing torque is unknown, the estimate can be used to characterise the testing
conditions for the UUT.
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Figure 5.15: Simulation results for Tsum with act. damping, decoupling, and varying Î1, real
testing torque at the UUT and testing torque estimated by considering gearbox
losses and acceleration torques according to Equation (5.98).
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In Figure 5.16 the effect of a load torque change on the rotational speed of the electric
drive M2 is presented. If the decoupling network is deactivated, a change in load
torque directly affects the rotational speed n2. With the decoupling network this
interaction can be almost entirely eliminated because of load torque compensation.
This situation shows the realisable improvement by control measures; the minor
remaining deviations are due to time delays, parasitic dynamics, and limitations
in the torque measuring systems and in the inverter’s torque control loop. In
Figure 5.16 results obtained by the use of a PI controller and a P controller with
disturbance observer are compared. Those were tuned for similar disturbance
rejection properties; therefore, the results are nearly identical.
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Figure 5.16: Simulation results for rotational speed n2 with different speed controllers with
and without decoupling.

In Figure 5.17 these speed controllers are compared regarding their reference
tracking performance. This ramp response clearly shows that the two controllers
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Figure 5.17: Simulation results for a ramp response of n2 with different speed controllers
for complete decoupling and active damping only.
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differ in their reference tracking behaviour. If the PI controller is used, the ramp
response experiment shows an overshoot; with the P controller with disturbance
observer, this overshoot can be avoided. The drawback of this approach is that there
is a remaining tracking error during the rotational speed ramp. Figure 5.17 also
shows that the reference tracking performance of both speed controller types is
hardly affected by the decoupling measures.

Figure 5.18 focuses on the adjustment of the active damping parameter d̃s,des.. In
addition to damping resonant oscillations, the damping torque Tdamp. defined in
Equation (5.78) affects the closed-loop torque dynamics as well. In Figure 5.18
a ramp response of the differential gear’s total output torque is presented for
various settings for d̃s,des. and resulting damping ratios ζ. One can see that when the
damping ratio is low, the torque response is fast, but torsional vibrations are still
present. With a higher damping ratio the torque oscillations completely vanish, but
the torque dynamics become slower. A good compromise between good oscillation
damping and fast torque dynamics is to increase d̃s,des. until critical damping is
reached. This can either be done analytically according to Equation (5.81) if the
equivalent torsional stiffness c̃s and the moment of inertia I1 are known, or directly
in experiments on the test bed. This specific setting was also used for the previous
simulations.
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Figure 5.18: Simulation results for a ramp response of the differential gear’s total output
torque Tsum with decoupling, active damping, and varying damping parameter
d̃s,des..

In addition to these simulation studies, this specific control problem was also
analysed in experiments on a commercial test bed; the measurement results are
presented in Chapter 6.
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5.8.2 Control of a Test System for Transmissions

In this section the control of a test bed for transmissions as shown in Figure 3.2 is
discussed. The multivariable control strategy proposed in Section 5.4.1 is compared
to the conventional SISO approach depicted in Figure 5.19. For simulation the model
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Figure 5.19: Conventional control structure for a test bed for transmissions.

presented in Section 3.10, which was verified by a comparison with measurement
data in Section 4.6, was used. These simulation results were already based on the
conventional control concept and are reused at this point to show the improvements
by the new control. The test-run is composed of speed and torque ramps in
different gears. Gear shifts are performed without load, which is indicated in
Figure 5.20 by the reference testing torque Tre f . that is close to zero when gear
shifts occur. These gear shifts are the main challenge for control. In Figure 5.20 the
torques at input and load drive are shown for the conventional control concept
(labelled ‘conv.’) and for the proposed multivariable control strategy (labelled
‘prop.’). With the conventional control the testing torque was actively increased
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Figure 5.20: Control of a test system for transmissions, simulated flange torques Tf 1 and
Tf 2 for the conventional controller and the proposed multivariable control.
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Figure 5.21: Control of a test system for transmissions, simulated rot. speeds n1 and n2 for
the conventional controller and the proposed multivariable control.

when a down-shift was planned and reduced before an up-shift took place. For
the down-shift this procedure was necessary to accelerate the input drive during
the phase of interrupted power transfer to make sure that the ratio of gearbox
input speed and gearbox output speed is brought near the transmission ratio of
the next gear. The situation for the up-shift is similar, here the input drive must
be decelerated. However, the rotational speed of the input drive is never exactly
at the desired value when the clutch within the transmission is closed; therefore,
some synchronisation takes place. This torque disturbance causes resonant torque
oscillations, which are clearly visible in Figure 5.20 and also in Figure 5.21 where
the rotational speeds of the electric drives are shown. These torque peaks can
potentially damage UUT and test bed. This specific problem can be overcome by
the use of the proposed control strategy. If during the phase of power interruption
the transmission ratio igb is linearly changed within the control structure, the
term Im1ω2digb/dt in the decoupling torque represents the torque needed to change
the rotational speed of the input drive to the value suitable for the next gear.
Furthermore, the damping torque d̃s,des.

(
ω1 − igbω2

)
acts as a speed controller

to bring ω1 close to its desired value igbω2. Then, when the clutch within the
transmission is closed, less synchronisation is required and torsional vibrations can
be significantly reduced. The remaining resonant oscillations decay fast because of
active damping. Also in other situations than gear shifts such as at the beginning
and the end of torque ramps the active damping measure prevents most torsional
vibrations.

As for the test system for differential gears, the speed control performance was
primarily improved by load torque compensation. Additionally, the measures
implemented to improve the synchronisation at the end of the gear shifts also
reduce the disturbance torque for the speed control loop and therefore decrease
the speed tracking error for these special situations. The decoupling torque applied
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to the input drive when the rotational speed of the load drive is changed slightly
improves the system behaviour for situations where testing torque and rotational
speed are changed simultaneously. However, because of rather slow changes of
rotational speed, the effects are minor compared to the other improvements.





Chapter 6

Experimental Results

In this chapter some experimental results are presented to show the performance
of the proposed modifications regarding test bed control. To provide most realistic
results, these experiments were conducted on full–scale test systems. The use of small–
scale laboratory plants is problematic since often some aspects of their behaviour
are different and as a consequence, controllers giving satisfying results with the
laboratory plants might fail on the full-scale test system. However, because of the
limited availability of commercial test beds for controller testing, not every control
aspect that was discussed in simulation could be tested in practice. For this reason,
only some selected results are given in this chapter.

6.1 Multivariable Control of a Test Bed for Differential
Gears with Adapter Gearboxes

The proposed control strategy for the testing of differential gears as depicted in
Figure 5.8 has been tested on a commercial test bed for differential gears equipped
with three 700 kW induction machines and adapter gearboxes as shown in Figure 3.1
in Section 3.1. Some further characteristic technical parameters of the test bed are
summarised in Table D.1 in Appendix D. Control for exactly this test system
was already discussed in simulation in the previous chapter. The multivariable
control scheme presented in Figure 5.8 was implemented on real-time processing
hardware and a typical test-run for rear axle truck differentials was performed.
To keep torque control simple and easy to tune, an integrating controller with
additional feedforward control action as discussed in Section 5.6.1 was used. The
speed controllers Rω were chosen as PI controllers (see Section 5.5.1). Due to
mechanical restrictions concerning the UUT, a quite conservative test-run with
slow speed and torque changes had to be performed. To see the progress made by
the new control strategy, in the first test-run the old control concept, as shown in
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Figure 5.10, based on individually designed controllers for rotational speed and
torque without decoupling and active damping, was used. Figure 6.1 shows the
measured rotational speeds of the three electric drives and Figure 6.2 presents
the differential gear’s total output torque and the torques measured by the torque
sensors at machines M2 and M3. The total testing torque Tsum was estimated based
on the torque flange measurements Tf 2 and Tf 3. According to Section 5.6, gearbox
losses were compensated, but the torque required to accelerate the gearboxes was
not considered as rotational speeds were changed rather slowly. To once more prove
the accuracy of the simulation model used in the previous chapter and to highlight
the significance of the results regarding control performance presented there, also
some simulation results are included in Figures 6.1 – 6.4.

0 10 20 30 40 50 60 70 80 90 100
250

500

750

1000

1250

1500

1750

Time t (s)

R
ot

.s
pe

ed
n
(r

pm
)

n1,meas. n1,sim.

n2,meas. n2,sim.

n3,meas. n3,sim.

Figure 6.1: Measured and simulated rotational speeds on a test bed for axle differentials
with adapter gearboxes with the conventional control.
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Figure 6.2: Measured and simulated torques on a test bed for axle differentials with adapter
gearboxes with the conventional control.

Both figures show that torsional vibrations are a serious problem through the entire
test-run, but especially at t ≈ 90 s when the sign of the testing torque is changing.
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Due to gear play, there is a strong excitation of resonant oscillations; in combination
with low internal damping of the cardan shafts large torque oscillations arise
leading to an emergency shut-down of the test bed. Figure 6.2 furthermore shows
that, because no decoupling network is used, a change in rotational speed directly
affects the differential gear’s total output torque and additionally excites resonance
oscillations. Therefore, the same test-run has been performed using the new control
concept including input–output decoupling and active oscillation damping. The
rotational speeds of the electric drives are shown in Figure 6.3 while the torques
are presented in Figure 6.4.
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Figure 6.3: Measured and simulated rotational speeds on a test bed for axle differentials
with adapter gearboxes with input–output decoupling and active damping.

0 10 20 30 40 50 60 70 80 90 100

−20

−10

0

10

20

Time t (s)

To
rq

ue
T
(k

N
m
)

Tsum,meas. Tsum,sim.

Tf 2,meas. · igb2 Tf 3,meas. · igb2

Tre f .

Figure 6.4: Measured and simulated torques on a test bed for axle differentials with adapter
gearboxes with input–output decoupling and active damping.

The superiority of the new control concept becomes obvious during the entire
test-run. Torsional vibrations are now sufficiently damped, meaning that resonance
phenomena are no longer critical, even if the excitation is strong e.g. because of
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gear play. Additionally, this improved oscillation damping allows the use of a faster
torque controller with significant feedforward control action to improve the tracking
of the torque reference. The decoupling network also made it possible to reduce the
interaction of rotational speeds and torque. Figure 6.4 especially shows that now
a change in rotational speeds causes less testing torque variations. On account of
the quite conservative test-run with slow speed and torque changes, the benefits of
the decoupling network are not as significant as before in Chapter 5; however, the
positive effect of the damping strategy is obvious.

6.2 Multivariable Control of a Back-to-Back
Configuration

With the test system for differential gears discussed before no experiments includ-
ing high dynamic changes of testing torque could be performed. Because of the
complex mechanical system consisting of the UUT, adapter gearboxes, and many
cardan shafts, testing torque dynamics were limited. As a consequence, another
mechanical test set-up was used to conduct further experiments. The 575 kW in-
duction machines M1 and M2 were directly connected by a rather short shaft; this
setting is called ‘back-to-back’ configuration and is shown in Figure 6.5. To control

References Real-time
control

Electric
motor 1

Electric
motor 2

IGBT
stage 2

IGBT
stage 1

Torque
flange Incremental

encoder

Figure 6.5: Back-to-back testing configuration with KS R2R frequency converters.

the electric drives, the control concept initially developed for testing a transmission
as shown in Figure 5.7 was applied. The only modification is that the transmission
ratio igb was chosen permanently one. The input drive M1 was torque controlled,
the load drive M2 was operated in speed control mode. For the first experiment
the decoupling terms were deactivated and only the active damping measure was
tested. In the experiment the speed reference ω2,re f . was kept constant while the
testing torque reference Tre f . was changed. The recorded data are presented in
Figure 6.6. Tf 1 and Tf 2 are torques measured by the torque measuring flanges at
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machines M1 and M2; n1 and n2 are the rotational speeds of these electric drives.
Results presented in blue and green were recorded with active damping, results
shown in red and black were obtained with disabled active damping. Clearly, in
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Figure 6.6: Back-to-back testing configuration, changes of testing torque with and without
active damping applied to electric drive M1.

this situation even without active damping torsional vibrations are not as strong as
before in Section 6.1. This is due to the different mechanical setting that is signi-
ficantly simpler and does not include any transmission ratios. For this mechanical
set-up the first resonant frequency is at approximately 17 Hz and therefore higher
than before. However, also for this setting active damping is beneficial as torsional
vibrations can be eliminated.

For the next experiment the active damping measure was enabled and the coupling
of rotational speed and testing torque was analysed. As before, the speed reference
ω2,re f . was kept constant while the testing torque reference Tre f . was changed.
Since the decoupling torque for the input drive Taccel. is not needed with constant
rotational speed reference, in particular the decoupling scheme for the load drive
is analysed in the following figures. The measurement results are presented in
Figure 6.7: curves in blue and green were recorded with load torque compensation,
in red and black results without decoupling are shown. Because the fast change
of testing torque is a strong disturbance for the speed controller of M2, here the
effect of the decoupling measure (load torque compensation) is clearly visible.
Without decoupling a speed tracking error of approximately 10 rpm occurs during
the change of testing torque. With decoupling the rotational speed n2 shown in
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Figure 6.7: Back-to-back testing configuration, changes of testing torque with and without
load torque compensation for the load drive M2.

green is hardly affected. The rotational speed of the input drive must vary for
both situations because otherwise the torsion angle of the mechanical shaft cannot
change. Since the torque transmitted by a flexible shaft is directly related to its
torsion angle, a change of shaft torque always requires different rotational speeds
at the two ends of the shaft. Also the testing torque is positively affected by the
decoupling measure; as the angular velocity of the load drive remains constant,
adjusting the angular position of the input drive to reach the desired shaft torque is
easier.

6.3 Active Damping Control for a Test Bed for Centre
Differentials

Finally, the active damping strategy was used to improve the performance of
another test bed for differential gears. In contrast to Section 6.1, where an axle
differential was tested, here tests for a centre differential were performed. Therefore,
the situation regarding control was different: the input drive M1 was operated
in speed control mode while the load drives M2 and M3 were torque controlled
with references T2,re f . and T3,re f .. The first experiment was performed with the
conventional control strategy based on three individual PI controllers; in the second
experiment the active damping measure for M2 and M3 was added to improve
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control performance. In Figure 6.8 the rotational speeds of the electric drives are
presented. In Figure 6.9 the measured torques and the torque references for M2
and M3 are shown.
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Figure 6.8: Measured rotational speeds on a test bed for centre differentials with and
without active damping.
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Figure 6.9: Measured torques on a test bed for centre differentials with and without active
damping.

Figure 6.9 shows that without additional damping measures the control perform-
ance is limited. The reason for these torsional vibrations is a problematic mechanical
test set-up including significant gear play and rather long cardan shafts. Further-
more, the test bed is equipped with an older inverter system with limited perform-
ance. However, when the active damping strategy is applied, torsional vibrations
can be reduced significantly. These results indicate that the active damping scheme,
which was initially part of the multivariable control concept, can also improve the
system performance when applied separately with older, less powerful inverter
systems.





Chapter 7

Handling Constraints

At this point various controllers for automotive test systems have been proposed and
successfully tested in numerical simulations as well as in real-world experiments.
In the simulations all actuator constraints and limitations were considered, but the
references for testing torque and testing rotational speeds were chosen so that these
limitations were not exceeded. In general, this assumption is not admissible as test
bed operators might demand testing profiles that cannot be reached by the electric
drives. While selecting the testing torque appropriately is quite simple, choosing
the rotational speed profiles might be more complicated since here the angular
accelerations and the testing torque are important.1

7.1 Introduction

On a power train test bed, the admissible operating range regarding testing torque
and testing rotational speed is restricted by the operational limits of the electric
drives. As shown in Figure 7.1, an electric motor’s operating range regarding
rotational speed is specified by a minimal angular velocity ωmin and a maximal
angular velocity ωmax. Torque limits are given by a minimal respectively maximal
electromagnetic torque Tag,min and Tag,max, which are typically constant over a wide
range of rotational speed. As mentioned in Appendix A, the feasible air-gap torque
decreases at high rotational speed because of field weakening. The rated torque can
normally be delivered until the rated angular velocity ωr is reached. The operating
range is usually symmetric regarding rotational speed (−ωmin = ωmax) and torque
(−Tag,min = Tag,max). These restrictions for rotational speed and air-gap torque for

1In this chapter only constraints regarding the test system are considered; further eventually
more restrictive limits required to protect the UUT are not discussed. Since the control loops for
rotational speed and testing torque were designed for good reference tracking, this can be handled
by adequately choosing the references.
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ωmin ωmax−ωr ωr
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ω

Tag

Figure 7.1: Operating range of an electric drive.

each individual electric drive and the transmission ratios in the mechanical system
must be combined to be able to finally specify the operating range of the test system.
As high performance inverter systems are assumed, no restrictions regarding torque
dynamics must be considered.

With the conventional control as shown in Figure 5.10 for a test bed for differential
gears, handling the actuator constraints is rather simple. Since couplings are not
considered, the control loops for rotational speed and torque are treated as inde-
pendent from each other and consequently, for each controller only the constraints
related to one actuator are relevant. Therefore, constraints do not necessarily have
to be considered in the controller design. Only for controllers containing integrating
behaviour controller windup must be avoided. This can easily be realised by the
use of the classic AW procedure proposed by Hanus [139] if a PI controller is
used respectively by limiting the integrator if a purely integrating controller is
applied. For the multivariable controllers proposed in this work to improve the
system performance, handling the actuator constraints is more complex. As can
be seen in Figure 7.2, now the air-gap torque reference is no longer given by the
feedback controller’s output only.2 To be able to provide decoupling, the outputs of
other feedback controllers and some system states must be considered as well. For
instance, v2, which is the output of the feedback speed controller, affects the (lim-
ited) manipulated variables Tag1,re f . and Tag2,re f .. Therefore, the classic conditioning
technique proposed by Hanus cannot be applied [139]. If electromagnetic torques
that are not within the operating range of the electric drives are demanded by the
controller, decoupling can no longer be guaranteed. This might be acceptable, but
if the torque limit of the input drive is reached, active damping can no longer be
provided. This might result in potentially dangerous torsional vibrations.

This problem is rarely discussed in literature on automotive testing. In the field
of power train testing no publication that considers the operating range of the

2This control structure is similar to the controller shown in Figure 5.8 where a test bed for
differentials with adapter gearboxes was discussed. This test set-up does not include adapter
gearboxes; additionally, in this application the testing torque is given for the differential’s input.
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Figure 7.2: Multivariable control of a test bed for differential gears, torque control w.r.t. the
differential’s input torque.

electric drives for controller design is known to the author. However, as for the
general control problem, also for this aspect literature in the field of engine testing
is available.

Many control strategies for engine test beds recently published rely on optimisation
based techniques such as MPC where constraints and limitations can be directly
considered in the optimisation problem to be solved [26, 140]. Also in the related
field of controlling elastic drive systems MPC is a popular method to be able to
consider constraints directly [37, 109, 112–115]. However, due to the computational
effort required to solve a constrained optimisation problem, real-time implement-
ation is typically problematic. In particular for control problems where a short
sampling time is necessary it is often infeasible to solve the optimisation problem
online. Therefore, in [29] a different approach for ICE test bed control is proposed.
Here an inverse plant model is used to calculate the needed actuator torques; a
Kalman filter based algorithm then shapes the trajectories for testing rotational
speed and torque to minimise constraint violations. But since controller tuning
is not intuitive, both mentioned approaches are not suitable for use in industrial
practice. For the MPC controller the desired system behaviour must be specified
by a cost function based on weighting matrices, also for the Kalman filtering ap-
proach many tuning parameters are to be selected. This is problematic as test bed
operators would not know how to adjust controller parameters for a given testing
configuration. These issues discussed here in the context of test bed control are
relevant for many other applications as well.
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Therefore, instead of considering the constraints directly in the control algorithms
often the references for the feedback controllers are shaped so that constraints can
be met [141]. The fundamental idea of this approach is presented in Figure 7.3. The

r r̃ u y

xc
xp

Controller Plant
Reference
governor

Closed-loop
system

Figure 7.3: Reference governor structure.

basic feedback controller that is already available remains unmodified and forms
together with the plant the closed-loop system; additionally, a pre-filter is added to
shape the references. These add-on control schemes are called command governors or
reference governors and have been introduced for both linear and non-linear systems.
This approach is often attractive for practitioners because the feedback controller
can be designed without considering constraints; therefore, existing controllers and
tuning rules can be preserved. For more details on reference governors and their
application see [141–145].

7.2 Reference Governor

The basic idea of the reference governor was given in Figure 7.3. The common
intent of the reference governor is to preserve the dynamics of the closed-loop
system whenever possible. Therefore, they typically determine the shaped reference
command r̃ as close to the original reference r as possible while nevertheless the
constraints are maintained. Usually, the reference governor is active only for short
time intervals. Thus, r̃ and r are identical most of the time. The conventional
reference governor uses the current state vector of the plant xp, the controller states
xc, and the original references r to compute the shaped references r̃ for the feedback
controller. Since this control structure is usually implemented on a digital system,
in this work only the discrete time approach is discussed. To design the reference
governor, a mathematical model of the closed-loop system is required; therefore,
the state vectors of plant xp and controller xc are combined:

x :=
[

xp
xc

]
(7.1)

The discrete time state-space model of the nominal closed-loop system shown in
Figure 7.3 is given as a LTI system

xk+1 = Axk + Br̃k (7.2a)
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ỹk = Cxk + Dr̃k, (7.2b)

where x is the N-dimensional state vector, r̃ is the m-dimensional reference vector
for the closed-loop system and in ỹ the p quantities that are subjected to constraints
according to

Sỹk ≤ s ∀ k ≥ 0 (7.3)

are summarised.3 These could be the manipulated variables as well as certain
system states. System (7.2) is a mathematical model for the closed-loop system
and thus represents the combination of plant and controller. Since the closed-loop
system is typically designed to be asymptotically stable, the matrix A is assumed
to be a Schur matrix.4 Furthermore, the pair (A, C) is assumed to be observable.
Key objective at time instant kx is to choose r̃kx in a way that

‖rkx − r̃kx‖ (7.4)

is minimised and that the Constraints (7.3) are maintained for all k ≥ kx. This
calculation procedure is repeated in every sampling interval. To avoid confusion
caused by different indices for the current time instant and for predictions into the
future, kx = 0 is assumed henceforth.5 The basic idea of the reference governor is to
choose the shaped reference r̃0 in a way that, when constantly applied to the system,
the constraints are maintained for all k ≥ 0

S ˆ̃yk ≤ s ∀ k ≥ 0, (7.5)

where ˆ̃yk is an estimate for the system outputs subjected to constraints at time
instant k, which is calculated according to

ˆ̃yk = CAkx0 + C (IN −A)−1
(

IN −Ak
)

Br̃0 + Dr̃0 for k = 0, 1, . . . (7.6)

with IN being the N × N identity matrix. Calculating an optimal r̃0 seems to be
simple at first glance as the Inequality constraints (7.5) are linear, but there is an
infinite number of constraints. As the Inequality constraints (7.5) are forming a
convex set, for every ε∞ ∈ (0, 1) a k∗ ∈N exists so that when

S ˆ̃y∞ ≤ (1− ε∞) s (7.7a)

S ˆ̃yk ≤ s ∀ k = 0, 1, . . . , k∗ (7.7b)

holds, the Inequality constraints (7.5) are also fulfilled for k > k∗ [141]. Con-
sequently, because of these tightened steady-state limits, only a finite number of
constraints must be considered when the optimisation problem is solved.

3Selecting the constraints as a polyhedral set simplifies the following considerations; in general,
also ỹk ∈ Ỹ ∀ k ≥ 0 where Ỹ ⊂ Rp is a prescribed set could be assumed.

4A Schur matrix is a square matrix with real entries and with eigenvalues of absolute value less
than one [146, 147].

5Since System (7.2) is a time-invariant system, this time shift is admissible.
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The set of pairs (r̃0, x0) satisfying Equation (7.7) is called ‘safe set’ Õ∞ and can be
computed offline. If the set of admissible outputs is defined as

Ỹ = {ỹ : Sỹ ≤ s} , (7.8)

the safe set can be written as

Õ∞ =
{
(r̃0, x0) : C (IN −A)−1 Br̃0 + Dr̃0 ∈ (1− ε∞) Ỹ,

CAkx0 + C (IN −A)−1
(

IN −Ak
)

Br̃0 + Dr̃0 ∈ Ỹ ∀ 0 ≤ k ≤ k∗
}

.

(7.9)

If Equation (7.9) is evaluated for k = 0, 1, . . . , k∗,

Õ∞ =





(r̃0, x0) :




SC (IN −A)−1 B + SD 0
SD SC

SCB + SD SCA
...

...
SCAk∗−1B + SCAk∗−2B + · · ·+ SCB + SD SCAk∗




︸ ︷︷ ︸
=:A∞

[
r̃0

x0

]

≤




(1− ε∞) s
s
s
...
s




︸ ︷︷ ︸
=:b∞




(7.10)

results and by the use of matrix A∞ and vector b∞ the safe set Õ∞ is given by

Õ∞ =

{
(r̃0, x0) : A∞

[
r̃0
x0

]
≤ b∞

}
. (7.11)

The key idea of the reference governor is to find a vector r̃0 that is together with the
given state vector x0 in the safe set Õ∞ and that furhtermore minimises ‖r0 − r̃0‖.
The number of inequalities forming the safe set Õ∞ can be computationally prob-
lematic; therefore, often ‘almost’ redundant inequalities are removed before the
optimisation problem is solved [141].
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Since at this point all predicted system outputs ˆ̃yk for k = 0, 1, . . . , k∗ are included
in Õ∞, the current time instant can be labelled k again without losing lucidity. Then
a rather simple optimisation problem (scalar reference governor)

max hk subject to

(r̃k, xk) ∈ Õ∞ and
hk ∈ [0, 1]

(7.12)

with
r̃k = r̃k−1 + hk (rk − r̃k−1) (7.13)

can be formulated. If no constraints are violated, hk is one and r̃k = rk holds,
meaning that the reference governor does not affect the control system. If the
original reference is potentially causing a constraint violation, hk is reduced. hk = 0
is the extreme case; here the shaped reference remains constant (̃rk = r̃k−1). This
approach is intuitive for SISO systems, but can be restrictive for MIMO systems
because a single weighting parameter hk is applied for shaping every reference.
Therefore, for MIMO control systems the more general optimisation problem

min ‖rk − r̃k‖ subject to

(r̃k, xk) ∈ Õ∞
(7.14)

can be formulated. Often the vector reference governor with reference update

r̃k = r̃k−1 + Hk (rk − r̃k−1) (7.15)

with Hk = diag(hi,k) is chosen. The quantities hi,k are subjected to 0 ≤ hi,k ≤ 1 for
i = 1, 2, . . . , m and selected to minimise the cost function (rk − r̃k)

T Q (rk − r̃k) with
positive definite Q = QT subjected to (r̃k, xk) ∈ Õ∞.

If for above problems a solution for the optimisation problems exists at k = 0,
the constraints are maintained for all k (feasibility). Furthermore, for a constant
set-point r the command r̃ converges to the best approximation of r that satisfies
the constraints in finite time [141].

7.3 Reference Governor for a Test Bed for Differential
Gears

In this section a reference governor for the test bed for differentials as shown in
Figure 3.24 controlled by the multivariable controller presented in Figure 7.2 is
developed. In Section 5.3.1 the plant dynamics were given as

dω1

dt
= − c̃s∆ϕ

Im1
+

Tag1,re f .

Im1
(7.16a)
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dω2

dt
=

id c̃s∆ϕ

2Im2
− Tdsl

2Im2
+

Tag2,re f .

Im2
(7.16b)

dω3

dt
=

id c̃s∆ϕ

2Im3
+

Tdsl
2Im3

+
Tag3,re f .

Im3
(7.16c)

d∆ϕ

dt
= ω1 −

idω2

2
− idω3

2
. (7.16d)

In the decoupling controller the reference air-gap torques are calculated as

Tag1,re f . = v1 − d̃s,des.

(
ω1 − id

ω2 + ω3

2

)
+ Im1

id
2

(
v2

Im2
+

v3

Im3

)
(7.17a)

Tag2,re f . = v2 −
(

id
2

c̃s∆ϕ− Tdsl
2

)
(7.17b)

Tag3,re f . = v3 −
(

id
2

c̃s∆ϕ +
Tdsl

2

)
; (7.17c)

this is similar to Section 5.4.2 where a test system for differential gears with adapter
gearboxes was discussed. Only the virtual control v1 is scaled differently as in this
application the reference torque is given for the differential’s input and no moment
of inertia or transmission ratio of an adapter gearbox must be considered.

To guarantee that actuator constraints do not affect the control performance, the
reference air-gap torques must fulfil

−Tag1,max ≤ Tag1,re f . ≤ Tag1,max (7.18a)

−Tag2,max ≤ Tag2,re f . ≤ Tag2,max (7.18b)

−Tag3,max ≤ Tag3,re f . ≤ Tag3,max (7.18c)

at every point in time while angular velocities must satisfy

−ω1,max ≤ ω1 ≤ ω1,max (7.19a)
−ω2,max ≤ ω2 ≤ ω2,max (7.19b)
−ω3,max ≤ ω3 ≤ ω3,max. (7.19c)

For the design of the reference governor a mathematical model for the closed-loop
system is required. Combining Equation (7.16) and Equation (7.17) gives

dω1

dt
=

v1

Im1
− c̃s∆ϕ

Im1
− d̃s,des.

Im1

(
ω1 − id

ω2 + ω3

2

)
+

id
2

(
v2

Im2
+

v3

Im3

)
(7.20a)

dω2

dt
=

v2

Im2
(7.20b)

dω3

dt
=

v3

Im3
(7.20c)
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d∆ϕ

dt
= ω1 −

idω2

2
− idω3

2
; (7.20d)

these are the dynamics that were specified in the decoupling process.6 By the use
of the state vector

xp :=
[
ω1 ω2 ω3 ∆ϕ

]T (7.21)

and the given sampling interval Td, a linear discrete time system model can be
determined

xp,k+1 = Apxp,k + Bpvk, (7.22)

where the vector v is composed of the virtual controls v1, v2, and v3.

To complete the closed-loop system model with r̃ as system input and ỹ as system
output, the discrete time feedback controllers for the differential’s input torque
Tf 1 = c̃s∆ϕ

v1,k = k f f 1r̃1,k + kp1 (r̃1,k − c̃s∆ϕk) + λT,k (7.23a)

λT,k+1 = λT,k + Tdki1 (r̃1,k − c̃s∆ϕk) (7.23b)

and the angular velocities of drives M2

v2,k = kp2 (r̃2,k −ω2,k) + λω2,k (7.24a)

λω2,k+1 = λω2,k + Tdki2 (r̃2,k −ω2,k) (7.24b)

and M3

v3,k = kp3 (r̃3,k −ω3,k) + λω3,k (7.25a)

λω3,k+1 = λω3,k + Tdki3 (r̃3,k −ω3,k) (7.25b)

are given. λT, λω2 , and λω3 are the internal state variables of the PI controllers.
Based on the new extended state vector for plant and controller

xk :=
[
ω1,k ω2,k ω3,k ∆ϕk λT,k λω2,k λω3,k

]T (7.26)

and the shaped reference vector r̃ = [r̃1, r̃2, r̃3]
T the discrete time mathematical

model for the closed-loop system consisting of plant and controller can be given:

xk+1 = Axk + Br̃k (7.27)

To be finally also able to define the closed-loop system’s outputs, the manipulated
variables (reference air-gap torques) that are subjected to constraints are determined

ỹ1,k = v1,k − d̃s,des.

(
ω1,k − id

ω2,k + ω3,k

2

)
+ Im1

id
2

(
v2,k

Im2
+

v3,k

Im3

)
(7.28a)

6All controllers are implemented in discrete time; for this reason, the decoupling is realised in
discrete time as well. However, as the sampling frequency is high, decoupling can be assumed to be
in continuous time. Then some of the following steps are more clear.
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ỹ2,k = v2,k −
(

id
2

c̃s∆ϕk −
Tdsl,k

2

)
(7.28b)

ỹ3,k = v3,k −
(

id
2

c̃s∆ϕk +
Tdsl,k

2

)
. (7.28c)

By the use of the vector of constrained outputs ỹ = [ỹ1, ỹ2, ỹ3]
T, these equations

can be summarised to
ỹk = Cxk + Dr̃k + WTdsl,k. (7.29)

The slip-limiting torque Tdsl only affects the constrained outputs, not the system
dynamics. Therefore, considering Tdsl in the prediction model is not necessary.
More precisely, Tdsl is even only relevant for the air-gap torques of M2 and M3.
Consequently, if the classic reference governor approach was applied, the constraints
for M2 and M3 given by Equation (7.18) would have to be chosen more conservative
such that the reference air-gap torques are within the limits for every Tdsl that is
to be expected [141]. However, this torque margin would limit the achievable
speed dynamics and the feasible testing torque significantly. Therefore, instead
of the maximum slip-limiting torque only its actual value Tdsl is considered. For
this reason, a changing slip-limiting torque can lead to constraint violations. The
relevance of this aspect is investigated later in simulation.

To reduce the number of inequality constraints, the limitations regarding the angular
velocities of the electric drives as given by Equation (7.19) are handled before the
actual reference governor by appropriately limiting the rotational speed references.
Since speed control loops are designed for good reference tracking with only little
overshoot, limiting the references appropriately provides for angular velocities
within the allowed range. Then at each point in time only constraints regarding the
electromagnetic torques are relevant for the reference governor:




1 0 0
−1 0 0
0 1 0
0 −1 0
0 0 1
0 0 −1




︸ ︷︷ ︸
=:S

ỹ ≤ (1− ε1)




1 0 0
−1 0 0
0 1 0
0 −1 0
0 0 1
0 0 −1







Tag1,max
Tag2,max
Tag3,max




︸ ︷︷ ︸
=:umax

(7.30)

ε1 ∈ [0, 1) is a small tuning parameter introduced to make the constraints slightly
more restrictive so that some actuator torque reserve is available to compensate
for phenomena that were not modelled. In the standard reference governor design
constraints are expected to be constant; however, as shown in Figure 7.1, the
available air-gap torque depends on the motor’s rotational speed and is therefore
slowly time-varying. Selecting ε1 > 0 can be beneficial to nevertheless obtain the
desired behaviour of the reference governor. If the steady-state constraints are
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tightened by the use of the parameter ε∞ ∈ (0, 1), the number of inequalities
that define the safe set Õ∞ is reduced to a finite number. By using the matrix
A∞ ∈ R(6(k∗+2)×11)

A∞ :=




SC (IN −A)−1 B + SD 0 SW
SD SC SW

SCB + SD SCA SW
...

...
...

SCAk∗−1B + SCAk∗−2B + · · ·+ SCB + SD SCAk∗ SW




(7.31)

and matrix B∞ ∈ R(6(k∗+2)×3)

B∞ := (1− ε1)




(1− ε∞) S
S
S
...
S




, (7.32)

the safe set Õ∞ can be formulated similar to Equation (7.10) as

Õ∞ =



(r̃0, x0, Tdsl,0) : A∞




r̃0
x0

Tdsl,0


 ≤ B∞umax



 . (7.33)

To reduce the number of inequality constraints in the optimisation problem, the
steady-state inequalities are analysed; these are given by the first six rows of A∞
and B∞:

− (1− ε1) (1− ε∞) Tag1,max ≤ r̃1,k ≤ (1− ε1) (1− ε∞) Tag1,max (7.34a)

− (1− ε1) (1− ε∞) Tag2,max ≤ −
id
2

r̃1,k +
1
2

Tdsl,k ≤ (1− ε1) (1− ε∞) Tag2,max

(7.34b)

− (1− ε1) (1− ε∞) Tag3,max ≤ −
id
2

r̃1,k −
1
2

Tdsl,k ≤ (1− ε1) (1− ε∞) Tag3,max

(7.34c)

These constraints obviously affect the reference testing torque r̃1 only. Since Condi-
tions (7.34) are rather simple, excluding them from the actual optimisation problem
can be computationally beneficial. Therefore, the reference governor is realised as
a step-by-step calculation scheme as shown in Figure 7.4. In step ¬ the reference
torque r1 is limited to r1 according to (7.34) to meet the stationary torque limits
of the three electric drives. In steps ­ and ® the rotational speed references r2
and r3 are limited to r2 respectively r3 according to the operating ranges of the
electric drives. Then in step ¯ the remaining reduced optimisation problem can be
solved.
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r1,k

r2,k

r3,k

r̃1,k

r̃2,k

r̃3,k
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r3,k

①

②
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④
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rot. speed
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rot. speed

stationary
torque

Solving
reduced

optimisation
problem

Figure 7.4: Reference governor implementation.

7.3.1 Optimisation Based Approach

As suggested in Section 7.2, the vector reference governor



r̃1,k

r̃2,k

r̃3,k


 =




r̃1,k−1

r̃2,k−1

r̃3,k−1


+




h1,k 0 0
0 h2,k 0
0 0 h3,k










r1,k

r2,k

r3,k


−




r̃1,k−1

r̃2,k−1

r̃3,k−1





 (7.35)

with 0 ≤ hi,k ≤ 1 for i ∈ {1, 2, 3} is applied. Due to the fact that the inequal-
ity constraints are linear, the cost function is chosen to be a linear function too.
Consequently, the optimisation problem to be solved is

min−αTh1,k − αωh2,k − αωh3,k subject to

Ã∞




r̃k
xk

Tdsl,k


 ≤ B̃∞umax and

0 ≤hi,k ≤ 1 for i ∈ {1, 2, 3},

(7.36)

where by Ã∞ and B̃∞ the inequality constraints apart from the Steady-state cri-
teria (7.34) are given. The constant parameters αT > 0 and αω > 0 are introduced
to be able to modify the behaviour of the reference governor regarding the pri-
ority of either testing torque or testing rotational speed. This representation also
allows the torque limit umax to vary when the machine’s rotational speed is in the
field weakening region. For practical reasons, the optimisation problem must be
modified for some situations. When a differential gear is tested, typically identical
rotational speeds for the differential’s outputs are demanded in some testing phases,
while in other tests the rotational speeds of M2 and M3 are required to be differ-
ent. This distinction should be maintained by the reference governor. Therefore, if
|r2,k − r3,k| < µ and |r̃2,k−1 − r̃3,k−1| < µ, where µ is a small positive parameter, the
dimension of the optimisation problem is reduced because h2,k = h3,k is required.
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Before the Optimisation problem (7.36) can be solved the state vector x and the
slip-limiting torque Tdsl must be known. Within the state variables only the torsion
angle ∆ϕ is unknown; the rotational speeds of the electric machines are measured
and the internal controller states λT, λω2 , and λω3 are known as well. Since the
torque at the input drive is measured, by ∆̂ϕk ≈ Tf 1,k/c̃s an estimate for the torsion
angle is available. Thus, the only remaining quantity is the friction torque Tdsl . This
is the difference in the differential’s output torques and can be estimated according
to T̂dsl,k ≈ Tf 3,k − Tf 2,k. These quantities can be low-pass filtered to increase the
robustness against high frequency disturbances.

As the closed-loop system model is only an approximation of the test bed dynamics,
the Optimisation problem (7.36) might be infeasible in practice. Then the inequality
constraints are violated even with r̃k = r̃k−1. To avoid this situation, slack variables
are introduced to soften the torque constraints if necessary. Also in situations with
changing slip-limiting torque these slack variables might be required. The final
optimisation problem is a linear program and can be solved e.g. by using the
simplex algorithm. This optimisation might be problematic regarding real-time
execution, but these restrictions are not relevant for simulation.

In Figure 7.5, Figure 7.6, and Figure 7.7 simulation results obtained by the use of
the optimisation based reference governor are presented.7 The simulation model
for the test bed is identical to the system used in Section 4.4; for control the concept
shown in Figure 7.2 is applied. The operating ranges of the electric drives are
summarised in Table 7.1 while some other system parameters are given in Table C.1.
The references for the feedback controllers are generated by the reference governor

Parameter Value Unit
Tag1,max 930 N m

nr1 6684 rpm
n1,max 9000 rpm

Tag2,max, Tag3,max 3700 N m
nr2, nr3 1800 rpm

n2,max, n3,max 6000 rpm

Table 7.1: Operating ranges of the electric drives M1, M2, and M3 on a test bed for differ-
ential gears.

based on the original references r1 = Tre f ., r2 = ω2,re f ., and r3 = ω3,re f .. These
references were chosen, so that neither stationary torque limits nor rotational speed
limits are violated. Furthermore, the rotational speed references were outside the

7In the following figures, as common, rotational speeds are shown instead of angular velocities.
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field-weakening region. Simulation experiments including also these situations are
discussed in Section 7.3.3.

In Figure 7.5 input and output signals of the reference governor are presented.
In each of the three plots a single reference signal is discussed. In addition to
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Figure 7.5: Multivariable control of a test bed for differential gears, simulation results
obtained by the use of an optimisation based reference governor with varying
prediction horizon k∗, constant αT, and varying weighting parameter αω, shaped
and original references.

the original references, the shaped references are shown for different reference
governor settings. While the weighting parameter αT = 1 was kept constant, αω was
1 respectively 100 to demonstrate the effect of these parameters. Clearly, this setting
is only relevant if in addition to r̃2 6= r2 or r̃3 6= r3 also r̃1 6= r1 holds. Otherwise,
only torque or only rotational speed must be adjusted making the weighting
parameters ineffective. In general, the higher αω is the faster the rotational speed
references are adjusted causing the testing torque to have less priority. This is
obvious at t ≈ 0.7 s and t ≈ 5 s. Additionally, the influence of the prediction
horizon k∗ was analysed by choosing the extreme settings k∗ = 5000 respectively
k∗ = 0. At a sampling frequency of 10 kHz the first setting implies a 0.5 s prediction
while with the latter setting prediction is completely disabled. Interestingly, the
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effect of changing the prediction horizon is minor; in Figure 7.5 no difference
in shaped references is visible. This does not hold for every conceivable control
problem, but some characteristics of the test bed control scheme discussed here
minimize the effect of prediction. An important factor is that the PI controllers for
rotational speed are only demanding torque when a change in rotational speed is
required. As soon as the set-point is reached, only some losses must be covered
since the testing torque is compensated by load torque compensation. Furthermore,
control loops were designed for only little overshoot, which makes it easier to
handle the constraints. Finally, because of the short sampling interval, the change
of the manipulated variables within one sampling interval is mostly determined
by the controllers’ proportional gains. This makes the dynamics of the integrating
controller state less significant.

In Figure 7.6 the three manipulated variables (electromagnetic torques) are presen-
ted, again with different settings for αω and k∗ while αT was constant. In this figure
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ỹ3, αω = 100, k∗ = 0
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Figure 7.6: Multivariable control of a test bed for differential gears, simulation results
obtained by the use of an optimisation based reference governor with varying
prediction horizon k∗, constant αT = 1, and varying weighting parameter αω,
manipulated variables.

the outputs of the control structure depicted in Figure 7.2 are shown without any
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additional limitations that would be made in the inverter control algorithm if limits
were exceeded. Additionally, the plots include maximum and minimum air-gap
torques. It can be seen that the constraints can be maintained in almost the entire
experiment. Since the parameter for tightening the torque limits was selected as
ε1 = 0.05, in most situations some torque reserve is left. Only with k∗ = 0 the limits
are violated at t ≈ 3 s for a rather short time interval.

In Figure 7.7 the controlled variables y1, which is the testing torque at the dif-
ferential’s input, and y2 = n2 and y3 = n3, which are the rotational speeds of
the load drives, are presented for different settings for αω while αT was constant.
Additionally, the shaped references r̃1, r̃2, and r̃3 are depicted. As, according to
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Figure 7.7: Multivariable control of a test bed for differential gears, simulation results
obtained by the use of an optimisation based reference governor with prediction
horizon k∗ = 0, constant αT, and varying weighting parameter αω, shaped
references and controlled variables.

Figure 7.5, the influence of the prediction horizon k∗ on the shaped references is
minor, here only results for k∗ = 0 are shown. Figure 7.7 shows excellent reference
tracking without any problematic torsional vibrations. This once more proves that
the multivariable control concept proposed in this work is suitable for such applica-
tions. These simulation results show the full potential of the combination of the fast
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inverter system and the proposed control strategy. Since here no adapter gearboxes
are complicating the mechanical system, the tracking performance could be further
increased compared to the results discussed in Section 5.8.1. In particular the torque
control performance is improved as due to the simpler mechanical system, the
decoupling torque Taccel. is more accurate and consequently decoupling is more
effective.

7.3.2 Simplified Sequential Approach

Solving the Optimisation problem (7.36) with a high number of inequality con-
straints is computationally rather expensive. Since this calculation must be per-
formed online, using the optimisation based reference governor in practice is
unrealistic. To potentially reduce complexity, the optimisation problem is further
analysed at the beginning this section. The previous simulations showed that the
influence of the prediction horizon on the reference governor behaviour is minor.
With k∗ = 0 the limits of the electric drive M1 were slightly exceeded at t ≈ 3 s,
but only for a short time instant. With k∗ = 5000 this constraint violation can
be avoided, but this comes at the cost that the number of inequality constraints
is significantly higher. Therefore, in industrial practice reducing k∗ is beneficial
regarding implementation and execution on real-time processing hardware. Isolated
constraint violations resulting from this approach can often be accepted.

If the extreme case is chosen and no prediction is performed (k∗ = 0), the number
of inequality constraints that must be taken into account at every sampling interval
is significantly reduced as besides the stationary limits given by Equation (7.34),
only

−Tag1,max ≤ ỹ1,k ≤ Tag1,max (7.37a)

−Tag2,max ≤ ỹ2,k ≤ Tag2,max (7.37b)

−Tag3,max ≤ ỹ3,k ≤ Tag3,max (7.37c)

must be maintained. Then the matrix Ã∞ defining these inequality constraints

Ã∞




r̃k
xk

Tdsl,k


 ≤ B̃∞




Tag1,max
Tag2,max
Tag3,max


 (7.38)

is

Ã∞ =




x x x · · ·
x x x · · ·
0 x 0 · · ·
0 x 0 · · ·
0 0 x · · ·
0 0 x · · ·




pos. torque limit M1
neg. torque limit M1
pos. torque limit M2
neg. torque limit M2
pos. torque limit M3
neg. torque limit M3

(7.39)
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where x denotes an arbitrary entry. In the first two rows the constraints regarding
the electric drive M1 are given, the next two rows stand for the torque limits of
M2, in rows five and six the constraints for the electric drive M3 are set. The first
column of Ã∞ defines the effect of the testing torque reference r̃1, the second
column is responsible for r̃2 while the third column stands for r̃3. Consequently, the
constraints regarding the electromagnetic torque for the input drive M1 depend
on all three references, while due to certain zeros in Ã∞ the situation for the load
drives is different. The control output for M2 does not depend on r̃1 and r̃3 and the
control output for M3 is independent of r̃1 and r̃2.

For this reason, instead of formulating a global optimisation problem the shaped
references can be computed sequentially. This situation is presented in Figure 7.8.
Under the assumption that stationary limits are already considered (steps ¬ – ®),

r1,k

r2,k

r3,k

r̃1,k

r̃2,k

r̃3,k

r1,k

r2,k

r3,k

①

②

③

④

⑤ ⑥

⑦

stationary
rot. speed

stationary
rot. speed

stationary
torque

Limits
M2

Limits
M3

Limits
M1

Limits
M1

‘Optimisation problem’

Figure 7.8: Simplified sequential reference governor approach.

in step ¯ the quantity r̃2,k can be chosen such that it is as close to r2,k as possible
while nevertheless the constraints regarding the electromagnetic torque of M2 are
met. Then in step ° the same procedure can be repeated for r̃3,k and the torque
limits for M3. In step ± these references may be further modified to make sure that
the torque limits of M1 are maintained; because r̃1,k is not known yet, it could be
assumed to remain constant (r̃1,k = r̃1,k−1). Finally, in step ² r̃1,k can be selected for
already fixed r̃2,k and r̃3,k such that the torque limits of M1 are met.

As the manipulated variables are directly affected by changes in the references, the
reference governor can be written in an incremental form

r̃1,k = r̃1,k−1 + ∆r̃1,k (7.40a)
r̃2,k = r̃2,k−1 + ∆r̃2,k (7.40b)
r̃3,k = r̃3,k−1 + ∆r̃3,k (7.40c)
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with

0 ≤ sgn (r1,k − r̃1,k−1)∆r̃1,k ≤ sgn (r1,k − r̃1,k−1) (r1,k − r̃1,k−1) (7.41a)
0 ≤ sgn (r2,k − r̃2,k−1)∆r̃2,k ≤ sgn (r2,k − r̃2,k−1) (r2,k − r̃2,k−1) (7.41b)
0 ≤ sgn (r3,k − r̃3,k−1)∆r̃3,k ≤ sgn (r3,k − r̃3,k−1) (r3,k − r̃3,k−1) . (7.41c)

The underlying idea is simple; if ∆r̃i,k = ri,k − r̃i,k−1 for i ∈ {1, 2, 3}, the references
remain unmodified. However, if this would violate any constraints, these new incre-
mental references ∆r̃i,k must be appropriately restricted. Equation (7.41) guarantees
that the distance between shaped and original reference cannot be increased by
∆r̃i,k.8 Based on the incremental references the manipulated variables that must
fulfil (7.37) are:

ỹ1,k =
(
k f f 1 + kp1

)
(r̃1,k−1 + ∆r̃1,k) +

id Im1

2Im2
kp2 (r̃2,k−1 + ∆r̃2,k) +

id Im1

2Im2
λω2,k

− id
2

(
Im1

Im2
kp2 − d̃s,des.

)
ω2,k +

id Im1

2Im3
kp3 (r̃3,k−1 + ∆r̃3,k) +

id Im1

2Im3
λω3,k

− id
2

(
Im1

Im3
kp3 − d̃s,des.

)
ω3,k − d̃s,des.ω1,k − kp1 c̃s∆̂ϕk︸ ︷︷ ︸

≈Tf 1,k

+λT,k

(7.42a)

ỹ2,k = kp2 (r̃2,k−1 + ∆r̃2,k) + λω2,k − kp2ω2,k −
(

id
2

c̃s∆̂ϕk −
T̂dsl,k

2

)

︸ ︷︷ ︸
≈Tf 2,k

(7.42b)

ỹ3,k = kp3 (r̃3,k−1 + ∆r̃3,k) + λω3,k − kp3ω3,k −
(

id
2

c̃s∆̂ϕk +
T̂dsl,k

2

)

︸ ︷︷ ︸
≈Tf 3,k

(7.42c)

The slip-limiting torque Tdsl and the torsion angle ∆ϕ must no longer be estimated
because the measured shaft torques can be used directly; then also the torsional
stiffness parameter c̃s is not required to be known.

As demonstrated by Equation (7.42b), ỹ2,k only depends on ∆r̃2,k and is independent
of the other incremental references. Therefore, by Equation (7.37b) an upper and
lower bound for ∆r̃2,k, which make sure that the air-gap torque limits for M2 are
met, is given. If the initial ∆r̃2,k = r2,k − r̃2,k−1 is outside this admissible range, it
is limited, see step ¯ in Figure 7.9. Additionally, as r2,k − r̃2,k−1 ≤ 0 in Figure 7.9,
according to Equation (7.41b) also ∆r̃2,k ≤ 0 must be ensured. The same method
can be applied to select ∆r̃3,k so that the limits of M3 are maintained (step °). Then,
in step ± the torque limits of M1 must be checked. To do so, at first ∆r̃1,k = 0 is

8This situation should not occur as ∆r̃2,k = 0 should always be feasible; however, since by k∗ = 0
no predictions are considered, minor constraint violations are to be expected in practice.
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∆r̃1,k

∆r̃2,k

∆r̃3,kr1,k − r̃1,k−1

r2,k − r̃2,k−1

r3,k − r̃3,k−1

④ ⑤ ⑥ ⑦

0

Limits M2 Limits M3 Limits M1 Limits M1

Figure 7.9: Simplified sequential reference governor approach, detail.

assumed and ∆r̃2,k and ∆r̃3,k are further limited if necessary. With this strategy
the available electromagnetic torque of M1 is completely used for accelerating the
electric drives for some conditions and therefore no change in testing torque is
possible. For this reason, if necessary some actuator torque can be specified as a
reserve to ensure a certain rate of change for the testing torque. Since ỹ1,k depends
on ∆r̃2,k and ∆r̃3,k, maintaining the limits of M1 is more complicated and only
specifying individual bounds for these variables is not sufficient. In Figure 7.10
this situation is shown in detail. According to Equation (7.42a), selecting both

∆r̃2,k

∆r̃3,k

②

①

③

④

④

Limits M1

Limits M1

w. reserve

Figure 7.10: Reference governor simplified approach, step ±.

∆r̃2,k and ∆r̃3,k positive increases ỹ1,k, while with different signs these effects can
mutually compensate. This comes from the properties of the UUT; if one output of
the differential gear is decelerated at a certain rate while the other is accelerated
at the same rate, the angular velocity of the differential’s input does not change.
For this reason, no air-gap torque must be generated by the input drive to put
decoupling into effect. This situation is shown at t = 5.5 s in Figure 7.5 respectively
Figure 7.6. On the contrary, at t = 6.5 s the rotational speed of only one load drive
is changed and as a consequence ỹ1 is affected too. These aspects are depicted in
Figure 7.10. Three desired settings for ∆r̃2,k and ∆r̃3,k are feasible; these are drawn
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in green. Situation ¯ is initially outside the limits and therefore shown in red.
In the reference governor algorithm this configuration must be mapped into the
admissible range. Finally, with given ∆r̃2,k and ∆r̃3,k in step ² also ∆r̃1,k must be
limited so that Equation (7.42a) holds.

However, due to the modified calculation scheme, different results compared to
the optimisation based approach are to be expected. To analyse these differences,
numerical simulations were performed. The results are presented in Figure 7.11 and
Figure 7.12 and are labelled ‘sequ.’. In Figure 7.11 original and shaped references
are shown for the sequential calculation with prediction horizon k∗ = 0. To be able
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Figure 7.11: Multivariable control of a test bed for differential gears, comparative simulation
results obtained by the use of a reference governor without prediction with
sequential reference shaping and an optimisation based reference governor
with constant parameters αT = 1 and αω = 100, shaped and original references.

to assess the performance, also results generated by the use of the optimisation
based reference governor are depicted. These are labelled ‘opt.’.As discussed in
Section 7.3.1, the selection of the prediction horizon is uncritical for the optimisation
based algorithm; therefore, only the results for k∗ = 5000 are included here. In
general, the results of both reference governors are very similar for most situations.
Differences only occur when testing torque and rotational speeds are changed
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simultaneously; this is obvious at t ≈ 0.7 s and at t ≈ 5 s. Since αω was chosen
significantly higher than αT for the optimisation based algorithm, the priority
was on changing the rotational speed first. In the sequential calculation scheme
according to Figure 7.8 the situation would be similar because ∆r̃1,k is determined
last when ∆r̃2,k and ∆r̃3,k were already fixed. However, in the calculation algorithm
a minimal rate of change for the testing torque can be selected; this parameter was
chosen as 1000 N m/s. For this reason, the testing torque reference is also adjusted
although the priority is actually on changing testing rotational speeds.

In Figure 7.12 the three manipulated variables (electromagnetic torques) are presen-
ted, again in comparison to simulation results generated with the optimisation
based approach. This figure shows a violation of the torque limits of M1 at t ≈ 3 s;
this results from the lack of prediction. However, if the simplified reference governor
calculation scheme is slightly modified so that instead of Equation (7.41) only

sgn (r1,k − r̃1,k−1)∆r̃1,k ≤ sgn (r1,k − r̃1,k−1) (r1,k − r̃1,k−1) (7.43a)
sgn (r2,k − r̃2,k−1)∆r̃2,k ≤ sgn (r2,k − r̃2,k−1) (r2,k − r̃2,k−1) (7.43b)
sgn (r3,k − r̃3,k−1)∆r̃3,k ≤ sgn (r3,k − r̃3,k−1) (r3,k − r̃3,k−1) (7.43c)

must hold, this constraint violation can be avoided. This implies that incremental
references that increase the distance to the original references are allowed as well.
Curves related to this approach are labelled ‘sequ. mod.’.
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Figure 7.12: Multivariable control of a test bed for differential gears, comparative simulation
results obtained by the use of a reference governor without prediction with
sequential reference shaping and an optimisation based reference governor
with constant parameters αT = 1 and αω = 100, manipulated variables.



176 Chapter 7 Handling Constraints

7.3.3 Comparative Numerical Simulations with Field Weakening

In the previous sections two reference governor approaches were analysed by the
use of numerical simulations. These experiments did neither include situations
where the stationary torque limits are reached nor rotational speeds in the field
weakening region. Here these special situations are further discussed. In Figure 7.13
shaped and original references are shown while in Figure 7.14 the manipulated
variables are presented. In this figure also upper and lower limits for the electro-
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Figure 7.13: Multivariable control of a test bed for differential gears, comparative simulation
results obtained by the use of the simple sequential reference shaping and an
optimisation based reference governor with constant parameters αT = 1 and
αω = 100, original and shaped references with field-weakening.

magnetic torques are depicted; in the field-weakening range these depend on the
rotational speeds of the electric drives. As all reference governor settings yield
similar results, the torque limits are shown for only one experiment. In each plot
the simplified reference governor discussed in Section 7.3.2 is compared to the
optimisation based strategy from Section 7.3.1. In general, the results are very
similar.
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Figure 7.14: Multivariable control of a test bed for differential gears, comparative simulation
results obtained by the use of the simple sequential reference shaping and an
optimisation based reference governor with constant parameters αT = 1 and
αω = 100, manipulated variables with field-weakening.

At t ≈ 0.1 s the reference torque is set to 1000 N m, which exceeds the torque limits
of M1. Therefore, the stationary limits are active at this point and r̃1 is limited to
Tag1,max (1− ε∞) (1− ε1). Within the simulations these parameters for tightening
the torque limits were set to ε∞ = 0.02 respectively ε1 = 0.05. After the testing
torque was reduced again the rotational speed set-points are increased and the
electric machines begin to accelerate. At t ≈ 1.5 s the rated speed of the load drives
is exceeded; consequently, the available air-gap torque begins to decrease. This
directly results in reduced acceleration of the load drives. At t ≈ 2.7 s the testing
torque reference is set to −1000 N m; therefore, the stationary limits are effective
again and the required testing torque cannot be reached. Beginning at t ≈ 3.0 s
the rotational speed of the load drives should be reduced again. Since the input
drive’s torque capacity is already mostly used to provide the demanded testing
torque, rotational speeds can only be reduced slowly. Not until the testing torque is
adapted at t ≈ 3.5 s rotational speeds can be changed significantly.

According to Figure 7.14, also in this experiment torque limits are respected; only
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some insignificant violations regarding the limits of M1 occur. These can be reduced
by applying a reference shaping algorithm including prediction or by using the
modification of the simplified sequential calculation scheme.

As the reference governor approach without prediction is very simple but nev-
ertheless provides satisfying reference shaping, it is the preferable concept for
practical usage. The idea of using incremental references that must be limited in
certain situations is intuitive and can easily be implemented on real-time processing
hardware.



Chapter 8

Conclusions and Outlook

In this work power train test systems are analysed and improved by applying a
new control concept. To be able to develop new controllers, mathematical models
describing the test beds are needed, for controller design as well as for assessing
new strategies regarding control in numerical simulation. The term power train test
bed is used to refer to a wide range of different testing solutions; their mechanical
structure usually strongly depends on the power train configuration to be tested.
As these systems are mechanically that diverse, a modular modelling approach
is applied. In a first step, mathematical models are developed for the individual
components typically required for testing such as electric drives, mechanical shafts,
and adapter gearboxes and for the power train components to be tested such as
differential gears, transmissions, or clutches. Then these individually rather simple
models can be combined to finally obtain a mathematical description of the test
bed behaviour that can be used for simulation. The big advantage of this approach
is that these sub-models can be reused when the testing configuration is modified
or when another test system should be modelled.

Performing numerical simulations with these mathematical models is complicated
by the physical nature of many power train components. Their working principle is
often based on using Coulomb and static friction torques to synchronise and finally
lock together rotating bodies. Systems containing these types of friction are often
called a variable dynamic dimension system (VDDS) as in situations when some
bodies are locked, the system order is reduced. Handling this system behaviour
correctly in simulation is important; therefore, one main contribution of this thesis
is a suitable simulation strategy for such systems. Based on an existing concept
applicable for systems with a maximum order reduction of one a friction calculation
method for systems with a potential order reduction of two such as the lossy limited-
slip differential gear is explicitly presented. Additionally, an extension for more
complex systems with even more friction elements is outlined. This simulation
strategy is implemented in the Matlab®/Simulink® software environment. Thereby,
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a numerically efficient simulation of the power train test beds to control is possible.
This is successfully demonstrated on the basis of three different test systems. A
comparison of these simulation results and measurement data from the test beds
shows a good match and therefore proves that the selected modelling approach and
the proposed friction simulation strategy are capable of delivering realistic results.
This is important as controller testing is typically done simulation based.

Additionally, the conventional control concept for power train test systems based
on independently designed speed and torque controllers is analysed in this work.
It is illustrated that the interactions of speed and torque control loops can lead to
poor control performance, especially if the test-run contains fast speed or torque
changes. Furthermore, the presence of strong excitation means that resonant torque
oscillations can be critical if the internal damping of the mechanical system is
low. To overcome these problems, simplified mathematical models for two and
three machine testing configurations are presented and a new multivariable control
approach is developed. Simulation studies and experimental results indicate that
the presented new control concept based on input–output decoupling and active
oscillation damping tackles both discussed problems. The main benefits of the new
controllers are the decoupling elements to reduce the interactions of speed and
torque control loops and an active damping strategy capable of reducing resonant
torque oscillations. This new controller is easy to implement, does not require
much computing power, and is based on just a few known system parameters. A
drawback of the multivariable control approach is that handling actuator constrains
is more complicated. For this reason, a reference shaping pre-filter based on the
reference governor approach is added to the control scheme. As the classic reference
governor requires to solve an optimisation problem, a reduced representation
that is executable in real-time is presented. The behaviour of different reference
governor concepts is shown on the basis of closed-loop simulations of a test
bed for differential gears. It turns out that for the given testing configuration a
computationally significantly reduced reference governor is sufficient since its
results are close to the classic optimisation based approach.

Since the field of power train testing is rather wide, this thesis had to focus on some
specific testing situations and problem settings; therefore, it cannot be guaranteed
that all control measures that were successfully tested in this work are applicable
for other test systems as well. But the ideas presented in this thesis should be a solid
foundation for handling also other testing situations. Consequently, expanding the
multivariable control concept for the use on other test systems and performing
more experiments on commercial test beds is an important goal for the future.
Another potential research topic could be investigating other feedback controllers
than the standard PI solutions. Additionally, the reference shaping pre-filters were
analysed only in simulation in this thesis; therefore, a validation by experiments on
some commercial test systems is planned.
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Appendix A

Fundamentals of Field-oriented
Control

In the following sections the basic ideas regarding field-oriented control (FOC) and
implicitly induction machine (IM) modelling are given. FOC is a variable-frequency
drive control method that can be applied to control three-phase electric motors, IMs
as well as permanent magnet synchronous machines (PMSMs). Here just the IM
is considered, controlling and modelling a PMSM is similar. For more details and
further explanations see e.g. [22, 23, 50].

A.1 Fundamental Wave Model

Instead of considering each winding and its associated physical quantities such as
voltage, current, and flux linkage separately often space vectors are used. Those are
obtained from the three-phase system by projections (Clarke transformation) of the
form

~iS
S =

[
iSα

iSβ

]
=

2
3

(
1 −1

2 −1
2

0
√

3
2 −

√
3

2

)


ia
ib
ic


 (A.1)

into a stationary two-axis orthogonal reference frame.1 The subscript ‘S’ denotes
that this current is a stator quantity, the superscript ‘S’ denotes that this vector
belongs to a stator fixed coordinate system. The currents ia, ib, and ic are the stator
phase currents, iSα and iSβ are the two components of the stator current space vector
~iS

S. These variables are in general time dependent; for notational convenience this
time dependence is not explicitly shown. This transformation can obviously also

1Typically ungrounded motors with balanced three-phase currents are assumed and the trans-
formation into only two coordinates without considering the zero component is sufficient [23].
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be carried out for every other three-phase quantity. The reverse procedure (inverse
Clarke transformation) is of the form




ia

ib

ic


 =




1 0
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
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[
iSα

iSβ

]
. (A.2)

Those space vectors are often interpreted as complex numbers

iS
S = iSα + jiSβ. (A.3)

Typically, three different coordinate systems or reference frames are used for
modelling and control of IMs; these are shown in Figure A.1. Each space vector
is defined by its two orthogonal components and the corresponding coordinate
system; Figure A.1 exemplarily shows the stator current space vector iS. The stator
reference frame is stationary, while the rotor reference frame is fixed to the rotor
and therefore rotates at rotor speed ω when the motor has a single pole pair. If the
number of pole pairs p is arbitrary, the rotor reference frame rotates at

ωe = pω. (A.4)

The same relation holds for the angular alignment of the rotor reference frame

ϕe = pϕ, (A.5)

where ϕ is the angular rotor position. Henceforth, the superscript ‘R’ denotes the
rotor reference frame. The third coordinate system is aligned with the rotor flux
and rotates at synchronous speed, i.e. at the sum of ωe and slip frequency

ωs =
dρ

dt
, (A.6)

where ρ is the slip angle. Here the superscript ‘Ψ’ indicates the rotating rotor flux
oriented reference frame. Quantities can be transformed from one coordinate system
into another via rotational operators. For transforming from (α,β) coordinates in
the stator reference frame to (d,q) coordinates in the rotor flux reference frame and
vice versa the so-called Park transform

iΨ
S = e−j(ρ+ϕe)iS

S (A.7)

and inverse Park transform
iS
S = ej(ρ+ϕe)iΨ

S (A.8)

are used. Transformations involving the rotor coordinate system are similar, see e.g.
[23].
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Figure A.1: Reference frames relevant for FOC of IMs.

Based on this concept consisting of a space vector representation and different
coordinate systems a mathematical model of the IM can be derived. According to
Kirchhoff’s voltage law, the stator windings can be described in the stator fixed
coordinate system by

uS
S = RSiS

S +
dΨS

S
dt

, (A.9)

where uS
S is the stator voltage space vector, ΨS

S is the stator flux linkage space vector,
and RS is the stator resistance.2 The rotor is typically modelled in the rotor fixed
coordinate system, here a squirrel cage rotor is assumed

0 = R
′
RiR

R +
dΨR

R
dt

. (A.10)

iR
R is the rotor current space vector, ΨR

R is the rotor flux linkage space vector, and R
′
R

is the rotor resistance.3 Transformation into the stationary stator fixed coordinate
system gives

0 = R
′
RiS

R +
dΨS

R
dt
− jωeΨS

R. (A.11)

To link currents and magnetic fluxes, the flux linkage space vector for stator

ΨS
S = LSiS

S + LmiS
R (A.12)

and rotor
ΨS

R = LmiS
S + LRiS

R (A.13)

can be defined. The quantities stator inductance LS

LS := LσS + Lm (A.14)
2Symmetric phase windings with identical parameters such as resistance and inductance are

assumed.
3The apostrophe marks equivalent circuit parameters that were transformed from the rotor to

the stator [23].
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and rotor inductance LR
LR := L

′
σR + Lm (A.15)

can be calculated base on the mutual inductance Lm and the leakage inductances
LσS and L

′
σR for stator respectively rotor. Combining above equations gives a system

of equations describing the behaviour of the electrical subsystem of the IM in the
stationary stator fixed coordinate system.

dΨS
S

dt
= −RSiS

S + uS
S

dΨS
R

dt
= −R

′
RiS

R + jωeΨS
R

iS
S =

1
LSLR − L2

m
(LRΨS

S − LmΨS
R)

iS
R =

1
LSLR − L2

m
(−LmΨS

S + LSΨS
R)

(A.16)

The system inputs are the stator voltage space vector uS and the rotor’s angular
velocity ω while the most important system output is the electromagnetic air-gap
torque

Tag =
3
2

p Im
{

ΨS∗
S iS

S
}

, (A.17)

where ΨS∗
S is the conjugate complex stator flux linkage space vector. The mechanical

subsystem can be described by Newton’s differential equation of motion.

A.2 Rotor Flux Oriented Reference Frame

Above equations are often used within numerical simulations of IMs; FOC however
is traditionally directly related to a rotor flux oriented reference frame, see Figure A.1.
All the space vectors for voltage, current, and magnetic flux can be transformed from
the stationary stator reference frame into a rotating rotor flux oriented reference
frame. This transformation is often called dq-transformation as it leads to a (d,q)
coordinate system with orthogonal components along d (direct) and q (quadrature)
axis. A typical electrical quantity in this reference frame is consequently composed
of a d- and q-component

iΨ
S = iSd + jiSq. (A.18)

Only the rotor flux space vector has due to the special choice of the reference frame
just a d-component

ΨΨ
R = ΨRd + j0. (A.19)
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Transforming Equation (A.11) into (d,q) coordinates results in the following differ-
ential equation describing the rotor circuit:

0 =
R
′
R

LR
(ΨΨ

R − LmiΨ
S) +

dΨΨ
R

dt
+ jωsΨΨ

R (A.20)

Typically d- and q-component or when working with complex numbers real and
imaginary part of Equation (A.20) are treated separately:

Re :
dΨRd

dt
=

R
′
R

LR
(LmiSd −ΨRd) (A.21a)

Im :
dρ

dt
= ωs =

R
′
RLmiSq

LRΨRd
(A.21b)

It becomes obvious that the rotor flux ΨR can be controlled by the d-component
iSd of the stator current while it is independent of iSq. The electromagnetic air-gap
torque Tag is given by

Tag =
3
2

p
Lm

LR
ΨRdiSq (A.22)

and can obviously be controlled by the q-component iSq of the stator current. This
represents the basic idea of FOC: one stator current component is used to define
the magnetic flux while the other can be used to set the torque. Also Equation (A.9)
describing the stator circuit can be transformed from the stationary stator reference
frame into rotor flux oriented coordinates

uΨ
S = RSiΨ

S + j (ωs + ωe)

(
LσiΨ

S +
Lm

LR
ΨΨ

R

)
+ Lσ

diΨ
S

dt
+

Lm

LR

dΨΨ
R

dt
. (A.23)

Lσ is the leakage inductance and can be calculated according to

Lσ :=
LSLR − L2

m
LR

. (A.24)

When Equation (A.23) is separated into d- and q-component or real and imaginary
part,

Re : uSd = RSiSd + Lσ
diSd
dt
− (ωs + ωe) LσiSq +

(
Lm

LR

)2

R
′
R

(
iSd −

ΨRd
Lm

)

(A.25a)

Im : uSq = RSiSq + Lσ
diSq

dt
+ (ωs + ωe)

(
LσiSd +

Lm

LR
ΨRd

)
(A.25b)

results. If the slip frequency ωs is substituted according to Equation (A.21b) and ωe
is replaced according to Equation (A.4), the two differential equations

uSd = RSiSd + Lσ
diSd
dt
−
(

R
′
RLmiSq

LRΨRd
+ pω

)
LσiSq +

(
Lm

LR

)2

R
′
R

(
iSd −

ΨRd
Lm

)

(A.26a)
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uSq = RSiSq + Lσ
diSq

dt
+

(
R
′
RLmiSq

LRΨRd
+ pω

)(
LσiSd +

Lm

LR
ΨRd

)
(A.26b)

relevant for current control can be obtained. The stator voltage uS is the control
input. Typically, before feedback current controllers are designed cross coupling
terms and non-linearities are compensated. Therefore, both components of the
stator voltage space vector are composed of one part for compensation (uSd,comp.
and uSq,comp.) and another part for control (uSd,cont. and uSq,cont.):

uSd = uSd,comp. + uSd,cont. (A.27a)

uSq = uSq,comp. + uSq,cont. (A.27b)

If those compensation terms are chosen as

uSd,comp. = −
(

R
′
RLmiSq

LRΨRd
+ pω

)
LσiSq +

(
Lm

LR

)2

R
′
R

(
iSd −

ΨRd
Lm

)
(A.28a)

uSq,comp. =

(
R
′
RLmiSq

LRΨRd
+ pω

)(
LσiSd +

Lm

LR
ΨRd

)
, (A.28b)

the control task is reduced to controlling two identical linear first-order dynamic
systems:

uSd,cont. = RSiSd + Lσ
diSd
dt

(A.29a)

uSq,cont. = RSiSq + Lσ
diSq

dt
(A.29b)

Concluding this section, in System (A.30) the equations relevant for control are
summarised:

diSd
dt

=
1

Lσ
(uSd,cont. − RSiSd)

diSq

dt
=

1
Lσ

(
uSq,cont. − RSiSq

)

dΨRd
dt

=
R
′
R

LR
(LmiSd −ΨRd)

dρ

dt
=

R
′
RLmiSq

LRΨRd

Tag =
3
2

p
Lm

LR
ΨRdiSq

(A.30)
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A.3 Field-oriented Control

In Figure A.2 a block diagram of the cascaded control concept used within FOC
for IMs is presented. The IM and the output stage of the inverter represent the
plant while the remaining blocks belong to the control scheme. Usually, control
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Figure A.2: FOC of IMs, control concept.

is realised on a digital signal processor system; as a consequence, the control
implementation is in discrete time. All the controllers act in the rotating rotor flux
oriented reference frame and are designed for the plant given by (A.30). Control is
based on measurements of the stator phase currents and the machine’s rotational
speed. The phase currents are transformed into (d,q) coordinates by the subsequent
use of Transformation (A.1) and an additional rotation according to Equation (A.7)
based on the angle ϕe (angular rotor position multiplied by the number of pole
pairs) and the slip angle ρ estimated in the previous sampling interval. Then the
rotor flux ΨRd and slip angle ρ are obtained by the use of an observer utilising
Equation (A.21a) and Equation (A.21b). There are many strategies for estimating
these quantities available, see e.g. [50]; direct measurement is rarely applied for
practical reasons. Based on the estimated rotor flux and the given rotor flux reference
the rotor flux controller, frequently a PI controller, can be calculated resulting in
the desired d-component of the stator current. The rotor flux reference is usually
not altered from outside the inverter system but chosen internally, typically as
a constant for lower rotational speeds and as a decreasing function of rotational
speed for higher rotational speeds (field weakening). Additionally, the needed
q-component of the stator current can be determined by the use of Equation (A.22)
for the given torque reference.4 Due to limitations regarding the inverter, not every

4For FOC the desired air-gap torque is the relevant reference quantity; if speed control is
demanded, an additional control loop is added to determine this quantity based on the rotational
speed reference and the measured motor speed.
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desired stator current space vector can be realised. As the length of the current
space vector has to be restricted to IS,max,

√
i2
Sd,re f . + i2

Sq,re f . ≤ IS,max (A.31)

must hold. Therefore, in the ‘Current limit’ block the references for d- and q-
component both have to be considered simultaneously.

Then the current controllers (typically PI) for d- and q-component of the stator
current can be calculated. To finally obtain the desired stator voltage space vector,
the terms for compensating cross couplings and non-linearities (Equation (A.28a)
and Equation (A.28b)) have to be added. Depending on the given DC-link voltage
the length of the stator voltage space vector is limited inherently to US,max. For this
reason, the calculated stator voltage vector should be truncated within the control
algorithm so that √

u2
Sd + u2

Sq ≤ US,max (A.32)

holds; as again the vector length is relevant, d- and q-component both have to be
considered simultaneously. The resulting voltage space vector is then transformed
into (a,b,c) coordinates. Finally, the semiconductors in the inverter are actuated
based on a pulse-width modulation strategy.



Appendix B

Combination of Mechanical Shafts

When complex mechanical systems such as the driveline test rigs discussed in
this work must be modelled, often the necessity of reducing the complexity of the
mathematical models describing the system dynamics arises. Typically, systems with
distributed parameters are reduced to lumped systems consisting of concentrated
elements such as moments of inertias and inertia-free torsionally flexible shafts. If,
for instance for model based controller design, further simplifications are desired,
certain initially separate discrete elements have to be combined. This process is
demonstrated for the three-mass oscillator shown in Figure B.1. This three-mass

I1 I3 I2

T1, ω1 ω3 T2, ω2
cs1 cs2

ds1 ds2

Figure B.1: Three-mass oscillator.

oscillator might represent the mechanics of a test bed for transmissions as shown in
Figure 3.2. Then I1 and I2 are the moments of inertia of input drive and load drive
while I3 is the moment of inertia of the UUT. cs1 and ds1 are the parameters of the
input shaft; cs2 and ds2 are torsional stiffness respectively damping coefficient of
shaft 2 at the transmission’s output. The moment of inertia of the electric drives is
often significantly bigger than the moment of inertia of the UUT. Therefore, I3 → 0
can be assumed and the mechanical system is reduced to the structure shown in
Figure B.2. Here a two-mass oscillator where the two masses are connected by

I1 I2

T1, ω1

ω3

T2, ω2
cs1 cs2

ds1 ds2

Figure B.2: Three-mass oscillator with I3 → 0.
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two elastic shafts is shown. To simplify even further, these two torsionally flexible
shafts with parameters cs1, ds1, cs2, and ds2 should be replaced by one shaft element
with equivalent parameters for torsional stiffness c̃s and damping d̃s. This minimal
mechanical system structure is presented in Figure B.3. The two equivalent shaft
parameters shall be determined in this section. However, as will be shown, this
system reduction from Figure B.2 to Figure B.3 can only be performed without any
change of system dynamics for special parameter settings.

I1 I2

T1, ω̃1 T2, ω̃2
c̃s

d̃s
d2

Figure B.3: Two-mass oscillator.

For the mechanical structure presented in Figure B.1 the rotational dynamics of the
inertias I1, I2, and I3 are given by

I1
dω1

dt
= T1 − Ts1 (B.1a)

I2
dω2

dt
= T2 + Ts2 (B.1b)

I3
dω3

dt
= Ts1 − Ts2 (B.1c)

dϕi

dt
= ωi for i ∈ {1, 2, 3} (B.1d)

with shaft torques

Ts1 = ds1 (ω1 −ω3) + cs1 (ϕ1 − ϕ3) (B.2a)
Ts2 = ds2 (ω3 −ω2) + cs2 (ϕ3 − ϕ2) . (B.2b)

If I3 → 0 is assumed, the torque transmitted along both shafts must be identical:

ds1 (ω1 −ω3) + cs1 (ϕ1 − ϕ3) = ds2 (ω3 −ω2) + cs2 (ϕ3 − ϕ2) (B.3)

Equation (B.3) can be used to describe the rotational behaviour of the point where
in Figure B.2 the two shafts meet. This balance of torques must also hold in a
differential form

d
dt

[ds1 (ω1 −ω3) + cs1 (ϕ1 − ϕ3)] =
d
dt

[ds2 (ω3 −ω2) + cs2 (ϕ3 − ϕ2)] . (B.4)

Since system parameters are assumed to be constant,

ds1

(
dω1

dt
− dω3

dt

)
+ cs1 (ω1 −ω3) = ds2

(
dω3

dt
− dω2

dt

)
+ cs2 (ω3 −ω2) (B.5)
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is equivalent to Equation (B.4). From these equations a differential equation for ω3
results:

(ds1 + ds2)
dω3

dt
=

(
cs1 −

d2
s1
I1

)
ω1 +

(
cs2 −

d2
s2
I2

)
ω2 +

(
d2

s1
I1

+
d2

s2
I2
− cs1 − cs2

)
ω3

− cs1ds1

I1
ϕ1 −

cs2ds2

I2
ϕ2 +

(
cs1ds1

I1
+

cs2ds2

I2

)
ϕ3 +

ds1

I1
T1 +

ds2

I2
T2

(B.6)

As Equation (B.6) is a differential equation, the mechanical system shown in Fig-
ure B.2 can not always be replaced by the simple two-mass oscillator. However,
there are parameter settings where the two elastic shafts can be combined without
any affect on system dynamics. This is the case when the angular velocity ω3 is a
linear combination of the angular velocities ω1 and ω2. If for instance the damping
parameters of both shafts are zero (ds1 = ds2 = 0), Equation (B.3) gives

cs1 (ϕ1 − ϕ3) = cs2 (ϕ3 − ϕ2) (B.7)

while Equation (B.5) results in

cs1 (ω1 −ω3) = cs2 (ω3 −ω2) . (B.8)

Consequently, the quantities ϕ3 and ω3 are

ϕ3 =
cs1ϕ1 + cs2ϕ2

cs1 + cs2
(B.9a)

ω3 =
cs1ω1 + cs2ω2

cs1 + cs2
(B.9b)

with dϕi/dt = ωi for i ∈ {1, 2, 3} being fulfilled as well. Then the shaft torque is

Ts1 = Ts2 = cs1

(
ϕ1 −

cs1ϕ1 + cs2ϕ2

cs1 + cs2

)
=

cs1cs2

cs1 + cs2
(ϕ1 − ϕ2) (B.10)

and the equivalent shaft parameters for the two-mass oscillator are

d̃s = 0 c̃s =
cs1cs2

cs1 + cs2
. (B.11)

If the shaft’s damping parameters are non-zero, only the parameter setting

cs1

cs2
=

ds1

ds2
(B.12)

results in

ϕ3 =
cs1ϕ1 + cs2ϕ2

cs1 + cs2
(B.13a)
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ω3 =
ds1ω1 + ds2ω2

ds1 + ds2
(B.13b)

where dϕi/dt = ωi for i ∈ {1, 2, 3} is also fulfilled. Consequently, the shaft torque
is

Ts1 = Ts2 = ds1

(
ω1 −

ds1ω1 + ds2ω2

ds1 + ds2

)
+ cs1

(
ϕ1 −

cs1ϕ1 + cs2ϕ2

cs1 + cs2

)

Ts1 = Ts2 =
ds1ds2

ds1 + ds2
(ω1 −ω2) +

cs1cs2

cs1 + cs2
(ϕ1 − ϕ2)

(B.14)

and the equivalent shaft parameters for the two-mass oscillator are

d̃s =
ds1ds2

ds1 + ds2
c̃s =

cs1cs2

cs1 + cs2
. (B.15)

With these two special parameter settings the dynamics of the angular velocity
ω3 as given by Equation (B.6) does not depend on ω3 and ϕ3 and therefore these
state variables are not required to describe the system dynamics. Consequently,
the simple two-mass oscillator can be used instead without changing the system
dynamics. If at least one of the damping parameters ds1 respectively ds2 is non-
zero1 and Equation (B.12) does not hold, this simplification of using a two-mass
oscillator containing only one elastic shaft is not exact for any parameters d̃s and
c̃s. To nevertheless determine equivalent shaft parameters so that at least a good
approximation can be achieved, a state-space representation of the mechanical
system shown in Figure B.2 is desired. With the state vector

x :=
[
ω1 ω2 ω3 ϕ1 ϕ2 ϕ3

]T (B.16)

1Non-zero shaft damping coefficients are convenient for some of the following calculations and
are therefore presumed.
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the system dynamics can be described by the LTI system

dx
dt

=




− ds1
I1

0 ds1
I1

− cs1
I1

0 cs1
I1

0 − ds2
I2

ds2
I2

0 − cs2
I2

cs2
I2

cs1−
d2

s1
I1

ds1+ds2

cs2−
d2

s2
I2

ds1+ds2

d2
s1
I1

+
d2

s2
I2
−cs1−cs2

ds1+ds2

− cs1ds1
I1

ds1+ds2

− cs2ds2
I2

ds1+ds2

cs1ds1
I1

+
cs2ds2

I2
ds1+ds2

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0




︸ ︷︷ ︸
=:A

x

+




1
I1

0

0 1
I2

ds1
I1(ds1+ds2)

ds2
I2(ds1+ds2)

0 0

0 0

0 0





T1

T2


 .

(B.17)

In general, the dynamic dimension of this system is higher than that of the simple
two-mass oscillator as shown in Figure B.3. When the state vector is

x̃ :=
[
ω̃1 ω̃2 ϕ̃1 ϕ̃2

]T , (B.18)

the dynamics of this system are given by

dx̃
dt

=




− d̃s
I1

d̃s
I1
− c̃s

I1

c̃s
I1

d̃s
I2
− d̃s

I2

c̃s
I2
− c̃s

I2

1 0 0 0

0 1 0 0




︸ ︷︷ ︸
=:Ã

x̃ +




1
I1

0

0 1
I2

0 0

0 0





T1

T2


 . (B.19)

Obviously, the dynamics of System (B.17) and System (B.19) are different in general.
To determine suitable equivalent shaft parameters c̃s and d̃s for the two-mass oscil-
lator so that its behaviour is similar to System (B.17), the characteristic polynomials
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of the dynamic matrices A and Ã are compared. The characteristic polynomial
corresponding to System (B.17) is

∆(s) = s6 +

[
cs1 + cs2

ds1 + ds2
+

ds1ds2

ds1 + ds2

(
1
I1

+
1
I2

)]
s5

+
cs1ds2 + cs2ds1

ds1 + ds2

(
1
I1

+
1
I2

)
s4 +

cs1cs2

ds1 + ds2

(
1
I1

+
1
I2

)
s3.

(B.20)

The dynamics of the LTI system are determined by the zeros of the characteristic
polynomial, where the conjugate complex zeros are most important as they define
the system’s oscillatory behaviour.2 The zeros located at s = 0 indicate integrat-
ing system behaviour and are not considered in the following. Two of the three
remaining zeros are assumed to be conjugate complex of the form s1,2 = −ζ ± jω0;
consequently, the remaining zero s3 = −γ must be real. Then the characteristic
polynomial can be written as

∆(s) = (s− s1) (s− s2) (s− s3)

∆(s) = s3 + (2ζ + γ) s2 +
(

ω2
0 + ζ2 + 2ζγ

)
s + γω2

0 + γζ2.
(B.21)

By equating the coefficients of Equation (B.20) and Equation (B.21), the system of
equations

2ζ + γ =
cs1 + cs2

ds1 + ds2
+

ds1ds2

ds1 + ds2

(
1
I1

+
1
I2

)
(B.22a)

ω2
0 + ζ2 + 2ζγ =

cs1ds2 + cs2ds1

ds1 + ds2

(
1
I1

+
1
I2

)
(B.22b)

ω2
0γ + ζ2γ =

cs1cs2

ds1 + ds2

(
1
I1

+
1
I2

)
(B.22c)

results.

For the simple two-mass oscillator with only one torsionally flexible shaft math-
ematically described by System (B.19) the conjugate complex pair of zeros of the
characteristic polynomial is

s̃1,2 = −ζ̃ ± jω̃0 = −
(

d̃s

2I1
+

d̃s

2I2

)
± j

√√√√
(

c̃s

I1
+

c̃s

I2

)
−
(

d̃s

2I1
+

d̃s

2I2

)2

. (B.23)

If these two mechanical systems have identical damping ratios (ζ = ζ̃) and natural
angular frequencies (ω0 = ω̃0), their oscillatory behaviour is similar. By using these

2For relevant problem settings the assumption that the characteristic polynomial of the dynamic
matrix contains a conjugate complex pair of zeros is admissible as the mechanical systems are
usually poorly damped.
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relationships and Equation (B.23), Equation (B.22) can be written as

γ + d̃s

(
1
I1

+
1
I2

)
=

cs1 + cs2

ds1 + ds2
+

ds1ds2

ds1 + ds2

(
1
I1

+
1
I2

)
(B.24a)

c̃s + γd̃s =
cs1ds2 + cs2ds1

ds1 + ds2
(B.24b)

γc̃s =
cs1cs2

ds1 + ds2
. (B.24c)

Solving this non-linear system of equations for the unknown quantities γ, c̃s, and
d̃s is still extensive. If the equivalent torsional stiffness parameter is chosen as

c̃s =
cs1cs2

cs1 + cs2
(B.25)

to guarantee that the torsional twist is correctly modelled for stationary situations,
the quantity γ directly results from Equation (B.24c)

γ =
cs1 + cs2

ds1 + ds2
. (B.26)

Since γ is rather big for typical problem settings, the dynamics of System (B.17) are
primarily determined by the conjugate complex pair of zeros of the characteristic
polynomial. d̃s can then be determined from Equation (B.24b):

d̃s =
c2

s1ds2 + c2
s2ds1

(cs1 + cs2)
2 (B.27)

However, following this approach Equation (B.24a) is not exactly fulfilled. If γ from
Equation (B.26) and d̃s from Equation (B.27) is used,

cs1 + cs2

ds1 + ds2
+

c2
s1ds2 + c2

s2ds1

(cs1 + cs2)
2

(
1
I1

+
1
I2

)
≈ cs1 + cs2

ds1 + ds2
+

ds1ds2

ds1 + ds2

(
1
I1

+
1
I2

)
(B.28)

remains. For relevant problem settings the torsional stiffness parameters are typic-
ally rather big while the shafts’ damping coefficients are small. Therefore, Equa-
tion (B.28) is at least approximately fulfilled for most problem settings. Con-
sequently, c̃s calculated according to Equation (B.25) and d̃s determined according
to Equation (B.27) are good approximations that shall be used whenever some
shafts must be combined. These equations also include the two special parameter
settings already discussed before.

Finally, the obtained results are presented in a graphical form by the zeros of
the characteristic polynomials for the system parameters given in Table B.1. Two
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Table B.1: System parameters for the comparative analysis of the three-mass oscillator with
I3 → 0 and the simplified two-mass oscillator.

Parameter
Value

Unit
setting 1 setting 2 time domain

I1 5 5 5 kg m2

I2 10 10 10 kg m2

cs1 3 3 3 kN m/rad
cs2 6 12 6 kN m/rad
ds1 5 5 5 N m s/rad
ds2 0. . . 20 0. . . 20 1 N m s/rad

different system configurations entitled ‘setting 1’ and ‘setting 2’ are analysed,
those differ in the torsional elasticity cs2 of shaft 2. For both configurations the
damping coefficient ds2 of shaft 2 was varied and the zeros of the characteristic
polynomials were determined numerically. In Figure B.4 one of the conjugate
complex pair of zeros is presented. Labelled ‘exact’ are the zeros of the Characteristic
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s̃1 prop. approx., setting 2 s̃1 conv. approx., setting 2

Figure B.4: Conjugate complex zero of the characteristic polynomial of the exact dynamic
model including two elastic shafts and of the simplified two-mass oscillator
with only one shaft for two parameter settings and varying ds2.

polynomial (B.20) of the three-mass oscillator with I3 → 0; the quantities related to
the two-mass oscillator with only one elastic shaft are labelled ‘prop. approx.’ when
the equivalent shaft parameters were determined according to Equation (B.25) and
Equation (B.27) and ‘conv. approx.’ when these parameters were chosen according
to Equation (B.15). As these latter equivalent shaft parameters are only valid for
special parameter settings of the original system, deviations are to be expected.
With the modified parameter selection however a good match with the original
system behaviour is achieved; consequently, the zeros belonging to the original
system are covered by the data belonging to the reduced system in Figure B.4.
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To further underline these results, also time domain simulations were performed.
The system parameters used for this numerical simulation are given in Table B.1
too. The system was excited by a one second pulse of the input torque T1 while T2
was zero. The results are presented in Figure B.5 and Figure B.6. In the first plot
the rotational speed of the rotating body I1 is shown and in the second plot the
rotational speed of the second moving body I2 is displayed. The results obtained
with the dynamic model of the mechanical system containing two shafts are labelled
n1 and n2 while the results based on the classical two-mass oscillator are labelled
ñ1 and ñ2. The behaviour of the two-mass oscillator with the equivalent shaft
parameters chosen according to Equation (B.25) and Equation (B.27) presented in
blue is obviously very close to the behaviour of the original system shown in green.
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Figure B.5: Simulated rotational speed n1 for the exact dynamic model including two elastic
shafts and for the simplified two-mass oscillator with only one shaft.
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Figure B.6: Simulated rotational speed n2 for the exact dynamic model including two elastic
shafts and for the simplified two-mass oscillator with only one shaft.
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Finally, the idea previously presented is applied to more complex mechanical
systems. If for instance three torsionally flexible shafts are to be combined, this
calculation of equivalent shaft parameters can be done twice. At first, two shafts
are combined and the equivalent shaft parameters are

c̃s12 =
cs1cs2

cs1 + cs2
(B.29a)

d̃s12 =
c2

s1ds2 + c2
s2ds1

(cs1 + cs2)
2 =

c̃2
s12
c2

s1
ds1 +

c̃2
s12
c2

s2
ds2. (B.29b)

Then the parameters of the remaining third shaft can be considered resulting in the
equivalent torsional stiffness

c̃s =
c̃s12cs3

c̃s12 + cs3
=

1
1

c̃s12
+ 1

cs3

=
1

1
cs1

+ 1
cs2

+ 1
cs3

=
cs1cs2cs3

cs1cs2 + cs1cs3 + cs2cs3
(B.30)

and in the equivalent shaft damping coefficient

d̃s =
c̃2

s12ds3 + c2
s3d̃s12

(c̃s12 + cs3)
2 =

c̃2
s

c̃2
s12

d̃s12 +
c̃2

s

c2
s3

ds3 =
c̃2

s

c̃2
s12

(
c̃2

s12
c2

s1
ds1 +

c̃2
s12
c2

s2
ds2

)
+

c̃2
s

c2
s3

ds3

d̃s =
c̃2

s

c2
s1

ds1 +
c̃2

s

c2
s2

ds2 +
c̃2

s

c2
s3

ds3.

(B.31)

Consequently, if k torsionally flexible shafts with individual parameters csi and dsi
for i = 1, 2, . . . , k shall be replaced by one shaft, its parameters can be calculated
according to

c̃s =
1

1
cs1

+ 1
cs2

+ · · ·+ 1
csk

(B.32)

and

d̃s =
c̃2

s

c2
s1

ds1 +
c̃2

s

c2
s2

ds2 + · · ·+
c̃2

s

c2
sk

dsk. (B.33)



Appendix C

Mathematical Model for Exemplary
Mechanical System

In this section a mathematical model for the test bed for differential gears presented
in Figure 3.24 is given. A graphical representation of the resulting system model
was shown in Figure 3.25; here the corresponding differential equations describing
the dynamics of the mechanical system are given.1 Relevant physical quantities
and system parameters were defined and explained in Section 3.8. For the angular
velocities of the three IMs

Im1
dω1

dt
= Tag1 − Tf 1 (C.1a)

Im2
dω2

dt
= Tag2 + Tf 2 (C.1b)

Im3
dω3

dt
= Tag3 + Tf 3 (C.1c)

dϕk
dt

= ωk for k ∈ {1, 2, 3} (C.1d)

holds. The quantities Tf 1, Tf 2, and Tf 3 are the torques transmitted by the elasticities
within the torque measuring flanges

Tf 1 = d f 1
(
ω1 −ω f 1

)
+ c f 1

(
ϕ1 − ϕ f 1

)
(C.2a)

Tf 2 = d f 2
(
ω f 2 −ω2

)
+ c f 2

(
ϕ f 2 − ϕ2

)
(C.2b)

Tf 3 = d f 3
(
ω f 3 −ω3

)
+ c f 3

(
ϕ f 3 − ϕ3

)
. (C.2c)

The dynamics of the state variables associated with the torque measuring flanges’
inertias are

I f 1
dω f 1

dt
= Tf 1 − Ts1 (C.3a)

1For clarity gear play typically related to cardan shafts is not considered here.
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I f 2
dω f 2

dt
= Ts2 − Tf 2 (C.3b)

I f 3
dω f 3

dt
= Ts3 − Tf 3 (C.3c)

dϕ f k

dt
= ω f k for k ∈ {1, 2, 3} . (C.3d)

These depend on the torques transmitted by the cardan shafts connecting electric
drives and torque transducers to the UUT

Ts1 = ds1
(
ω f 1 −ωdi

)
+ cs1

(
ϕ f 1 − ϕdi

)
(C.4a)

Ts2 = ds2

[(
ωdi
id

+
r3

r1
ω3b

)

︸ ︷︷ ︸
ωdo1

−ω f 2

]
+ cs2

[(
ϕdi
id

+
r3

r1
ϕ3b

)
− ϕ f 2

]
(C.4b)

Ts3 = ds3

[(
ωdi
id
− r3

r2
ω3b

)

︸ ︷︷ ︸
ωdo2

−ω f 3

]
+ cs3

[(
ϕdi
id
− r3

r2
ϕ3b

)
− ϕ f 3

]
. (C.4c)

The quantities ωdi, ωdo1, and ωdo2 and the corresponding angular positions were
not specified in Figure 3.25; these are the state variables describing the dynamics
of the differential’s input and outputs. Since the state variables used to model the
differential gear do not include the angular velocities of the differential’s output
shafts ωdo1 and ωdo2, these quantities are represented as a linear combination of
the system states ωdi and ω3b. The shaft torques given above also directly represent
the input torque Tdi = Ts1 and the output torques Tdo1 = Ts2 and Tdo2 = Ts3 of the
differential gear. Finally, the differential equations describing the dynamics of the
bevel gear differential are given

Dc
dωdi

dt
= i2

d (Ts1 − Tdl)

(
I1

r2
3

r2
1
+ I2

r2
3

r2
2
+ I3

)
− idTdsl

(
I2

r3

r2
− I1

r3

r1

)

− idTs2

(
I2

r2
3

r2
2
+ I2

r2
3

r1r2
+ I3

)
− idTs3

(
I1

r2
3

r2
1
+ I1

r2
3

r1r2
+ I3

) (C.5)

Dc
dω3b

dt
= id (Ts1 − Tdl)

(
I2

r3

r2
− I1

r3

r1

)
− Tdsl (Id + I1 + I2)

− Ts2

(
Id

r3

r1
+ I2

r3

r1
+ I2

r3

r2

)
+ Ts3

(
Id

r3

r2
+ I1

r3

r1
+ I1

r3

r2

) (C.6)

dϕdi
dt

= ωdi (C.7)
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dϕ3b
dt

= ω3b, (C.8)

where

Dc = Id

(
I1

r2
3

r2
1
+ I2

r2
3

r2
2
+ I3

)
+ I1 I2

(
r3

r1
+

r3

r2

)2

+ I1 I3 + I2 I3. (C.9)

This set of differential equations forms a dynamic system; the outputs of this
system are the angular velocities of the electric drives ω1, ω2, and ω3 and the torques
measured by the measuring flanges as given by Equation (C.2). Above equations can
be used to perform numerical simulations, but due to their complexity, it is difficult
to gain insight in the system behaviour. Therefore, simplifications are demanded,
especially regarding the differential gear. If the UUT is an axle differential, I1 = I2
and r1 = r2 can be assumed as these are typically symmetric. Then

Dc
dωdi

dt
= i2

d

(
2I1

r2
3

r2
1
+ I3

)(
Ts1 − Tdl −

1
id

Ts2 −
1
id

Ts3

)
(C.10)

Dc
dω3b

dt
=

r3

r1
(Id + 2I1)

(
−Ts2 + Ts3 −

r1

r3
Tdsl

)
(C.11)

can be used instead of Equation (C.5) and Equation (C.6). With

Idi =
Id

(
2I1

r2
3

r2
1
+ I3

)
+ 4I2

1
r2

3
r2

1
+ 2I1 I3

i2
d

(
2I1

r2
3

r2
1
+ I3

) (C.12a)

I3b =
Id

(
2I1

r2
3

r2
1
+ I3

)
+ 4I2

1
r2

3
r2

1
+ 2I1 I3

Id
r3
r1
+ 2I1

r3
r1

(C.12b)

these equations can be written even more compact

Idi
dωdi

dt
= Ts1 − Tdl −

1
id

Ts2 −
1
id

Ts3 (C.13)

I3b
dω3b

dt
= −Ts2 + Ts3 −

r1

r3
Tdsl. (C.14)

In spite of these simplifications, the dynamic system given by Equations (C.1)–(C.4),
(C.7), (C.8), (C.13), and (C.14) is still non-linear. Since linear models are demanded
for many system analysis methods (e.g. modal analysis), the non-linearities shall be
removed. To do so, the assumption that losses do not have to be considered (Tdl = 0)
is used. To additionally eliminate the slip-limiting torque Tdsl, a differential gear
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with only weak slip-limiting functionality can be assumed and Tdsl can be set to
zero as well. Then the differential gear can be described by

Idi
dωdi

dt
= Ts1 −

1
id

Ts2 −
1
id

Ts3 (C.15)

I3b
dω3b

dt
= −Ts2 + Ts3 (C.16)

with the constants Idi and I3b given above. Equation (C.16) directly shows that
the differential’s output torques must be identical for stationary situations. The
differential equations for the remaining mechanical system do not need to be
changed; consequently, a LTI system describing the system dynamics is given by
Equations (C.1)–(C.4), (C.7), (C.8), (C.15), and (C.16).

If the differential gear’s slip-limiting capacity cannot be neglected, operating points
with different angular velocities of the differential’s output axles can be excluded;
then ωdo = ωdo1 = ωdo2 = ωdi/id holds. This also implies a reduction of the dynamic
dimension of the mathematical model for the differential gear from two to one
as ω3b is permanently zero. The dynamics of the differential gear can then be
described by only one differential equation:

Idi
dωdi

dt
= Ts1 −

1
id

Ts2 −
1
id

Ts3 (C.17)

Since the system state ω3b is no longer required, also the shaft torques Ts2 and Ts3
must be modified

Ts2 = ds2

(
ωdi
id
−ω f 2

)
+ cs2

(
ϕdi
id
− ϕ f 2

)
(C.18a)

Ts3 = ds3

(
ωdi
id
−ω f 3

)
+ cs3

(
ϕdi
id
− ϕ f 3

)
. (C.18b)

This reduced mathematical model given by Equations (C.1)–(C.4a), (C.7), (C.17),
and (C.18) is again a LTI system. Therefore, for both system models given above
eigenvalues and eigenvectors of the dynamic matrix characterising torsional vibra-
tions can be calculated. A realistic parameter setting is given in Table C.1.
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Table C.1: Mechanical system parameters for an exemplary test system for differential
gears.

Parameter Value Unit
Im1 1.0 kg m2

Im2 10.3 kg m2

Im3 10.3 kg m2

I f 1 0.032 kg m2

I f 2 0.032 kg m2

I f 3 0.029 kg m2

Idi 0.022 kg m2

I3b 0.04 kg m2

id 1.91 –
c f 1 380 kN m/rad
c f 2 220 kN m/rad
c f 3 220 kN m/rad
cs1 57 kN m/rad
cs2 57 kN m/rad
cs3 57 kN m/rad
d f 1 0.5 N m s/rad
d f 2 0.5 N m s/rad
d f 3 0.5 N m s/rad
ds1 2 N m s/rad
ds2 2 N m s/rad
ds3 2 N m s/rad





Appendix D

Parameters for Reduced Mechanical
System

In Table D.1 the parameters of the simplified mechanical system of the test bed for
differential gears with adapter gearboxes shown in Figure 5.4 are summarised. The
torsional stiffness parameters in Table D.1 are the parameters of the cardan shafts
connecting gearboxes and differential gear without any transformation because of
different levels of rotational speeds. As stated in Chapter 3, the dynamic model
used for simulation is much more complex and thus requires many additional
parameters; for lucidity these are not included in Table D.1.

Parameter Value Unit
Im1 3.25 kg m2

Im2, Im3 10.3 kg m2

Igb1 1.05 kg m2

Igb2, Igb3 1.65 kg m2

cs1 33 kN m/rad
cs2, cs3 240 kN m/rad

id 2.85 –
Tdsl0 0.50 N m
kdslT 0.06 –
kdslω 0.06 N m s/rad
igb1 8.1 –

igb2, igb3 10.4 –

Table D.1: Parameters for the reduced mechanical system of a test bed for differential gears
with adapter gearboxes.
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