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Abstract—The generation of novel views is a crucial processing step in 3D content generation, since it gives control over the amount of depth impression on (auto-)stereoscopic devices and enables free-viewpoint video viewing. A critical problem in novel view generation is the occurrence of disocclusions caused by a change in the viewing direction. Thus, areas in the novel views may become visible that were either covered by foreground objects or were located outside the borders in the original views. In this paper, we propose a depth-guided inpainting approach which relies on efficient patch matching to complete disocclusions along foreground objects and close to the image borders. Our method adapts its patch sizes depending on the disocclusion sizes and incorporates the depth information by focusing on the background scene content for patch selection. A subjective evaluation based on a user study demonstrates the effectiveness of the proposed approach in terms of quality of the 3D viewing experience.

I. INTRODUCTION

The generation of novel views from an existing single view and its corresponding depth map is a crucial processing step for 3D content generation and processing. Such newly generated views enable the users to watch 3D content on different types of 3D displays, including multi-user autostereoscopic devices with a comfortable range of viewing perspectives, and navigate in 3D space for free-viewpoint video applications. The 2D input image and its associated depth map – known as 2D-plus-depth [11] – can be delivered by a variety of sources such as depth sensors based on time-of-flight or structured light (e.g., Microsoft’s Kinect), stereo cameras, or 2D-to-3D conversion techniques.

A principal problem in novel view generation is the occurrence of disocclusions due to a change in the viewing direction. Some areas in the original views that were either covered by a foreground object or were located outside the image borders may become visible in the novel views. To deal with these disocclusions, one common approach is to pre-process the depth maps. In particular, filtering techniques are applied to the associated depth maps prior to the novel view generation [16]. Although this approach can reduce the appearance of disocclusions, it can also lead to spatial distortions in the scene geometry of the novel views.

Another approach is to use image inpainting techniques to fill in the disoccluded areas in the novel views with suitable estimates derived from the visible scene content. However, traditional inpainting algorithms (e.g., [5]) do not take into account additional knowledge provided by the depth data. For that reason, several inpainting strategies have been proposed that incorporate depth information during disocclusion filling [6], [8], [10], [13], [1], [15], [14]. While most related work aims at rendering photorealistic views, suitable inpainting approaches may also be required in the context of non-photorealistic rendering [9]. A few depth-induced inpainting strategies build upon PatchMatch (PM) [2], which is a randomized search algorithm that quickly finds correspondences between disjoint image patches. For example, He et al. [10] add the depth information to the PM algorithm by restricting the validity of patches used for inpainting. However, as their method was initially proposed for foreground object removal, the authors rely on a-priori depth information in the region to be filled which is not available when considering disocclusions. Morse et al. [13] extend PM from single image completion to stereo image pairs by not only incorporating depth information extracted from the stereo pairs but also allowing the matching of patches across the stereo pairs. However, the additional original view of a stereo image pair is not available in a 2D-plus-depth setup as considered in this work. Additionally, none of the aforementioned depth-guided inpainting approaches consider subjective quality assessment in the evaluation of their results. However, the results of Bosc et al. [3] indicate the need of subjective quality assessment in terms of novel views evaluation, as commonly used 2D quality metrics do not reflect the subjective quality of novel views. A very recent publication [4] gives an in-depth evaluation using the Middlebury ground truth data set, but does not incorporate user studies.

In this paper, we propose a depth-guided inpainting approach for disocclusion filling in novel views based on PM. Our approach incorporates the supplementary depth information to favor background patches during the disocclusion inpainting and uses adaptive patch sizes for efficient hole filling. We perform a paired comparison user study to evaluate our inpainting results in the context of stereoscopic viewing and present experimental results that show that our depth-guided inpainting approach yields better subjective quality compared to several earlier approaches.

The rest of the paper is organized as follows: Section 2 describes the proposed inpainting method. Section 3 provides details on our experimental setup. Section 4 presents the results of the user study along with some inpainting examples, and Section 5 concludes the paper.
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II. PROPOSED APPROACH

We suggest an inpainting technique that builds upon PM as an efficient strategy for finding patch correspondences based on color differences. The proposed approach incorporates adaptive patch sizes and search space restrictions based on depth information, as explained in the following subsections. First, the formalism of the general inpainting problem is recapped [5]: Let $I$ be an input image and $\Omega \subseteq I$ a “hole” to be filled, called the target region. That is, $\Omega$ denotes all the missing pixels within $I$. Additionally, the source region $\Phi$ provides samples used in the infilling process. The goal is now to complete the missing region $\Omega$ with data from $\Phi$ so that the resulting image will be visually coherent. While conventionally $\Phi = I \setminus \Omega$, we restrict $\Phi$ to candidates from the image background as part of our approach.

A. Adaptive patch sizes

As opposed to iterative inpainting approaches that shrink the holes by successively copying patches of constant size, we perform the inpainting step only once at the end of the image completion chain, with the goal to avoid propagating erroneous inpainting results from one iteration step to the next. Our non-iterative approach is enabled by the usage of adaptive patch sizes. If fixed-size patches are used and the patch size is smaller than the size of $\Omega$, there are some target patches containing no valid image information (see blue rectangle in Fig. 1a) that is required to compute the patch similarities.

For that purpose, a threshold $\tau_1$ is specified to ensure a minimum percentage of valid pixels in each target patch. The corresponding patch size for each target pixel is determined by successively incrementing the patch dimensions until the percentage of the valid source pixels exceeds $\tau_1$. Hence, the selected patches are smaller near the borders and are growing as the patch’s central pixel is moving towards the hole’s centroid, as illustrated in Fig. 1b. As a side effect, fewer patches are involved in the color synthesis of an individual pixel (based on weighted color averaging of overlapping patches) near the boundaries of $\Omega$, which helps avoid blurring artifacts in these regions.

By introducing adaptive patch sizes it is guaranteed that the majority of the target patches contain a certain percentage of valid pixels. However, there may arise situations where the combination of target and source patches becomes impractical, as schematically illustrated in Fig. 1c. Hence, a second threshold $\tau_2$ (equal to or smaller than $\tau_1$) is specified to maintain the majority of valid pixels in the matching step and to ensure a minimal overlap between valid pixels of the target patch and the corresponding source patch.

B. Depth

There are two major reasons for disocclusions that cause blank areas in novel views: (a) areas that had been covered by a foreground object in the original view, and (b) areas along the image borders that had been outside the field of view in the original image. While scene depth is not taken into account when dealing with case (b), it is reasonable to fill occlusions of group (a) with image data obtained from background regions. As these holes emerge due to sharp depth transitions (i.e., depth discontinuities) at object boundaries, a target patch may comprise pixels that belong to foreground objects as well as pixels that are part of the background, as illustrated in Fig. 1d. Consequently, inpainting artifacts occur – hereinafter also referred to as foreground color blur – which are caused by color bleeding from the foreground. Therefore, depth information is incorporated in the matching stage to find appropriate patch correspondences and prevent foreground regions from being used for filling disoccluded regions.

Since depth information is not available in the target region, the depth values have to be synthesized first from the warped depth values in the surrounding. For every hole in $\Omega$, each scanline is first filled by a constant value determined as the maximum depth value of the left and right pixel located at the hole boundary. Then, the minimum of the newly filled depth values is selected as a lower bound of permissible depth levels in the nearest-neighbor search for target patches of the respective hole. An additional outlier removal based on the statistics of the depth histogram is applied to make the procedure more robust to depth map inaccuracies.

III. EXPERIMENTAL SETUP

In order to investigate the effectiveness of our proposed inpainting algorithm on the perceived quality of stereoscopic images, a pair-wise comparison study was conducted. The stereo pairs used for evaluation were formed by the original left views and novel right views, i.e., synthesized views derived from the left views and the corresponding depth maps with disocclusions filled by inpainting. This section
TABLE I

This table lists the name, number (percentage) of disoccluded pixels and the characteristics of the images used in the subjective study.

<table>
<thead>
<tr>
<th>Name</th>
<th>Disocclusions</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arm</td>
<td>54050 (2.6%)</td>
<td>low-textured background</td>
</tr>
<tr>
<td>Bird</td>
<td>29791 (1.4%)</td>
<td>moderately textured background</td>
</tr>
<tr>
<td>Crowd</td>
<td>57711 (2.7%)</td>
<td>cluttered repetitive background</td>
</tr>
<tr>
<td>Edge</td>
<td>31173 (2.5%)</td>
<td>highly textured background</td>
</tr>
<tr>
<td>Flower</td>
<td>50483 (2.4%)</td>
<td>repetitive background</td>
</tr>
</tbody>
</table>

describes the test material, the inpainting techniques used for comparison and the selected subjective methodology including a description of the test environment and subjects.

A. Dataset

All inpainting methods are evaluated on footage from a movie sequence. Five still images – termed as Arm, Bird, Crowd, Edge and Flower – have been chosen as test images, with a resolution of $1920 \times 1080$ pixels. The selected images cover different image characteristics including varying densities of background texture and diverse amounts of disoccluded pixels, as summarized in Table I.

B. Algorithms

We compare our depth-guided PM inpainting approach (DPM), which was described in Section 2, against our implementation of PM [2] with constant patch sizes of $51 \times 51$ pixels, the image completion function content-aware fill (CAF) of Adobe’s Photoshop CS5\(^3\), which does not use depth information, and horizontal background replication (HBR) [7]. We use the following, same constant parameter settings to generate the results: $\{\tau_1, \tau_2\} = \{10\%, 10\%\}$. The thresholds have been chosen to provide a small but reasonable amount of valid pixels to be used for patch matching while preventing target patches from becoming too large, which would lead to blurrier inpainting results and increase the overall runtime of the algorithm.

C. Subjective assessment procedure

The Pair Comparison (PC) method has been chosen to quantify the subjective ratings [12]. In the PC method, a pair of stimuli is compared and the subjects are asked to rate the quality of the stimuli in terms of preferences using a ternary scale (i.e., stimulus A is preferred, stimulus B is preferred, or stimuli A and B are equally preferred).

Particularly, using 4 inpainting approaches and 5 images, a total number of 30 pair comparisons had to be performed by each subject. Each pair was presented successively in random order. The subjects were allowed to switch interactively between the two stimuli of a pair. Moreover, each subject performed a trial run in which the test methodology was introduced.

We compute the quality score for each method by increasing its respective counter by 1 in case of a preference and 0.5 in case of an equal valuation. The accumulated value is then divided by the number of comparisons per method and by the total number of participants. Hence, the final score shows the percentage of comparisons “won”, e.g., a value of 100 indicates that this method has always been preferred over any other approach.

The test sequences were displayed on a 23.6” stereoscopic display (i.e., Acer GD245HQ) with a native resolution of $1920 \times 1080$ pixels and the NVIDIA 3D vision controller. To provide an ideal test setup, the room was darkened to avoid external visual disturbances and the viewing distance was set to one and a half times the screen size.

Seventeen non-expert observers (six female and eleven male observers aged between 17 and 49) participated in the study. All of the subjects were screened for visual acuity, color vision and stereo vision according to ITU-R BT.1438 recommendation [12].

IV. RESULTS AND DISCUSSION

In Fig. 2, the PC scores obtained for the five test images are presented, grouped by the evaluated inpainting methods. Our proposed approach DPM performs best and is preferred on average in 72.75% of all comparisons. In contrast, the other PatchMatch-based inpainting methods PM and CAF attain significantly lower average PC scores of 34.51% and 38.43%, respectively.

Fig. 3 offers a closer look at some examples of inpainted regions. Regarding our approach, the study participants remarked a clear delineation of the foreground objects. A possible explanation is the reduction of artifacts caused by foreground color blur, which are mainly perceived as unnatural shadows of the objects (cf. DPM and PM in the second and third row of Fig. 3). Additionally, it can be seen that for holes at the image border, it is possible to inpaint coherent information by using adaptive instead of fixed-size patches.

The lower score of our approach (60.78%) compared to HBR (74.51%) for the image Flower may be caused by significant inaccuracies of the corresponding depth map. In
particular, parts of the background area have been erroneously labeled as foreground and thus are not taken into account in the patch matching step according to the predefined depth constraints. Consequently, artifacts are present in the inpainted region, which however could be avoided by adjusting the depth-based outlier removal.

Another interesting finding is the approximately uniform distribution of PC scores among the investigated inpainting methods for the image Bird. The observers declared that they found it hard to detect any differences, which might be due to the fact that Bird exhibits the smallest number of disoccluded pixels (see Table I). Additionally, these disoccluded pixels are located in primarily low textured areas outside the main focus of the observer’s attention. Similarly, the better result of the relatively straightforward inpainting method HBR (54.31% on average) compared to PM (34.51% on average) and CAF (38.43% on average) may lie in the fact that in our test images the inconsistencies caused by HBR inpainting become mainly noticeable in highly textured background regions near the image margin, whereas observers tend to pay more attention to the central image area covered by the foreground object.

V. CONCLUSION

We have introduced a depth-guided inpainting approach that addresses the filling of disocclusions in novel views. Our method is based on efficient patch matching and produces visually very satisfying results for both disocclusions at image borders and disocclusions along the boundaries of foreground objects. Our method adapts its patch sizes to the disocclusion sizes. For disocclusions along objects, we additionally incorporate the depth information by focusing on the background scene content for patch selection. A subjective evaluation of the stereoscopically perceived quality of the synthesized novel views showed the effectiveness of our proposed approach. For future work, we plan to extend our technique to disocclusion inpainting of video sources.
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