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ABSTRACT

Measurement Based Backscatter RFID System Analyzer for Tag

Localization

Ubiquitous computing coupled with the need of indoor localization has enabled the

adaptation of ultra-high frequency radio frequency identification (RFID) technology.

Low cost of batteryless RFID tags (and their long life), less maintenance, light weight

and practically limitless identification scope are the salient features substantiating the

adaptation of RFID based localization systems.

For any engineering design, system level simulators provide a reasonable insight of

the prospective hardware performance. Making the simulator a measurement based,

further enhances the accuracy of results.

In this thesis, I describe the design of a measurement based system analyzer in

Matlab➤/ Simulink➤ for estimating the direction of arrival (DoA) and the range of

an RFID tag. The intended usage of this measurement based system analyzer in this

thesis is for RFID tag localization in a severe multipath environment. The advantages

of the system analyzer are its flexibility in changing the design parameters and different

design topologies. The radio frequency (RF) components are developed in the SimRFTM

toolbox of Simulink➤, thus replicating real RF components.

The DoA and the range estimation is based on the techniques of space-domain phase

difference of arrival and frequency-domain phase difference of arrival, respectively. Fur-

thermore, the system analyzer is utilized for testing the theoretical concept of multifre-

quency based phase difference of arrival. Two wireless channel measurement campaigns

are discussed in the thesis, based on these measurements the performance of the sys-

tem analyzer is discussed. The system analyzer performance has also been verified by

incorporating channel measurements inside an anechoic chamber.
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Chapter 1

Introduction

1.1 Historical Perspective

It is well established that backscatter modulation is the linchpin of ultra-high frequency

(UHF) radio frequency identification (RFID) technology. Retrospectively, the origins

of backscatter communication can be traced back to the times of Alexander Graham

Bell [1]. Bell invented the photophone, intended for passive wireless audio communi-

cation. The device communicated audio signals by concentrating ambient light onto

a mirrored reflecting surface. The sound waves (to be communicated) supplied to the

mirror made it to vibrate, consequently modulating the reflected beam of light. The

accompanied receiver of the photophone employed a photosensitive material to demodu-

late the incident modulated light beam and drawing accordingly a time-varying current

into an earphone. Therefore, reproducing the transmitted audio signal. The photophone

was able to deliver messages over a distance of 214 meters.

The early 20th century witnessed a furtherance in the backscatter technology, with

the light source replaced by a radio frequency (RF) source. Leon Theremin is credited

for inventing the first ever passive audio backscatter RF system operating in the UHF

frequency range [2]. It was quite a long-range eavesdropping device known as the “The

Great Seal Bug,” presented in 1945 to the U.S Ambassador to the Soviet Union [3, 4].

Theremin’s ingenious design based on transmitting an audio speech signal by using sound

waves to deform a thin wall of a cavity resonator which in turn detunes a monopole whip

antenna [5].

Due to the sensitive nature of Theremin’s work, the exact date of his invention is not

1
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Figure 1.1: Basic backscatter modulation system [6].

clear. His contemporary researcher, H. Stockman investigated backscatter modulation

in his seminal paper in 1948 [7]. Figure 1.1 shows one of his designs [6]. Stockman

employed a conventioanl microphone and speaker coil to modulate the lateral-position

of a receiving antenna as per the sound waves received by the microphone attached to

the receiving antenna. This so called positional modulation resulted in the signal being

reflected back to the transmitter where the sound wave is demodulated and reproduced.

Stockman named this technology as “Number Identification Systems” (NIS) and it can

be stated that his NIS is the precursor to today’s RF identification systems, i.e., RFID.

Fast forwarding the time to the last decade of the 20th century and the early 2000’s,

there are few noticeable events which changed the landscape of RFID technology. It was

at Massachusetts Institute of Technology, U.S in 1997 that Kevin Ashton, Sanjay Sarma,

Sunny Siu and David Brock collaborated to form an RFID based research consortium

called the Auto-ID Center. The target of their research was to create a global open

standard system to facilitate deployment of RFID in any region in the world [8]. Later

on, they renamed their research group as Auto-ID Labs [9]. In 2003, Wal-Mart made it

mandatory for its top 100 suppliers to furnish RFID enabled shipments by the beginning

of 2005 [10, 11]. From a commercial point of view, this facilitated the rapid adaptation

of the RFID technology in the mainstream business, especially in the inventorying and

supply chain management.

Contemporary research has enabled the RFID technology being incorporated in many

useful applications [12, 13]. Advancement in cost-effective chip manufacturing has helped
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RFID to compete with the cheap barcode technology. RFID is still not as cheap as tradi-

tional labeling technologies. However, added services can be achieved if RFID technology

is adopted. Most sought after applications have been in areas such as payment systems,

access control, communication and transportation, sensors and metering applications,

distribution logistics, parcel and document tracking, automotive systems, livestock/pet

tracking, and hospitals/pharmaceutical applications [14–18].

RFID also has the adequacy to initiate novel applications and contribute towards

the venture Internet of Things (IoT) [19, 20], thus initiating new enabling technologies.

IoT is a scheme which will enable ubiquitous computing by assigning distinct identifiers

to humans, objects and animals. The scheme will enable data transfer over a network

without human-to-human or human-to-computer interaction [21]. Coincidentally, it was

Kevin Ashton who coined the term of IoT in 1999 [22]. It is predicted that IoT will have

passive (batteryless) RFID tags as a main constituent. However, some technicalities

have to be resolved before this concept matures [23]. Identity and location are the

two parameters at the core of every RFID based localization system. For optimum

performance of RFID systems, identification is to be linked with localization. Keeping

the cost-benefit ratio in consideration, the best choice is to employ passive tag technology

which relies on backscatter modulation.

1.2 Motivation and Relevant Research

The dawn of IoT enabling technologies incorporating RFID technology will turn our

planet into a connected World [21, 24–28]. These overwhelming new possibilities of

information and communication technologies are accompanied by an increased demand

for security and privacy. While connectivity of everyday things is the foundation of the

IoT, pure connectivity on its own does not automatically provide any added value for

humans. There have to be applications benefiting the social needs. This was the main

theme of the cooperative research project “SeCoS : Secure Contactless Sphere–Smart

RFID-Technologies for a Connected World1.”

RFID tag positioning is a crucial prerequisite for many wireless sensing applications

such as asset tracking, industrial automation, and home care and healthcare systems.

In indoor environments, the layout structure and moving objects give rise to a severe

1SeCoS was funded by the Austrian Research Promotion Agency (FFG).
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multipath radio propagation environment. Hence, it will affect the accuracy of the indoor

positioning. A multiple-input multiple-output (MIMO) RFID reader allows combating

these phenomena and thus improves the positioning precision of the RFID system [29].

Under the auspices of the SeCoS project, there was an application to achieve coarse-

grained localization of RFID tags inside an engine test bed facility at AVL, Graz. The

project included a work package for the design and realization of a prototype MIMO

RFID reader suitable for positioning of RFID tags. An initial channel measurement

campaign in a realistic, reproducible test scenario was the starting point for the inves-

tigation. Based on this, a MIMO RFID reader system analyzer (simulator) was to be

designed that localizes UHF RFID tagged objects in severe industrial multipath envi-

ronments, i.e., like an engine test bed facility at AVL in Graz.

The advancement in computer technology has enabled a reasonable growth in the field

of simulation theory. Simulation platforms can be termed as software brassboards [30].

They facilitate in constructing virtual communication systems for further exploration. It

allows system parameters to be easily tweaked. The result of such modifications can be

promptly evaluated by using interactive and graphical displays of the simulation results.

Modern communication system design process can be categorized into two phases,

i.e., the system design process and the deployment process. Simulation is used exten-

sively during both of these two phases of the overall design flow. Primarily, simulations

are used for performance evaluation, design tradeoff studies and parameter optimization.

Moreover, after the system deployment in the field, simulations come handy in analyzing

test procedures, end-of-life predictions, and anomaly investigations [30].

Different simulation tools have been reported, which can be categorized based on

what they are designed for. I will be restricting the survey only to system level simula-

tors. SERFID [31] models the entire RFID system including the numerous hardware tags

and readers and their electromagnetic environment. The communication links between

each tag and reader are modeled using high level functional models (timed transaction

level model). SERFID is basically a fault simulator that provides fault detection in

critical RFID systems operating in harsh environments (railway, aeronautic, food pro-

duction, product manufacturing).

A quite advanced open-source system is the PARIS Simulation Framework [32, 33].

It is a complex time-domain system level simulator built in MATLAB which features tag

behavioral models and hybrid ray tracing/stochastic RF propagation channel models.
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The PARIS Simulation Framework is quite demanding as far as computational power

is concerned. There are some simulation frameworks which concentrate on a specific

component of an RFID system, like for tags [34, 35] and for RFID antennas [36]. The

platform of RFIDSim [37–39] is an open source simulator based on ISO/IEC 18000-

6C (EPCglobal Class-1 Gen-2) protocol [8, 40, 41], having a discrete event simulation

core [42]. It provides physical models based on Rician fading and a nonlinear tag behav-

ior. Another system level tool is the ASD Kit and Library [43, 44], which is developed

and sold by CISC Semiconductor. It is a simulation/emulation tool with emphasis on

tag modeling.

In wireless systems realm, there are consequential differences between computer

based simulations and physical channel measurement based simulations. As simula-

tion models based on numerically generated data or by using some approximate channel

models [45–47], can only incorporate an approximation of the wireless channel in ques-

tion. By conducting channel measurements, we can capture the true behavior of a

wireless channel [48, 49]. The wireless channel can be probed in both of the time and

the frequency-domains [50]. Elektrobit Propsound CSTM MIMO channel sounder [51, 52]

reproduces the real-world propagation phenomena such as multipath fading, sliding de-

lays, attenuation, path loss, Doppler shift, shadowing and noise. It enables systematic,

repeatable testing of wireless systems in realistic, time variant conditions in labora-

tory [53]. It is tempting to claim that channel measurements provide the real answer to

what the system performance will be, since it is based on actual physical hardware.
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1.3 Signal Representation

In this section, I will explain the signal constellation model based on [54]. The RF

frontend antenna configuration defines the isolation between the forward and reverse

channels in RFID systems [55]. Two main choices for the RF frontend antenna configu-

ration are bistatic and monostatic, aptly explained in [6, 55–57]. The signal constellation

model of [54] is based on a bistatic RF frontend design. Therefore, I will deliberate upon

a bistatic single-input single-output (SISO) RFID system. Then the SISO signal model

will be extended to a bistatic single-input multiple-output (SIMO) system.

1.3.1 SISO RFID System

Passive RFID communication relies on backscatter communication from the transponder

(tag) to the reader receiver [58, 59]. As the tag is passive (batteryless), the energy

required to wake up the tag is supplied by the reader via transmitting a continuous carrier

wave. This continuous carrier also leaks into the receiver antennas. As in backscatter

RFID communication we have a dyadic (two way) channel, which we can bifurcate,

i.e., the channel from the reader-transmitter to the tag as the forward channel and the

channel from the tag to the reader-receiver as the reverse channel (or uplink) [60]. A

generic, i.e., SISO RFID system is depicted in Figure 1.2. A comprehensive baseband

signal formulation is detailed in [54]. The transmitted continuous carrier wave (CW) is:

xCW =
√
2sin(ωct), (1.1)

where ωc = 2πfc is the angular frequency and fc is the chosen carrier frequency in Hertz.

As explained in the preceding paragraph, passive RFID tags harvest energy from the

incident carrier wave. The consequence of this is a substantial leakage of the transmitted

CW into the RFID reader receiver. [54] has devised an ingenious method to separate

the carrier leakage and tag signal. We can define the static carrier leakage as

xL =
√
2|L|sin(ωct+ ψleak), (1.2)

where ψleak is the phase shift resulting from the propagation delay between the transmit

and receive antennas. The magnitude of |L| depends whether we are using a monostatic

or bistatic antenna configuration. As for a monostatic setup, there is a single common
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Figure 1.2: A bistatic SISO RFID system.

antenna for both of the transmit (TX) and receive (RX) channels. Both of these are

separated by a circulator or a directional coupler. Consequence of a monostatic config-

uration is a strong correlation between uplink and downlink communication channels.

Contrary to this, in a bistatic antenna setup we have a separate antenna for both of the

TX and RX. In this case, the magnitude of correlation between the uplink and downlink

channels depends on the antenna separation between the TX and RX antennas.

In UHF backscatter RFID communication, predominantly, the tag employs ampli-

tude shift keying (ASK) as the modulation scheme to send data (tag ID) back to the

RFID reader receiver RX. Most often, pure ASK is not suitable and special pulse shap-

ing filters (e.g., raised cosine) are normally utilized to enhance the spectral efficiency

in compliance with the local regulations [61, 62]. The prevalent design of an RFID tag

comprises of an antenna and an integrated chip, as detailed in Figure 1.3. An RFID tag

is characterized by [63]:

i. Input impedance of the tag antenna: ZAnt = RAnt + jXAnt

ii. Input impedance of the RFID chip in the absorb state: ZAbs = RAbs + jXAbs

iii. Input impedance of the RFID chip in the reflect state: ZRef = RRef + jXRef .

Backscatter communication is achieved by interchanging the RFID chip impedance

between the absorb and reflect state impedances, i.e., ZAbs and ZRef , respectively. The

choice of the reflect state or the absorb state depends upon the tag ID (or the data)
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to be backscattered to the RFID reader. The reflection coefficients in the SAbs and the

SRef states of the tag are defined by [64],

ρAbs =
ZAbs − Z∗

Ant

ZAbs + ZAnt

,

ρRef =
ZRef − Z∗

Ant

ZRef + ZAnt

,

(1.3)

where ρRef and ρAbs are the reflection coefficients for the reflect and absorb state of the

RFID tag, respectively. Few important parameters for the further discussion are defined

in the following [58, 63]:

i. TChip: is the minimum power required by an RFID tag chip to wake up its circuitry.

The threshold value of TChip depends upon the frontend specifications of the RFID

chip [65].

ii. ν: is the power transmission coefficient, given by [66, 67]

ν = 1− |ρAbs|2 =
4RAbsRAnt

|ZAbs + ZAnt|2
. (1.4)

Basically, ν is an indicator of the amount of power absorption, in other words, the

power supplied to the RFID chip. In an ideal ASK backscatter modulation scenario,

the reflection coefficient in the absorbing state is ρAbs = 0 [68], implying νAbs = 1.

This is also a manifestation of ZAnt = Z∗

Abs, i.e., complex conjugate match for

maximum power transfer. In the reflect state, ideally |ρRef | = 0, meaning that the

signal is totally reflected at the chip input.

iii. PChip: is the power absorbed by the RFID tag chip. The RFID reader transmits RF

power, PCW, and data to the tag over the forward channel. PChip is defined as [69],

PChip = νPTag = ν|S21|2PCW, (1.5)

where PTag is the chip’s input power and S21 is the channel transfer function (CTF)

of the forward channel. For a workable backscatter communication system, PChip

should be higher than the chip’s sensitivity, TChip [70].
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Figure 1.3: RFID Tag: Backscatter RFID setup consisting of an RFID reader and
an RFID tag. The tag comprises of an antenna and a microchip. The complex input
impedance of the antenna is ZAnt. The complex input impedance of the tag’s microchip
switches between ZAbs and ZRef as the tag interchanges between the absorb and reflect

states, i.e., SAbs and SRef , respectively [63].

iv. η: is the modulation efficiency . It compares the backscatter power reflected at the

chip’s input to the available power at the antenna’s output, defined as [71]

η =
2

π2
|ρAbs − ρRef |2 =

2

π2
4R2

Ant.|ZAbs − ZRef |2
|ZAbs + ZAnt|2.|ZRef + ZAnt|2

. (1.6)

Equation 1.6 demonstrates that for an ideal ASK modulated backscatter system,

the maximum achievable modulation efficiency is η = 20%.

v. PRX: is the power of the signal received at the RFID reader receiver, given by [68]

PRX = |S12|2ηPChip = |S12|2η|S21|2PCW, (1.7)

where |S21|2 is the CTF of the reverse link.

During the forward and idle communication intervals, energy absorption by the RFID tag

takes place from the provided electromagnetic field. Inherently, the tag input impedance

is matched to the antenna impedance for maximum energy absorption. During the

uplink cycles, the tag backscatters energy by interchanging its input impedance between

the matched and unmatched state. This results in the reflection of a fraction of the

received carrier wave [59]. The modulation function, i.e., m(t) ∈ {0, 1}, enables the tag

to choose among the absorb (m(t) = 0) and reflect (m(t) = 1) states. Afterward, data

is transmitted to the RFID reader receiver accordingly. The backscattered signal at the

tag can be modeled as

xTag(t) =
√
2m(t)

√

|∆σ||hf |sin(ωct+ ψf + ψ∆σ), (1.8)



Chapter 1. Introduction 10

where |hf | is the forward channel attenuation, ψf is the phase shift associated with the

forward channel communication and m(t) is the modulation function. The parameter

ψ∆σ is the phase shift incorporated due to the tag modulation and |∆σ| is the normalised

radar cross section (RCS) area of the tag [72].

In the proposed model of [54] , all noise components are modeled additively at

the reader receiver, without considering the noise components in the downlink channel.

Therefore, the tag signal adds with the carrier leakage and the noise at the reader

receiver. The passband signal can be written as:

xpb(t) =
√
2|hf ||hb|m(t)

√

|∆σ|sin(ωct+ ψf + ψb + ψ∆σ)

+
√
2|L|sin(ωct+ ψleak) + npb(t),

(1.9)

where |hb| is the backward (reverse) channel attenuation and ψf is the phase shift

associated with the reverse channel communication. The complex valued carrier leakage

signal can be rewritten as L = |L|ejψleak
.

At the reader receiver, the received signal is downconverted to the baseband. The

complex valued baseband signal can be formulated as:

xRX(t) =
√

|∆σ|hfhbm(t) + L+ n(t), (1.10)

where hf = |hf |ejψf
and hb = |hb|ejψb

are the complex valued forward and reverse

channel coefficients, respectively, |∆σ| = |∆σ|ej2ψ∆σ
is the complex valued normalised

differential radar cross section and n(t) is the complex valued circularly symmetric ad-

ditive white Gaussian noise (AWGN) with noise power spectral density No. Equation

1.10 can be reformulated as:

xRX(t) = hm(t) + L+ n(t), (1.11)

where h =
√

|∆σ|hfhb is the combined channel coefficient of the dyadic channel, also

incorporating the modulation attributes of the tag. Different stages of the inphase and

quadrature (IQ) plane baseband constellation at the RFID reader receiver are shown in

Figure 1.4.

In time intervals where the input impedance is well matched to the tag antenna

impedance, the tag absorbs energy and equivalently the RFID reader establishes the tag
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Figure 1.4: Baseband signal constellation: The carrier leakage vector is taken equal
to the absorb-state vector. Together with reflect-state vector, the tag vector is found

using the head-to-tail rule for vector additions [54].
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in the absorb state, SAbs. As m(t) = 0, the SAbs vector is essentially equal to the leakage

signal L. The unmatched input impedance of the tag enables backscatter communication

to the reader receiver, and the reader encounters the reflect state, SRef . In order to get

the tag signal (the channel coefficient h), we subtract the SAbs vector from the SRef

vector. Therefore the tag signal at the reader receiver is [54],

h = SRef − SAbs. (1.12)

1.3.2 SIMO RFID System

MIMO processing is a canonical method to improve wireless link capacity and reliability.

In indoor environments, the layout structure and moving objects can cause reflection, re-

fraction, diffraction, dead spots, and absorption of radio signals. Multipath phenomenon

is pervasive, consequently jeopardizing the accuracy of an indoor positioning system [73].

In such multipath channels, MIMO techniques allows combating these phenomena by

utilizing diversity, i.e., reliability against outage events [74]. By this, the positioning

precision of an RFID system is improved. There are two further variants of MIMO, i.e.,

multiple-input single-output (MISO)and SIMO. In MISO technique, diversity is emplyed

at the RFID transmitter side [75]. In this research, I needed to implement receiver di-

versity, i.e., SIMO technique. A basic SIMO backscatter RFID system is depicted in

Figure 1.5. In SIMO configuration, we have multiple number of antennas at the reader

receiver, i.e., NR.

For a SIMO RFID system, the forward channel coefficient and tag backscatter mod-

ulation remains the same as in Equation 1.9 for the SISO case. The tag signal adds with

the carrier leakage at the ith receive antenna [54]:

xpbi (t) =
√
2|hf ||hbi |m(t)

√

|∆σ|sin(ωct+ ψf + ψbi + ψ∆σ)

+
√
2|Li|sin(ωct+ ψleaki ) + npbi (t),

(1.13)

where |hbi | is the reverse channel attenuation from the tag to the ith receiver antenna

and ψleaki represents the phase shift experienced by the radio signal in traveling from

the tag to the ith receive antenna. In similar vain, |Li| and ψleaki are the magnitude

and phase shift of the carrier leakage at the ith receive antenna. The complex baseband
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Figure 1.5: Basic Structure of a SIMO RFID System in a bistatic configuration:
The RFID reader consists of one transmit and two receiver antennas. Information
is processed in the digital baseband subsection, then passed on to digital-to-analogue
converter (DAC) block. Transmitter frontend sends the data from the RFID reader
transmitter to the tag in the form of a continuous analog waveform (CW). The RFID
tag gets requisite energy to power-up its circuitry and starts backscatter communication
via ASK to the two reader receiver antennas, i.e.,RX antenna 1 and RX antenna 2. The
analog wave forms reaches the analog-to-digital (ADC) converters via the RX frontend.

The data send by the tag is then processed in the digital baseband subsection.
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signal at the ith receive antenna can be modeled as

xRXi
(t) =

√

|∆σ|hfhbim(t) + Li + ni(t). (1.14)

In this, [54] defines hbi = |hbi |ejψ
b
i as the complex valued reverse channel coefficient,

Li = |Li|ejψ
leak
i denotes the carrier leakage and ni(t) is the complex valued circularly

symmetric AWGN with noise power spectral density No. Combining the channel coeffi-

cients, as in Equation 1.11:

xRXi
(t) = him(t) + Li + ni(t), (1.15)

where hi =
√

|∆σ|hfhbi is the combined channel coefficient of the dyadic channel from

the transmitter to the tag and back to the ith receive antenna. As previously, the

modulation attributes of the tag are also incorporated via the term
√

|∆σ|. For the

case of space domain phase difference of arrival (SD–PDoA), I have employed a receiver

antenna of a 2 element uniform linear array (ULA), i.e., i = 1, 2 . Therefore, the tag

signal at each of the two antennas of the SIMO reader receiver is,

hi = SRefi − SAbsi . (1.16)

The associated phases of the tag signals hi, i = 1, 2 will be utilized in the system

analyzer of section 3.2 for the direction of arrival (DoA) estimation (as elaborated in

section 1.5.1) and in the system analyzer of section 3.3 for the range estimation (as

elaborated in section 1.5.2).

In this model, only the received signal from a tag bears the information about the

location of the tag. The tag signal phases (ψ1 and ψ2) for both RX1 and RX2 in the IQ

plane can be written, respectively as,

ψ1 = ψf + ψ∆σ + ψb1, (1.17)

ψ2 = ψf + ψ∆σ + ψb2. (1.18)

We can assume that both ψf and ψ∆σ have equal influence on the two receiver antennas

in our SIMO RFID reader. As a result, a phase difference of ∆ψ = (ψ2 − ψ1) in the IQ

constellation of both receiver paths incorporates the information about the tag location.
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1.4 Fundamentals of Wireless Localization

Radio technology has been at the forefront of localization systems since the discovery

of radar technology. As of present, on of the most successful and prevalent radio-based

localization system is the global positioning system (GPS). The GPS technology relies

on an unobstructed line of sight (LoS) to the GPS satellites for providing accurate

location information anywhere on earth. However, the biggest drawback of GPS based

navigational systems is that they can’t be used within indoor environments. For indoor

environments, we have to resort to other technologies such as wireless local area networks

(WLANs), RFID, Bluetooth, ZigBee, infrared, cellular mobile communication (GSM,

UMTS) etc. [76–78].

In majority of the indoor localization based on wireless networks/sensors, there is an

assumption that the signal is predominantly traveling along an LoS path. But when the

object to be localised is not in the LoS path, multipath phenomenon makes it it difficult

to distinguish which radio signals are coming directly from the object and which are

from the scatterers. As a consequence, the accuracy of wireless networks/sensors based

indoor positioning is compromised.

The indoor localization schemes based on wireless technologies can be grouped into

three broad categories [79, 80]:

1. Fingerprinting/Mapping: In deployment of radio infrastructure, geometry of a site

plays an important role in the subsequent performance of radio wave propagation.

Power delay profile (PDP) metric helps in characterizing a wireless channel. The

mapping approach considers characteristics such as PDPs (as a function of the

measured location). This basically gives a one-to-one mapping of the PDP to a

particular location inside the measured space [81, 82]. This approach is particu-

larly useful in wideband or ultra-wideband (UWB) systems. UWB systems offer

leverage of distinguishing between the LoS and non-line of sight (NLoS) compo-

nents coming from the object to be localized. The inherent nature of mapping

is such that the system localization performance gets better by rich multipath

propagation. However, the prevalent RFID systems are intrinsically narrowband,

therefore this approach is not applicable for localizing RFID tagged objects [83].

2. Geometric: As the title implies, this approach depends on geometric-based pa-

rameters such as DoA, received signal strength (RSS), range, or time of arrival
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(ToA) of the received radio signal at the wireless sensors. After obtaining the

location-based information via RSS, DoA, range and/or ToA, different algorithms

are employed to estimate the location of the object.

DoA gives the direction of arrival of the received radio signal by employing an an-

tenna array. In severe multipath scenarios, banking upon only on DoA estimation

results in low localization accuracy. In ToA based localization systems, the time

of arrival of the first detected peak of the received radio signal is used to estimate

the distance between the transmitter and receiver [76]. Both DoA and ToA are

used in traditional radar and GPS based localization systems. The RSS is a single

metric and can be measured by most of the wireless devices. The RSS value decays

linearly with the log-distance between the wireless transmitter and receiver, the

observed RSS value is mapped to the distance from the transmitter. RSS value

can be calculated by [84],

RSSd = 10log10Pr = 10log10Pt − 10alog10d+X, (1.19)

where a is the distance-power gradient., X is a log-normally distributed stochastic

variable (shadow fading), Pr is the received power, Pt is the transmitted power.

The performance of RSS based indoor localization systems is not that accurate,

albeit the method itself is very simple. Due to shadow fading and multipath fading,

the instantaneous value of RSS in indoor environments varies over time, even at a

fixed location [85]. For this reason, in traditional localization systems RSS based

methods are not utilized.

3. Proximity: In this category, the area (in which an object is to be localized) is

filled by a large number of wireless sensors. When the to-be localized object

enters in the sensing range of a sensor, the location of the object is taken as of

the sensor. If multiple sensors detect the object, then the one with the strongest

signal is estimated to be the location of the object. A typical example could be of

localizing a mobile in a cellular network. It is accomplished through the position

of the base station to which the mobile is device is connected to. In this case the

localization accuracy is on the order of the size of the cellular network’s cell size.
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1.5 RFID Localization

Object inventorying was the initial motivation behind inventing the RFID technol-

ogy [86–88]. Over the past decade, the research paradigm has been shifted towards

RFID based localization. Localization principle using the RFID technology is quite sim-

ilar to the radar ranging problem. However, RFID based systems differ in some aspects

from the radar ranging problem. In radar systems the distance between a transmitter

and a receiver is not that short, whereas in RFID systems it is on the order of less than

10m. As a consequence, the overall signal delay is on the order of a few tens of nanosec-

onds. As majority of RFID systems are narrowband, measuring the time of arrival is

quite difficult. An alternative can be to utilize the phase information of the received

radio signals for the localization purpose. [89] provides a detailed overview of different

RFID based localization techniques and trends.

Contemporary research utilizing the phase difference of arrival (PDoA) technique

has shown satisfactory results [90, 91]. As outlined in [90], the PDoA based techniques

can be used in three different manners to determine the location of an RFID tag. They

are namely:

1. Time domain phase difference of arrival (TD–PDoA)

2. Frequency domain phase difference of arrival (FD–PDoA)

3. Space domain phase difference of arrival (SD–PDoA)

As in this thesis, I have based the RFID system analyzer on the techniques of SD–PDoA

and FD–PDoA, therefore these two are explained a bit in the following sections.

1.5.1 SD–PDoA Based DoA Estimation

PDoA technique estimates the DoA by measuring the different phase delays exhibited

by radio signals (operating at the same carrier frequency) at several reader receiver

antennas [90]. This is in essence equivalent to the beamforming technique. Figure 1.6

depicts a simple geometrical arrangement for the implementation of PDoA based DoA

estimation. The arrangement in Figure 1.6 is of a bistatic antenna configuration. The

reader receiver antennas are forming a ULA of two antennas with spacing a. The forward

channel coefficient from the TX to the RFID tag is hf and the reverse channel from the
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Figure 1.6: Geometrical depiction of the SD–PDoA technique. Both of RX1 and RX2
are considered to be in the far-field of the RFID tag antenna. The angle φ is the DoA

and subtracting it from the perpendicular, we get the incident angle α.
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tag to the ith receiver antenna is hbi . As shown in [92, 93] in a ULA of N elements, if

the distance D between a tag and a reader receiver is much larger than the array size,

i.e., D ≫ (N − 1)a, the phase difference between two neighboring elements of the ULA

is

∆ψ = ψ2 − ψ1 = ka cos(φ). (1.20)

Here k = 2π/λ is the wave number, λ denotes the wavelength of the signal, φ is the

DoA, ψ1 is the phase difference measured at RX1 of the ULA in Figure 1.6 and ψ2 is

measured at RX2. Therefore, from the above equation, the DoA is estimated as [94]

φ = arccos(∆ψ/ka). (1.21)

1.5.2 FD–PDoA Based Range Estimation

Range of an RFID tag is an important factor to be estimated for accurate localization.

It can be achieved by estimating the signal attenuation due to free space loss. But

the RSS localization is compromised due to strong multipath signals. The situation

can be alleviated by deploying reference tags [95] but it accentuates the overall budget

constraints. Presently, the ranging of ISO 18000–6C [40] compliant UHF RFID tags is

constrained by the governing regulations of the UHF band spectral usage [70]. Moving

to the UWB range [32] is also solution but the overall setup costs increases.

The FD–PDoA is basically a ranging method. Transmitted electromagnetic wave-

forms of different carrier frequencies experience different phase delays while traversing

the same distance in a wireless channel, as depicted in Figure 1.7. This phase difference

(ψ2 − ψ1) of received waveforms is exploited for the estimation of range between an

RFID tag and an RFID reader [96]. In this scheme we have signals operating at two

different carrier frequencies, i.e., f1 and f2. The underlining assumption is that f2 > f1.

The transmitted waveform x(t) at the RFID reader transmitter is expressed in terms of

phase as,

x(t) = exp(j2πf1t+ j2πf2t). (1.22)

The RFID reader transmits two continuous wave (CW) signals towards the tag. These

two waveforms are then sent back by the RFID tag to the RFID reader receiver, using

backscatter modulation technique. These two waveforms cover almost the same dis-

tance, but their phase delays are proportional to their respective carrier frequencies.
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RFID 

reader

  

Figure 1.7: Dual frequency FD–PDoA ranging technique for a monostatic RFID
reader setup [90].

We assume R as the distance between the RFID reader and the tag. Assuming a com-

bined (over both the forward and backward links) channel fading of h and δ(t) as the

backscatter modulation signal at the tag. δ(t) is inherently a complex signal, therefore

accounting for both the phase and amplitude modulations. Both of the transmitted CWs

operating at f1 and f2 will be downconverted coherently at the RFID reader receiver,

employing two separate mixers (operating at the two carrier frequencies f1 and f2) and

later demodulated, yielding two separate signals y1 and y2. The detailed schematic of a

bistatic antenna configuration is shown in Figure 1.8. The output signal at the RFID

reader receiver will be like

yi(t) = hδ(t) exp(−jψ), i = 1, 2. (1.23)

For a monostatic antenna configuration, the distance from the RFID transmitter to the

RFID tag and backwards is R + R = 2R. For this, we may establish the relationship

between distance R and a generic phase θ using the basic mathematical relationship of

θ = ωt = 2πf
2R

c
=

4π

c
fR, (1.24)

from which the range can be derived as

R =
c

4π

θ

f
, (1.25)

where c is the speed of light and θ represents the phase, assuming the initial transmitted
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Figure 1.8: Schematic diagram of the concept of dualFor the case of a bistatic TX
frequency RFID system [80], where PA is the power amplifier before the transmitter

antenna TX and LNA is the low noise amplifier after the receiver antenna RX.

phase at time t is θ1 = 0. At time t + k, the tag backscatters the signal back to the

RFID reader receiver with a phase of θ2. The total phase variation over the backscatter

communication channel (TX–tag –RX) is

θ = θ2 − θ1 = θ2. (1.26)

This overall phase θ is constituted by

θ = θd + θTX + θRX + θTag, (1.27)

where θd is the phase delay due to propagation over a backscatter channel. θTX, θRX

and θTag are the phase irregularities introduced due to the transmitter circuits, receiver

circuits and the tag’s reflection characteristics, respectively. All of the last three phases

in equation 1.27 incorporate additional phase rotation, thus leading to inaccurate range

estimation via equation 1.25. These phases will be calibrated out [97], as explained in

section 3.3.1. Referring back to equation 1.25, we have

ψ1 =
4πf1R

c
, (1.28)
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ψ2 =
4πf2R

c
, (1.29)

where we have taken ψ1 and ψ2 as the phase variations associated with the carrier

frequencies f1 and f2, respectively. By taking the difference of phases observed at two

different frequencies, we can estimate the range between the RFID reader and the tag

by [98],

∆ψ12 =
4π(∆f12)R

c
⇐⇒ R =

c(∆ψ12)

4π(∆f12)
, (1.30)

where ∆ψ12 = ψ2 − ψ1 is the observed phase difference and ∆f12 = f2 − f1 is the

frequency separation between the two carrier frequencies. As the phase difference ∆ψ

is bounded by (ψ2 − ψ1) ≤ 2π, the corresponding maximum unambiguous range is [80]

Rmax =
c

2∆f12
. (1.31)

The significance of Rmax is that when the actual distance exceeds Rmax, we encounter

range ambiguity. In this case the phase difference can be expressed as

Ψ12 = ∆ψ12 + 2mπ, (1.32)

where m ≥ 0 is an unknown integer. Incorporating this range ambiguity in equation

1.30, we have

R̂ =
c(∆ψ12)

4π(∆f12)
+

cm

2(∆f12)
. (1.33)

The above equation implies that for a given phase difference, we can get infinite range

estimates with a separation of Rmax between the two adjacent range estimates. In this

case R̂ can also be found as (R mod Rmax).

The range estimation formula derived in equation 1.30 is for a monostatic antenna

configuration. In that case, the distance from the TX to tag (R1) and back to the RX

(R2) is the same (R1 + R2 = R + R = 2R). For the case of a bistatic TX–RX antenna

configuration, R1 6= R2. Therefore, equation 1.30 has to be remodeled, hence bifurcating

the complete backscatter phase variation ∆ψ12 into ∆ψTX–Tag and ∆ψTag–RX. Then

assuming a distance R1 from the RFID TX to the tag and R2 the distance from the tag

to the RFID reader receiver, by remodeling equation 1.30 we get

R1 =
c(∆ψTX–Tag)

2π(∆f12)
, R2 =

c(∆ψTag–RX)

2π(∆f12)
. (1.34)
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Therefore, the complete range from the TX–Tag–RX can be calculated as

2R
︷ ︸︸ ︷

R1 +R2 =
c

2π
(
∆ψTX−Tag +∆ψTag−RX

∆f12
). (1.35)

Equation 1.35 is valid for both of the backscatter links, i.e., TX–Tag–RX1 and

TX–Tag–RX2.

1.6 Contribution and Thesis Outline

In all of the aforementioned simulation platforms/frameworks, none of them incorporate

real channel measurements in a system simulator which models true UHF RF signals.

The framework of this research is to bridge the gaps between system and hardware–level

simulation, based on Matlab➤/Simulink➤ [99, 100]. I have combined real channel mea-

surements with a system analyzer designed using the SimRFTM [101] environment in

Simulink➤. The RF parts of the system analyzer are built using the SimRFTM toolbox2 ,

which runs on top of the RF ToolboxTM [103], providing a component library and simula-

tion engine for the design of RF systems, within the Simulink➤ environment. Interfaces

to Simulink (from SimRFTM) enable signal generation and analysis features found both

in the Communications System ToolboxTM [104] and the DSP System ToolboxTM [105].

It supports circuit envelope and harmonic balance simulation, multifrequency analysis,

and multi–port component models. Rest of the system blocks (non–RF) are built using

the Communications System ToolboxTM and the DSP System ToolboxTM in Simulink➤.

This is the first of its kind system analyzer built in the SimRFTM environment, employing

true RF signal generation. Such a system level emulation platform provides flexibility

in order to emulate various hardware aspect.

The system analyzer is modeled for the application of narrowband UHF RFID tag

localization using the PDoA techniques [90]. Basically, I have developed two different

topologies in order to estimate the DoA and the range of the RFID tag, based on the

SD–PDoA and the FD–PDoA techniques, respectively. As expected by previous re-

search, using this channel measurement setup, the system analyzer is able to provide

coarse–grained localization results of a prospective hardware setup in such a severe mul-

tipath environment or in fact, in any other environment. Although, UWB RFID systems

2In the R2017a release of Matlab➤/Simulink➤, the SimRFTM product has been renamed as the RF
BlocksetTM [102].
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give better localization performance [106–108], but in applications where pinpoint local-

ization is not required, narrowband systems in the UHF band employing receive antenna

diversity have been found to perform adequately [109, 110]. Moreover, the low cost of

UHF RFID systems also favors their adaptation.

In the following, I will describe the contents of individual chapters of this thesis

briefly.

Chapter 2 provides the details of the channel measurement campaign, the antenna

setup, etc. The wireless channel is the most crucial factor in designing any wireless

communication system. I will present the statistical analysis of the channel measurement

campaign conducted at AVL, Graz. Parameters like PDP, root mean square (RMS) delay

spread and power ratio (of the line of sight to the multipath components) are calculated.

This analysis is always crucial for justifying the behavior of localization systems in a

wireless channel.

Chapter 3 presents the design of a real channel measurement based system analyzer.

The motivation has been to localize a tagged object in a severe multipath environment.

The RF blocks of the analyzer are designed in the SimRFTM toolbox of Simulink➤ [101],

hence emulating true RFID signals in the UHF range. The standout feature of the

analyzer is its flexibility. Different parameters can be tweaked as per the application. In

my application, the most important feature of the analyzer is the ability to incorporate

the channel measurements in order to estimate the DoA and range of an RFID tag. I have

designed two different topologies of system analyzer based on the concepts of SD–PDoA

and FD–PDoA, for estimating the DoA and range of an RFID tag, respectively. By

this, a coarse–grained localization of an RFID tagged object can be estimated inside

a severe multipath indoor environment. Moreover, in future extensions, more system

nonlinearities can be incorporated in the RF sections of the analyzer, hence emulating

the real hardware setup more precisely. A test case can be to implement the nonlinear

behavior of an RFID chip impedance as a function of the incident power [111]. The

system analyzer’s performance has been verified by using channel data of a measurement

campaign inside an anechoic chamber.

Chapter 4 The range estimation system analyzer presented in chapter 3 is further

exploited by investigating the theoretical concept of multifrequency PDoA (MF–PDoA).

For this, another channel measurement campaign was conducted in an indoor laboratory

environment, i.e., a multipath environment. Both the two cases of equal frequency
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based MF–PDoA and the Chinese remainder theorem (CRT) based unequal frequency

separation MF-PDoA techniques have been tested using the real channel measurements.

The range estimation results of the CRT based MF-PDoA based technique has shown

to enhance the accuracy of an RFID based localization system, as predicted by theory.



Chapter 2

Multipath UHF RFID Channel

The stringent constraint in any wireless communication system is the wireless channel

itself. Localization using UHF RFID technology is quite intricate, mainly due to a

wireless channel [112–114]. The development of wireless communication systems requires

extensive field tests to estimate its performance. Radio system development and later

deployment requires statistical analysis of the propagation channel characteristics as

well [62, 115]. Radio wave propagation measurements [116, 117] offer a method to

characterize different wireless environments. Characterization of mobile radio channels

can be formalized from the general description of linear time-variant channels [118].

In this chapter, I will describe the measurement campaign conducted at AVL Graz,

inside a severe multipath channel, i.e., in an engine test bed facility. The measurement

campaign was conducted to obtain real channel measurement data which will be later

utilized in the measurement based system analyzer. Statistical analysis of the channel

measurements is also presented in this chapter [119] which will be helpful in gaining an

insight for the performance analysis of the system analyzer in chapter 3. The indoor radio

channel in an industrial environment exhibits a severe multipath propagation scenario

due to the prevalent metallic structures. To achieve better localization in this multipath

environment, a SIMO antenna setup was employed, as shown in Figure 1.5.

2.1 RFID Channel Measurement Setup

As mentioned in section 1.2, under the auspices of the SeCoS project there was a task to

design a system analyzer capable of achieving coarse-grained localization of RFID tags

26
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inside an engine test bed facility at AVL, Graz. For this sake, the starting point was to

characterize a severe multipath industrial channel. Therefore, a channel measurement

campaign was conducted in a realistic and reproducible indoor multipath environment,

i.e., in an engine test bed facility at AVL, in Graz. The feasibility of such a system

was carried out in [120]. Channel transfer functions (CTFs) were measured using the

vector network analyzer (VNA) ZVA 67 from Rohde & Schwarz at several LoS and NLoS

tag antenna positions. The CTFs were measured versus frequency at 30 tag antenna

positions within the room. Floor plan of the tag antenna positions within room no. 326

is shown in Figure 2.1 and the investigated reader and tag antenna positions are listed

in Table 2.1. The measurement environment includes a large metallic engine test bench

in the middle of the room, some metallic obstacles like high rise tables, metallic tools

and some boxes, as shown in Figure 2.4. Position numbers 19–30 are the tag positions

where we do not have an LoS channel between the tag and reader receivers. The tag

antenna track from position 1 to 18 provides a strong LoS propagation channel between

the reader and tag antennas. We have tested our system simulator for these eighteen

positions. At each antenna position, the CTF measurement versus frequency is repeated

20 times [121].

The measurements were conducted in a frequency range from 700MHz to 1200MHz.

As explained, a SIMO antenna configuration was employed to combat the multipath

phenomenon. Therefore, having one transmitter (TX) antenna and two reader receiver

antennas (RX1 and RX2). The antenna setup is depicted in Figure 2.2. The spacing

a between the center of the reader receiver antennas, i.e., RX1 and RX2, is kept about

30 cm. All four of the TX, RX1, RX2 and the tag antennas are connected to the

VNA using 50 Ω coaxial cables. The channel measurements were performed with two

different antennas used as the RFID tag antenna, as shown in Figure 2.3. Firstly, in the

“Reference” scenario a commercially available patch antenna was used as the RFID tag

antenna. Secondly, in the “Tag” scenario a custom-built patch antenna was used as the

RFID tag antenna, which has a typically low gain as state of the art tag antennas have.

The matching of the custom-built tag antenna was found to be -13 dB at 890MHz. The

tag antenna was surmounted on a mobile fixture, so that it can be positioned on LoS

and NLoS positions inside the engine test bed facility. The transmitter (TX) and reader

antennas (RX1 and RX2) are Motorola AN480 [122] patch antennas.

The VNA is connected via the local area network (LAN) to a personal computer
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Figure 2.1: Channel measurement campaign: Numbered from one to eighteen. The
numbered 19 till 30 are the NLoS positions and 31 till 34 are the four interfering tag
positions. There were some boxes and objects in the room, depicted with brown color.

The engine test bench can also be seen in the middle of the figure.
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Figure 2.2: Antenna setup in the AVL measurement campaign. The antennas were
attached to the glass window of the engine test bed room. The measurement scripts

were run on a PC, behind the glass window.
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Figure 2.3: Antennas used as RFID tag in the Reference and the Tag sceanrio.
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Table 2.1: Detailed tag antenna positions: Reader antennas (TX, RX1, RX2) and
tag antenna positions in Cartesian coordinates

Position
Number

x

(meters)
y

(meters)
Position
Number

x

(meters)
y

(meters)

1 0.63 4.85 16 0.63 1.1

2 0.63 4.6 17 0.63 0.85

3 0.63 4.35 18 1.65 0.8

4 0.63 4.1 19 0.85 3

5 0.63 3.85 20 1.35 3

6 0.63 3.6 21 1.85 3

7 0.63 3.35 22 2.35 3

8 0.63 3.1 23 2.85 3

9 0.63 2.85 24 3.35 3

10 0.63 2.6 25 3.85 3

11 0.63 2.35 26 4.35 3

12 0.63 2.1 27 4.85 3

13 0.63 1.85 28 5.35 3

14 0.63 1.6 29 5.85 3

15 0.63 1.35 30 6.35 3

(PC) that executes the measurement script. The reader antennas are positioned at the

entrance of the engine test bed and are at the same height of 1.5m as the tag antenna, as

shown in Figure 2.2. The measurement reference plane is at the input of the antennas.

The operating frequency used is 890MHz. The VNA generates continuous sinusoidal

waves (without modulation) for the channel measurements [123].

2.2 Statistical Analysis

The complex CTFs, i.e., the scattering (S -) parameters were acquired using the VNA as

per the port configuration listed in Table 2.2. S41, S24 and S34 are the CTFs, H(f) used

for the analysis. Where S41 corresponds to the channel from the transmitter antenna

(TX) to the tag antenna, S24 and S34 correspond to the channels from the tag to the

reader receiver antenna one (RX1) and the reader receiver antenna two (RX2), respec-

tively. The frequency of the transmitted signal was swept from 700MHz to 1200MHz

Table 2.2: VNA port configuration

Antenna VNA port number Antenna VNA port number

TX 1 RX1 2

Tag 4 RX2 3
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Figure 2.4: Engine test bed environment. Both of the LoS (green tape) and the NLoS (yellow tape) trails are shown in the figure, with red tapes
depicting the position numbers.
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corresponding a resolution of

∆τ =
1

(1200MHz− 700MHz)
≈ 2 ns, (2.1)

in the delay domain. The wireless channel was probed at 251 points in the measured

frequency range, implying a separation of

∆f =
(1200MHz− 700MHz)

251
≈ 2MHz, (2.2)

between two adjacent frequency points, giving a maximum resolvable time delay of [116,

124]
1

∆f
= 502 ns. (2.3)

2.2.1 Power Delay Profiles

In radio planning, radio wave propagation is governed by the geometry of the site, espe-

cially the size, density, structure of buildings, indoor floor layout, furnishings’ locations

etc. The power delay profile (PDP) depicts the average of these effects [125]. It indi-

cates the received signal power versus time delay. A detailed overview of this topic is

provided in Chapter 2 of [32]. Basic power delay profiles are shown in Figure 2.5. In

a PDP, the first arriving component corresponds to the LoS communication path be-

tween the transmitter and the receiver. All the remaining components in the the PDP

are depicting the NLoS communication between the transmitter and the receiver. One

noticeable feature of a PDP is the exponential decay, although it is not the case for all

of the wireless channels. Another feature of PDP is the clustering of the multipath com-

ponents (MPC), constituting the NLoS part of the PDP. Different clusters correspond

to different scatterers in the wireless channel [115].

In this work, the measured CTFs S41, S24, and S34 were converted to the delay

domain using an inverse Fourier transform (IDFT). Before applying IDFT, the CTFs

were multiplied by a Hanning window hann(f) [123, 126] to suppress aliasing. The

effect of this spatial averaging is a reduction in the noise peaks, which are assumed to be

uncorrelated between measurements and uncorrelated with wanted signals. The degree

of noise smoothing is related to N . For additive white Gaussian noise with zero mean

and σn as the standard deviation, the averaged noise standard deviation is reduced to
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Figure 2.5: Power delay profile of an indoor wireless channel.
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(a) PDP of the Tag-RX1 channel for the LoS case in the Tag scenario.

(b) PDP of the Tag-RX2 channel for the LoS case in the Tag scenario.

Figure 2.6: Contour plots of power delay profiles for the LoS case in the Tag scenario.

σn/
√
N , which is equivalent to 20logN enhancement in the SNR [121]. Therefore, the

power delay profile P as a function of delay τ is calculated as [123, 126–128]

P (τ) = |IDFT [H(f) ∗ hann(f)]|2. (2.4)

In Figure 2.6 and Figure 2.7, for the LoS and NLoS case, respectively, in the Tag

scenario, the average-PDP (APDP) is plotted on the z-axis with delay domain on the

x-axis and different position numbers on the y-axis. For the LoS-positions which are

nearer to RX1 and RX2 and are unobstructed by the large engine test bed, the LoS

component is stronger than the multipath components. To be able to get reasonable

results from a narrowband ranging/DoA estimation system, it is paramount to have the
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(a) PDP of the Tag-RX1 channel for the NLoS case in the Tag scenario.

(b) PDP of the Tag-RX2 channel for the NLoS case in the Tag scenario.

Figure 2.7: Contour plots of power delay profiles for the NLoS case in the Tag scenario.

LoS component the dominant one in the APDP. It is also evident that with increasing the

distance between the tag and reader receiver antennas, the delay of the LoS component

arrival is increasing. For the LoS case in the Tag scenario, the maximum P (τ) is -

55.38 dB and minimum is of -80.12 dB. For positions 1 till 5 at RX2, strong multipath

components are present. For the NLoS scenario, the maximum P (τ) is -70.02 dB and

minimum values is -83.86 dB. Similar results were achieved for the Reference scenario

measurements, with better received power values. The APDPs for all the positions in

the Tag and Reference scenarios are plotted in Appendix A.
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2.2.2 Dispersion Parameters

In addition to fading, the radio channel also incorporates time dispersion. When a

narrow pulse is sent across a wireless channel, multiple copies of the transmitted pulse

(spread-out in time) are received at the receiver. The extent of this spread-out of

transmitted signal in time, is dependent on the amount of multipath richness present in

the environment.The spreading of a narrow pulse is measured quantitatively in terms of

the standard deviation about the mean delay, i.e., the delay spread. The delay spread

is vital in figuring out the affordable data rate without encountering distortion in a

channel.

Defining L as the number of distinct multipath components, Pl (linear value) is the

power of the lth multipath component and τl is the corresponding delay of that multipath

component. The mean delay τm is the normalized first order moment of the power delay

profile P (τ)

τm =

L∑

l=1

Plτl

L∑

l=1

Pl

. (2.5)

RMS delay spread τRMS is the normalized second order central moment of the average

power delay profile and is calculated via the mean delay τm [123]

τRMS =

√
√
√
√
√
√
√
√

L∑

l=1

Pl(τl − τm)2

L∑

l=1

Pl

. (2.6)

Although these parameters are estimates, they govern some interesting parameters

in a wide sense stationary (WSS) channels. τm is related to the ranging error in phase

based ranging systems. The RMS delay spread is usually reported to increase with

increasing distance [129], which is also the case if we look at Figure 2.6 for the LoS case

and in Figure 2.7 for the NLoS case, both in the Tag scenario. For both RX1 and RX2 in

the LoS case, the least τRMS is for the 18th position, which is nearest to RX1 and RX2.

Moving away to the farthest positions, the τRMS increase. In the NLoS case, despite the

strong multipath components, the τRMS is increasing form position 19 to wards position

30. The maximum τRMS is 36.6 ns and 39.45 ns over the reverse links at RX1 and RX2,
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respectively. In the NLoS case in the Tag scenario, the maximum τRMS is 44.3 ns and

47.1 ns over the reverse links at RX1 and RX2, respectively.

For a reasonable phase-based DoA estimation and range estimation, the wireless

channel should behave the same for both RX1 and RX2. For this, the quantile-quantile

(qq) plot of τRMS for RX1 and RX2, for the LoS and NLoS cases in the Tag scenario

are shown in Figure 2.8(a) and Figure 2.8(b), respectively. The plot produces an ap-

proximately straight line, suggesting that the two sets of sample data have the same

distribution. If τRMS at RX1 and τRMS at RX2 come from a population with the same

distribution, the points of the qq-plot should fall approximately along the reference line

y = x. The greater the departure from this reference line, the greater the evidence for

the conclusion that the two data sets have come from populations with different distri-

butions. In Figure 2.8(a) for the LoS case, both the channels behave quite similar in

terms of the τRMS, even it is not that bad for the NLoS case, as shown in Figure 2.8(b).

Majority of the markers in Figure 2.8(a) are near the straight line, showing that over

the LoS path, the backward channel conditions are quite similar for both RX1 and RX2.

As shown in Figure 2.8(b), the τRMS of the NLoS path is quite different for both RX1

and RX2. Only a few markers are in close proximity of the straight line, showing a clear

demarcation of the two reverse NLoS channels from each other.

2.2.3 Power Ratio: K Factor

For localization, the ratio of the power of the LoS path to the power of the indirect paths

(multipaths) is another important parameter. It is termed as the K factor. It gives the

effect of the direct (LoS) path on the entire delay profile It can be calculated by [127]

K = 10 log10

(
PLoS

Pmultipath

)

. (2.7)

Where PLoS is the power of the LoS component and Pmultipath is the combined power of

the MPCs. Pmultipath can be found as

Pmultipath = PLoS+multipath − PLoS. (2.8)

By considering the power ratio, we can distinguish between the scenarios leading to high

and low τRMS values. If the direct path is dominant in the PDP, i.e., a high K factor
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value, we will be able to get accurate results employing narrowband ranging techniques.

Therefore, the K factor value depends on the location inside the engine test bed.

From Figure 2.9, the highest K factor is for the 18th position (for both of the reverse

channels, in both of the Reference and Tag scenarios), i.e., right in front of RX1 and

RX2. Consequently, experiencing a low τRMS. Closely looking at Figure 2.9, the SIMO

configuration helps in getting a good value of the K factor at least at one of the RX1 and

RX2. The positions where this happens, we expect to have better localization results.

The values of K factor over the TX–Tag forward channel, for the tag positions 1 and 2

show very poor results. These positions do not have a LoS path between the tag and

RX1 & RX2. The path is somewhat obstructed by the large engine test bench. For

the rest of the LoS positions, we will study the results in conjunction with the system

analyzer.

In the NLoS scenario, the signals predominantly experience scattering, with some

diffraction and reflection as well. As evident from Figure 2.10, the K factor values for

the TX to tag antenna at the NLoS positions are not encouraging. In particular at the

positions where the K factor values are appreciably low at both of RX1 and RX2, the

localization results will not be encouraging.

2.3 Summary

In this chapter, the radio channel inside an engine test bed environment has been ana-

lyzed via the time delay characterization. The analysis is carried out to analyze the avail-

able power of the LoS in comparison to the multipath components, which is paramount

for narrowband ranging techniques. The investigation shows that the K factor is pre-

dominantly low for the NLoS case, but using a SIMO configuration, a better performance

can be achieved. With the delay spread and PDP analysis, as expected the RMS delay

spread was found to be increasing with the increase in the TX–RX antenna separation.

According to the floor plan, each of the position number 4 up till 18 provides the pos-

sibility of a strong LoS communication channel, from the tag antenna to both RX1 and

RX2, albeit in the presence of multipath.
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Chapter 3

RFID System Analyzer

Framework

In this chapter, I will present the development of the measurement based system ana-

lyzer. Further, I will incorporate the positioning capabilities in the design of the analyzer,

i.e., for the DoA and the range estimation of an RFID tag. The results of DoA and range

estimation are discussed later in the chapter.

3.1 Basic System Analyzer

In a large system design, many number of boxes in Simulink➋ might cause the system

to be difficult to understand, I will simplify the system analyzer implementation by

grouping blocks into subsystems. Apart from being lucid, subsystems will make it

easy to keep blocks with related functionality together, thus establishing a hierarchical

system design with different layers. There is also a provision of executing subsystems

conditionally or unconditionally. This depends on the input signal to the subsystem,

whether or not the subsystem will be executed.

A generic system analyzer is shown in Figure 3.1. The RF signal of carrier frequency

890MHz is generated in the “Reader Transmitter” section via the continuous wave

(CW) block, i.e., “RFID C.W TX.” The CW block is scalable, and can produce a

sinusoid up to GHz frequency range. As shown in Figure 3.2, we can adjust the input

power level (in W, mW, dBm or dBW), phase of the source wave (in degrees) and the

carrier frequency. One configuration block has to be connected to each topology built

41
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in SimRFTM. Configuration block in SimRFTM sets the model conditions for a circuit

envelope simulation [130]. As depicted in Figure 3.3, the configuration block parameters

define a set of simulation frequencies, solver attributes, and thermal noise. By setting

appropriate values, the analyzer can be modeled to replicate a real world microwave

device.

After passing through the amplifier, the CW is fed to the two-port scattering (S )

parameters block, i.e., “TX to Tag Channel.” The S -parameters block models a network

defined by S -parameters in the SimRFTM circuit envelope simulation environment. The

S -parameters block attributes are shown in Figure 3.5. The block can have a maximum

of up to four ports. For this case of a generic RFID communication system, I have

utilized a 2-port S -parameters block. The S -parameters of a particular channel can be

plugged in this S -parameter block in SimRFTM. The S -parameters can also be loaded

using a compatible touchstone file [130]. This arrangement emulates a real physical

channel for the RF signals for our backscatter RFID channel. At port1, we have the

CW coming from the amplifier block and port2 is connected to the block “TX to Tag.”

This block converts the signal from the SimRFTM environment to the normal Simulink➤

environment. The blocks with blue connecting lines are part of the SimRFTM library.

After passing through the forward channel of “TX to Tag Channel,” the signal arrives

at the “RFID Tag” block. The tag subsystem is capable of handling realistic modulation

states. This block can be modeled as shown in Figure 3.4, based on the design values

of [63]

ZAnt = (68 + j442)Ω,

ZAbs = (68− j442)Ω,

ZRef = (2− j0.1)Ω.

(3.1)

In my design of the system analyzer, the tag antenna is part of the channel measure-

ments. Therefore, I will utilize the concept of ASK modulation efficiency of equations 1.6

and 1.7. A fixed tag ID number is stored in the tag subsystem. The tag backscatters

the CW using ASK modulation (as per the tag ID), based on equation 1.7.

After the RFID tag subsystem, the signal is converted back to the SimRFTM envi-

ronment using the “Tag to RX” block. This block can also be configured for different

operating frequencies, as shown in Figure 3.6.
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Figure 3.2: Continuous wave generation block in SimRF.

Figure 3.3: System configuration attributes list.
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Figure 3.4: An RFID tag impedence modelling in SimRF.



Chapter 3. The RFID System Analyzer Framework 46

Figure 3.5: Attributes of the S -parameters block.

Figure 3.6: Block for conversion of signals from the Simulink environment to the
SimRF environment.

Once the signal from the tag has been translated into the SimRF environment, it is

fed to the port1 of the S -parameters block “Tag to RX Channel.” This S -parameters

block is emulating the reverse channel from the RFID tag to the RFID reader receiver.

After passing through the reverse channel, the signal is fed to the “Direct Conversion

Receiver” block, where the signal is demodulated synchronously. The downconversion

subsystem is shown in Figure 3.7 [131]. A CW block (like the one used at the TX) is

used here for this purpose. The downconverted signal can be viewed on a “Constellation

Diagram Scope.” Figure 3.8 shows the constellation diagram of the downconverted

signal, i.e., the SRef and SAbs states.
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3.2 Analyzer Implementation for DoA Estimation

The DoA estimation system analyzer is entirely developed in the Simulink➤ [132, 133]

which is a graphical programming extension of Matlab➤ for modeling, simulating, and

analyzing dynamic systems. I have used the SimRFTM tool box within the (Simulink➤

environment) for handling the RF signals.

The SD-PDoA based system analyzer [134] has six blocks, as shown in Figure 3.9.

These blocks are

i. The reader transmitter (continuous carrier wave generation) block

ii. The S -parameters channel block

iii. The RFID tag block

iv. The reader receiver 1

v. The reader receiver 2

vi. The DoA calculation block

The first five blocks are explained in section 3.1. As for the SD-PDoA technique, a

SIMO configuration has to be employed. Therefore, the 2-port S -parameter block of

the SISO RFID analyzer (Figure 3.1) is extended into a 4-port block. At port1 of the

S -parameter block—CW signal is attached as an input, at port2 is the reader receiver

number one (RX1), at port3 is the reader receiver number two (RX2) and finally at

port4 is the RFID tag subsystem. This arrangement is the same as was in the AVL

channel measurement campaign explained in chapter 2. The S -parameters:

S =











S11 S12 S13 S14

S21 S22 S23 S24

S31 S32 S33 S34

S41 S42 S43 S44











, (3.2)

of a particular position of the tag, are plugged in the S -parameter block in SimRF. The

two paths from the TX–tag–RX1 and TX–tag–RX2 constitute the SIMO system.

The received backscattered tag signal waveforms at both RX1 and RX2 are shown

in Figure 3.10. Tag ID and Enable ID signals are the control signals, operating in the
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“Tag Subsystem” of Figure 3.9. The Tag ID signal is the serial identification number of

a particular tag. The Enable ID is controlling the backscatter modulation via a switch.

Until the value of Enable ID is below 1, the SAbs is calibrated, hence the leakage. After

the Enable ID goes to 1, the tag backscatters by ASK modulation of the CW carrier

signal as per the tag ID. After estimating the value of SAbs, the tag backscatter signal

passes through the S -parameters block, thus emulating the two reverse channels from

tag to RX1 and RX2. Inside both of the “Reader Receiver 1” and “Reader Receiver

2” subsystems, the backscatter signals are downconverted using the direct conversion

receiver shown in Figure 3.7. After downconversion, the signal constellation at both

RX1 and RX2 looks like the one in Figure 3.8.

The complex valued downconverted signals from both reader receivers are fed to the

leakage cancellation subsystems, which is inside both of the“Reader Receiver 1” and

“Reader Receiver 2” subsystems, as shown in Figure 3.11. In the leakage cancellation

block, the estimated complex valued-leakage is subtracted from the incoming downcon-

verted signal. The scopes in Figure 3.11 show that the magnitude and phase of the SAbs

state are zero, meaning that the value of the leakage signal has been deducted and the

SAbs is right at the origin. The leakage canceled IQ constellations for both RX1 and RX2

are shown in Figure 3.12 and Figure 3.13, respectively. After the leakage cancellation,

the x, y coordinates of the SRef state are extracted for both “Reader Receiver 1” and

“Reader Receiver 2” subsystems. From this, the phases of tag signal at both RX1 and

RX2, i.e, ψ1 and ψ2, are calculated using the respective IQ values [135],

ψ1 = arctan(Q1/I1), (3.3)

ψ2 = arctan(Q2/I2). (3.4)

The values of ψ1 and ψ2 are then fed to the final block, the DoA calculation block.

The phases are adjusted as taken from the positive x–axis reference, in the coordinate

adjustment subsystem inside the “DoA Calculation” subsystem, as shown in Figure 3.14.

The “DoA Calculation” subsystem is the implementation of equation 1.21 for finding

the DoA, φ. The performance metric in this work is the incidence angle α, which is the

difference between the perpendicular and the DoA (φ) [54]:

α = 90− φ. (3.5)
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Figure 3.12: Leakage canceled signal constellation at RX1.
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Figure 3.13: Leakage canceled signal constellation at RX2.
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3.2.1 DoA Verification

In order to validate the system analyzer before using the measured S -parameters of

the indoor channel, a measurement campaign was carried out in an anechoic chamber

using the same antenna configuration as of the AVL measurement campaign, as shown

in Figure 3.16. The origin is taken in the middle of RX1 and RX2. The custom-built

patch antenna (used as a tag antenna) is placed on a support made of styrofoam. The

tag antenna is placed on 8 positions to the left of the origin (n80–n10) and at 8 positions

to the right of the origin (p10–p80). Each of these positions are 10 cm apart, as shown

in Figure 3.17. The perpendicular distance from the middle of RX1 and RX2 to the

styrofoam is 156.5 cm.

I incorporated the measured S -parameters into the SD-PDoA based system analyzer

in order to validate analyzer’s performance. The validation results are shown in Fig-

ure 3.18. As can be seen that the system analyzer performs quite accurately for almost

all of the positions in the anechoic chamber. The exceptions are the two leftmost po-

sitions (n80 and n70) and the two on the right are p60 and p70. The slight deviation

between the geometric and simulated angles can be due to some misalignment, antenna

radiation pattern, etc.

3.2.2 DoA Performance Analysis

Plugging the channel S -parameters for each of the 18 LoS positions and 12 NLoS posi-

tions separately in the system analyzer, phases at both RX1 and RX2 are extracted as

explained in section 3.2. The“DoA Calculation” block in the system analyzer computes

the simulated incidence angle, i.e., αsim. The geometric incidence angles for both LoS

and NLoS positions are calculated using the geometrical positions of RX1, RX2, and

the tag antenna inside the AVL test bed facility. The incidence angle estimation results

for the LoS scenario are depicted in Figure 3.19. As discussed in the previous chapter,

only coarse-grained localization can be achieved with the employed hardware setup.

The system analyzer performance is evaluated with two different tag antennas. As

explained in chapter 2, in the Tag scenario a custom-built patch antenna is used for

the tag antenna. Whereas in the Reference scenario a commercially available Motorola

AN480 patch antenna is used as a tag antenna. From Figure 3.19 it is evident that the

Reference scenario gives better results than the tag scenario. In the Reference scenario
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Figure 3.16: Antenna setup in the anechoic chamber.

LHS  

Tag positions

RHS  

Tag positions

Tag Antenna

Figure 3.17: Different tag antenna positions along the horizontal styrofoam.
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Figure 3.18: Validation of the DoA estimation of the system analyzer in the anechoic
chamber.

Table 3.1: Root mean square error for αsim for both of the reference and tag scenarios.

Tag Scenario
(degree)

Reference Scenario
(degree)

LoS 22.04 14.78

NLoS 31.03 25.21

(with ♦ markers), there are a few outliers at p5, p16 and p17. There is lesser deviation

of the ♦ markers from the + markers (the geometric αgeo). Whereas the αsim for the

tag scenario (∗ markers) are quite apart from the αgeo at p1, p3, p5, p6, p12, p13, p14

and p17.

The results are much more evident in the absolute error plots of Figure 3.21 and

Figure 3.21, for the LoS and NLoS case, respectively. As noticed, there are large spikes

at p1, p3, p5, p6, p12, p13, p14, and p17 for the Tag scenario. The Reference scenario

also has large error values at p5, p16 and p17. Overall, the Reference scenario performs

better than the tag scenario for the LoS case.

In the NLoS case, at p19, p20, p21 and p22 both the Reference and Tag scenarios are

not giving satisfactory DoA estimation results. But for the rest of the NLoS positions,

i.e., p23–p30, Reference scenario is giving satisfactory coarse-grained DoA estimation

results. The overall performance of the Tag scenario in the NLoS case is not favorable.
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Figure 3.19: DoA estimation results of the SD–PDoA based approach for the LoS
scenario: The + markers are showing the geometric angles. The ♦ markers are the
results for the Reference scenario. Whereas the with * markers are showing the results
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Figure 3.20: DoA estimation results of the SD–PDoA based approach for the non-line
of sight scenario.
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Looking at the absolute error plot of Figure 3.22 for the case of NLoS, it is sub-

stantiated that the Reference scenario is performing better than the Tag scenario. To

get a single performance metric to understand this fact, the root mean square error

(RMSE) of the SD-PDoA based results for both of the Tag and the Reference scenario

is calculated by

α̂ =

√
√
√
√ 1

Np

Np∑

p=1

(

|αgeo − αsim|2
)

, (3.6)

where Np is the number of tag positions, i.e., 18 for the LoS and 12 for the NLoS case,

αgeo is the geometrical incidence angle and αsim is the simulated incidence angle.

The RMSE values for the LoS and the NLoS case for both of the Tag and Reference

scenarios are given in Table 3.1. The RMSE values for the case of the Reference scenario

in such a severe multipath environment (inside the AVL engine test bed) are quite

reasonable.
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Figure 3.21: Localization results of the SD–PDoA based approach for the LoS sce-
nario.
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scenario.
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3.3 Analyzer Implementation for Range Estimation

The concept of FD–PDoA explained in section 1.5.2 is implemented in the system an-

alyzer of Figure 3.23. Basically, in order to incorporate the dual frequency FD–PDoA

technique, the 4-port S -parameter block of Section 3.2 is broken into two 2-port S -

parameter blocks. The backscatter channel (transmitter to the tag and back to the

reader receiver) has been broken into the forward link and the reverse link. The final

calculation of the estimated range is done in the “Range Estimation Block,” which is in

the middle of the topology in Figure 3.23. The blocks on the left hand side (LHS) of

the “Range Estimation Block” are operating at frequency f1, whereas the blocks on the

right hand side (RHS) of the “Range Estimation Block” are operating at frequency f2.

Therefore, two topological same systems are operating simultaneously, at two different

carrier frequencies. By this, the FD–PDoA based system analyzer is modeled as per the

schematic diagram in Figure 1.8.

The port configurations of the S -parameter blocks in the FD–PDoA based system

analyzer are kept the same as of the AVL measurement campaign, i.e., the RFID transmit

antenna is connected to port1, the tag antenna is connected to port4, RX1 antenna to

port2 and RX2 antenna is connected to port3 of the VNA. The S -parameters of a

particular position of the tag are plugged in the S -parameter block in SimRFTM.

Both of the LHS and RHS blocks operate at two different carrier frequencies, i.e., f1

and f2. In each of the two halves, we start with a CW block. This block sends out the

continuous waveform operating at the frequency fi, where i = 1, 2. The initial phase of

the CW signal is 0◦. After passing through the amplifier section, the CW signal is fed

to the port1 of the S -parameter block “TX to Tag Channel@f1” in the LHS and “TX

to Tag Channel@f2” in the RHS half of the system simulator.

The blocks “TX to Tag Channel@f1” and “TX to Tag Channel@f2” emulate the real

forward channel from the two RFID transmitters (operating at frequencies f1 and f2

) to the RFID Tag. Specifically, the block “TXtoTagChannel@fi” (i = 1, 2) uses the

STX−Tag =
(
S11 S14

S41 S44

)
matrix, emulating the channel from the transmitter to the tag at

frequency fi, between ports 1 and 4 of the VNA during the measurement campaign.

After passing through the S -parameter blocks of both frequencies f1 and f2, the CW

is fed to the RFID tag. The tag subsystem is capable of handling realistic modulations

states. After the tag, the signal is backscattered towards the RFID reader receiver, from
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Figure 3.23: FD–PDoA based system simulator for range estimation. In the middle of the topology is the “Range Estimation Block”, which is
doing the final calculations for the range estimation. The topology can be divided in to two halves on either side of this block. The left hand side
is operating at frequency f1 and right hand side is operating at the other frequency f2. The solid blue line depicts connections in SimRF whereas
black lines are normal Simulink connections of blocks. The signal flow in each of the halves starts from the continuous wave block. After passing
through the “TX to Tag Channel” (in both of the halves), the waveforms are fed to same copies of an RFID tag. Then on the reverse link, the CW
undergoes another change in phase after passing through the “Tag to RX Channel.” Then after down conversion, the phases ψ1 and ψ2 are fed to

the “Range Estimation Block.”
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both of the two blocks operating at frequencies f1 and f2. The output of the tags of

the LHS and RHS systems are fed into the reverse channel of the respective operating

frequencies, i.e., to the S -parameter blocks named “Tag to RX Channel@f1” and “Tag

to RX Channel@f2,” respectively. The arguments to these block are the S -parameters

STag−RX1 =
(
S44 S42

S24 S22

)
, if RX1 is used as the receive antenna and STag−RX2 =

(
S44 S43

S34 S33

)
,

if RX2 antenna is used as the receive antenna.

Each of the reader receivers block consists of a downconversion block implemented

in SimRFTM. The RF signals are coherently downconverted in both reader receiver

blocks. The complex valued downconverted signals from both reader receivers are fed

to the leakage cancellation blocks. After this, the tag signals operating at f1 and f2 are

extracted to calculate the phases, i.e, ψ1 and ψ2 using the respective IQ values [135].

After extracting the phases ψ1 and ψ2 of the signals (operating at carrier frequencies

f1 and f2, respectively), the range calculations are done in the middle block named

“Range Estimation Block.” This block is basically the implementation of equation 1.30.

The main purpose of the SIMO configuration is to get the DoA estimation based

on the SD-PDoA technique. However, this antenna configuration is also helpful in

better range estimation. The range estimation system analyzer works the same for

both of the two backscatter links, i.e., TX–Tag–RX1 and TX–Tag–RX2. As the largest

room dimension is a known parameter, after getting the range results for both of the

backscatter links, clear outliers are shunted out. Like there can be a deep fade over one of

the two backscatter links (either to RX1 or RX2). In this case, the wrong range estimate

can be ignored. In this way, the SIMO configuration helps in getting trustworthy range

results in such a severe multipath environment.

3.3.1 Range Validation

In order to get the value of range error introduced due to the phase irregularities as

per equation 1.27, the measured CTFs (S -parameters) in the anechoic chamber for the

DoA validation are incorporated in the range estimation system analyzer of Figure 3.23.

As a SIMO configuration is employed for the AVL measurement campaign, the CW

passes through the TX antenna to the custom-built tag antenna and then back to both

RX1 and RX2 antennas. Therefore, the CW suffers from phase irregularity twice in

the Motorola AN480 and twice in the custom-built patch antennas. The two Motorola
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AN480 antennas were used as transmitter and receiver in the anechoic chamber and

the S -parameters were measured. The actual distances with the estimated distances

were compared and an offset of 2.68m was found. Similarly, same measurements were

performed using using two custom-built patch antennas as shown in Figure 3.24. The

offset found for these patch antennas was 2.4m. In totality, the offset error due to the

entire SIMO configuration becomes 5.08m. This is the calculated offset coming due to

the phase irregularities as mentioned in equation 1.27 [97].

Figure 3.25 depicts the vulnerability of the concept of FD–PDoA based range es-

timation. Even the slightest of the phase variations can deviate the range results to

a large extent. An average offset of 1.2m exists between the geometric and simulated

estimates of Figure 3.25. The corresponding phase difference for this offset is 14.4◦.

The offset between the geometric ranges and estimated range values is attributed to

the nonlinear phase behavior of the custom-built patch antennas. On the other hand,

the Motorola antennas have a quite linear phase response over the measured frequency

range. The validation will be handy to compare the range estimation results of the AVL

measurement campaign in the engine test bed facility.

3.3.2 Range Performance Analysis

The range estimation results of the system analyzer are shown in Figure 3.26 for the

LoS case and in Figure 3.27 for the NLoS case. For the LoS case in the Reference

scenario, the closest to the geometric range values are the estimated values for the case

of 880MHz–890MHz pair based simulated range (> markers). There are few outliers for

this case, like at p2, p4, and p12. In comparison the other frequency pair based range

estimates for the Reference scenario for the LoS case, i.e., for the 890MHz–900MHz

frequency pair, the results are deviating quite far away from the respective geometric

range values for p1, p2, p3, p4, p5, and p10.

In the Tag scenario, the 880MHz–890MHz frequency pair based results improve as

we get closer to RX1 and RX2, i.e., for p8–p18. It can be observed, that p1–p4 can not be

realy termed as LoS positions, as the large engine test bench (Figure 2.4) is obstructing

the direct path communication between the tag antenna to both of the RX1 and RX2.

Therefore, given the fact that for narrowband ranging techniques we require a strong

LoS path between the tag and the reader for accurate range results, these results for the

LoS case for both of the Reference and the Tag scenario are not the unexpected ones.
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Figure 3.24: Anechoic chamber measurements for estimating the range offset intro-
duced due to the custom-built patch antennas.
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Figure 3.27: Range estimation results of the FD–PDoA based approach for the non-
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Table 3.2: Root mean square error of the range estimation for both of the reference
and tag scenarios.

Tag Scenario
(meter)

Reference Scenario
(meter)

880MHz-890MHz 890MHz-900MHz 880MHz-890MHz 890MHz-900MHz

LoS 2.8 2.5 1.5 2.4

NLoS 6.3 6.7 7.1 6.2

For the NLoS case in Figure 3.27, the estimated range values are not satisfactory at

all for any of the frequency pairs, in both of the Tag and the Reference scenarios.

In order to have a better view of the magnitude of the error values at respective

positions, I have plotted the absolute error values at respective positions in Figure 3.28

for the LoS case and Figure 3.29 for the NLoS case. We can see considerable error

spikes for p1 till p4, as mentioned these positions are not truly LoS ones. For p5 till

p18, reasonable results are achieved as majority of the absolute error values are less

then 3m. The LoS component becomes stronger as the distance between the tag and

reader receiver antennas is decreasing. Hence, we are able to achieve a coarse-grained

range estimation in the severe multipath environment with the given narrowband setup.

Looking at Figure 3.29 for the NLoS case, the large spikes for majority of the NLoS

positions (for both of the Tag and the Reference scenarios!) rule out the possibility of

accurate localization using this technique in such a severe multipath environment.

As for the case of SD-PDoA, the RMSE values for the range estimates are calculated

using the relation

RMSE(R̂) =

√
√
√
√ 1

Np

Np∑

p=1

(

|Rgeo −Rsim|2
)

, (3.7)

where Np is the number of tag positions, i.e. 18 for the LoS and 12 for NLoS case.,

Rgeo is the geometrical range and Rsim is the simulated range. Examining the values

in Table 3.2, on average both of the Reference and the Tag sceanrio are giving similar

results. The exception is the case of 880MHz–890MHz in the Reference scenario, which

gives a bit of improvement from the respective case in the Tag scenario.
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Figure 3.29: Localization results of the FD–PDoA based approach for the non-line
of sight scenario.
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3.4 Summary

In this chapter, I presented the system design of a measurement based system analyzer

for the DoA and the range estimation of an RFID tag. I utilized the channel measure-

ments of chapter 2 in the system analyzer to analyze the localization performance of a

prospective narrowband RFID system. I have presented two different topological designs

of the system analyzer for both of the two applications (DoA and range estimation). The

analyzer implementations are based on the concepts of SD–PDoA and FD–PDoA, for

the DoA and the range estimation, respectively. The DoA and the range estimation

results were also discussed.



Chapter 4

Multifrequency Based RFID Tag

Range Estimation

In this chapter, I will extend the utilization of the system analyzer of Figure 3.23 to

probe the theoretical concept of CRT [136] based MF–PDoA approach for the range

estimation. [137] suggests the theory behind this and discusses computer generated

numerical results. The concept is also explained through simulations and experimental

work in [138], but the simulations are computer generated and it does not utilize true

RF signals in the simulations.

As explained in chapter 3.3, the system analyzer is based on real channel measure-

ments and utilizes true RF simulation frequencies in the range of typical UHF RFID

systems. The results of section 3.3 for the narrowband UHF RFID setup employed were

not that satisfactory, mainly due to the severe multipath environment inside the AVL

engine test bed. In MF–PDoA, more than two frequencies are chosen, either equally

spaced or otherwise. For the case of unequal frequency separation between two adjacent

frequency pairs, the ingenious selection of different frequency pairs based on the CRT

approach for phase unwrapping [139] can enhance the range estimation accuracy.

72
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4.1 MF–PDoA Theory

RFID systems normally have a finite tag range. Therefore, adequate frequency sepa-

ration can be chosen to counter the unambiguous range estimation problem. Inferring

from equation 1.31, we require a small frequency separation (∆f12) for a large maxi-

mum unambiguous range. A direct consequence of this will be an amplification in the

sensitivity of the phase difference measurements to noise. Concluding this, the deciding

factors for selecting a frequency separation are a large maximum unambiguous range

and a low sensitivity of the phase difference to noise.

Apart from the above two constraints, the signals might fade at one or both of

the two carrier frequencies in the dual frequency FD-PDoA technique. Consequently

yielding an unreliable phase and jeopardizing the range estimation results. Employing

MF–PDoA approach helps in overcoming the aforementioned issues and improves the

range estimation results [98].

In an MF–PDoA based RFID system, transmission of CW signals operating at M

frequencies (f1, f2, ...fM ) takes place from the RFID transmitter towards the RFID tag.

The underlining assumption is that the frequencies are in an increasing order, i.e.,

f1 < f2 < f3... < fM . (4.1)

Like the case of dual frequency FD-PDoA, we can represent the transmitted signal as

x(t) = exp

(

j2π
M∑

i=1

fit

)

. (4.2)

The received backscattered signal from the RFID tag will be downconverted coherently

using M mixers corresponding to the M carrier frequencies and subsequently demodu-

lated separately. In effect, there will be M separate signals. Similar to equation 1.23,

the output signal at the RFID reader receiver will be like

yi(t) = hδ(t) exp(−jψi), i = 1, 2, ...,M, (4.3)

where ψi is of the form

ψi =
4πfiR

c
, i = 1, 2, ...,M, (4.4)
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as expressed in equations 1.28 and 1.29 for the dual frequency FD-PDoA case.. The

range is estimated out of the received signal by using a frequency pair of fi and fj . In

this case fi < fj for any of i, j = 1, 2, 3, ...,M . Therefore the range estimate can be

written as

R̂ =
c(∆ψij)

4π(∆fij)
, (4.5)

where ∆ψij = ψj − ψi and ∆fij = fj − fi are the observed phase difference and the

frequency difference, respectively. Using these M carrier frequencies, we can obtain

N =M(M − 1)/2 number of frequency range estimates [80]. Subsequently, we can fuse

these N range estimates to combat noise and selective propagation characteristics.

There are two methods by which this MF–PDoA technique can be employed,

1. Equal frequency separation between adjacent frequency pairs,

2. Unequal frequency separation between adjacent frequency pairs.

For the first case, the frequency spacing between adjacent pairs is

∆fi,i+1 i = 1, 2, ...,M − 1. (4.6)

Consequently, the maximum separation between the highest and lowest frequencies is

∆F = (M − 1)∆f. (4.7)

The maximum unambiguous range in this case can be modeled as

Rmax =
c

2∆f
=

(M − 1)c

2∆F
. (4.8)

In the second case, CRT based unequal frequency separation helps in striking a bal-

ance between lowering of the noise sensitivity and maintaining a reasonable maximum

unambiguous range. Another advantage of using this CRT based MF–PDoA technique

is that it enables us to enhance the maximum unambiguous range.The following elabo-

ration of the theory of MF–PDoA is based on the work proposed in [137]. Considering

the k-th frequency pair, i.e.,

∆fk = fk+1 − fk, (4.9)
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where k = 1, 2, ...,M − 1, a wrapped phase difference of

∆ψk = ψk+1 − ψk, (4.10)

is observed. Therefore, equation 1.33 can be modeled as

R =
c(∆ψk)

4π(∆fk)
+

cmk

2(∆fk)
=
vk∆ψk
4π

+
mkvk
2

, (4.11)

where vk = c/∆fk. Supposing a constant D0 (which represents a specific range bin),

we can express vk as a multiple of this constant D0, i.e., vk = ξD0, where ξk is a

non-negative integer. Rewriting equation 4.11

∆ψk =
2π

ξk

(
2R

D0
−mkξk

)

. (4.12)

The maximum unambiguous range in this case becomes

Rmax =
D0

2
LCD (ξ1, ξ2, ..., ξM−1) , (4.13)

where LCD(.) is the least common denominator operator. Additionally, defining the

minimum distance between two adjacent ambiguous tag range estimates as

Dmin =
D0

2
GCD (ξ1, ..., ξM−1) , (4.14)

where GCD(.) is the greatest common divisor. If we choose ξk’s as coprimes, Rmax is

maximized as

R̄max =
D0

2

M−1∏

k=1

ξk, (4.15)

and Dmin is reduced to

Dmin =
D0

2
. (4.16)

Among the five fusion methods reported in [137], I have estimated the range estimates

using

R̂ =
c

4π

∑

i<j

∆ψij

∑

i<j

∆fij
. (4.17)

In order to validate the concept, the measurement data of the anechoic chamber

measurement campaign of section 3.3.1 is utilized. The selected frequency pairs (for the
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Figure 4.1: Validation of the MF–PDoA based range estimation in the anechoic
chamber.

equal frequency separation based MF–PDoA) for the anechoic chamber measurements

are

1. 872MHz–881MHz

2. 881MHz–890MHz

3. 890MHz–899MHz

4. 899MHz–908MHz.

I have utilized the equal frequency separation between adjacent frequency pairs. There

is a definite improvement in the range estimation by utilizing the MF–PDoA approach

for range estimation, as depicted in Figure 4.1.

4.2 Measurement Setup

Another channel measurement campaign was performed in a realistic indoor multipath

environment, conducted in the Microwave laboratory at the Institute of Microwave and

Photonic Engineering (Institut für Hochfrequenztechnik, IHF), Graz University of Tech-

nology.

Figure 4.2 depicts the IHFMicrowave laboratory environment, exhibiting a multipath

scenario. A four-port VNA from Rohde & Schwarz was utilized to measure the channel

CTFs (S -parameters). The reader antennas and the tag antenna are connected to the
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RX2    

Tag Antenna

RX1    TX    

Figure 4.2: The IHF lab environment. There is plenty of steel structures, hence giving
rise to a severe multipath propagation environment.

TX RX1 RX2

VNA
Mobile 

fixture

Tag 

antenna

Figure 4.3: The antenna setup for the measurements. The measurement reference
plane is at the input of the antennas. The origin is taken in the middle of RX1 and RX2
antennas. The gap between RX1 and RX2 is kept 27 cm. The distance between the
TX and RX2 is 55 cm. The tag antenna was surmounted on a mobile fixture, so that
it can be positioned freely in the IHF lab. The VNA generates continuous sinusoidal
waves (without modulation) for the channel measurements. The frequency sweep range

is from 600MHz to 1.2GHz.
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VNA using 50 Ω coaxial cables, as shown in Figure 4.3. The VNA port connections

are the same as those of the AVL measurement campaign, as listed in Table 2.2. We

employed a SIMO antenna configuration, i.e., one transmitter (TX) antenna and two

reader receiver antennas (RX1 and RX2), as shown in Figure 4.3. The transmitter and

reader antennas are Motorola AN480 [122] patch antennas and the tag antennas are

the same as used in the AVL measurements campaign. The antenna matching at the

respective frequencies was below -10 dB.

Figure 4.4 is depicting the measurement floor plan in the microwave lab. The TX,

RX1 and RX2 antennas were placed in one line along the x-axis, adjacent to each other.

The tag antenna is at the same height as of the TX, RX1 and RX2 antennas. The CTFs

were measured versus frequency at 14 tag antenna positions at each of the 9 trails. At

each tag antenna position, the CTF measurement versus frequency is repeated 20 times

for spatial averaging [121]. Figure 4.4 also depicts some obstacles like measurement

desks, steel boxes, microwave equipment etc.

As the antenna setup depicted in Figure 4.3 is the same which was used in the AVL

measurement campaign, the same range-offset calculated in section 3.3.1 will be used

here as well, i.e., an offset of 5.08m.
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Figure 4.4: Measurement floor plan. The measurement area is divided into nine
trails along the y-axis, with trail 5 being in the middle of RX1 and RX2 antennas. The
spacing between two adjacent trails is kept 25 cm. The tag is placed at 14 positions at
each of the nine trails, with the first position (p1) is at a distance of 100 cm from the
antennas. The spacing between any two positions on a particular trail is kept 25 cm.
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4.3 Performance Analysis

For the case of CRT based unequally spaced frequency separation, we can summarize

the algorithm presented in [137] as

i. Select a starting frequency, i.e., f1

ii. Select M number of different frequencies and the total frequency separation of ∆F ,

i.e., fM − f1

iii. Select the coprime numbers ξk’s

iv. Choose an appropriate value of Do (can be variable for unequal frequency separation

case)

v. Calculate Rmax,k = ξkDo/2

vi. With Rmax,k calculated in the previous step, find the value of ∆fk,k+1 using the

relationship ∆fk,k+1 = c/2Rmax,k

vii. Using f1 and the other ∆fk’s, find the remaining (M − 1) frequencies

Starting with a frequency of f1 = 874MHz, the chosen coprimes and the resulting

values are listed in listed in Table 4.1. Finally, the remaining carrier frequencies for our

case of the CRT based (unequal frequency separation) MF–PDoA are f2 = 880MHz,

f3 = 890MHz, f4 = 895MHz and f5 = 904MHz. The maximum unambiguous range

Rmax,k for all of the four pairs is well above the geometrical ranges of our measurement

scenario in the IHF Microwave laboratory.

For the comparative analysis of the CRT based approach to that of the single fre-

quency pair based range estimation, I have chosen two single frequency pairs constituting

the equal frequency separation case. The two pairs are of f1 = 880MHz, f2 = 890MHz

and f1 = 890MHz, f2 = 900MHz, respectively.

For the case of CRT based MF–PDoA range estimation, I have used the carrier fre-

quencies calculated in the preceding paragraph. Figure 4.5 depicts the range estimation

results for the three cases.

It can be observed that on average, CRT based MF–PDoA range estimation results

are better than the two single frequency pairs base range estimation results. For almost
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Figure 4.5: Curve fit results of polynomial fit of degree 1. The CRT based results are shown in green (dotted), where as the two cases of dual
frequency FD-PDoA based estimates are shown in red (dashed-dotted) and mustard (dashed). The first single frequency pair is of f2 = 880MHz,

f3 = 890MHz, whereas the second frequency pair is of f2 = 890MHz, f3 = 900MHz.
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Table 4.1: Coprime and Do values for the calculation of Rmax,k’s for the case of CRT
based unequal MF–PDoA.

k ξk
Do,k

(m)
Rmax,k

(m)
∆fk

(MHz)

1 5 10 25 6

2 3 10 15 10

3 4 15 30 5

4 7 4.76 17 9

all of the trails, the MF–PDoA based range estimates are maintaining a certain positive

offset from the geometric ranges. This is more evident if we employ a polynomial fit

of degree-1 to all of the estimated range results. In Figure 4.5, we observe no extreme

deviation of the MF–PDoA based range estimates from the geometric line, especially

for the farthest positions on each of the 9 trails. On the other hand, both the single

frequency pair based range estimates are deviating a lot (below and above) from the

respective geometric range values.

Another interesting behavior noted is that the MF–PDoA curves are never cutting

the geometric line, remaining positively biased for all of the 9 trails. MF–PDoA gives

us a reliable average range estimate rather than extremely deviated estimates. Looking

position wise on each trail, up till position p4 in all of the trails 1–4 and 7, all three

curves are very closely spaced. The possible reason could be that there is a strong

LoS signal present in these cases. For the later positions on trails 1–4 and 7, the

three curves are diverging from each other. For the case of Trail–1, both the single

frequency pairs are giving the same performance as both the 880MHz–890MHz pair

based and 890MHz–900MHz pair based lines are overlapping for all of the 14 positions.

In comparison, the MF–PDoA curve in Trail–1 is giving a better performance, specially

towards the end positions on Trail–1. The best result is of the Trail–6 as the 890MHz-

900MHz pair based curve is almost overlapping the geometric curve for all of the 14

positions. For the trails 2, 3, 4 and 7, both the 880MHz–890MHz pair based and

890MHz–900MHz pair based lines lines are overlapping for at least half of the positions.

Moreover, both of the single frequency pair based range estimate lines are not much

deviating from each other for the rest of the positions on trail number 2, 3, 4 and

7. Drawing inference from this, the single frequency pair based range estimates are

giving almost identical estimates for quite many positions. It can be concluded that the

MF–PDoA based approach is more robust to multipath effects. It is understandable that

with the given antenna setup we can only achieve coarse-grained localization of RFID
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Figure 4.7: RMSE values for all of the 14 positions for the three cases of MF–PDoA
based and the two single frequency pair based range estimates.

tagged objects. In this perspective, the MF–PDoA based lines in Figure 4.5 are giving

a good enough range estimate of the RFID tag. To further elaborate the superiority of

the MF–PDoA based approach, I refer to the absolute error plots in Figure 4.6. The

single frequency pair based range estimates suffer badly at the farthest positions, i.e.,

p13 and p14, as the absolute error bar is having spikes for these positions. Except one

spike for the Trail 8, on average all the CRT based MF–PDoA error values are smaller

(or comparable) than the error values for the single frequency-pair based range results.

In order to get some reference value, I calculated the error values for the three range

estimates. The RMSE is calculated by

RMSE(R̂) =

√
√
√
√

1

Np

14∑

p=1

(

|Rgeo −Rsim|2
)

, (4.18)

whereNp = 14 is the number of tag positions for each of our trails, Rgeo is the geometrical

range and Rsim is the simulated range. I computed the overall mean of RMSE for all of

the 14 positions in the CRT based MF–PDoA and the single frequency pair based FD-

PDoA cases. I have used these single mean RMSE values as a reference and plotted them

as a reference value (dotted, dashed-dotted and dashed horizontal lines) in Figure 4.5.

As the RMSE is an average value for all the 14 positions of any one of the trails, we

observe that in the CRT based MF–PDoA case, the absolute error values are not going

that high above the RMSE line in Figure 4.6. Comparatively, the error values of the

single frequency-pair based results do have some high spikes in Figure 4.6.
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The RMSE values for the cases of the CRT based MF–PDoA based and the two

single frequency-pair based range estimation are plotted in Figure 4.7. It is evident that

the RMSE values for the CRT based MF–PDoA technique are varying the least, thus

giving more reliable and consistent range estimation.

As a final analysis, I applied the MF–PDoA based approach (equal frequency sepa-

ration) to the measurement data of the AVL measurement campaign. The selected fre-

quency pairs are 884MHz–890MHz and 890MHz–896MHz. By comparing Figure 3.26

with that of Figure 4.8, for the case of LoS for both of the Tag and the Reference sce-

narios, the negative bias of range estimation results is removed, i.e, in Figure 4.8 the

estimated curves are not cuting through the geometric curve. Whereas, as expected from

such a narrowband UHF RFID ranging setup, the performance in the NLoS scenario is

still not that satisfactory, as shown in Figure 4.9.

4.4 Summary

Exploiting the benefits of the system analyzer developed in chapter 3, it has been shown

in this chapter that the theoretical concept of CRT based MF–PDoA (for selecting the

unequally spaced frequency pairs) is considered to provide better range estimation in

multipath environments. For this, another measurement campaign was carried out in a

lab environment with a lot of scatterers around. Both variants of MF–PDoA, i.e., equal

separation pairs and the CRT based unequal frequency separation pairs, are explained

and applied for the range estimation inside the IHF lab.

Later in the chapter, the equal frequency based approach is also applied to the

AVL engine test bed channel data. It has been shown that the MF–PDoA based range

estimation is giving better results than the single pair FD-PDoA approach.
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Chapter 5

Conclusion and Future Research

5.1 Conclusion

In this research, I have presented a measurement based system analyzer which relies on

physical channel measurements. The system analyzer is capable of performing coarse-

grained two dimensional tag localization in a severe multipath-indoor environment. The

system analyzer gives flexibility for system design, as I can plug in different real channel

measurements and scale the analyzer in terms of the operating frequency, input power

levels, etc. The RF components of the system analyzer are built using the SimRFTM

toolbox of Simulink➤. By this, unlike the previous simulation/emulation platforms, the

presented system analyzer utilizes real channel measurements and is based on true RF

signals. Moreover, there is a provision to incorporate real system nonlinearities in the

system analyzer. By this, the system analyzer can be utilized to model the real hardware

setups more accurately.

Wireless channel data from the measurement campaign (conducted at AVL, Graz)

was utilized to test the feasibility of the algorithms of DoA estimation and range estima-

tion. The RFID tag localization is achieved by estimating the range and the DoA of the

RFID tag. I employed the SD–PDoA and FD–PDoA techniques for estimating the DoA

and range of the tag, respectively. In the AVL channel, the analyzer gives near perfect

DoA estimation at several tag positions where the LoS component is the dominant ray

coming from both RX1 and RX2. Whereas the range estimation results are not that

accurate. As predicted by theory and by previous research, with the narrowband setup,

87
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the system analyzer’s performance depicts that we can only have coarse-grained local-

ization inside AVL engine test bed facility. Like if we divide the room into four halves,

we can estimate the RFID tagged object into one of the four halves.

In general, different algorithms for RFID localization can be probed with this mea-

surement based system analyzer. I tested the theoretical concept of CRT based MF–PDoA

by utilizing the system analyzer in another multipath environment, i.e., the IHF lab at

the Graz University of Technology. It has been shown that the CRT based MF–PDoA

technique is more immune in severe multipath scenarios and gives better range estima-

tion results in comparison to the case of single frequency pair based FD–PDoA approach.

As the system analyzer is a measurement based one, therefore giving realistic esti-

mation results. In case one may not have an access to the hardware equipment utilized

in this research, e.g., antennas, VNA etc., the channel data (S -parameters) can be gen-

erated via some microwave software, e.g., CST [140] and imported as touchstone file.

This channel data then can be plugged into the system analyzer to estimate the DoA

and the range or to develop new design topologies.

5.2 Future Research

The system analyzer developed in this research can be further extended by some more

research in the following directions:

1. As for the case study of the AVL channel, the tag antenna was part of the channel

measurements. But in some other scenarios, we may need to incorporate the RFID

tag antenna nonlinearities, e.g., tag differential RCS (dRCS) and the backscatter

phase as a function of the incident power, hence of the distance to the tag [72].

The dRCS (related to the modulation factor) changes linearly vs incident power

but the phase does not. This is depicted in Figures 5.1 and 5.2, courtesy Honeywell

Inc. [141]. A custom-built RFID reader, e.g., TagformanceTMPro [142] can be used

to measure these nonlinearities for a particular tag. Plugging the tag antenna out

of the channel measurements and re-adjusting the system analyzer topology, these

nonlinear effects of the RFID tag antenna can be modeled in the system analyzer.

By doing so, the RFID tag model presented in Figure 3.4 will be incorporated.

Eventually, the system analyzer will become more realistic.
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Figure 5.1: Received signal phase vs incident power on the tag over the forward
channel. As it is evident that the phase varies non linearly with change in power

(courtesy Honeywell Inc., USA).

Figure 5.2: Differential radar cross section vs incident power over the forward channel.
The dRCS varies almost linearly by change in power (courtesy Honeywell Inc., USA).
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2. As a precise validation of the system analyzer with an RF tag model (as discussed

in the previous point), the specific tag characteristics can be preloaded and the

range and the DoA estimation can be achieved based on the channel measurements

(S -parameters). Then measuring the received phases of the backscatter signals by

using a measurement reader like TagformanceTM [142], the range and the DoA can

be estimated. Eventually, comparing the results from the aforementioned methods

will be a further validation of the system analyzer presented in this research.

3. In this work, I have designed the RFID tag based on pure ASK. As mentioned

in chapter 1, a possible extension can be to implement some pulse shaping filter,

again bringing the system analyzer close to a realistic system.

4. For the case of MF–PDoA based range estimation, the reader output power and

phase changes as the reader hops (especially in the US band which has 52 subchan-

nels in 26 MHz space) [143]. This can also be incorporated in the system design

of my system analyzer for range estimation.
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Figure A.1: p1− p6, Tag Scenario
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Figure A.2: p7− p12, Tag Scenario
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Figure A.3: p13− p18, Tag Scenario
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Figure A.4: p19− p24, Tag Scenario



A
p
p
en

d
ix

A
.
A
vera

ge
P
o
w
er

D
ela

y
P
ro
fi
les

96

Time delay  [  sec]

A
ve

ra
ge

 P
ow

er
 D

el
ay

 P
ro

fi
le

 [
dB

]

50 100 150 200 250 300 350 400 450 500

-140

-120

-100

-80

p25

50 100 150 200 250 300 350 400 450 500

-140

-120

-100

-80

p26

50 100 150 200 250 300 350 400 450 500

-140

-120

-100

-80

p27

50 100 150 200 250 300 350 400 450 500

-140

-120

-100

-80
p28

50 100 150 200 250 300 350 400 450 500

-140

-120

-100

-80
p29

50 100 150 200 250 300 350 400 450 500
-160

-140

-120

-100

-80
p30

TX-Tag channel Tag-RX1 channel Tag-RX2 channel

Figure A.5: p25− p30, Tag Scenario
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Figure A.6: p1− p6, Reference Scenario
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Figure A.7: p7− p12, Reference Scenario
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Figure A.8: p13-p18, Reference Scenario
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Figure A.9: p19− p24, Reference Scenario



A
p
p
en

d
ix

A
.
A
vera

ge
P
o
w
er

D
ela

y
P
ro
fi
les

101

Time delay  [  sec]

A
ve

ra
ge

 P
ow

er
 D

el
ay

 P
ro

fi
le

 [
dB

]

50 100 150 200 250 300 350 400 450 500

-120

-100

-80

-60
p25

50 100 150 200 250 300 350 400 450 500
-140

-120

-100

-80

-60
p26

50 100 150 200 250 300 350 400 450 500

-120

-100

-80

p27

50 100 150 200 250 300 350 400 450 500
-140

-120

-100

-80

-60
p28

50 100 150 200 250 300 350 400 450 500

-120

-100

-80

p29

50 100 150 200 250 300 350 400 450 500

-140

-120

-100

-80

p30

TX-Ref channel Ref-RX1 channel Ref-RX2 channel

Figure A.10: p25− p30, Reference Scenario
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