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Abstract

The family of benzothieno[3,2-b]benzothiophene (BTBT) molecules cur-

rently holds the record of charge transport mobility within organic thin

film transistors, which is more than 43 cm2/Vs [1]. Therefore, the crys-

tallization of this molecules within thin films is of large interest for the

organic semiconductor reserch. The subject of this study was to study

thin films in terms of morphology and crystallographic structure of the

molecule dioctyloxy-BTBT starting from the sub-monolayer regime up to

device relevant thicknesses. The thin films were prepared by physical vapour

deposition under high vacuum of 10−7mbar using a Knudsen cell. The crys-

tallization of samples performed with a deposition rate of about 0.1nm/min

and 1.0nm/min, unheated and to 75◦C heated substrates were investigated.

It was found that the already known surface induced phase of dioctyloxy-

BTBT films is formed at the substrate surface as observed by grazing in-

cidence X-ray diffraction studies. The combined study of X-ray reflectivity

and atomic force microscopy shows a big effect of the deposition condition on

the layer growth of sub-monolayers and a pronounced layer by-layer growth

was found. For the XRR fitting two different software packages are used,

Stochfit for sub-monolayer and a few monolayer samples and X’Pert Reflec-

tivity suitable for multilayers. This integral information could be correlated

to the local information of the AFM via the coverage. Outstandingly the

closing of the layer could be observed up to large film thicknesses, a surface

roughness of 3 partial layers is continuously observed starting from the first

few monolayers up to thick films of 32 monolayers.





Kurzfassung

Die Familie der Benzothieno[3,2-b]benzothiophene (BTBT) Moleküle hält

zurzeit den Rekort für Ladungsträgermobilität mit 43 cm2/Vs der organi-

schen Dünnschichttransitoren [1]. Daher ist die Kristallstruktur dieser Mo-

leküle für dünne Schichten besonders interesant für die organische Halblei-

terforschung. Inhalt dieser Arbeit ist die Untersuchung der Morphologie und

kristallographischer Struktur von Dioctyloxy-BTBT Molekülen vom submo-

nolagen Bereich bis hin zu Bauteil relevanten Probendicken. Die Dünnschicht-

proben wurden durch Aufdampfen im Hochvakuum bei einem Druck von

10−7mbar unter Verwendung einer Knudsenzelle hergestellt. Dabei wurde

die Kristallisation bei niedriger Aufdampfrate von 0.1nm/min bei ungeheiz-

tem und mit 75◦C geheiztem Substrat, als auch bei hoher Aufdampfrate von

1.0nm/min untersucht. Es wird gezeigt, dass sich die bereits in Filmen durch

Spin-Coaten geformte, bekannte oberflächeninduzierte Phase bildet, durch

Kleinwinkelstreumessungen. Untersuchung durch Röntgenreflektivität und

AFM-Bilder zeigen ein deutliches Lage für Lage Wachstum. Besonders für

das Wachstum der Submonolage spielen die unterschiedlichen Aufdampfbe-

dingungen eine große Rolle. Das Fitten der Röntgenreflektivitätmessungen

erfolgt durch zwei Programme, Stochfit für Submonolagen und dünnen Schich-

ten mit wenigen Monolagen und X’Pert Reflectivity geeignet für Mehrlagen-

filme. Die aus diesen Fits berechnete Schichtbedeckung konnte mit den AFM

Messungen verglichen werden. Untersuchungen zeigen ein füllen der Lagen

bis hin zu dickeren Filmen von 32 Monolagen mit einer konstant bleibenden

Oberflächenrauhigkeit von drei Monolagen.
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1 Introduction

1.1 Crystallization of Molecules at Surfaces

Molecular packing is important for charge transport capability, so it is im-

portant to understand and control them. This makes molecular packing

a key aspect in the field of organic electronics for optimal design of or-

ganic field effect transistors (OFETs) [2–5]. Since charge transport occurs

only within the first few molecular layers, the molecular packing at the

substrate-film interface is of great importance for device optimization [6].

The prototypical organic semiconductor pentacene was the first material

which demonstrated, that structures close to the substrate are not always

the same as those in the bulk [7,8]. These observed polymorphic phases are

so called thin film, or substrate induced phases (SIPs) [7, 8] and have since

been found in other systems [9,10]. The rod-shapes in figure 1.1 symbolize

the molecules, just to give an idea of the difference between the single crystal

structure of the bulk, where close packing is accepted to be the main driver,

and SIPs which are found to be less dense than the bulk structure. [11] Usu-

ally they are less energetically favorable and far off the thermodynamic equi-

librium making them metastable. They are stabilized close to the substrate

because of improved compatibility of the structure with the flat surface of

the substrate [12,13]. Still, the fact that SIPs often slowly convert to the sin-

gle crystal structure over time or with annealing may suggest that SIPs are

mainly a metastabile form induced by the substrate [14]. The π -conjugated

molecules show most often a small change in the tilt angle between SIPs and

bulk phases of the approximately upright standing molecules and the sub-

strate. This leads to enhanced molecule-substrate and molecule-molecule

interactions and a decrease in the out-of-plane lattice spacing such that the

two phases are similar but distinct from one another [15, 16]. Beside the

1



1. Introduction

bulk phase

organic 

molecule
substrate

surface induced

thin film phase

Figure 1.1: Schematic drawing of the single crystal bulk phase (left) and a
surface induced phase (right) [17]

substrate also the preparation conditions have an influence of the film struc-

ture. For spin coated films the solvent with its evaporation rate may have

an impact on the crystallization speed allowing a more, or less metastable

formation [17]. In case of physical vapour deposition providing conditions

far of the thermodynamical equilibrium, crystallization controlled via the

deposition rate can have an influence on the crystal structure, as well as

the diffusion process on the substrate dependent on the substrate tempera-

ture or preparation like sputtering. However, after a certain film thickness

bulk structure can start to grow on top so often these two phases coexist

within a thick film [10,16]. The structure of the SIP therefor may influence

charge mobility and potential device performance when present due to its

proximity to the substrate.

1.2 The Molecule C8BTBT

Dioctyloxy[1]benzothieno[3,2-b]benzothiophene (in short C8O-BTBT-OC8

or oBTBT) is part of the family of BTBT molecules which currently hold

the record of charge transport mobility within organic thin film transistors,

which is more than 40.3 cm2/Vs [18]. Therefore, the crystallization of this

molecules within thin films is of large interest for the organic semiconductor

industry. They are easy to handle because of their good air stability [19,20].

Like C8O-BTBT-OC8 (figure 1.2) all molecules of these family consist of

2



1.2 The Molecule C8BTBT

Figure 1.2: Chemical structure of Dioctyloxy[1]Benzothieno[3,2-
b]benzothiophene

(a) (b)

Figure 1.3: Crystal bulk structure of (a) C8-BTBT-C8 and (b) C8O-BTBT-
OC8 with oxygen an atoms between core and alkylchain [14] (the hydrogen
atoms have been removed for clarity)

three parts: The aromatic core as a conjugated system, providing semi-

conducting properties and the two attached alkyl side chains for solution

processing. There are plenty of variations of the sidechain length all re-

sulting in about the same molecular packing of bulk structure (figure 1.3

left), and no SIP with herringbone configuration was present so far. How-

ever, a big change in the type of packing appears when an oxygen atom is

added between the sidechains and the core. A single bulk polymorph with

π - π stacked, interdigitated molecules (figure 1.3 right) and also molecules

aligned in a SIP of herringbone structure is found in thin films similar

to the structure in figure 1.3 left. The SIP is known to be produced from

spin coated and thin dropcasted film, whereas bulk phase appears in thicker

3



1. Introduction

Table 1.1: Unit-cell parameters and electron density ρe of different Phases
of C8O-BTBT-OC8 Films [14]

a [Å] b [Å] c [Å] α [deg] β [deg] γ [deg] ρe[nm−3]

SIP 6.02 7.75 31.08 90.00 97.00 90.00 373
Bulk 5.52 8.07 31.06 94.48 92.99 105.70 405

dropcasted films [14]. The unit-cell of these different crystal phases is shown

in Table 1.1.

One sees the bulk structure has a clearly higher electron density due to

closer packing. The SIP unit-cell is monoclinic and both structures contain

two molecules in the unit.

X-ray measurements suggest that the BTBT cores are aligned approxi-

mately parallel to the a-axis in the 020 plane and the alkyl chains are

bending away from the cores toward the substrate [14]. A measurement af-

ter 6 month showed a slight conversion of the SIP to the bulk structure over

time but so far it is not clear wether this would continue till only bulk phase

is present. Solvent vapor annealing significantly increases this conversion

rate.

1.3 Crystallography of Low Symmetry Sys-

tems

An ideal crystal consists of an infinite repetition of identical building blocks,

which are atoms or groups of atoms, apart from imperfections and impuri-

ties that may be accidentally included [21]. This block is called the basis.

The periodic arrangement can be described by a translation using a three

dimensional lattice. Every point in the three dimensional lattice can be

reached by a crystal translation T with the translations vectors a, b, c and

the integers u1,u2 and u3.

T = u1a + u2b + u3c (1.1)

The lattice also can be defined by the unit-cell with the parameters a = |a|,

4



1.3 Crystallography of Low Symmetry Systems

Table 1.2: Two cases of crystal systems most for molecular crystals with
their interplanar spacing dhkl [22]

Crystal system Constraints 1/d2
hkl

Monolinic a 6= b 6= c
α = β = 90◦ 6= γ

h2

a2 sin2 β
+ k2

b2
+ l2

c2 sin2 β
+ 2hl cosβ

ac sin2 β

Triclinic a 6= b 6= c
α 6= β 6= γ

Equation 1.3

b = |b|, c = |c| and the angles α = 6 (b, c), β = 6 (a, c), γ = 6 (a,b)..

There are 14 different lattice types in three dimension. The general case is

triclinic shown in table 1.2.

The volume of this crystallographic unit-cell can be calculated with

V = abc
√

1− cos2 α− cos2 β − cos2 γ + 2 cosα cos β cos γ (1.2)

The interplanar spacing dhkl follows the formula

1

d2hkl
=

1

V 2
(b2c2h2 sin2 α + a2c2k2 sin2 β + 2hkabc2(cosα cos β − cos γ)

+ 2kla2bc(cos β cos γ − cosα) + 2hlab2c(cos γ cosα− cos β)

+ a2b2l2 sin2 γ)

(1.3)

To get the possible X-ray reflection one needs to consider the Fourier anal-

ysis to describe the periodic electron number density n(r).

n(r) =
∑
G

nG eiGr (1.4)

It is invariant to translations n(r+T)=n(r). The reciprocal lattice vectors

G which will later be used to describe the Laue conduction has to be found.

It is mapped by a set of axis reciprocal lattice vectors a*, b* and c*

G = ha∗ + kb∗ + lc∗ (1.5)

Again h,k and l are integers. The axis vectors can be constructed via the

5



1. Introduction

primitive vectors of the crystal lattice

a∗ = 2π
b× c

a · b× c
b∗ = 2π

c× a

a · b× c
c∗ = 2π

a× b

a · b× c
(1.6)

The Miller indices (hkl), which determine planes in a crystal at certain

intercepts on the axis in terms of the lattice constants a, b, c are found by

taking the reciprocal values and using the smallest integers with the same

ratio.

6



2 Experimental Techniques

2.1 X-ray Diffraction

When electromagnetic radiation impinges on a periodic structure with length

scale of the wavelength (for X-rays with energy of 3 to 8keV this corresponds

to a wavelength of 0.15 to 0.4nm) diffraction effects are observed with phe-

nomena like constructive and destructive interference [22].

The scattering process of x-rays used for structural investigation is called

Thomson scattering. The X-rays are scattered elastically by electrons, mak-

ing them oscillate like a dipole with the frequency of the incoming beam,

so the electron becomes a source of dipole radiation. Since it is elastic the

wavelength of the X-rays is conserved for incoming and outgoing radiation.

The condition of interference can be obtained geometrically, visualized in

figure 2.1 and is called the Bragg equation.

nλ = 2dhkl sin

(
2θ

2

)
(2.1)

The interplanar spacing dhkl specified by the Miller indices and unit cell

parameter is given in table 1.2 for different crystal systems. The maximum

Figure 2.1: Illustration of Braggs law [23]

7



2. Experimental Techniques

Figure 2.2: Geometrical subtraction of the primary beam k0 and the scat-
tered beam k [24]. In specular condition αi=αf

of the scattered intensity is only observed, when the path difference is a

multiple n of the wavelength λ. This equation 2.1 was applied in 1913 by

W.H. Bragg and W.L.Bragg for positioning x-ray scattering peaks in angular

space. Another way to describe the relation between lattice vectors G and

scattering vector q is the Laue condition. To calculate the vector q one has

to subtracted the incoming wavevector k0 and the outgoing wavevector k

shown in figure 2.2 [21] and equation 2.2.

kf − ki = q (2.2)

The scattering vector q then points normal to the crystallographic plane

(hkl) and has a length of |q| = 4π/λ ∗ sin(θ) . The reciprocal lattice vector

G is given by the Miller indices and the primitive vectors a*, b* and c*. G

and q are pointing in the same direction so the Laue condition then follows

q = G (2.3)

In this thesis all diffraction plots are using the scattering vector q, so they

are independent on the wavelength

8



2.2 X-ray Reflectivity (XRR)

Figure 2.3: Schematic drawing of a θ/θ measurement [17]

Figure 2.4: Electrical field vectors E of an incoming beam, which partly
gets reflected and transmitted at the surface [24]

2.2 X-ray Reflectivity (XRR)

X-Ray reflectivity considers the optical reflection and is measured in specu-

lar condition, so the primary incoming beam and the outgoing beam is the

same angle αi = αf . In a θ/θ scan the sample stage stays at the same po-

sition while measuring, whereas the incidence beam varies by rather small

angles and the detector gets positioned at 2 θ measuring the diffracted in-

tensity (figure 2.3). In this thesis measurements with θ = 0.05-4.5◦ are

performed. The primary beam has to be in a parallel configuration, having

a divergence of less 0.05◦, so it is highly collimated [22]. Depending on the

refractive index of the medias, optical reflection and transmission occurs

(figure 2.4).

9



2. Experimental Techniques

The complex refractive index for X-rays are given by

n = 1− δ − iβ

δ =
λ2

2π
reρe

β =
λ

4π
µ

(2.4)

with the classical electron radius re=2.82 x 10−6nm, the X-ray wavelength

λ, the attenuation coefficient µ and the electron density ρe. According to

Snell’s law of refraction the refractive indices of the incoming media n1 and

transmitted media n2 are in relation to the cosine of the two angles

n1

n2

=
cosαt
cosαi

(2.5)

When absorption is negligible (β ≈ 0) and with the simplification n1=1, the

condition of total reflection (αt = 0) is fulfilled below a critical angle αc.

αc =
√

2δ (2.6)

Since this angle is depending on the electron density it gives important

information about the specimen material Again the oscillations of the X-

ray intensity caused by the interference involving the sample surface are

called Kiessig fringes. Depending on the surface roughness, film thickness,

interface roughness and electron density the shape of these fringes varies as

shown in figure 2.5.

2.3 PANalytical Empyrean

The samples are measured with a PANalytical Empyrean diffractometer

having an experimental setup given in figure 2.6. On the left side is the

water cooled copper tube powered with 40kV and 40mA.After the beam

passes a divergence slit of 1/32◦ and a 4mm mask, adjusting it to sample

size, a parallel beam mirror collimates the X-rays to a parallel beam with a

divergence of only 0.055◦mainly providing CuKα radiation of λ = 0.154nm.

10



2.3 PANalytical Empyrean

Figure 2.5: The influence of sample properties on the shape of the Kiessig
fringes [25]

Figure 2.6: Setup of the PANalytical Empyrean for a XRR measurement [17]

Since in XRR only small angles are investigated a beam attenuator reduces

the high radiation intensity, to protect the detector via a 0.125mm Ni-plate.

The reduced intensity is corrected automatically in the plots. The moveable

sample stage in the middle can be tilted, rotated and moved in height. The

diffracted beam side consist of a 0.1mm anti-scatter slit and a 0.02rad Soller

11



2. Experimental Techniques

slit, to reduce background and a solid state detector. This PIXcel3D detector

with 255x255 Pixel channels each of a size 55x55 µm.operates in a receiving

slit mode 0D with three open channels for XRR where it acts like a point

detector. The measurements are performed with a step size of 0.01◦ and a

time of 8sec per step.

2.4 Fitting of a XRR Measurement

2.4.1 Parratt Formalism

The software for fitting the XRR measurements, Stochfit and PANalytical

X’pert Reflectivity both are using the Parratt formalism [26]. It uses a

recursions formula to calculate the total reflectivity amplitude, which gives

information about layer thickness refraction indices and with modification

also about the surface and interface roughness. The dynamical scattering

theory says that an electromagnetic wave Ei(r) = E0(exp ikir) splits into a

reflected and transmitted wave, Er(r) and Et(r) (figure 2.4)

Er(r) = rsEi(r) exp[i(kf − ki)r]

Et(r) = tsEi(r) exp[i(kt − ki)r]
(2.7)

when it hits a surface. Here q = kf − ki is the wave vector transfer and

rs and ts are the reflection and transmission coefficient calculated via the

Fresnel equations [27]

rs =
ki,z − kt,z
ki,z + kt,z

, ts =
2ki,z

ki,z + kt,z
(2.8)

where the z-components of the incoming and transmitted wave ki,z = k sinαi

and kt,z = k sinαt = k
√
n2 − cos2 αi. Since n is about one for X-rays

both cases, s- and p- polarization are effectively identical, so here only s-

polarization is used. The Fresnel reflectivity which is the intensity of the

Beam can be calculated via the reflection coefficient

12



2.4 Fitting of a XRR Measurement

rF (qz) = |rs|2 ≈
(
qc
2qz

)4

(2.9)

for qz � qc. The z-component of the wave vector reads qz = 2ksin(αi) and

the critical wave vector qc = 2k sin(αc) is a function of the critical angle αc.

Parratt developed a recursive formalism that provides the reflectance Rj at

the interface between the layer j and j+1

Rj =
Rj+1 exp(−iqz,j+1∆zj+1) + rj,j+1

Rj+1rj,j+1 exp(−iqz,j+1∆zj+1) + 1
(2.10)

The Fresnel reflection coefficient here is given by

rj,j+1 =
kz,j − kz,j+1

kz,j + kz,j+1

(2.11)

with

kz,j = k
√
n2
j − cos2 αi, (2.12)

the z-componet of the vector in layer j with the refration index nj = 1−δj−iβi
and the layer thickness ∆zj. The wave vector qz,j = 2kz,j is the transfer in

the layer j. Starting with equation 2.8 and 2.10 the recursion can be carried

out over all Rj can be summed over all N layers leading to the reflectance

at the surface, approximately given by

R0 ≈
N+1∑
j=1

rj,j+1 exp

(
i

j−1∑
l=1

qz,l∆zl

)
. (2.13)

The total measurable reflectivity [28] is then

r = |R2
0|. (2.14)

With the continuous limit N → ∞ and ∆zl → 0 the kinematical approxi-

mated reflectance of the entire sample in eq. 2.13 far of the total reflection

qz � qc is given by

R(qz) =
4π

q2z

∫ +∞

−∞

dρ(z)

dz
exp(iqzz)dz (2.15)

13



2. Experimental Techniques

This means that density profile ρ(z) and reflectance are connected via the

Fourier transformation. Replacing the factor 1/q2z now with some Fresnel

reflection, the reflectivity r(qz) = |R(qz)|2 can be written as

r(qz) = rF (qz)|F (qz)|2 (2.16)

with the Fresnel reflectivity in eq. 2.9 The density profile of N layers with

a gaussian roughness σn and ∆ρn = ρn−1 − ρn has a form of

ρ(z) =
N∑
n=0

∆ρnerf

(
−z − zn√

2σn

)
(2.17)

with the Gaussian error function erf(z) =
∫ z
0

exp(−ζ2)dζ, the complex

structure factor is given by

F (qz) =
N∑
n=0

∆ρn
ρ∞

exp(iqzzn) exp(−q
2
zσ

2
n

2
) (2.18)

Where ρ∞ =
∑

n ∆ρn

2.4.2 Model-Independent Fitting

Here an electron density profile search is performed by a selected number

of boxes NB with a fixed thickness Bt, a smoothing parameter σ and a

refractive index nj for each box. Typically, the box thickness is in the order

of 0.5Å [28]. Considering the environment (the so called ”superphase”) of

the sample with the refraction index n0 = 1−δ0− iβ the normal component

of the wave vector kz,j in eq. 2.12 is constituted by

kz,j = k[sin2(αi)− 2(n0 − nj)]1/2 (2.19)

The refractive index of each box can be calculated by

δ(z) = δ0 +

NB∑
n=0

(
δk+1 − δk

2

)[
1 + erf

(
z − nBt√

2σ

)]
(2.20)

and for absorping films

14



2.4 Fitting of a XRR Measurement

β(z) =β0 +

(
βaδ1/δNB+1 − β0

2

)[
1 + erf

(
z√
2σ

)]
+

NB−1∑
n=1

βa
δNB+1

(
δn+1 − δn

2

)[
1 + erf

(
z − nBt√

2σ

)]
+

(
βsub − βaδNB

/δNB+1

2

)[
1 + erf

(
z −NBBt√

2σ

)] (2.21)

where βa is a variable parameter and βsub is the absorbance of the substrate.

There are two algorithm for minimization. One is a ”greedy” search program

which tests via a fitness function whether the calculated reflectivity Rcalc is

acceptable.

F =
N∑
i=1

[ln(Rcalc)− ln(Rexp)]
1/2 (2.22)

Rexp is the measured reflectivity. Please note that Rexp does not consider

the statistical errors, but since they are small with respect to the measured

reflectivity a correction is generally not necessary. The other method is the

simulated annealing. There the current state is accepted with the Boltz-

mann criteria over the previous state so it strongly depends on the initial

temperature and the cooling schedule. This locates the global minimum of

the fitness function Both methods are stochastic so there is no particular

end for the search.

2.4.3 Software Comparison

The program Stochfit provides a bridge between model dependent and in-

dependent fit of the electron density but in this work only the model inde-

pendent fit was used.

As mentioned before the entered film thickness had to be estimated and

was divided into a defined number of equal boxes, varying only the electron

densities in every box. So it has the advantage, that one has to know little in-

formation about the sample.. In this work, it was used from sub-monolayers

up to films with an nominal thickness of 5 molecule layers. Thicker films
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2. Experimental Techniques

Figure 2.7: Schematic drawing of a grazing incident diffraction measurement
of incident beam k0 and the scattered outgoing beam k [24]

couldn’t be successfully fitted.

For the PANalytical X‘pert reflectivity software a certain layer model has to

be specified for the fit, with a chosen parameter frame of layer thicknesses,

density and roughness. That of course means it is necessary to know sev-

eral information before the start, which makes the fit more complicated,

but in return delivers much more structural parameters for each layer. This

software works better for thicker multilayer films.

2.5 Grazing Incident Diffraction (GIXD)

GIXD is a surface sensitivity method, to determine in-plane structures.

When the incoming beam is kept at very small angles close to the critical

angle a diffraction pattern is recorded by continuously increasing the scat-

tering angle 2θ, while measuring the outgoing X-rays [22]. This schematic

configuration is shown in figure 2.7. The momentum transfer q in which

direction diffraction is probed, is almost perpendicular to the surface, so in-

terplanar spacing of vertically inclined lattice planes are investigated. The

created evanescent surface wave decays exponentially perpendicular to the

surface, so only the first few nanometers may be elucidated. In the plot you

can see the two components of the scattering vector, in-plane
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2.5 Grazing Incident Diffraction (GIXD)

Figure 2.8: Measurement of a cross section in reciprocal space [24]

Figure 2.9: Experimental setup of the BESSY II beamline KMC-2 at Berlin
[29]

qxy =
√
q2x + q2y (2.23)

and perpendicular to the surface qz [17].

The observed peaks are indexed by the in-house software PyGid via trial

and error, to determine the unit cell. GIXD was performed at the BESSY

II synchrotron in Berlin. The experimental setup of the beamline KMC-2

is shown in figure 2.9. The beam with a wave length of λ = 1.00Å and a

shape of 1000µm x 50µm hit the sample on a movable stage at an angle

of about 0.13◦. A cross-wire 2D-detector (Bruker), protected by a cone to

reduce the background, measured the scattered beam.
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2. Experimental Techniques

Figure 2.10: Schematic drawing of an optical lever detection system used
in AFMs. The reflected light of the cantilever is read on a detector, raster
scanning the sample [30]

2.6 Atomic Force Microscopy (AFM)

Atomic force microscopy has the ability to measure high-resolution topo-

graphical images, forces and/or elasticity of a specimen [30].

Starting in the late 1980s, when the first commercial AFM has been pro-

duced it nowadays delivers measurements at multiple special scales starting

from a few nm up to some 100 microns in XY direction and a resolution

in height of only an Angström. The micro fabricated cantilever physically

interacts with the surface to scan, via a sharp tip. An optical tracking

system measures the deflection or oscillation amplitude. It usually consists

of a photo diode to detect the reflection of the laser on the tip. Another

option is a super-luminescent diode off the back of the cantilever. The de-

flection or oscillations in height are done by a feedback-controlled piezo.

Due to hysteresis, creep, aging and other non-linearity effects of the piezo

the values have to be corrected via incorporated sensors. The limit of the

resolution in XY is given by the size of the tip. In height the resolution
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2.6 Atomic Force Microscopy (AFM)

is limited by electronic and thermal noise, so again, it is in the order of

an Angström. Advanced AFMs provide nanoscale images, simultaneously

measuring electrical properties correlated with topography. This is espe-

cially interesting for organic semiconductors and photovoltaic materials, to

characterize properties including bias, charge and current flow. In this work

the data analysis and visualization were performed by the software package

Gwyddion [31].
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3 Sample Preparation

3.1 Substrate

In this thesis silicon wafers with 150nm thermally grown Si02 on it were

used as substrates in the size of 1x1cm. This thin slice of semiconducting

material is very common and widely used in electronic high-tech industries,

including fabrication of integrated circuits and other micro-devices.

At first they were cleaned using a tissue with acetone on it. For the next

step the substrates were put into an acetone sonic bath for 15min. Both

procedures were repeated using 2-propanol. When the wafers were taken

out of the sonic bath compressed CO2 was used to dry them.

Lastly the substrates were loaded into to the ultra high vacuum (UHV)

chamber, to sputter them with argon ions for 10min at a pressure of 5x10−5mbar

and an ion current of 30mA.

3.2 Physical Vapor Deposition

For PVD one has to provide high vacuum and a thermal evaporate a source.

The chamber used in this work is schematically drawn in figure 3.1. A rotary

pump and two turbo molecular pumps supplied the system with a vacuum

of approximately 10−7mbar. The substrate was fixed on a heatable sample

mounting equipped with a thermocouple to measure the temperature. A

Knudsen cell, filled with the powder for the deposition, was heated by a

filament. Monitored by a thermocouple at the bottom. To start and stop

the deposition a shutter was moved. Via the frequency shift of a quartz

microbalance the film thickness was calculated. The decreasing of the fre-

quency due to the amount of deposited material is assumed to be linear,

which is a good approximation.

21



3. Sample Preparation

Figure 3.1: Schematic drawing of the ultra high vacuum chamber with a
pressure of about 10−7mbar, used for physical vapor deposition in this work

3.3 Sample Overview

Four series of samples with different deposition and preparation conditions

were prepared shown in table 3.1. The first one had a rather low deposition

rate and the substrate was kept at room temperature (RT). The second

series, with approximately the same deposition rate, was heated during

deposition. For one sub-monolayer sample the sputtering step was skipped,

to see if this has an effect on the first monolayer, it was prepared with the

same deposition conditions as the first series. The fourth and last series,

with the substrate also kept at room temperature, was produced with a

ten times higher deposition rate. Except the unsputtered sample, sub-

monolayers and multilayers were prepared for all series.
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3.3 Sample Overview

Table 3.1: Overview of the prepared samples with the different deposition
conditions, analyzed in the chapter results
∆f [Hz] ... Frequency change of the quartz micro balance
dn [nm] ... nominal thickness calculated with equation 4.3
P [10−7mbar] ... pressure during deposition
T [◦] ... substrate temperature while deposition
r [Å/min] ... deposition rate

Series ∆f[Hz] dn[nm] P[10−7mbar] T[◦] r [Å/min]

low deposi-
tion rate

35 1.2 2.8 RT 0.8
50 1.7 3.6 RT 1.2
75 2.5 5.3 RT 1.2

100 3.3 1.2 RT 1.2
150 5.0 1.2 RT 1.2
400 13.2 6.0 RT 1.0

3000 99.0 0.3 RT 1.2

heated
substrates

25 0.8 3.2 73 1.0
50 1.7 4.0 74 1.2
75 2.5 3.7 75 1.1

100 3.3 3.0 76 1.2
150 5.0 4.8 75 1.2
400 13.2 8.6 77 2.1

3000 99.0 5.3 73 1.1
unsputtered 50 1.7 0.5 RT 1.2

high depo-
sition rate

50 1.7 1.5 RT 9.9
400 13.2 5.6 RT 9.9

3000 99.0 4.0 RT 9.4
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4 Results

4.1 Analysis of the GIXD Measurements

4.1.1 Results for 13.2nm Samples

The thinnest sample films with a sufficient diffraction signal to index them

are those with a frequency shift of 400Hz of the quartz microbalance. This

corresponds to a nominal thickness of 13.2nm or 4.3 monolayers, calcu-

lated with the conversion factor r in equation 4.3. Here the results of three

different series with this film thickness are demonstrated. For measuring

condition see chapter 2.5 Grazing Incident Diffraction. Every picture had a

measuring time of 3600 seconds. Figure 4.1 shows the measured and indexed

reciprocal space map of the sample with low deposition rate, see table 3.1.

The unit cell obtained by indexation in comparison to the surface induced

phase of the spin coated films (which was used as a starting point) is given

in table 4.1. A slight adjusting of the unit cell parameters was required with

the result of a monoclinic unit cell.

The volume V = 1.43nm3 was calculated by equation 1.2 leading to the

electron density of 375nm−3 since there are two molecules in one unit cell

with 536 electrons in total. Except the β value all parameters are very

similar, pointing out the presence of a surface induced phase. This unit cell

also features a monolayer height of

dML = c · sin(β) = 3.08nm (4.1)

Again, in comparison a stretched out molecule has a length of 3.388nm [14].

The GIXD measurement of the heated substrate sample and those with a

high deposition rate are plotted in figure 4.2 and 4.3. Both show the same

spots as in figure 4.1, so the same unit cell is present. That implies the
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4. Results

(a) (b)

Figure 4.1: (a) Experimental grazing incident diffraction patterns of the low
deposition rate sample with a nominal thickness of 13.2nm measured at an
incident angle of 0.135◦ and (b) with indexation of the Bragg peaks

(a) (b)

Figure 4.2: (a) Experimental grazing incident diffraction patterns of the
sample with heated substrate and a nominal thickness of 13.2nm measured
at an incident angle of 0.130◦ and (b) with indexation of the Bragg peaks

molding of a surface induced phase up to a nominal thickness of 13.2nm by

physical vapor deposition, independent of the deposition conditions.
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4.1 Analysis of the GIXD Measurements

(a) (b)

Figure 4.3: (a) Experimental grazing incident diffraction patterns of the
sample with high deposition rate and a nominal thickness of 13.2nm mea-
sured at an incident angle of 0.132◦ and (b) with indexation of the Bragg
peaks

Table 4.1: Resulting unit-cell parameters by indexing with the program
PyGid in comparison to the surface induced phase known from spin coating.
One unit cell contains two molecules
V [nm3] ... volume of the unit-cell calculated by equation 1.2
ρe [nm−3] ... electron density

a [Å] b [Å] c [Å] α[◦] β[◦] γ[◦] V [nm3] ρe [nm−3]

By indexing 6.0 7.7 31.0 90.0 95.5 90.0 1.43 375
Spin coated 6.02 7.75 31.08 90.0 97.0 90.0 1.44 373

4.1.2 Results for 99nm Samples

In the next step it was interesting to see whether a bulk phase would appear

at thicker films of a frequency shift of 3000Hz meaning a nominal thickness

of 99.0nm, or 32 monolayers. The three samples had the same deposition

conditions as before and the same measuring conditions were used with a

measuring time of 900 seconds per sample. The results are shown in figure
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4. Results

(a) (b)

Figure 4.4: (a) Experimental grazing incident diffraction patterns of the
sample with low deposition rate and a nominal thickness of 99.0nm mea-
sured at an incident angle of 0.135◦ and (b) with indexation of the Bragg
peaks

4.4, 4.5 and 4.6. Since there are more layers deposited the diffraction signal

has a much higher intensity so clearly more spots are visible. Again, all three

samples form the same unit cell and indexing leads to the parameters in

table 4.1 equal to those of the 13.2nm specimen, meaning a surface induced

phase occurs for films up to a film thickness of about 100nm, prepared by

physical vapor deposition.
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4.1 Analysis of the GIXD Measurements

(a) (b)

Figure 4.5: (a) Experimental grazing incident diffraction patterns of the
sample with heated substrate and a nominal thickness of 99.0nm measured
at an incident angle of 0.135◦ and (b) with indexation of the Bragg peaks

(a) (b)

Figure 4.6: (a) Experimental grazing incident diffraction patterns of the
sample with high deposition rate and a nominal thickness of 99.0nm mea-
sured at an incident angle of 0.130◦ and (b) with indexation of the Bragg
peaks
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4. Results

Figure 4.7: Atomic force microscopy measurements of the low deposition
rate series sub-monolayers. The percentage of the coverage is determined
by AFM

4.2 Morphology of Sub-Monolayers

The analysis of C8O-BTBT-OC8 sub-monolayers is especially interesting,

since they couldn’t be successfully prepared so far with spin coating. AFM

measurements were taken to determine the morphology of films made with

different deposition conditions. These measurements were then compared

with XRR-fits.
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4.2 Morphology of Sub-Monolayers

Figure 4.8: Atomic force microscopy measurements of pentacene prepared
by physical vapor deposition and the chemical structure of a pentacene
molecule. The percentage of the coverage is determined by AFM [32]

4.2.1 AFM Analysis

The island growth of the first sample series is illustrated by the topographic

AFM images in figure 4.7. The islands have a quite fractal shape and start

to interconnect with each other at a rather low coverage in the range of

50%. For comparison, figure 4.8 shows AFM measurements of pentacene

(C22H14). This planar molecule composed of five linked benzene rings (also

shown in figure 4.8) is a model system for studies of organic semiconduc-

tor film growth. The processes involved in pentacene film formations are

discussed and recent experimental and numerical growth studies are re-

viewed [33]. The pentacene sub-monolayers are also produced by physical

vapor deposition at similar conditions on 200nm thermally grown SiOx.

C8O-BTBT-OC8 in comparison has a much bigger domain size and the

pentacene islands have a more fractal shape.

The four different sample series are compared in figure 4.9 to demonstrate

the influence of the deposition condition on the island growth. All samples

have a coverage of approximately 50%. Heating the substrate increases the

domain size. Also sputtering has an effect on the diffusion process since the

unsputtered sample has clearly smaller islands than the sputtered one, even

though it has the same deposition conditions. The sample of the fourth se-
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4. Results

Figure 4.9: Atomic force microscopy measurements of all series of sub-
monolayer samples of approximately equal coverage. For the deposition
conditions see table 3.1. (a) is the sample of the low deposition rate series (b)
of the unsputtered series, (c) shows the measurement of a heated substrate
series and the fourth sample (d) is the one of the high deposition rate series

ries shows, increasing the deposition rate drastically lowers the domain size.

Since the GIXD measurements features a unit cell with an island height of

dML=30.8Å, the coverage of the AFM delivers a nominal thickness

dn = CovAFM · dML. (4.2)

The average calculated by the sum of all nominal thicknesses dk of the

sub-monolayers in table 4.2 divided by the corresponding frequency shift of
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4.2 Morphology of Sub-Monolayers

Table 4.2: Frequency shift of the quartz microbalance (QMB), measured
coverage CovAFM and calculated nominal thickness dn by equation 4.2 of
the sub-monolayer samples of the first series and of the heated second series.
The nominal thickness calculated by the conversion factor and the frequency
shift deliver an estimated value d = Hz · r

Series QMB shift [Hz] CovAFM dn [nm] Hz · r [nm]

low deposi-
tion rate

35 34 1.12 1.2
50 50 1.60 1.7
75 77 2.40 2.5

100 115 3.54 3.3

heated
substrate

25 29 0.90 0.8
50 53 1.62 1.7
75 93 2.85 2.5

100 109 3.34 3.3

the quartz microbalance Hzk lead to a conversion factor

r =
N∑
k=1

dk
Hzk ·N

= 0.33
Å

Hz
, (4.3)

so a complete monolayer (dn=3.08nm) is achieved by a frequency shift of

93Hz. The samples are labeled by the nominal thickness calculated by this

conversion factor (see table 3.1).
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4. Results

Figure 4.10: Waterfall-plot of all samples of the first series with low de-
position rate and the second series with heated substrates shown in table
4.2

4.2.2 XRR Results

The fit of the XRR measurements were done only with the software Stochfit,

since X’Pert Reflectivity showed no unique results for sub-monolayers. The

molecule is divided into three parts, the two alkyl-sidechains and the BTBT

core. The results of the GIXD measurements for a whole monolayer and

the given values of the core [34] deliver density and height of the sidechains

shown in table 4.3. These parameters make the AFM measurements via

the coverage comparable to the fit results and provide a good start for the

X’Pert Reflectivity program later on.

Figure 4.10 is a waterfall plot of all reflectivity curves of the low deposition

rate and the heated substrate series. The critical angle αC=0.218◦obtained

by the XRR measurements leads to an electron density calculated by equa-
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4.2 Morphology of Sub-Monolayers

Table 4.3: Thickness and density of the different molecule parts
ρ [g/cm3] ... mass density
ρe [nm−3] ... electron density
d[nm] ... layer thickness

ρ[g/cm3] ρe [nm−3] d [nm]

Whole layer 1.15 375 3.08
Core [34] 1.60 520 1.17
Alkylchain 0.87 282 0.95

tion 2.4 and 2.6

ρe =
α2π

λ2re
= 677nm−3, (4.4)

which is very similar to the literature value of SiOx, ρe = 670nm−3 [35]. The

curves of the heated sample and those at room temperature have a similar

appearance. The higher the coverage, the clearer the minimum at q=0.1Å

shows up.

Figure 4.11 illustrates the sub-monolayer regime showing the comparison of

the AFM results and those of Stochfit XRR fits for the first sample series

with low deposition rate and the heated substrate sample series. The cov-

erage of the XRR fits were calculated by integrating the electron density

profile and dividing it with the density of a monolayer (equation 4.5) For

samples with low coverage, both results are quite similar, whereas well cov-

ered samples show different result for both methods.
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4. Results

Figure 4.11: Comparison of atomic force microscopy and X-ray reflectivity
fit results for the coverage depending on the nominal thickness dn (see table
4.2)

4.2.3 Examples

Sample with 1.7nm and low deposition rate

Figure 4.12 shows the fit of the Stochfit program of the first series sample

with a nominal thickness of dn=1.7nm (AFM micrograph imaged in figure

4.7b), with the resulting electron density profile plotted in figure 4.13. The

dashed lines are the expected values calculated with the coverage of the

AFM measurement (50%) and the data of table 4.3 for the different parts

of the molecule. According to that the core has an electron density ρe =

260nm−3 and the alkyl sidechains ρe = 141nm−3, so all together the layer

has a density of ρe = 188nm−3. Since Stochfit only calculates normalized

electron densities, the known value of the SiOxsubstrate ρe = 670nm−3 was

taken as a reference to calculate the absolute densities. For the fit an input

of 3nm for the layer thickness was used divided into 60 boxes. The result for

the electron density of the sub-monolayer is ρe,F it = 153nm−3, so compared
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4.2 Morphology of Sub-Monolayers

Figure 4.12: Fit of the measured X-ray reflectivity data with Stochfit for
the sample with low deposition rate and a nominal thickness of 1.7nm

Figure 4.13: Electron density profile by Stochfit of the sample with low
deposition rate and a nominal thickness of 1.7nm. The dashed lines are the
expected values of the atomic force microscopy measurement for the core
and the two alkyl sidechains. SiOx is the substrate.
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4. Results

Figure 4.14: Fit of the measured X-ray reflectivity data with Stochfit for
the sample with low deposition rate and a nominal thickness of 3.3nm

Figure 4.15: Electron density profile by Stochfit of the sample with low
deposition rate and a nominal thickness of 3.3nm. The dashed lines are the
expected values of the atomic force microscopy measurement for the core
and the two alkyl sidechains. SiOx is the substrate.
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4.2 Morphology of Sub-Monolayers

to ρe of a filled monolayer of table 4.3 as a reference, that means a coverage

Cov =
ρe,F it
ρe,Ref

= 41% (4.5)

which is in good agreement with the AFM measurement.

Sample with 3.3nm and low deposition rate

The next sample is 3.3nm thick, again from the low deposition rate series

(figure 4.14 and 4.15). Here the AFM measurement, depicted in figure 4.7c,

delivers a coverage of a filled first layer with an electron density according

to table 4.1 of 375nm−3 and the appearance of a second layer with 15%

leading to a density of 56nm−3. These layers again can be divided into the

core and the two attached sidechains calculated with the values of table 4.3.

For the fit with Stochfit again an input of 3nm for the layer thickness and 60

boxes are used. In the result only the first layer shows up with an electron

density of 272nm−3 and by equation 4.5 a coverage of 73%.
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4. Results

Figure 4.16: Atomic force microscopy measurements of the low deposition
rate samples with 1.1 to 32 monolayers of deposited material. In (a) and (b)
the roughness still increases with the deposition, whereas in (c) and (d) the
roughness stays constant and only 3 to 4 partial layers can be distinguished.

4.3 Morphology of Multilayers

In the last part of this thesis we now take a look at the layer growth for

thicker films up to 32 monolayers.

4.3.1 AFM Analysis

Again it is interesting to see the comparison of the AFM measurements

between C8O-BTBT-OC8 and pentacene, so figure 4.16 shows the AFM

micrographs for the samples of the low deposition rate series from 1.1 to 32

monolayers.
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4.3 Morphology of Multilayers

Figure 4.17: Atomic force microscopy measurements of the pentacene films
by physical vapor deposition. [32]

It clearly exhibits a pronounced layer by layer growth and only the top 4

to 5 partial layers can be distinguished after enough material is deposited.

This also has an effect on the roughness behavior.

In comparison to the pentacene films in figure 4.17 the roughness starts to

increase constantly with the amount of deposited material, but in the case

of C8O-BTBT-OC8 the roughening stops after a nominal layer thickness of

4 monolayers. However the roughness of the pentacene sample constantly

increases and the islands have a more dendritic shape. In the latter case a

very early bulk structure appears at a nominal thickness of about 50nm.

In figure 4.18 one sees the layer growth of the heated samples. The domain

size of the partial layers is much bigger then for the samples kept at room
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4. Results

Figure 4.18: Atomic force microscopy measurements of samples prepared
with heated substrates. The domain size of the islands is clearly bigger the
for the unheated ones, like in figure 4.16

temperature in figure 4.16. Later the XRR measurements will show this

also increases the roughness of those samples.

4.3.2 XRR Results

Figure 4.19 shows the XRR measurements of the low deposition rate series

with a nominal thickness of 3.3 up to 99nm. Due to the interference of

Bragg peaks and Kissig fringes, the measured peaks are shifted towards the

Bragg peaks. The latter ones are indicated in table 4.4 and feature a d-

spacing of d001=3.08nm, which agrees perfectly with the GIXD unit cell in

the 001 orientation (equation 4.1).
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4.3 Morphology of Multilayers

Figure 4.19: X-ray reflectivity measurements in a waterfall-plot of the low
deposition rate series from a nominal thickness of 3.3nm up to 99nm. At
the 99nm thick sample two critical angles appear, one concerning the SiOx
material and the other one to the C8O-BTBT-OC8, since the amount of
deposited material is enough for the appearance

Table 4.4: Measured Bragg peaks featuring a d-spacing of d001 = 3.08nm

Peak q [Å
−1

]

001 0.204
002 0.407
003 0.609

Also the critical angle of the C8O-BTBT-OC8 material appearing at the

99nm thick sample, αC,oBTBT=0.163◦, leading to an electron density ρe=378nm−3

is very similar to the GIXD result. The second critical angle, again at

αSiOx=0.163◦, meaning an electron density of ρe=677nm−3 is a good result

comparing to the literature value of ρe=670nm−3.
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4. Results

Figure 4.20: X-ray reflectivity measurements in a waterfall-plot of samples
prepared with low deposition rate and heated substrate, both with a nominal
thickness dn = 5.0nm.

4.3.3 Examples

Sample with 5.0nm and heated substrate

Figure 4.20 shows a comparison of the measured XRR curves for the sample

of the low deposition rate series and the heated substrate series, both with a

nominal thickness of 5nm. The results for the latter sample will be explained

below.

The measured AFM plot in figure 4.21 shows the appearance of basically

three partial layers, and layer A, the substrate. These layers have a cov-

erage of CovB = 94%, CovC = 63% and CovD = 6%. Layer E and F can

be neglected. With these values and the layer height dML of the GIXD

measurements in equation 4.1, the nominal thickness

dn,AFM =
N∑
n

Covn · dML = 5.02nm (4.6)
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4.3 Morphology of Multilayers

Figure 4.21: The atomic force microscopy micrograph of the 5nm sample of
the heated series shows the appearance of basically 4 layers. Layer A is the
substrate.

follows. This is in very good agreement with the estimated value dn =

4.95nm calculated with the conversion factor r of equation 4.3 and the fre-

quency shift of the quartz microbalance.

The resulting electron density profile by Stochfit is depicted in figure 4.22

and 4.23. The best fit results were achieved with the input thickness of 6nm

divided into 120 boxes. In the fit only the first two layers show up. Thus

Layer B has an electron density of ρe = 350nm−3 leading via the values in

table 4.3 and equation 4.5 to a coverage of CovB,F it = 94%, which exactly

the same result as the AFM measurement. According to the fit the electron

density of Layer C is ρe = 180nm−3, meaning a coverage of CovC,F it = 48%,

which is in good agreement to the AFM result.
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4. Results

Figure 4.22: Fit of the measured X-ray reflectivity data with Stochfit of the
sample with heated substrate and a nominal thickness of 5.0nm

Figure 4.23: Electron density profile resulting of the fit with Stochfit of the
sample with heated substrate and a nominal thickness of 5.0nm. The dashed
lines are the expected values of the atomic force microscopy measurement
for the core and the two alkyl sidechains. SiOx is the substrate.
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4.3 Morphology of Multilayers

Figure 4.24: Schematic layer model for the X’Pert reflectivity fit

In figure 4.24 the fit model for the X’Pert Reflectivity program is schemati-

cally pictured. The two simulated layers are divided in its three parts. The

AFM values were taken for the start. The fit is plotted in figure 4.25 in-

cluding the illustration of the results in form of an electron density profile.

The resulting values are also shown in table 4.5. This leads to a coverage of

the second layer C CovC = 66%, almost the same as the AFM is showing

and the first layer B CovB = 82% is also in good agreement. The nominal

thickness can be calculated with the coverage and the fitted thicknesses

dn,XR =
N∑
n

Covn · dn = 4.26nm (4.7)

It is quite similar to the estimated value 4.95nm.
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4. Results

Figure 4.25: X’Pert Reflectivity fit of the X-ray reflectivity measurements
and the resulting electron density profile of the sample with heated substrate
and a nominal thickness of 5.0nm

Table 4.5: Result of the X’Pert Reflectivity fit. The letter in brackets is the
belonging layer
ρe [nm−3] ... electron density
d [nm] ... thickness

Layer ρe [nm−3] d [nm] Roughness [nm]

Alkylch. (C) 218 0.93 0.60
BTBT (C) 283 1.52 0.01
Alkylch. (C) 172 0.5 0.53
Alkylch. (B) 280 0.73 0.69
BTBT (B) 361 1.59 0.34
Alkylch. (B) 179 0.5 0.65
SiOx (A) 618 180 1.65
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4.3 Morphology of Multilayers

Figure 4.26: X-ray reflectivity measurements in a waterfall-plot of all three
series with a nominal thickness of 13.2nm

Sample with 13.2nm and low deposition rate

Figure 4.26 is a waterfall plot of the XRR measurements of all series with a

nominal thickness of 13.2nm. All measured graphs look very similar, with

the Bragg peaks at the same positions. The Kiessig fringes of the heated

sample are less pronounced than the others. This indicates a higher rough-

ness for this sample. The 13.2nm sample with low deposition rate will be

discussed below.

The cut through profile in figure 4.28 in position one of the AFM micro-

graph (figure 4.27) shows the appearance of only 3 partial layers. Since

the complete bottom layer is also C8O-BTBT-OC8 this really means pro-

nounced layer by layer growth, where the material tends to fill the layers

rather then starting a new one.

At first the Stochfit results will be explained. The XRR fit with an input

thickness of 15nm and 300 boxes is shown in figure 4.29. The corresponding

electron density profil is plotted in figure 4.30. The dashed blue lines are
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4. Results

Figure 4.27: Atomic force microscopy micrograph of the low deposition rate
sample with a nominal thickness of 13.2nm. The white line is the place of
the cut through below

Figure 4.28: Height profile of the cut through the atomic force microscopy
micrograph
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4.3 Morphology of Multilayers

Figure 4.29: Fit of the measured X-ray reflectivity data by Stochfit for the
sample with low deposition rate and a nominal thickness of 13.2nm

Figure 4.30: Electron density profile by Stochfit of the sample with low
deposition rate and a nominal thickness of 13.2nm. The dashed lines are
the estimated values calculated in equation 4.8. SiOx is the substrate.
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4. Results

Figure 4.31: Schematic layer model for the X’Pert reflectivity fit

calculated by the nominal thickness of the quartz microbalance frequency

shift dn (see table 3.1), the absolute film thickness of 5 molecule layers dabs

with the height of one layer dML given by the GIXD measurement (equation

4.1) and the electron density for a filled monolayer ρe in table 4.1. So the

estimated electron density equals

ρest = ρe ·
dn
dabs

= 321nm−3 (4.8)

with dabs = 5 · dML = 15.4nm. The density profile is split into two parts.

The first four layers show the same behavior, so it was obvious to con-

sider them being equal, that means taking the average of these layers.

In the following these four layers are called bulk-layers. One bulk-layer

now has an electron density of ρe = 300nm−3, leading to an coverage of

CovBulk = 80%. The left top layer has a clearly less density of only ρe

= 246nm−3 or a coverage of CovTop = 66%. The measured thickness for

all 5 layers is dfit =3.06nm, which is very close to the GIXD result for

dML(aforementioned). All together this leads to a nominal thickness of

dn,St =
N∑
n

Covn · dn = 11.9nm (4.9)

in good agreement to the expected value in table 3.1.
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4.3 Morphology of Multilayers

The fit-model for the X’Pert Reflectivity fit of the XRR data is depicted

in figure 4.31. To keep the number of parameters low the property of one

bulk-layer is copied 4 times. A separate top layer and the parameters for

the substrate are also included in the fit. As start values, the Stochfit re-

sults are chosen. This lead to a fit shown in figure 4.32. Also the results in

table 4.6 are plotted in the form of an electron density profile. The nominal

thickness concerning the values in table 4.6 can now be calculated in the

same way, with equation 4.9 leading to dn,XR = 12.1nm.

Both fit softwares, Stochfit and X’Pert Reflectivity show almost the same

results, so they are very accurate for this film thickness.
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4. Results

Figure 4.32: X’Pert Reflectivity fit of the X-ray reflectivity measurement
and the resulting electron density profile of the sample with low deposition
rate and a nominal thickness of 13.2nm

Table 4.6: Result of the X’Pert Reflectivity fit for the sample with low
deposition rate and a nominal thickness of 13.2nm
ρe [nm−3] ... electron density
d [nm] ... thickness
Cov [%] ... coverage (for the calculation see equation 4.5)

Layer ρe [nm−3] d [nm] Roughness [nm] Cov [%]

Top 239 3.10 0.55 64
Bulk (4x) 305 3.09 0.20 82
SiO2 731 136 0.21 -
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4.3 Morphology of Multilayers

Figure 4.33: X-ray reflectivity measurements in a waterfall-plot of all three
series with a nominal thickness of 99nm

Sample with 99nm and low deposition rate

In figure 4.33 a waterfall plot of the XRR measurements of all series with

a nominal thickness of 99nm is shown. The curves look very similar, all

with the same Bragg peaks. There are no visible Kiessig fringes for the

heated sample, so like the 13.2nm example this series also shows a higher

roughness. The broadness difference of the Laue fringes can be explained

by slight differences in the sample film thickness. The 99nm sample of the

low deposition rate series will be discussed below.

The cut through profile in figure 4.35 in position one of the AFM micro-

graph (figure 4.34) shows the appearance of only 4 partial layers, confirming

pronounced layer growth.

With the Stochfit software no accurate fits could be achieved, so in the

following only the fit with X’Pert Reflectivity is shown. For the fit a model

with the 38 times copy of one layer (figure 4.36), again for a low number of

parameters, together with the substrate, shows the best fit plotted in
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4. Results

Figure 4.34: Atomic force microscopy micrograph of the low deposition rate
sample with a nominal thickness of 99nm. The white line is the place of the
cut through below

Figure 4.35: Height profile of the cut through the atomic force microscopy
micrograph
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4.3 Morphology of Multilayers

Figure 4.36: Schematic layer model for the X’Pert reflectivity fit

Figure 4.37: X’Pert Reflectivity fit of the X-ray reflectivity measurements
of the low deposition rate sample with a nominal thickness of 99nm
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4. Results

Table 4.7: Result of the X’Pert Reflectivity fit for the low deposition rate
sample with a nominal thickness of 99nm
ρe [nm−3] ... electron density
d [nm] ... thickness
Cov [%] ... coverage (for the calculation see equation 4.5)

Layer ρe [nm−3] d [nm] Roughness [nm] Cov [%]

oBTBT 324 3.09 1.20 86
SiO2 618 175 1.98 -

figure 4.37. With the thickness and coverage values of table 4.7 the nominal

thickness can be calculated.

dn,XR = 38 · d · Cov = 102nm (4.10)

The result is very similar to the expected value (table 3.1).
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5 Conclusion

Due to a very weak signal GIXD delivers only suitable results for samples

with a nominal thickness higher then 13nm. All measured samples show

the presence of a surface induced phase illustrated in table 4.1, independent

on deposition conditions, for samples up to a nominal thickness of about

100nm prepared by physical vapor deposition. This means that this film

preparation as well as spin coating is far from the thermodynamical equi-

librium.

AFM pictures show heating the substrate to about 75◦ increases the domains

size of sub-monolayers and multilayers. Sputtering the sample, as well as a

high deposition rate has an effect on the diffusion process of sub-monolayers

resulting in a different island size. The coverage, directly measured with the

AFM and the one calculated via the electron density of the XRR fit, could

be compared. Especially for samples with higher coverage the AFM mea-

sured coverage is bigger than the one of the fit. The cut through multilayer

AFM profiles, thicker than 13nm, reveals pronounced layer by layer growth

of C8O-BTBT-OC8 with maximal 4 partial layers. Especially the first layer

immediately gets filled. The fitting software Stochfit is a very simple pro-

gram and useful for sub-monolayers up to a few monolayers. It calculates

an normalized electron density profile. Starting with a nominal thickness

of 5nm or 1.6 monolayers also X’Pert Reflectivity delivers comparable re-

sults with layer thickness, density and roughness. This software is especially

suitable for thicker multilayers.
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