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Abstract

Physical attacks aim at revealing secret data that is processed by an electronic
device by observing side-channel information such as the power consumption or
by intentionally injecting faults during a critical computation. A wide range
of electronic devices is vulnerable to this kind of attack. However, literature
published in this field often lacks clear statements whether the presented attacks
can be performed by applying off-the-shelf, low-cost equipment or if specialized
tools are required.

With this work we aim at demonstrating the power of measurement setups
enabling physical attacks, built-up with off-the-shelf, low-cost equipment exclu-
sively. Attacks which can be conducted with such setups pose a serious threat
as they can be performed by a wide range of attackers. They are therefore more
likely to lead to real-world exploits than attacks which require highly specialized
equipment that is hard to obtain.

The main contribution consists in verifying the functionality of the low-cost
setups by performing exemplary side-channel analysis (SCA) and fault analy-
sis (FA) attacks. The attacked devices include chips providing authentication
services for radio-frequency identification (RFID) systems, microcontrollers for
sensor nodes, and application-specific integrated circuits (ASICs) implementing
cryptographic algorithms. When targeting RFID systems, we show that key-
recovery attacks can be mounted at a distance of up to one meter with low-cost
equipment, posing a serious threat for real-world systems. In addition, we are the
first to present SCA-attack results targeting an SCA-protected, keyed Keccak
instance implemented on a taped-out ASIC. The results show that the proposed
secret-sharing countermeasure applied on low-resource devices does not lead to a
sufficient protection level when keeping in mind the immense overhead in terms
of area and runtime. We further study the influence of setup parameters (laser
pulse length, laser power, and laser focus) on the success of invasive, optical
fault injections. The parameters have to be chosen with great care for a suc-
cessful, reproducible fault injection. Our non-invasive, low-cost fault injection
setup proved to be an effective tool for disturbing the correct operation of a wide
range of microcontrollers frequently applied for sensor-node applications.

The results presented in this thesis clearly show that the power of low-cost
setups for SCA attacks and FA attacks must not be underestimated. These
attacks pose a serious threat for electronic devices executing security-relevant
applications and have to be considered already in the early design phase.
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1
Introduction

The amount of data shared and transmitted between mobile devices has grown
rapidly during the last decade. It is a fact that the majority of digital media
consumption now takes place on mobile devices. Since 2014 the number of mo-
bile Internet users exceeds the number of the traditional desktop Internet users
and the gap is likely to grow in future [29]. Also other new technologies like Ra-
dio Frequency Identification (RFID) systems, contactless smartcards based on
Near-Field Communication (NFC), or wireless sensor nodes distributing their
measurement data, contribute to the growth of transmitted data. Besides the
convenience, the trend to mobile Internet usage and the penetration of new
technologies in our everyday life also poses several challenges. One of these
challenges is the secure handling of data. The majority of data is sent over inse-
cure channels allowing non-authorized parties to eavesdrop, modify, or redirect a
communication of potentially confidential data. In order to prevent this, sender
and receiver of confidential data have to put security measures in place. The
goal of these measures is to provide confidentiality, integrity and authenticity
of the transmitted data. A wide range of cryptosystems are available to realize
these properties. Following Kerckhoffs’s principle, all information of the cryp-
tosystem is typically public knowledge and only the key is kept secret by the
communication partners. So a main asset in cryptosystems is the secrecy of the
private key. Hence an attacker should not be able to gain information about the
private key used during a communication. To ensure this, different attacks have
to be considered during the design and in particular the implementation of a
cryptosystem. In fact, attacks often target weaknesses in the implementation of
cryptographic algorithms and can be grouped into logical and physical attacks.

Logical attacks assume that an attacker can use the existing communication
interface of a device to mount an attack. Software vulnerabilities, security APIs,

1



2 Chapter 1. Introduction

or test and debug interfaces can be used for performing logical attacks [25, 88].
A wide range of logical attacks can also be mounted remotely.

If an attacker has physical access to the attacked device for some time, phys-
ical attacks become feasible. The goal of a physical attack is to reveal the
secret key or other relevant, secret information, by observing and measuring
side-channel information during the execution of the cryptographic algorithm.
These side-channel information can for example be the power consumption, the
electromagnetic emanation, or the timing behavior. Whenever the side-channel
information is correlated with some secret values processed inside the device,
we speak of exploitable leakage of secret information through the side channel.
Examples are key-dependent power consumption or key-dependent runtime of
the algorithm. In this case an analysis of the side-channel measurements al-
lows to extract the value of the secret key or narrow down the search space
for a brute-force attack. In addition to passively measuring side-channel in-
formation, the physical access also allows to actively manipulate the device to
force erroneous computations. Analyzing the erroneous output allows to gain
additional knowledge about internal data. This knowledge about internal data
can assist in revealing the secret key. Active manipulations can be achieved in
a non-invasive, semi-invasive, or invasive manner. In non-invasive scenarios, no
modification of the attacked device is required, examples are tampering with the
ambient temperature or the clock signal. Semi-invasive and invasive scenarios
require a modification of the attacked device. This modification often consists
of a decapsulation step to access the chip die. Semi-invasive attacks do not con-
tact or modify the inner chip structure (e.g., optical fault injections). Invasive
attacks require contact or modification of the inner chip structure what can be
done with probing cards or focused ion-beam (FIB) stations. Publications in the
past 15 years have shown that the full range of electronic devices can be vulnera-
ble to physical attacks. Examples are notebooks [45], smart phones [133], smart
cards [91], and contactless chip cards based on the radio-frequency identification
(RFID) and near-field communication (NFC) technology [106].

1.1 Motivation

In general, physical attacks are always successful if an attacker is equipped with
sufficient resources (money, time, expertise, . . . ). In practice, the main goal is
to make attacks so hard that the effort exceeds the profit for the attack. As a
result, attacks requiring only a limited amount of resources have to be consid-
ered. Many attacks published in the past lack the clear statement regarding the
applicability in case of a budget-limited attacker (One exception is e.g. [65]). In
this work we present a wide range of low-cost setups enabling physical attacks to
showcase the power of budget-limited attackers. We target different devices, all
exposed to physical attacks due to their fields of application. Among these de-
vices are RFID and NFC tags, microcontrollers for sensor nodes, and application-
specific integrated circuits (ASICs) implementing state-of-the-art cryptographic
algorithms. The fact if a setup can be categorized as low-cost depends on sev-
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eral factors. The first and most important factor is that all parts required for
the setup are off-the-shelf parts and can be bought by everybody. For some
custom-made equipment no mass market exists, leading to limited availability
and high costs, what leads to the second factor. The price of all devices in-
cluded in the setup represents the second factor. It is influenced by the budget
of the attacker. We upper-bound the equipment costs with 40 000 EUR. The
value of 40 000 EUR has been chosen because this value reflects the maximum
costs for the equipment we have used during our research. The devices with the
biggest influence on the costs are a high-end oscilloscope (‘LeCroy WP 725 Zi’ ,
approx. 20 000 EUR), a fully-automated three axes stepper table (‘Marzhauser
SCAN 75x50’ , approx. 15 000 EUR), and a microscope (‘Zeiss AxioScope 40A’ ,
approx. 5 000 EUR). Note that not all attacks presented in this thesis require all
the previously mentioned equipment. For most measurements, e.g. a cheaper
oscilloscope (‘PicoScope 6404c’ , approx. 5 000 EUR) is sufficient. Therefore the
value of 40 000 EUR is only given as an upper bound. The costs for most of the
attacks presented in this thesis are significantly below that bound.

Next we want to shortly discuss two factors, which significantly influence
the equipment costs for physical attacks. These factors are the type of physical
attack and the countermeasures implemented on the attacked device to make it
harder for an attacker to succeed with a physical attack.

1. Type of physical attack: The first factor affecting the equipment costs
is the type of the physical attack. Physical attacks can be classified into
side-channel analysis (SCA) attacks and fault analysis (FA) attacks on the
highest level.

SCA attacks are passive, which means that they only observe the device
while performing the cryptographic computation under normal conditions.
Popular side-channels are the power consumption, the electromagnetic
(EM) emanation or the timing behavior. The required equipment and
its costs depend on the properties of the device. The amount of leakage in-
corporated in the measurements dictates the required performance of the
measurement devices, e.g. the oscilloscope. In case of EM attacks, the
measurement location and resolution also influence the equipment cost.
High-resolution measurements typically increase the success probability
for the attack, but also require more expensive and specialized EM probes.
Timing measurements can typically be performed with lower effort. The
runtime of a cryptographic algorithm on most devices can be measured by
observing the power consumption, the EM emanation, the communication
interface, or some external pins.

FA attacks, on the other hand, actively influence the operating conditions
of the attacked device to force some erroneous behavior. Popular means for
causing errors in non-invasive FA scenarios are modifications of the clock
frequency, the power supply or the temperature. Semi-invasive fault at-
tacks require modifications of the attacked device, e.g. decapsulation to ac-
cess the inner structure. In contrast to invasive fault attacks, semi-invasive
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fault attacks do not require direct contact to the inner structure. Opti-
cal attacks using laser beams can be categorized as semi-invasive attacks.
Microprobing can be categorized as invasive attack. Both, the equipment
costs and also the power of the attack increase from non-invasive to inva-
sive.

2. Implemented countermeasures: Next to the type of the attack, also
the implemented countermeasures on the targeted device can have a sig-
nificant influence on the costs of the required equipment. Here we have to
differ between countermeasures against SCA attacks and FA attacks.

Hiding and masking techniques are popular countermeasures to harden de-
vices against SCA attacks [86]. Successful SCA attacks targeting devices
secured by one of the aforementioned countermeasures typically require
a significantly higher amount of measurements compared to their unpro-
tected counterpart. Next to that, the observation time for every single
measurement increases in many cases because of the longer runtime of the
algorithm caused by the countermeasure. To handle this increased effort
the measurement setup can be improved by using e.g. oscilloscopes pro-
viding higher performance.

To harden a device against fault attacks, Concurrent Error Detection
(CED) schemes have been developed. An overview of the most-common
CED schemes is given in [148]. CED can be realized by performing the
critical calculation twice and the final result is only returned if the results
of both calculations are identical. The two calculations can be performed
in parallel (hardware redundancy) or one after the other (time redun-
dancy). If the targeted device is protected by a CED scheme, one option
for a successful FA attack is to inject a similar fault twice. This require-
ment has a significant impact on the required equipment. In case of optical
fault injections, one might require two accurately positionable laser beams.
This requirement significantly increases the equipment costs. If such an
equipment is not available, safe-error attacks [149] are a second option for
conducting successful FA attacks targeting devices protected by a CED
scheme.

Other countermeasures apply sensor-based approaches (e.g. light sensors
or active shields for detecting decapsulation). However, these countermea-
sures are out of the scope of this thesis.

1.2 Contributions and Outline

Most SCA attacks and FA attacks reported in literature put the focus on the
results achieved when attacking a specific algorithm. A discussion of the equip-
ment required for performing the attack is often missing. In this thesis we
address this issue by presenting low-cost measurement setups for preforming a
wide range of SCA and FA attacks. All the setups exclusively use off-the-shelf
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parts and their applicability has been verified by exemplary attacks. We looked
at low-cost in three different settings: power/EM, fault, and relay attacks.

1.2.1 Low-Cost Power and EM Attacks

In the context of EM SCA in the RFID domain we have investigated one pro-
totype chip for RFID applications named CRYPTA. This chip integrates one
hardware AES module with two countermeasures. These countermeasures are
the random insertion of dummy rounds and shuffling. For verifying the location-
dependent EM leakage, we have chosen an ATxmega 256 microcontroller. Here
we compare the EM side-channel leakage of one software AES implementation
with the leakage of the integrated hardware AES module. Both implementa-
tions do not include protection mechanisms against side-channel attacks. For
performing high-resolution EM measurements we target a prototype chip named
TAMPRES ASIC. Experiments with this chip include the analysis of the AES
hardware implementation and the analysis of the LRPRF1 implementation. The
AES module has no SCA countermeasures integrated. Parallel processing and a
limitation in the number of different plaintexts are the mechanisms to provide
side-channel security for the LRPRF module. For low-cost power analysis we tar-
get an authenticated encryption algorithm based on the Keccak-f permutation.
This algorithm is implemented on a prototype ASIC and two countermeasures
to harden the chip against SCA attacks are integrated. These countermeasures
are hiding and secret sharing. The main contributions regarding low-cost power
and EM measurement setups can be summarized as follows:

� We propose a novel measurement approach for measuring EM side-channel
information of contactless RFID and NFC systems, named resolution op-
timization.

This approach is presented in Chapter 2. Results of SCA attacks targeting
a prototype ASIC for RFID applications show that the resolution opti-
mization performs better compared to an existing approach if the distance
between measurement antenna and attacked device exceeds 8 cm.

� The novel approach, the resolution optimization, is used to mount remote
SCA attacks.

These remote SCA attacks are discussed in Chapter 2 and they allow to
measure exploitable side-channel information up to a distance of 1 meter.
We show this by successfully revealing the secret key used in a crypto-
graphic protocol implemented on the prototype ASIC for RFID applica-
tions. Parts of these results were presented at COSADE 2012 [80], at
CT-RSA 2013 [78], and at ARES 2013 [81].

� We study the spatial EM leakage of a hardware and a software AES im-
plementations on microcontrollers.

1Leakage-resilient pseudo-random function.
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In Chapter 3, results achieved with spatial EM measurements are dis-
cussed. The chapter consists of two main contributions. First, we examine
the spatial EM leakage of a software AES implementation and the hard-
ware AES module integrated on an off-the-shelf microcontroller. Next to
that we study high-resolution EM measurements for evaluating an AES
and a LRPRF hardware module integrated on a prototype ASIC, respec-
tively. The results can assist in finding the correct order of key-byte values.
Results of this chapter have been published at FPS 2013 [73] and in Deliv-
erable 5.2 of the TAMPRES project [74].

� We present first practical DPA attacks targeting a keyed Keccak instance
implemented on a taped-out ASIC.

Results of these attacks are presented in Chapter 4. We show that the
frequently proposed secret-sharing countermeasure for sponge-based al-
gorithms does not lead to the expected security gain if applied on low-
resource implementations. We verify this by applying a cryptographic
ASIC named Zorro. This ASIC implements an AE algorithm based on
Keccak. Power measurements captured with a low-cost measurement
setup are used for the SCA experiments. Parts of this chapter have been
published at COSADE 2015 [97].

1.2.2 Low-Cost Fault Injection

In the context of non-invasive fault injections, we target three different micro-
controller types, all well-suited for usage in sensor nodes. These selection in-
cludes one ATmega 162/v, one ATxmega 256, and one ARM Cortex-M0. We
do not target a specific cryptographic implementation during our investigations.
The focus is put on the vulnerability of selected instructions to the fault in-
jections. For studying semi-invasive fault injection, the target devices are one
ATmega 162/v and one PIC 16F84 microcontroller. Here we study the influence
of injection parameters on the ability to inject faults in volatile memory. The
main contributions regarding low-cost fault-injection setups can be summarized
as follows:

� We developed, improved, and applied a low-cost, FPGA-based fault board.

This fault-board is used in Chapter 5 to tamper with the clock signal and
the supply voltage for performing FA attacks targeting microcontrollers.
In Chapter 6 we apply the fault-board for controlling the laser pulses in
optical fault scenarios.

� We improve an existing optical fault-injection setup.

The improvements consist in using high-power, pulsed laser diodes which
allow front-side and rear-side attacks. Additionally, we use a specialized
laser-diode mount to fix the diodes on top of a microscope. This allows to
easily exchange the laser diodes. Using the fully-automated stepper table
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it is possible to perform laser scans of the whole chip area of the device
under test.

� We are among the first to study the effects of similar fault injections on
two different microcontroller platforms.

In Chapter 5, we apply non-invasive fault injections and study their im-
pact on two different microcontroller platforms. Also the effectiveness of a
combination of fault-injection methods is investigated. The results of these
evaluations have been presented at FDTC 2014 [75, 77] and in the 10th vol-
ume of IEEE Transactions on Information Forensics and Security [87].

� We discuss the most-important parameters influencing the success of op-
tical fault injections.

This evaluations can be found in Chapter 6. It turned out that the main
parameters are the focus of the laser beam, the laser power and the laser
pulse length. For the experiments we have applied a low-cost fault injection
setup. This setup allows optical attacks from the front side and the rear
side. The results have been presented at FPS 2014 [72].

1.2.3 Low-Cost Relay Attacks

The main contributions regarding low-cost relay-attack setups can be summa-
rized as follows:

� Introducing low-cost relay attacks applying two NFC-enabled smart phones.

With the relay setup presented in Chapter 7 relay distances of up to 110
meters can be reached by applying two/three NFC-enabled smart phones
without the usage of a public network.

� We reveal and discuss limitations which arise when using smart phones for
relay attacks.

A UID, which cannot be modified and limited access to low-level commands
are two limitations. By replacing one smart phone by a low-cost, custom-
made proxy device, most of the revealed limitations can be circumvented.

� We compare the two most relevant relay channels, Bluetooth and WLAN.

By performing exemplary relay attacks we evaluate the performance of the
two relay channels regarding relay distance and speed.

� We discuss improvements when using the custom-made proxy device.

These improvements include the cloning of the victim’s UID, extending
the relay time, modifying commands, and adding or skipping specific
commands. The results relating to relay attacks have been presented at
IEEE RFID 2014 [76].





2
SCA-Attacks Targeting Contactless

Devices

This chapter presents side-channel measurement setups and the corresponding
results targeting devices operating in the RFID and NFC domain. This means,
the devices, which will be referred to as tags in the following, typically do not
have an integrated power supply. The required energy is delivered contactlessly
via the EM field generated by a reader device. Power measurements are only
possible on prototype devices or with significant modifications of the circuit.
Therefore, real-world attacks take advantage of the electromagnetic (EM) ema-
nation of the device in order to extract side-channel information. A prototype
RFID-tag chip named CRYPTA served as target for the side-channel experi-
ments performed in this chapter. The results presented in this chapter have
been published in [78, 80, 81] and the main contributions can be summarized as
follows.

Contribution

� Comparison of two measurement approaches for RFID/NFC scenarios with
the parameter measurement distance.

� Remote SCA attacks proving that exploitable leakage can be measured at
distances up to one meter with low-cost equipment.

� Introduction of the term “parasitic load modulation” and verification of
the existence.

� Comparison of the amount of exploitable leakage of the ASIC version of
CRYPTA and its functional-equivalent FPGA prototype.

9
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� Investigation of the effectiveness of the SCA countermeasures implemented
on CRYPTA.

This chapter is structured as follows. Section 2.1 gives an introduction to
the RFID domain and discusses relevant related work. Preliminary information
required for the rest of the chapter is given in Section 2.2. The results for the
comparison of two measurement approaches are presented in Section 2.3. Remote
SCA attacks and their application are presented in Section 2.4. In Section 2.5
close-proximity measurements are performed in order to compare the exploitable
leakage of the CRYPTA ASIC with the leakage from an FPGA prototype. In
the course of this comparison also the countermeasures on the CRYPTA ASIC
are evaluated. Section 2.6 concludes the chapter with a short discussion.

2.1 Introduction

Radio-frequency identification (RFID) technology has gained a lot of attention
during the last decade and is used in many applications like ticketing, supply-
chain management, electronic passports, access-control systems, immobilizers,
and payment systems. The relevance of this technology is underlined by the in-
tegration of RFID functionality into the latest generation of smart phones, using
so-called near-field communication (NFC). With this widespread use of RFID
technology, new applications like the future Internet of Things (IoT) will arise
where security plays an important role. When integrating security to RFID sys-
tems, not only the selected cryptographic algorithms have to be secure, but also
their implementation has to be protected against attacks such as side-channel
analysis.

An RFID system consists of a reader (e.g. a smart phone) and a tag that
communicate contactlessly by means of a radio frequency (RF) field. The tag
is a small microchip attached to an antenna. Passive tags also receive their
power supply from the RF field, which limits the available power budget of the
tags. Especially passive tags that can be produced at low cost can be used in
applications like the future IoT, where tags have to be competitive in price.
In order to keep the price low, tags have to be produced in high volume and
with smallest possible chip size. A very limited power budget together with
smallest chip size make the integration of cryptographic security to RFID tags
challenging.

Recent incidents like the reverse engineering of the CRYPTO 1 algorithm in
Mifare tags [101], the breaking of the Digital Signature Transponder (DST) [27],
or the attacks on the Hitag 2 cipher [34] and the KeeLoq remote entry sys-
tem [36] have emphasized the need for integrating strong cryptographic secu-
rity to RFID tags. A lot of effort has been made by the research commu-
nity to bring strong security to resource-constrained RFID tags. Well-known
examples are symmetric-key schemes like the Advanced Encryption Standard
(AES) [39, 49, 94] and PRESENT [110], or public-key schemes like Elliptic Curve
Cryptography (ECC) [11, 14, 51, 143] and NTRU [53].
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Applying a strong cryptographic algorithm alone is not enough. Also the im-
plementation of the algorithm has to be protected against SCA attacks. There is
a large number of published articles about DPA attacks on contact-based devices,
but only a handful of them about attacks on RFID devices. Hutter et al. [54, 55]
have presented several DPA attacks on high-frequency (HF) RFID prototype
devices. Oren and Shamir [105] have inspected the EM emissions of ultra-high
frequency (UHF) tags to deduce the secret kill password. Kasper et al. [65] and
Oswald [106] have successfully applied SCA attacks on a contactless smart card
that computes Triple DES (3DES). The authors have applied an analogue de-
modulation circuit in order to improve the measurements, i.e. to filter out the
interfering reader field.

As a main contribution in this chapter, we present measurement setups which
do not require a demodulation circuit. A comparison of the performance of our
setup with the one presented in [65] reveals that especially for larger distances
between measurement probe and attacked device, our approach is advantageous.
It is shown that with this measurement setup, exploitable side-channel informa-
tion can be measured at distances up to one meter. This is mainly achieved by
applying a self-made measurement antenna customized for our needs. A rela-
tion between measurement distance and attack effort is derived in theory and
approved by practical results. An AES implementation on a prototype RFID-tag
chip named CRYPTA served as target for the experiments. Although CRYPTA
has countermeasures against SCA attacks integrated, they were disabled for the
experiments.

As a further contribution a comparison in terms of exploitable side-channel
leakage of the taped-out CRYPTA ASIC and a functional equivalent FPGA
prototype was performed. In the course of these experiments, where EM traces
were measured at close proximity, the effectiveness of the SCA countermeasures
were examined.

2.2 Preliminaries

In this section preliminary information required for the rest of the chapter
is given. First, the investigated RFID-tag chip, the CRYPTA ASIC and its
functional-equivalent FPGA prototype are introduced. Next, an introduction
to parasitic load modulation is given. The parasitic load modulation describes
how side-channel information of RFID chips is modulated on the reader signal.
Finally, the two measurement approaches, which are compared are introduced.
The first approach, the analogue demodulation approach, has been proposed by
Kasper et al. in [65]. The second approach has been developed by us and we
refer to it as resolution optimization.

2.2.1 CRYPTA ASIC

In the following paragraph, an introduction to the CRYPTA chip is given. First
the focus is put on the ASIC realization of CRYPTA followed by its FPGA-
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prototype version.
The CRYPTA-ASIC chip is mounted in a prototype metal package which is

open on top as depicted in Figure 2.3. If the two package pins are connected to
an antenna, it behaves like a normal contactless chip card and can communicate
with a reader device. CRYPTA operates in the HF frequency range of 13.56 MHz
and the communication protocol is implemented according to the ISO 14443A
standard [60]. The chip consists of two main parts as depicted in the architecture
overview in Figure 2.1: the analog front-end (AFE) and the digital part. The
antenna is connected to the AFE that provides the power supply and the clock
signal to the digital part. The digital part is responsible for processing the
commands to communicate with the reader. This part also contains a crypto unit
with an AES implementation supporting the key length of 128 bits to provide
symmetric-key cryptography. The AES part is implemented as special-purpose
hardware to meet the most important requirements for RFID-tag chips: low
power consumption and small chip area.

In order to increase the resistance against SCA attacks, the AES imple-
mentation has two countermeasures integrated: the insertion of dummy rounds
and shuffling. The chip processes in total 25 rounds during an AES encryp-
tion/decryption. Ten rounds relate to the real computation of AES and fifteen
rounds are dummy rounds that process random data. The dummy rounds are
randomly inserted before the first and after the last real AES round. With shuf-
fling, the processing order of the bytes of the state is randomized. As the AES
state consists of sixteen bytes every byte can be processed at sixteen different
points in time. In a typical DPA-attack scenario it is important to know at
which point in time a specific byte of the state is processed. Because of that
fact shuffling increases the attack complexity. It is important to mention that
CRYPTA allows to switch off the countermeasures. This option is advantageous
for several of our investigations.

Figure 2.2 depicts the ASIC chip mounted on a development board that
contains an antenna with four windings. The board also allows to power the
chip with an external power supply. If an external power supply with a voltage
of at least 3.3 V is connected, the chip does not use the power supply extracted
from the reader field. This allows to measure the power consumption of the chip
with a resistor in the ground line.

In addition to the ASIC-chip version we also use an FPGA-prototype version
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Figure 2.3: The CRYPTA ASIC-chip. Figure 2.4: The IAIK demotag consist-
ing of the FPGA (top) and
the main board (bottom).

of CRYPTA for the evaluation. This FPGA-prototype version is based on the
IAIK demotag which consists of two parts. The first part is the FPGA (XILINX
Spartan-3) itself, which implements the digital part of CRYPTA. The second
part is the so-called main board, which consists of the analog front-end and the
antenna. The IAIK demotag is depicted in Figure 2.4. For a reader device,
the FPGA-prototype tag appears like a regular, passive RFID tag. It uses an
external power supply but the reader field is used for communication and for
extracting the clock signal. We used the FPGA-prototype version to show that
the DPA-attack results achieved with this device are comparable with the results
from the ASIC-chip versions. Therefore, one output pin was used as trigger pin
to signalize, when the AES encryption starts. One advantage of the FPGA-
prototype version is that small modifications can be integrated and tested with
low effort. The FPGA prototype further gives the ability to correct bugs detected
on the real chip and evaluate the effects of the modification and chip developers
can test the implementation before manufacturing the ASIC chip.

2.2.2 Parasitic Load Modulation

For remote SCA attacks we present an approach that requires neither the sep-
aration of the tag chip from its antenna nor the application of special analog
preprocessing circuits. In contrast to close-proximity measurements we exploit
the strong reader field as a carrier of the weak data-dependent information emit-
ted by the tag for the remote SCA-attack scenarios. As we assume that most
of the data-dependent information is amplitude modulated on the reader sig-
nal, it is sufficient to measure only the peaks of the reader signal. This simple
measurement concept was originally used for analyzing the emissions of UHF
tags [109]. In this work we show that this concept is also suitable for gathering
the data-dependent emissions of RFID/NFC tags operating in the HF range,
even at greater distances.

NFC and HF RFID systems are inductively coupled. This means that the
antennas of reader and tag are loosely coupled and act like an air-core trans-
former [40], which is illustrated in Figure 2.5. Applying an alternating voltage
at the reader antenna (UReader) results in a magnetic field that itself induces
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an alternating voltage at the tag antenna (UTag). The voltage at the tag is not
only used for data transmission from the reader to the tag (i.e., by modulating
the reader field in step with the data), but also to provide the power supply for
passive tags. Data transmission from the tag to the reader is done by so-called
load modulation, where an impedance ZMod is switched in step with the data.
Switching the impedance ZMod changes also the overall impedance of the tag
ZTag, which in turn results in changes in the magnetic field and in detectable
voltage variations at the reader antenna.

However, not only the intended load modulation influences the magnetic
field, but also changes in the power consumption of the tag chip. As the power
consumption directly relates to the chip’s effective impedance ZChip, the overall
impedance of the tag is changed as well. In that way data-dependent information
present in the power consumption of the tag chip is modulated on the reader
field. We call this effect parasitic load modulation, according to a similar effect
named parasitic backscatter that was observed by Oren and Shamir for tags
operating in the UHF range [105]. In the following, we use this parasitic load
modulation for conducting remote SCA attacks targeting the CRYPTA tag.

It is not obvious that remote attacks are applicable on HF tags. First, HF
tags are inductively coupled and operate in the near field where RF signals are
attenuated with 1/d3 (with d being the distance). UHF tags on the other hand
operate in the far field, where RF signals are only attenuated with 1/d. More-
over, the parasitic backscatter observed by Oren and Shamir does not influence
the reader field, rather it relates to independent electromagnetic waves emitted
by the tag antenna. Consequently, a favorable placement of the measurement
antenna is possible that allows to gather mainly the signal emitted by the tag
antenna. However, this is not possible when measuring the parasitic load mod-
ulation of a tag, as it is directly modulated on the strong reader field.

2.2.3 Resolution Optimization

A special recording technique has been applied which does not require the ap-
plication of any analog preprocessing circuits. Due to parasitic load modulation,
recording only the peaks of the reader signal should be sufficient and further in-
crease the resolution of the measurement. The upper plot in Figure 2.6 shows one
trace where the whole amplitude is recorded and the lower plot shows the same
trace zoomed into the peaks. For this approach it is also sufficient to store only
the maximum value per period, where the period equals 1

13.56MHz = 73.75ns.
The following experiment shows that this method is similar to an analog de-
modulation followed by a lowpass filtering. For this experiment we have applied
these two steps on the trace from the top plot of Figure 2.6. The two steps
were performed in MATLAB®. Using the build-in function amdemod we demod-
ulated the trace. Afterwards a lowpass filter was applied on the demodulated
trace using the function filtfilt with a cut-off frequency fco = 15MHz. The
comparison plot at the bottom of Figure 2.6 clearly depicts that there are only
small deviations in the results of the two approaches. It turned out that except
of the downsampling step no other preprocessing steps (e.g., alignment, filter-
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Figure 2.6: Resolution enhancement of
EM measurements.

ing) are required in order to perform successful DPA attacks. For enhancing
the resolution of the measurements, the voltage-scaling setting voltage per divi-
sion (V/div) of the oscilloscope has been used. With increasing resolution also
the number of different voltage values increases. As a result of only measuring
the peaks of the signal the voltage values are fine grained what increases the
efficiency of the DPA attack.

In the following, we define a factor fws, which brings the V/div setting of the
oscilloscope and the peak-to-peak voltage Upp of the EM signal in relation. This
factor can be interpreted as window size on the voltage axis, describing the
percentage of the signal being recorded with the current settings (Ndiv equals
the number of divisions of the used oscilloscope on the voltage axis):

fws =
V/div ·Ndiv

Upp
· 100 [%] (2.1)

Besides the window size, the window position is the second parameter
which has to be considered when using the resolution optimization approach.
This parameter is set using the voltage offset setting of the oscilloscope and
defines the part of the signal actually recorded. Both parameters, size and
position of the recording window need to be found during a profiling phase. It is
comparable to finding the correct time interval for successfully mounting a DPA
attack.
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measurement approaches (right).

2.2.4 Analogue Demodulation Approach

In the following the analogue demodulation approach as published in [65] is
explained. In a first step, the leakage model is established according to Equa-
tion 2.2.

s(t) = (Pconst + p(t)) · cos(ωreader · t) (2.2)

s(t) denotes the reader signal, which can be measured by an adversary. It is
amplitude modulated with a constant part of the power consumption Pconst and
a time-varying part p(t). This time variations can be caused by the execution of
different operations on the tag or by executing a similar operation on different
values. Furthermore, ωreader = 2π · freader with freader = 13.56 MHz being the
carrier frequency. p(t) includes the relevant side-channel information to carry
out side-channel attacks. Typically Pconst >> |p(t)|, this fact makes it a crucial
task to filter the exploitable side-channel information out of s(t). The authors
of [65] propose to use an analogue demodulation circuit to perform this task.
A block diagram of an exemplary analogue demodulation circuit is depicted in
the left part of Figure 2.7. In a first step, the EM signal measured with the
EM probe is split up into two parts. Both parts are then amplified, one with
a gain equal 2 and one with a gain equal -2. Next, the negative signal parts
are removed using half-wave rectifiers. In a last step, both signals are summed
up again and the result can already be used as side-channel signal. To further
improve the measurement process, a bandpass filer can be applied to suppress
the DC part of the demodulated signal on the one hand and high frequencies
carrying no information on the other hand.

2.3 Comparison of Measurement Approaches

In the following section the results of the comparison of the two previously intro-
duced measurement approaches are discussed. By performing experiments with
measurement distances between 3 cm and 10 cm the influence of the measure-
ment distance on the two approaches has been studied. It figured out that the
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Figure 2.8: Measurement of the full EM signal (left) and improved resolution by only
measuring the peaks of the signal (right).

resolution optimization approach is advantageous for measurements at distances
exceeding 8 cm. The results of this approach can further be improved by apply-
ing a moving-average filter on the measured traces. The same filter applied on
the measurements from the analogue demodulation circuit did not further im-
prove the results compared to unfiltered measurements. A disadvantage of the
resolution optimization is the requirement for a profiling step in order to find
the best parameters for window size and position. Before the achieved results
are discussed in detail, the measurement setup is introduced.

2.3.1 Measurement Setup

A schematic view of the measurement setup is depicted in Figure 2.7 on the right.
The measurements are controlled by a ‘LeCroy WP 725 Zi’ oscilloscope. This
device is not only used for measuring the side-channel information, but it also
establishes the communication with the RFID tag. The communication consists
of a simple command triggering an AES encryption on the RFID tag. The
CRYPTA chip was used as device under test. A trigger probe (model ‘LF R 400 ’
from ‘Langer EMV Technik ’) placed in close proximity to the reader provided
the trigger information. For measuring the side-channel signal, a self-made loop
antenna with Nant = 5 windings and a diameter dant = 8 cm has been applied.
Different values for Nant as well as for dant have been investigated, but the
best results have been achieved with the values mentioned above. Experiments
using a second ‘LF R 400 ’ EM probe revealed that the diameter of this probe
(2.5 cm) is too small for meaningful measurements at higher distances. The
signal measured with the self-made antenna has been amplified with a 30 dB
amplifier. The output of the amplifier is directly connected to two inputs of the
oscilloscope and to the input of the analogue demodulation circuit. With the
third channel of the oscilloscope the output signal of the analogue demodulation
circuit is captured. Capturing the amplified EM signal twice allows to evaluate
two different oscilloscope settings (voltage/division, offset) in parallel.



18 Chapter 2. SCA-Attacks Targeting Contactless Devices

2.3.2 Profiling for Resolution Optimization

In contrast to the amplitude demodulation approach, the resolution optimiza-
tion as applied for the remote SCA attacks requires an initial profiling phase.
Results of this profiling phase are the optimal window position (adjusted by
the voltage offset setting of the oscilloscope) and the window size (set by the
voltage/division setting of the oscilloscope).

In order to find the best-fitting window position, the following approach
is applied. In a first step, the peak-to-peak value of the EM signal Upp is split
into M equally-sized segments S1 . . . SM . Using the voltage offset and the volt-
age/division setting of the oscilloscope allows to select each segment separately
for recording. The left plot in Figure 2.8 depicts one recorded EM signal mea-
suring the whole amplitude. Furthermore, the M = 9 trace segments S1 to
S9 are marked. For the right plot of Figure 2.8 the settings of the oscilloscope
were modified in order to measure segment S1. For each segment, N = 20 000
measurements were recorded each including one AES execution. The same set
of input values for the AES were used for all segments and the key was fixed
and known for all the experiments. After the measurement process, a DPA
attack was performed on each segment Si, i = 1 . . .M separately, leading to a
maximum correlation coefficient for the correct key hypothesis ρmax,i for each
segment. The segment containing most side-channel information is found by
evaluating Sm|m = argmax(ρmax,i). Evaluations at two different distances be-
tween reader and measurement antenna both yield segments S1 and S9 as the
best window positions. Results are depicted in Figure 2.9. Concluding this
experiment, most of the exploitable side-channel leakage for the specific device
appears in the peaks of the signal.

In order to find the best-matching value for fws, i.e. the value maximizing
the amount of leakage in the measurements, the following approach is used. For
a fixed distance between measurement antenna and tag of 3 cm, M = 9 trace sets
containing 20 000 traces were recorded for fws settings between 2 % and 90 %
by choosing the appropriate voltage/division setting on the oscilloscope. The
window position for all window sizes was chosen to include the positive peaks
of the EM signal according to the outcome of the previous experiment. DPA
attacks were performed using each trace set separately, leading to a maximum
correlation coefficient for the correct key hypothesis ρmax,i for i = 1 . . .M . The
best fws value equals the setting which maximizes the correlation value. The
result of this experiment is depicted in the right plot of Figure 2.9. The maximum
correlation coefficient values for the analyzed fws settings are shown. fws = 3%
turns out to lead to the best results. It might be intuitive to use the smallest-
possible value for fws but results show that this is not the case. We conclude that
too small values for fws chop parts of the trace containing exploitable leakage.

2.3.3 Results of the Comparison

After the proper settings for window position and window size for the resolution
optimization approach have been found, the comparison between the two mea-
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Figure 2.9: Correlation coefficients for the correct key hypothesis for different window
positions (left). Correlation coefficient as a function of the window size
fws (right).

surement approaches resolution optimization and analogue demodulation has
been performed. In order to analyze the impact of the signal amplitude, dis-
tances between dstart = 3 cm and dend = 10 cm with a step size of ∆d = 1 cm
have been investigated. At each distance di, N = 20 000 traces were recorded
twice by applying both measurement approaches. DPA attacks using the corre-
lation coefficient as distinguisher for each trace set yield a maximum correlation
coefficient for the correct key hypothesis ρAM [i] for the analogue demodulation
approach and ρResOpt[i] for the resolution optimization approach, respectively.
The results of this experiment are summarized in Table 2.1 and depicted in Fig-
ure 2.10.

In order to evaluate the attack performance for every distance we additionally
used the nearest-rival distinguishing power (nrdp) measure as presented in [147].
This value is calculated according to Equation 2.3. ρmaxCorrect is the correlation
value of the correct key hypothesis, ρmaxWrong is the maximum correlation value
of the wrong key hypotheses and σ relates to the standard deviation. The
number of traces used for the attack is N . If nrdp > 0 the attack is successful,
else (nrdp ≤ 0) the correct key hypothesis cannot be distinguished from wrong
key hypotheses.

nrdp =
1

σ
· (ρmaxCorrect − ρmaxWrong); σ =

1√
N

(2.3)

For the resolution optimization approach, a significant increase of the correla-
tion coefficient was achieved by applying a post-processing step on the recorded
traces. The post-processing step consists of a moving average filtering. Dif-
ferent numbers of sample points for calculating the average value have been
investigated. The best results were achieved by including 75 % of the sample
points of one clock period of the attacked device. The same post-processing
technique did not influence the result for the analogue demodulation approach.
Results achieved with post processing are plotted with solid graphs while results
achieved without post processing are plotted with dashed graphs in Figure 2.10.
By analyzing the graphs, the following conclusions can be drawn:
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Figure 2.10: Correlation coefficient for the correct key hypothesis for the two mea-
surement approaches without and with post processing as a function of
the measurement distance.

Impact of the measurement distance Up to a distance of 8 cm, the
analogue demodulation outperforms the resolution optimization. For distances
exceeding 8 cm, the resolution optimization leads to better results. According
to Table 2.1, the peak-to-peak voltage Upp of the measured EM signal equals
310 mV. This voltage values are too small to allow a proper operation of the
half-wave rectifier used in the analogue demodulation circuit. This leads to the
decreased performance at higher distances.

Impact of post processing Moving-average filtering does not improve the
result of the analogue demodulation approach because the applied circuit already
performs a bandpass filtering. That means that subsequent samples are already
combined by hardware making the software-filtering unnecessary.

2.4 Remote SCA Attacks

In the previous section it was shown that the resolution optimization is a well-
suited approach for performing so-called remote SCA attacks. In this section
we show that this setup allows to extract exploitable side-channel information

Table 2.1: Input-voltage values for the analogue demodulation circuit and correlation
values.

Distance cm 3 4 5 6 7 8 9 10

Upp mV 1670 1185 805 560 405 310 236 185
ρAM 0.073 0.072 0.063 0.064 0.068 0.049 0.030 0.025
nrdp 6.61 5.80 4.99 4.80 5.48 1.87 -0.08 -0.39

ρAM,sum 0.077 0.068 0.067 0.064 0.063 0.049 0.023 0.017
nrdp 7.62 6.54 6.16 5.43 6.06 2.29 -0.42 -0.48

ρResOpt 0.054 0.042 0.040 0.041 0.039 0.038 0.036 0.035
nrdp 4.43 1.43 2.15 2.15 1.93 0.86 0.76 0.74

ρResOpt,Sum 0.060 0.060 0.052 0.053 0.053 0.047 0.049 0.043
nrdp 5.09 5.01 3.60 3.75 3.97 2.26 2.63 1.34
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Figure 2.11: The schematic measure-
ment setup for remote
SCA attacks.

IntAuth(challenge)
Reader      TAG

Reader      TAG

TAG      Reader

TAG      Reader

WTX

WTX

Ciphertext=AES(plaintext, k)

Trigger Level

AES execution

Figure 2.12: Sequence of commands for
the internal authentica-
tion using AES.

up to a distance of one meter by only applying low-cost equipment. RFID tags
operating in the frequency range of 13.56 MHz (HF tags) can be targeted with
this setup and the results presented in the following are achieved by target-
ing the CRYPTA chip with deactivated countermeasures. Successful attacks
revealing the AES key of the attacked device show that even though the com-
munication range of typical RFID and NFC systems is limited by approximately
10 cm, data-dependent information can be measured at distances up to 1 m by
taking advantage of the parasitic load modulation. Applying low-cost equipment
is sufficient for succeeding with the attacks. The vulnerability of HF tags to
remote side-channel attacks highlight the importance of integrating appropriate
countermeasures.

2.4.1 Measurement Setup and Post Processing

In this section the measurement setup enabling remote SCA attacks is intro-
duced. Furthermore, required post processing steps on the recorded traces that
turned out to be necessary for achieving appropriate results, are discussed. One
important remark is that our setup does not require any additional circuits like
a signal-cancellation circuit or a demodulation circuit (c.f. [65]). We only use
an amplifier at the measurement antenna for larger distances between tag and
measurement antenna in order to increase the amplitude of the measured signal.

In Figure 2.11 the schematic measurement setup is depicted and Figure 2.13
shows a picture taken during a measurement at a distance of 100 cm. A Tag-
nology TagScan RFID reader for communication with the tag and the ‘LeCroy
LC 584’ oscilloscope for measuring the EM signal are connected to a worksta-
tion. This workstation controls the measurement process by storing the traces
and sending commands to the NFC tag using MATLAB® scripts. Furthermore
we use the same self-made loop antenna as for the previous experiments with
Nant = 5 windings and dant = 8 cm in order to measure the reader signal. For
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Figure 2.13: Measurement setup for d = 100 cm.

amplifying the signal measured with the antenna a broadband amplifier with a
gain of 30 dB was used. A small deviation compared to the previous measure-
ment setup consists in adding an RC-matching circuit between measurement
antenna and amplifier. It turned out that this matching circuit increases the
signal quality and therefore the attack performance.

For increasing the practical relevance, the timing information indicating the
start for the recording of the EM trace (the trigger signal) was also extracted out
of the EM signal. Therefore a pattern in the communication between reader and
tag has been used, this pattern is depicted in Figure 2.12. This figure shows an
EM trace of the whole Internal Authenticate (IntAuth) procedure, which triggers
an AES encryption. The time interval where the AES encryption takes place is
highlighted in the trace. This part was recorded in order to perform the DPA
attacks. For recording the traces the trigger probe was placed at a distance
of 25 cm. In order to reduce the effort we have fixed the trigger probe (model
‘LF R 400 ’ from ‘Langer EMV Technik ’) at d = 25 cm for all measurements.
However, as Figure 2.12 illustrates, commands sent from the reader to the tag
that are used for triggering can be clearly identified in the trace (tag answers
are smaller but can also be easily identified). Hence, placing the trigger probe at
larger distances is also possible. Experiments yielded that the trigger information
can be easily detected at distances exceeding 100 cm.

Next, the focus is put on the relationship between the amplitude of the
measured reader signal Upp and the distance d between reader and measurement
antenna. According to [40] this relationship can be described with the following
equation: Upp ≈ 1

d3 . The measurements of the amplitude of the reader signal
at distances d between 25 cm and 100 cm confirmed the theory. Figure 2.14
illustrates the performed comparison of measured values and values calculated
based on the equation given above. The black graph corresponds to values
calculated using the equation and the data points marked with ‘x’ correspond
to measured values.

The angular offset of the measurement antenna also has a crucial impact
on the measured signal strength, this relationship is discussed in the following.
To examine this relationship, Upp was measured for angles between 0◦ (i.e.,
reader antenna and measurement antenna are coaxial as shown in Figures 2.11
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Figure 2.14: Peak-to-peak voltage
(Upp) of the reader signal
as a function of the dis-
tance between reader and
measurement antenna
(Upp = f(d)).

Figure 2.15: Peak-to-peak voltage
(Upp) of the reader signal
as a function of the
angular offset (Upp =
f(angular offset)).

and 2.13) and 90◦ with a step size of 9◦ at a constant distance d = 30 cm.
The results are summarized in Table 2.2. Figure 2.15 depicts the relationship
between angular offset and voltage where the values of the y-axis are normalized
to Upp at 0◦ (Upp,0◦). At the angle of 90◦ an increase of the voltage value
compared to the voltage value measured at 81◦ can be observed, what is against
the trend of decreasing voltage values for increasing angular offset. We assume
that this effect is mainly caused by the geometry of the reader antenna and the
measurement antenna. We did not further investigate this effect because all the
following experiments were performed at an angular offset of 0◦. Additionally,
at 90◦ the Upp value can be increased from 470 mV to 618 mV by rotating the
measurement antenna by 90◦ (i.e., reader antenna and measurement antenna are
coplanar). In general, the influence of the angular offset highly depends on the
antenna design of the used reader.

2.4.2 Verification of the Parasitic Load Modulation

With increasing distance between CRYPTA chip and measurement antenna, the
assumption that the EM emanation of the chip is modulated on the reader signal
and that it is not the direct emanation of the chip, becomes more important. In

Table 2.2: Relation between Upp and angle for d = 30 cm.

Angle Upp Angle Upp Angle Upp Angle Upp

deg mV % deg mV % deg mV % deg mV %

0 910 100 27 854 94 54 595 65 81 373 41
9 915 101 36 787 86 63 548 60 90 470 51
18 889 98 45 686 75 72 453 50
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Figure 2.16: DPA-attack result with
opened chip housing.

Figure 2.17: DPA-attack result with
closed chip housing.

order to verify this assumption we first performed attacks at a low distance of
only 7 cm for two scenarios. In the first scenario the chip housing was opened and
in the second scenario it was closed (shielding the direct EM emanation of the
chip). 20 sets each containing 5000 EM traces were recorded for each scenario and
a DPA attack was performed on each set. Next the mean (ρ̄opened, ρ̄closed) and
the standard deviation (σopened, σclosed) of the highest correlation values were
calculated for both scenarios yielding to the following results: ρ̄opened = 0.246,
σopened = 0.032, ρ̄closed = 0.244, σclosed = 0.025. Figure 2.16 shows one DPA-
attack result for the scenario with opened chip housing and Figure 2.17 shows
one DPA-attack result for the scenario with closed chip housing. Gray traces
correspond to wrong key hypotheses and black traces correspond to the correct
key hypothesis. Small variations in the highest correlation values can be observed
but the statistical analysis yield that the direct emanation of the chip does not
influence the results significantly.

2.4.3 Remote SCA-Attack Results

In the following the results of the remote DPA attacks for high distances are
presented. We have performed attacks for the following distances: 25 cm, 35 cm,
45 cm, 50 cm, 65 cm, 80 cm, and 100 cm.

For the following experiments, the resolution optimization approach was ap-
plied, so the first step was finding appropriate parameters for window position
and window size. For the best window position we already had the information
from the profiling phase in the last section. In order to find the best window size
for the remote SCA attacks, fws was examined for d = 35 cm. The result of this
experiment is depicted in the upper plot in Figure 2.18. The left-most data-point
corresponds to the highest possible resolution which can be achieved with the
used oscilloscope, namely 2mV/div. With Upp = 590mV for this distance 3.4 %
of the amplitude are recorded as a consequence (fws = 3.4 %). The important
observation here is that the highest resolution does not lead to the attack with
the highest correlation coefficient. Using fws = 8.5 % leads to the best results.
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Figure 2.19: The resulting correlation
coefficient ρ for the ana-
lyzed distances.

This observation can be explained by the fact that relevant information is cut off
if fws is too small. In the case of d = 35 cm fws = 8.5 % corresponds to a resolu-
tion of 5mV/div. In the lower plot in Figure 2.18 the used values for fws for the
different distances are depicted. The high fws value of over 25 % for d = 65 cm
appears because with the highest resolution of the oscilloscope (2mV/div) and
the Upp value for that distance a smaller value was not achievable. In order
to achieve fws values in the region around 10 % for higher distances (smaller
Upp values), a second amplifier stage was used to increase the gain. With this
modification fws values around 10 % can be reached again at d = 80 cm and
d = 100 cm.

The plot in Figure 2.19 shows the correlation coefficient for the correct key
hypothesis for the analyzed distances. There is a big descent for the value
of ρ between 25 cm and 45 cm: ∆ρ25cm−45cm = ρ25cm − ρ45cm = 0.129. The
difference of the ρ values between 45 cm and 100 cm is comparatively small:
∆ρ45cm−100cm = ρ45cm − ρ100cm = 0.049.

Comparing Figure 2.14 and Figure 2.19 shows that the relations Upp ↔ d
and ρ ↔ d are similar. This similarity can be described as follows: The power
consumption and as a consequence also the EM emanation of a device at each
point in time depends on a noise part Pnoise, a constant part Pconst and the
exploitable part Pexp as explained in the book of Mangard et al. [86]. The
total power consumption in every point in time is the sum of these three parts
according to Equation 2.4.

Ptotal = Pnoise + Pconst + Pexp (2.4)

With the information given above the signal-to-noise ratio SNR can be cal-
culated. The SNR is defined as the ratio between the variance of the signal and
the variance of the noise. As V ar(Pconst) = 0, the SNR can be calculated using
Equation 2.5.
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SNR =
V ar(Pexp)

V ar(Pnoise)
(2.5)

The higher the SNR at the targeted point in time for an attack is, the better
are the results of the correlation attack (higher correlation value ρ). In [86] the
relation between ρ and SNR is given according to Equation 2.6. One important
remark is that the approximation given in Equation 2.6 is only valid for small
values of SNR and for | ρ ≤ 0.2 |. For the scenario presented in this work these
limitations hold.

ρ ≈
√
SNR (2.6)

In a next step relations between d and V ar(Pexp) as well as between d and
V ar(Pnoise) have to be found. In our model Pexp can be seen as the exploitable
part of the EM signal of the chip which is modulated on the reader signal. As we
could show in the previous section, the relation between Upp of the reader signal
and d is the following: Upp ≈ 1

d3 . As a result also the variations caused by Pexp

decrease with the factor 1
d3 . So the first observation is that V ar(Pexp) ≈ 1

d3 .
Next the focus is put on Pnoise. In our remote scenario Pnoise can be split up into
two parts, PnoiseIC and PnoiseENV . PnoiseIC is the noise part contributed from
the chip and PnoiseENV is the environmental noise recorded with the antenna.
PnoiseENV is independent of d and PnoiseIC ≈ 1

d3 and it can furthermore be
assumed that PnoiseENV � PnoiseIC . Combining the upper results the relation
between SNR and d and as a consequence also the relation between ρ and d
(using Equation 2.6) can be given according to Equation 2.7. This theoretical
result confirms our practical measurements (cf. Figure 2.19).

SNR ≈ 1

d3
→ ρ ≈

√
SNR ≈ 1√

d3
(2.7)

2.4.4 Discussion of the Results

Table 2.3 provides an overview of the results achieved with the remote SCA
attacks for distances between 25 cm and 100 cm. The values for the nearest-
rival distinguishing power (nrdp) show that the attacks for all distances allow to
distinguish the correct key from wrong key guesses. The correlation coefficient
ρmaxCorrect decreases according to Equation 2.7 with increasing distance. As
a result the number of traces used for the attack in order to achieve correct
results increases. The starting point of the analyses was d = 25 cm and the
distance was increased as soon as the SCA-attack result was expressive. This
leads to the different number of traces for the different attack distances. Using
a different number of traces decreases the comparability between the attacks on
the one hand. On the other hand the achieved results are sufficient in order to
confirm the theoretical assumptions like the relation between ρ and d given in
Equation 2.7.

In order to achieve fws values of 10 % we have used a second amplifier stage
for the distances 80 cm and 100 cm. This explains the increased Upp values given
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in Table 2.3 for these two distances. By examining the results for d = 65 cm
and d = 80 cm, the importance of the correct setting for fws can be seen. The
optimal value of 10 % for fws has been found during the profiling phase. A big
deviation to this optimal value, as it is the case for d = 65 cm leads to a worse
DPA-attack result. This is reflected in the values of ρmaxCorrect and nrdp.

For our remote SCA attacks we have placed reader and tag close to each
other. However, in a real-world attack scenario, it would be advantageous for an
attacker to place the reader also at a certain distance from the tag. In that way
the whole attack can be applied completely remotely without being noticed by
the tag owner. As demonstrated by Kfir et al. [67], remotely powering and also
communicating with an NFC tag up to ranges of 40 cm can be easily realized
with low-cost equipment (below 100 $). Kfir et al. achieved this range extension
by using a larger reader antenna and by increasing the strength of the reader
field. Using such a setting a large amount of traces can be recorded unnoticed by
the owner of the NFC tag. For HF tags operating in the so-called vicinity range
(e.g., according to ISO15693 [59]) that can anyway achieve larger communication
ranges of up to 1.5 m, such remote attacks are even much easier to conduct as
no modification of the reader device is necessary.

2.5 Close-proximity Measurements

In this section results regarding the comparison of the exploitable SCA leakage
for the CRYPTA ASIC and the corresponding FPGA prototype are presented.
For this comparison the EM emanation of both devices has been measured at
close proximity, i.e. directly above the chip surface. The same measurement
setup as introduced in the previous sections has been applied with the exception
of a different EM measurement probe. The self-made loop antenna has been
replaced by a ‘LF-B 3 ’ EM probe from ‘Langer EMV Technik ’. This probe fea-
tures a better spatial resolution and is therefore better-suited for close-proximity
EM measurements. In the course of the close-proximity measurements, also the
SCA countermeasures implemented on the CRYPTA ASIC have been verified.

Table 2.3: SCA-attack results achieved at the analyzed distances (for d = 80 cm and
d = 100 cm a second amplifier stage was used).

d Upp Resolution fws Traces used ρmaxCorrect nrdp

cm mV mV
div

%

25 1 600 10 6.25 3 000 0.204 10.95
35 590 5 8.47 3 000 0.128 5.48
45 260 2 7.69 4 500 0.074 0.40
50 180 2 11.11 9 000 0.062 3.51
65 74 2 27.03 14 000 0.039 0.70
80 1 000 10 10.00 14 000 0.043 3.67
100 640 5 7.81 30 000 0.025 0.51
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2.5.1 Comparison of ASIC and FPGA Version

DPA attacks targeting the ASIC version and the FPGA version lead to simi-
lar results. 47 (ASIC) and 55 (FPGA) measurements are sufficient for clearly
distinguishing the correct key hypothesis from the wrong key hypotheses. In
order to reach this result targeting the ASIC version a small modification in
the measurement setup was necessary to minimize the influence of the strong
reader field on the small EM emanations produced by the chip. The chip has
therefore been separated from the antenna and both parts have been connected
via thin copper wires with a length of 25 cm. This step has been proposed by
Carluccio et al. [32], Hutter et al. [54] and allows to place the chip outside of the
reader field while the communication with the RFID reader is still possible.

2.5.2 CRYPTA Countermeasure Evaluation

With the minimum number of required measurements for a successful DPA at-
tack targeting the unprotected AES implementation on the CRYPTA ASIC it
is possible to approximate the number of required measurements for the attacks
with activated countermeasures. The insertion of 15 additional dummy rounds
increases the number of required measurements by a factor of 256 and the same
factor has to be considered for the shuffling countermeasure. Overall the number
of required measurements for a successful DPA attack can be approximated with
47·256·256 = 3.1·106 measurements. Because of the strict timings defined by the
ISO protocol for the communication between reader and tag, the recording time
for one measurement was lower-bounded to approximately 500 ms. For recording
3.1 · 106 measurements this would result in a recording time of 18 days. We did
not want to spend that amount of time for measuring, so we closer analyzed the
countermeasures with the goal to find some weaknesses to decrease the recording
effort.

A template-based approach allowed to distinguish dummy rounds from real
rounds. This enables us to completely circumvent the dummy round counter-
measure. In every single measurement, the first AES round working on the real
state can be extracted. DPA attacks on this new trace set require approximately
47 · 256 = 12 · 103 measurements, because the shuffling countermeasure is still
active. By applying windowing [86], a well-known technique to mitigate the im-
pact of the shuffling countermeasure, the number of required measurements can
further be reduced to approximately 47 · 16 = 752 measurements. That means
the theoretical security gain of the protected implementation compared to the
unprotected implementation is 16. This is the effect of shuffling.

This theoretical assumptions have been verified with practical measurements
in order to compare the practical security gain with the theoretical security gain.
Results of the practical experiments are depicted in Figure 2.20. For attack #1
no countermeasure mitigation steps have been performed. It is clearly visible
that nrdp < 0 even for 100 000 measurements. This indicates that for at least
100 000 measurements the correct key hypothesis cannot be distinguished from
the wrong hypotheses. For attack #2, the dummy rounds have been removed.



2.5. Close-proximity Measurements 29

0 2 4 6 8 10

x 10
4

−2

0

2

4

6

8
Attack #1

Measurements

n
rd

p

0 5000 10000 15000

−2

0

2

4

6

8
Attack #2

Measurements

n
rd

p

0 5000 10000 15000

−2

0

2

4

6

8
Attack #3

Measurements

n
rd

p

Figure 2.20: DPA attack results: No post-processing (left), dummy rounds removed
(middle), dummy rounds removed and windowing (right).

Positive nrdp values for DPA attacks applying more than 9 000 measurements
indicate that with that amount one can distinguish the correct key hypothesis
from the wrong ones. In a last step windowing has been applied to further
improve the results. Attack #3 depicts that approximately 2 000 measurements
are sufficient to succeed with a DPA attack. These practical results correlate
well with the approximated results from theory.

With the best practical DPA attack the security gain of the protected im-
plementation is 2 000

47 = 43, being approximately 2.7 times higher than the theo-
retical value of 16. For applying two countermeasures this security gain is not
acceptable. A preceding template matching renders ineffective the dummy-round
countermeasure. So the protected AES implementation can be compared to an
implementation only applying the shuffling countermeasure. It further has to
be considered that the (ineffective) dummy-round countermeasure increases the
runtime of the algorithm by a factor of 2.5. The shuffling countermeasure does
not impact the runtime. Therefore, two options can be proposed to improve the
next version of CRYPTA. First, disable the dummy-round countermeasure and
upper-bound the number of measurements under the same key to a value smaller
than 47 · 16. A re-keying scheme can be applied therefore. Second, improve the
dummy-round countermeasure by identifying and removing the source of leakage
which allows to distinguish real rounds from dummy rounds.

Next to the hiding countermeasure, masking can also be applied to secure
a block cipher against first-order DPA attacks. Although not supported by the
CRYPTA chip, we want to discuss the security gain in case of a first-order se-
cure masking scheme. A first-order DPA attack does not lead to a successful
key recovery, independent of the number of measurements. In such a scenario a
second-order DPA attack can be used for key recovery. That means a preprocess-
ing step has to be performed on the measurements before the DPA attack can be
performed. The preprocessing step consists of a combination of samples at two
different points in time, e.g. the time where the mask is generated and the time
where the masked intermediate value is processed. As combination function, the
absolute difference [86] and the centralized product [111] have been shown to be
good choices for devices leaking the Hamming weight of the processed values.
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For the approximation of the security gain in case of first-order secure masking
on the CRYPTA chip we followed a similar approach like presented in [85]. In a
first step we profiled the leakage of the unprotected implementation. This was
achieved by calculating mean and standard deviation of all samples belonging to
the Hamming weights 0 to 8 at the time instance with the maximum exploitable
leakage (i.e. the time instance where the maximum correlation appears). This
values were used for simulating an implementation secured by means of first-
order masking. We used the centralized product to combine the leakage of the
two shares. A DPA attack on the combined samples showed that approximately
Nmin = 1 200 measurements are required for distinguishing the correct key hy-
pothesis from the wrong key hypotheses. In order to validate the correctness
of our simulation, we repeated the same experiments with the mask values set
to zero, what equals an unprotected implementation. A first-order DPA attack
yielded Nmin = 49, what is in line with the practical results of the unprotected
implementation. So we can conclude that the security gain in case of first-order
secure masking is approximately 25 what is comparable to the security gain in
case of shuffling. For a second-order DPA attack the effort for identifying the
time samples which have to be combined has to be considered additionally. This
effort highly depends on the knowledge about the attacked implementation. Fi-
nally, it can be concluded that for a low-resource AES implementation as applied
on the CRYPTA chip, first-order masking alone does lead to a satisfying secu-
rity gain if the attacker is able to perform close-proximity measurements. As
solution a combination of masking and shuffling can be applied.

2.6 Discussion

In this chapter we have presented SCA attacks applicable to passively-powered
contactless devices. An RFID-tag prototype chip called CRYPTA served as tar-
get device. This chip includes an AES module with two countermeasures against
SCA attacks, the random insertion of dummy rounds and shuffling. A flaw in
the implementation allowed to render ineffective the dummy-round countermea-
sure. Together with windowing, this leads to an insufficient security gain when
applying DPA attacks. This has been shown in theory and verified with practical
experiments.

Furthermore, we introduce a novel measurement approach for contactless
SCA scenarios, named resolution optimization. This approach does not require
any analogue preprocessing circuit. It also shows advantages compared to the
analogue demodulation circuit approach by Kasper et al. [65] when the distance
between attacked device and measurement antenna exceeds 8 cm.

Based on this observation, we have applied the resolution optimization ap-
proach in order to verify the feasibility of a so-called remote SCA attack. This
attack allows to successfully reveal the AES key of CRYPTA up to a distance of
1 m between device and measurement antenna. The ability of measuring side-
channel information at large distances can be described by the parasitic load
modulation, which is introduced and verified in this work. For the remote SCA
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attack the countermeasures on CRYPTA have been disabled in order to minimize
the measurement effort.

From the results presented in this chapter it can be concluded that low-cost
SCA attacks in the RFID domain at close proximity are feasible even if the
device is secured by countermeasures. The number of required measurements
for a successful attack and as a result the measurement time increases with the
countermeasures. In order to ensure a correct communication with the tag one
has to stick to the timings specified by the ISO standard. These timings mainly
define the measurement time, so investments to better measurement equipment
will not lead to a much faster recording time. When applying remote SCA at-
tacks, we conclude that higher investments in the measurement equipment can
increase the attack performance. With our presented low-cost setup, approxi-
mately 30 k measurements are required to succeed at a distance of 100 cm. We
are sure that the development of specialized measurement antennas, amplifiers,
or the application of spectrum analyzers would lead to a more efficient attack
at that distance. But, at the same time the equipment costs would increase.
The integration of countermeasures would also render our low-cost, remote SCA
attack inefficient. We come to this conclusion because of the high measurement
effort for the scenario without countermeasures. In the remote SCA scenario
with countermeasures an investment to more sophisticated equipment is a solu-
tion. It would allow to reduce the number of measurements what is beneficial
due to the limited measurement speed because of the ISO timings.





3
SCA-Attacks Targeting Sensor Nodes

This chapter deals with side-channel measurement setups targeting off-the-shelf
microcontrollers for battery powered devices like sensor nodes. Compared to
devices for the RFID domain, chip size is not the main limiting factor for sensor
nodes. They typically have more computing power and apply a microcontroller
as central processing unit. Data transfer in sensor networks is typically done
wirelessly what makes these networks vulnerable to eavesdropping. Therefore,
confidential data is encrypted before it is transferred. Several microcontrollers
nowadays already have hardware modules for cryptographic algorithms like AES
integrated (e.g., TI MSP 430 [137], Atmel ATxmega 256A3 [8]) in order to speed
up the encryption and decryption process. This often leads to the following
design decision, which has to be made. Should the cryptographic algorithm be
implemented in software or should the hardware module be applied. On the
one hand, the hardware module outperforms the software approach in terms of
performance. On the other hand, applying the software implementation allows
more flexibility (e.g., adding additional countermeasures to harden the imple-
mentation against side-channel attacks). In this chapter we investigate both
options. The results from this chapter have been published in [73] and [74] and
can be summarized as follows.

Contribution

� We highlight the importance of the measurement position of the EM side-
channel signal by exemplary SCA evaluations targeting an ATxmega 256
microcontroller.

� We show that front-side EM measurements contain more exploitable leak-
age compared to rear-side EM measurements

33
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� We introduce a high-resolution EM measurement setup for mounting DPA
attacks targeting cryptographic modules (AES, LRPRF) implemented on
a front-side opened, prototype ASIC.

� The high-resolution EM measurements allow decreasing the complexity for
finding the correct order of key bytes. We evaluate this in the context of
the LRPRF implementation integrated on the prototype ASIC. Our results
extend results published in related work, where comparable evaluations
have been performed targeting an LRPRF implementation on an FPGA.

This chapter is structured as follows. Section 3.1 gives a brief introduction
to wireless sensor networks (WSNs) and sensor nodes including a discussion of
related work on attacks targeting WSNs. In Section 3.2, a setup for comparing
the exploitable electromagnetic side-channel leakage dependent on the measure-
ment location, is presented. In Section 3.2.5 the results of location-dependent
SCA attacks targeting the AES hardware module as well as an AES software
implementation on an ATxmega 256 microcontroller are presented. Section 3.3
includes a discussion of a measurement setup for high-resolution EM measure-
ments. This setup allows to target specific sub-modules on the chip. Section 3.4
presents results achieved with the semi-invasive, high-resolution EM measure-
ment setup. Section 3.5 concludes the chapter.

3.1 Introduction

Microcontrollers are widely used in all kinds of applications nowadays. One rea-
son for the exhaustive usage is the great amount of functionalities they provide
as well as their flexibility compared to dedicated hardware. One popular field of
application is that of wireless sensor networks (WSN). WSNs consist of several
sensor nodes which communicate with each other over a wireless channel. Each
WSN typically has one base station which acts as the master in the network
and forwards the received data from the sensor nodes to a backend system. The
data transmitted by the sensor nodes varies depending on the field of applica-
tion. WSNs are employed e.g. in health-care systems, for environmental moni-
toring, energy monitoring or building administration. In order to make attacks
like eavesdropping or data alteration infeasible, the data is encrypted before
transmission. Due to the data encryption, additional computational costs are
introduced. These additional computational costs need to be minimized because
sensor nodes are typically battery powered and the battery lifetime needs to be
maximized. In order to achieve a long battery lifetime, efficient cryptographic
primitives need to be used and implemented in an efficient way. Besides energy,
code size and RAM size are also limited resources on sensor nodes.

One popular cryptographic primitive for data encryption is the standardized
block cipher AES. Software implementations of AES exist for nearly every mi-
crocontroller platform. Some microcontrollers (e.g., TI MSP 430 [137], Atmel
ATxmega 256A3 [8]) also have an integrated AES hardware module. The usage
of an AES hardware module allows faster data encryption/decryption compared
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to the software equivalent. Furthermore, parallel execution of other tasks during
the encryption/decryption process is possible. Besides the efficiency of the data
encryption/decryption, the leakage of secret information (e.g., the secret key)
caused by side channels has to be analyzed. Software implementations allow to
add countermeasures to minimize the exploitable side-channel leakage. If the
hardware module leaks exploitable information via side channels, this issue can
only be fixed by modifications on the protocol layer. One solution is to use
session keys to limit the number of observable encryptions with the same key.
Examples are fresh re-keying schemes as proposed in [89]. This modification
makes DPA attacks more difficult.

Considering the measured side-channel targeting sensor nodes, the electro-
magnetic emanation (e.g., applied by Gandolfi et al. [44]) has advantages com-
pared to the power consumption (e.g., applied by Kocher et al. [71]). First,
for EM measurements, a modification of the device is not mandatory. Only
high resolution EM measurements require a decapsulation of the chip in order
to minimize the distance between measurement probe and chip die. For power
measurements, in contrast, inserting a measurement resistor into the supply line
or the ground line of the chip is mandatory. This typically requires an invasive
modification of the PCB where the chip is mounted on. Second, EM measure-
ments have an additional parameter, the measurement location. The location
has a significant influence on the exploitable side-channel information in the
measurements. Heyszl et al. [52] have analyzed strength and limitations of lo-
calized EM measurements on an FPGA. They apply front-side measurements
and rear-side measurements in order to analyze the exploitable leakage. They
come to the conclusion that EM measurements from the front side contain more
exploitable leakage.

There have been several SCA attacks on implementations of symmetric block
ciphers on various platforms in the past. These attacks show that it is of great
importance to precisely analyze the exploitable side-channel leakage of an imple-
mentation. That is also the motivation for the work presented in this chapter.
Some examples are given in the following. In [125] the authors present an AES
key extraction targeting an FPGA implementation in less than 0.01 s. In this
work the authors point out that the signal-to-noise ratio on the attacked device
is 30 dB to 40 dB lower than an implementation on an ATxmega microcontroller.
Kizhvatov et al. [70] have performed a power-analysis attack on the AES hard-
ware module included in ATxmega microcontrollers showing that it is vulnerable
against SCA attacks.

Block ciphers like AES often serve as building block for higher-layer crypto-
graphic protocols like authenticated encryption (AE) [46] or for the creation of
hash-based signatures [139]. Several works also deal with the implementation is-
sues for cryptographic primitives, which arise because of the existing constraints
for sensor nodes used in WSNs. In [30], the authors focus on the energy ef-
ficiency of security algorithms for WSN devices. They also compare software
implementations with hardware accelerators from the point of view of energy
efficiency. Rehman et al. [113] compare different encryption techniques for mes-
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sage authentication codes (MACs) in WSNs. In [142] an AES-based security
mechanism for WSNs, called MoteSec-Aware, is presented.

3.2 Non-Invasive Location-dependent EM mea-
surements

This section describes the process of non-invasive location-dependent EM mea-
surements targeting an off-the-shelf microcontroller (Atmel ATxmega 256A3).
The exploitable side-channel leakage during AES encryptions at different points
on the chip from the front side and the rear side have been investigated. The
leakage of one software implementation and the leakage of the AES hardware
module have been analyzed.

Results show that a successful key recovery highly depends on the measure-
ment location of the EM side-channel signal. For the software implementation,
if the correct location is selected, less than 100 measurements are sufficient for
revealing the correct key values. For the hardware module, we have investigated
front-side and rear-side measurements. Here we can conclude that SCA attacks
using front-side measurements require a smaller amount of measurements for key
recovery (i.e. are more efficient) compared to rear-side measurements.

3.2.1 Used Microcontroller

In this section, we introduce the microcontroller which was used for the evalua-
tions. We decided to use an AVR XMEGA microcontroller, the ATxmega 256A3
to be exact. Due to the low power consumption, the high integration as well
as the real-time performance this microcontroller is frequently used on wireless
sensor nodes. Furthermore it has an AES hardware module implemented.

In the following section we provide some more detailed facts about the
ATxmega 256A3 microcontroller. The ATxmega 256A3 has 256 kB in-system
self-programmable flash memory, 8 kB of boot-code section, 4 kB EEPROM,
and 16 kB SRAM. The CPU is based on the AVR enhanced RISC architecture
equipped with 32 general purpose working registers. The microcontroller can
be operated with voltages between 1.6 V and 3.6 V and the maximum clock fre-
quency is 32 MHz. Additional features are: One 16 bit real-time counter, 16 bit
timer/counter for PWM and compare modes, serial interface, ADCs, one DAC,
50 general-purpose I/O lines, and several other microprocessor-specific features.
In addition to the AES hardware module a DES hardware module is also in-
cluded. The DES hardware module is out of the scope of this work, so no de-
tailed description about this feature is provided. For more detailed information
about the ATxmega 256A3 we refer to the datasheet [8]. Typical applications
for this microcontroller are industrial control, factory automation, metering, and
medical applications, to mention only a few. Although it is not explicitly noted
as a high-security device we are sure that the cryptographic features the micro-
controller provides are used frequently. So it makes sense to analyze possible
weaknesses of these features.
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Figure 3.1: The attacked microcontroller.

3.2.2 AES Implementations

In the following paragraphs, an introduction to the software AES implementation
for the ATxmega microcontroller is provided. Afterwards, the AES hardware
module is introduced.

The software AES implementation is written in assembler. The implementa-
tion is optimized for fast encryption/decryption and no countermeasures against
SCA attacks or fault attacks are implemented. The round key is calculated after
each round and the byte substitution is implemented as a table lookup. It takes
4 054 clock cycles to encrypt one block of plain text. This is close to the 3 766
clock cycles given in [114].

The AES hardware module requires 375 clock cycles to encrypt one block of
plain text and it supports a key length of 128 bits. Comparing the run time of the
AES hardware module with the figures given for the software implementation it
can be said that the AES hardware module is approximately ten times faster.
The usage of the AES hardware module allows to perform other tasks in parallel
to the encryption process. Detailed information about the hardware module can
be found in [7].

3.2.3 Measurement Setup

In order to perform the measurements and automate them to a high degree a
simple program has been developed for the microcontroller. After setting the
AES key with an initial command, the plain text followed by a single control
byte is sent to the microcontroller using the serial interface. This control byte
is used to select which implementation should be used for the encryption, the
AES software implementation or the AES hardware module. A trigger pin set
to high indicates that the encryption is currently executed. In a last step the
result is sent back to the control computer. This setup clearly indicates that the
used key of the attacked device is known. Knowledge of the key simplifies the
creation of two-dimensional EM-leakage landscapes.

A probe manufactured by ‘Langer EMV Technik ’ (model: ‘ICR HH 100-27 ’)
has been used to measure the EM emanation of the chip. The signal of the probe
was amplified with a 30 dB amplifier. The amplified signal was digitized using a
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‘LeCroy WP 725 Zi’ oscilloscope. The sampling rate on the oscilloscope was set
to 1 GS/s and the microcontroller was clocked with a frequency of 13.56 MHz.

The left picture in Figure 3.1 shows the grid on the chip, where the probe has
been placed in order to measure the EM signal, from the front side. The grid
has a size of 9 x 9 points, leading to a total of 81 points. The distance between
the points is 1 mm. The picture in the middle of Figure 3.1 depicts the grid
on the chip for the measurements from the rear side. Here, we have removed
the package material in order to measure directly on the chip die. The chip die
has a size of 5 mm x 5 mm. For the rear-side measurements, the focus was put
on the die area, so a step size of 0.55 mm was used leading to a grid of 9 x 9
points again. This approach is irreversible and has been performed for the sake
of completeness to verify the amount of exploitable leakage of the investigated
microcontroller for front-side measurements and rear-side measurements as done
in [52]. For front-side measurements and rear-side measurements, the probe has
been moved using a stepper table. This allowed us to automate the measurement
process up to a high degree. The amplitude of the measured EM signal varied
for different points. Because of this observation, a calibration step in each point
was performed before the traces were recorded. This calibration step ensures
the same resolution of the voltage values in each point.

The right picture in Figure 3.1 depicts the board where the microcontroller
is mounted on. Using this board it is hardly possible to perform power mea-
surements without irreversible modifications. This is true for most real-world
devices. Therefore, EM measurements are the best choice for measuring side-
channel information. However, in order to perform the semi-invasive rear-side
measurements, we had to develop a custom board which allows to mount the
chip inverted.

3.2.4 Evaluation Metric

For verification of the location-dependent EM leakage N EM measurements were
recorded in every point P (P = 1 . . . 81). The measurement interval covered the
first AES round and the same set of N random plain texts was used in each
point. In total 81 · N measurements were recorded. A DPA attack with the
correlation coefficient as distinguisher was performed for each point separately
returning correlation values for every key guess. For determining whether the
correct key guess can be distinguished from the wrong key guesses, the nearest
rival distinguishing power (nrdp) as already introduced in Section 2.3 is used.
This evaluation results in 81 nrdp values, one for each point. This vector is
then transformed into a matrix of size 9× 9 according to Equation 3.1. The 1st

entry in the 1st row corresponds to point A1, and the 9th entry in the last row
corresponds to point I9.
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M =


nrdp1 nrdp2 · · · nrdp9

nrdp10 nrdp11 · · · nrdp18

...
...

. . .
...

nrdp73 nrdp74 · · · nrdp81

 (3.1)

For comparison, the previous evaluations have also been performed based on
the maximum correlation value for the correct key hypothesis instead of the nrdp
value. Here, values for the wrong key hypotheses are not taken into account and
therefore this method is independent of the attacked algorithm.

For the AES software implementation N = 2 000 traces were recorded in each
point, which leads to a total of 2 000 · 81 = 162 000 traces. The choice of record-
ing 2 000 traces in each point has several reasons. First, from attacks targeting
software AES implementations on 8 bit microcontrollers based on power mea-
surements we knew that the attack succeeds with less than 1 000 measurements.
So this amount of traces should also lead to exploitable EM leakage in a vast
majority of the points. Second, we approximated the overall measurement time.
For 2 000 measurements in each point we approximated an overall recording time
of 5 hours. This duration was acceptable for a first measurement run and there
was still space for increasing N if the results were not satisfactory. The results of
the evaluations showed that the number was sufficient for the location-dependent
EM leakage verification. For the correlation attack the Hamming weight of the
output of the first substitution box, HW (Sbox(pi⊕kg,i)), served as power model
(pi. . . plain text byte i, kg,i . . . guess g for key byte i, i = 0 . . . 15, g = 0 . . . 255).
The suitability of the Hamming weight power model has been verified by pre-
liminary experiments. The reason for the suitability of this power model can be
described by the fact that the microcontroller sets the data bus to zero before
writing a new value.

For the AES hardware module N = 10 000 traces were recorded in each
point, which leads to a total of 10 000 · 81 = 810 000 traces. Compared to the
software AES implementation, we expected less exploitable leakage from the
hardware AES module. Similar to the software implementation, we approxi-
mated the overall measurement duration. 10 000 measurements per point lead
to an approximated measurement time of 5 hours, what is similar to the software
AES. At the first glance, one could expect ten times more measurements at the
same duration. This expectation is based on the fact that the software AES
implementation required ten times more clock cycles per encryption compared
to the AES hardware module. But the overhead for reading and writing the
state register, and the configuration of the hardware module have to be consid-
ered. Additionally, the communication overhead is equal for both cases. This
leads to the speedup factor of 5. As power model for the correlation attacks we
applied the same model used in [70]. This model takes into account two sub-
sequent bytes of the plain text (pi, pi+1) and two bytes of the key (kg,i, kg,i+1):
HW ((pi ⊕ kg,i)⊕ (pi+1 ⊕ kg,i+1)).
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Figure 3.2: EM-leakage landscapes for the software implementation and the hardware
AES module.

3.2.5 Location-Dependent SCA-Attack Results

Figure 3.2 depicts from left to right the leakage landscapes created for the SW
implementation using front-side measurements, the hardware AES module using
front-side measurements, and the hardware AES module using rear-side measure-
ments. Bright points indicate a positive nrdp value at the respective position
(correct key guess can be distinguished from the wrong key guesses). All posi-
tions with nrdp < 0 are plotted black. 51 locations lead to nrdp > 0 for the
software implementation when 2 000 measurements are used. 32 (26) locations
lead to nrdp > 0 for the hardware AES module for front-side (rear-side) mea-
surements when 10 000 measurements are used. The evaluations based on the
maximum correlation value of the correct key hypothesis lead to similar results.
This is because wrong key hypotheses do not lead to a significant correlation
value at the output of the first AES substitution box.

Figure 3.3 underlines the importance of the measurement location for a sub-
sequent DPA attack if the number of measurements is limited. In all three
scenarios, for a small amount of measurements only some specific measurement
locations lead to nrdp > 0 what indicates that the correct key value can be dis-
tinguished from wrong key guesses. The size of the leakage landscapes reflects
the size of the covered area by the EM measurements. The leakage landscapes
corresponding to the rear-side evaluations are scaled to a smaller size because
the observed area for the rear-side evaluations (third row in Figure 3.3 and right
plot in Figure 3.2, respectively) was smaller (5 mm x 5 mm) compared to the
front-side evaluations (9 mm x 9 mm).

From the previous figures, it is clearly visible that more points offer ex-
ploitable EM leakage for the software implementation compared to the hardware
AES module. This can be described by the fact that the software implemen-
tation heavily uses the architecture of the microcontroller while the hardware
AES module is a standalone module not using the architecture of the microcon-
troller during encryption. When the front-side results and the rear-side results
for the hardware AES module are compared, it turns out that more measure-
ment points for the front-side attacks lead to nrdp > 0. This observation can
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Figure 3.3: EM leakage evolution (Top: Software AES; Middle: Hardware AES, front
side; Bottom: Hardware AES, rear side).

be described by the fact that the covered area for the front-side was larger and
therefore leakage from the bonding wires increases the count. Furthermore,
with a similar amount of traces, higher nrdp values can be achieved by using
front-side measurements: For the DPA attacks applying 10 000 measurements,
max(nrdp) = 2.63 for the front side and max(nrdp) = 1.61 for the rear side
respectively. This is an indicator, that the signal-to-noise ratio for front-side
measurements is higher compared to rear-side measurements. Based on this re-
sult we can conclude that the maximum EM leakage is produced by the upper
metal layers and as a result even non-invasive front-side measurements contain
more exploitable EM leakage compared to semi-invasive rear-side measurements.
This observation is in-line with the results presented in [52]. Table 3.1 provides
a summary of the aforementioned results.

3.3 Semi-Invasive High-Resolution EM Measure-
ments

In this section SCA-attack results targeting a prototype ASIC chip named TAM-
PRES ASIC designed for sensor nodes are presented. Compared to the previous
section, the TAMPRES chip is placed in a prototype package which is open at
the front side. This enables high-resolution EM measurements. We first intro-
duce the TAMPRES ASIC, next we discuss the measurement setup followed
by a discussion of the results which were achieved with the high-resolution EM
measurements.

We first investigated the AES hardware module, which does not have side-
channel countermeasures integrated. The SCA results show that 1 200 measure-
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ments are sufficient for key recovery in a non-invasive measurement scenario.
When applying the high-resolution measurement setup, the number of required
measurements can be reduced to 210. This number has to be considered as
upper bound when applying re-keying. Less than 210 encryptions are allowed
under the same key, otherwise the construction is not secure against that type
of attacks. Next, we investigate the LRPRF hardware module, which allows to
generate session keys for the AES in a secure manner. The investigations show,
that an attacker is faced with two challenges. First, finding the 24 key bytes is
not trivial, with the best localized EM SCA attack we are only able to reveal 13
correct key byte values. Second, even after a profiling step, it is not possible to
map all key byte values to their correct position, a complexity of approximately
232 remains.

3.3.1 TAMPRES ASIC Introduction

An MSP430 microprocessor core is the central processing unit of the TAMPRES
ASIC. The MSP430 microcontroller family from Texas Instruments (TI) [136]
with its ultra-low power features together with a rich set of integrated periph-
erals is well suited for embedded applications. MSP430 microcontrollers are
frequently used in battery-powered sensor nodes applied in wireless sensor net-
works (WSNs). This makes it well-suited for integrating it into the TAMPRES
ASIC. TI does not provide the HDL code for the MSP430 but only complete de-
vices with different hardware configurations. Due to the fact that several custom
hardware modules had to be additionally integrated on the TAMPRES ASIC,
the HDL description of the MSP430, called OpenMSP430, available from open-
cores.org [103] was used. This approach allows to integrate additional custom
hardware modules, which include mainly security-relevant features, side-by-side
to the standard hardware modules. One further advantage is that the standard
MSP430 toolchain for programming the ASIC can be used. The architecture of
the TAMPRES ASIC is shown in Figure 3.4, custom hardware modules are high-
lighted in orange and standard hardware modules are highlighted in green. The

Table 3.1: Results of the DPA attacks for the three scenarios when different numbers
of measurements are used.

Software Hardware AES module Hardware AES module
front side front side rear side

Measurements Nr. Pts max(nrdp) Nr. Pts max(nrdp) Nr. Pts max(nrdp)

100 8 1.74
200 10 3.33
500 30 6.53

1 000 40 11.15 9 0.58 10 0.19
2 000 51 16.36 15 1.00 11 0.67
4 000 22 1.64 20 0.97
6 000 27 2.10 24 1.26
8 000 30 2.30 25 1.51
10 000 32 2.63 26 1.61
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Figure 3.4: TAMPRES ASIC architecture (Orange: custom hardware modules,
Green: standard hardware modules).

goal of integrating custom hardware modules on the TAMPRES ASIC was to
accelerate cryptographic operations, therefore the following modules have been
implemented:

� SHA-1 The “Secure Hash Algorithm 1” is included in order to verify the
integrity of received data like firmware updates.

� AES An AES hardware module is integrated in order to allow efficient
data encryption and decryption to enable a secure data transfer. No coun-
termeasures against implementation attacks are included as a session key
derived using the LRPRF core is used which limits the number of encryp-
tions under the same key.

� ECC The “Elliptic Curve Cryptography” hardware module supports el-
liptic curve point multiplications. This operation represents the most
resource-consuming operation in elliptic curve cryptography. The remain-
ing operations required to perform a protocol based on ECC have to be
implemented in software.

� PRESENT A threshold implementation of the lightweight block cipher
PRESENT [24] is included as dedicated hardware module. Compared to
AES the structure of PRESENT allows to implement a masking coun-
termeasure at reasonable cost. Therefore PRESENT does not require a
frequent re-keying which can be advantageous for specific applications.

� LRPRF The “Leakage-Resilient Pseudo-Random Function” is implemented
according to the work by Medwed et al. [90] with Rijandael-192 as under-
lying block cipher. This hardware module allows to efficiently generate
session keys for the AES hardware module.

3.3.2 Measurement Setup

Two different EM probes for measuring the EM emanation of the TAMPRES
ASIC have been used. The first probe, model ‘LF-B 3 ’ from ‘Langer EMV
Technik ’, features a resolution of approximately 2 mm. This resolution is not
sufficient for semi-invasive high-resolution measurements, but we used this probe
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Figure 3.5: Left: EM probes. Center: ‘ICRHH100-27 ’ EM probe tip close to the
chip die. Right: EM emanation measurement setup.

for some preliminary measurements during our evaluation. In particular, we fol-
lowed a similar approach like presented in [130]. We measure the EM emanation
of one decoupling capacitor as alternative to power measurements. The design
of the PCB where the TAMPRES chip is mounted on does not allow to add a re-
sistor in the power line to perform power measurements. For the high-resolution
EM measurements, an ‘ICR HH 100-27 ’ EM probe from ‘Langer EMV Technik ’
has been applied. This probe allows to achieve resolutions down to 30µm. Both
EM probes are depicted in the left picture of Figure 3.5. To achieve an accurate
and automated positioning of the EM probes, they are mounted on a stepper
table. The stepper table can be moved in x, y, and z direction with a resolution
of 0.05µm. This setup allows to automatically scan the whole chip surface and
find points with high leakage. A USB microscope has been applied to assist in
accurately positioning the EM probes. Especially when setting the distance be-
tween EM-probe tip and chip surface, the usage of the microscope is inevitable.
A picture taken with this USB microscope, showing the ‘ICR HH 100-27 ’ EM
probe tip close to the chip die, is depicted in the center of Figure 3.5. The right-
most picture in Figure 3.5 provides an overview of the whole EM-measurement
setup for the semi-invasive scenario. It includes the ‘ICR HH 100-27 ’ EM probe
mounted on the stepper table, the USB microscope, and the opened TAMPRES
ASIC. As it can be seen in the pictures, the chip is mounted in a prototype
package, this package does not allow semi-invasive, rear-side EM measurements.

3.4 Semi-invasive SCA-Attack Results

In the following we present the SCA-attack results achieved targeting the TAM-
PRES ASIC. The focus of the evaluations is put on the AES hardware module
and the LRPRF hardware module.

3.4.1 AES Hardware Module

Preliminary results based on the EM measurements from the decoupling capaci-
tors revealed that approximately 1 200 measurements are sufficient for nrdp > 0.
We further evaluated the first-order success rate. 1 800 measurements are suffi-
cient for a first-order success rate of 100%. The AES hardware module processes
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Figure 3.6: AES hardware module location based on implementation information
(left) and by applying high-resolution EM measurements (right).

one column of the state in a single clock cycle. That means four byte substi-
tutions and the mix-columns step are performed during one clock cycle. The
register values serving as input are updated by the output of the mix-columns
step. The choice of the Hamming distance power model is based on this im-
plementation details. After the first key byte of the column is revealed, this
information can be used to attack the following key bytes in the column. This
additional information decreases the number of measurements, as can be seen in
Table 3.2. If three key-byte values of one column are known, 210 measurements
are sufficient for nrdp > 0, and 470 measurements for a success rate of 100%,
when targeting the last key byte of the column.

Table 3.2: Number of measurements to reach a success rate of 100% and nrdp > 0
depending on the number of already revealed key bytes in the appropriate
column.

nrdp > 0 Success rate = 100%

0 key bytes known 1 300 1 800
1 key byte known 700 1 000
2 key bytes known 400 600
3 key bytes known 210 470

First results with the high-resolution EM probe show that the position of
the AES core can be detected precisely. This is shown in Figure 3.6. In the left
picture the location of the AES hardware module on the chip based on layout
information is shown. The designers of the TAMPRES chip provided us this
information. The right picture shows the results of our practical investigations.
5000 EM measurements were recorded in 594 points and a Hamming weight
power model of the output of the first byte substitution was applied. Bright
points indicate locations with exploitable leakage. When comparing both pic-
tures, it is clearly visible that the locations with exploitable leakage correlate
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Figure 3.7: Result of the profiling step for finding an appropriate power model for
the high-resolution EM measurements.

well with the actual location of the AES hardware module. Because of the mea-
surement effort we only covered a small area of the chip but this does not change
the relevance of the results.

One interesting observation is that the Hamming weight power model target-
ing single byte-substitution results works well for the high-resolution measure-
ments while this power model applied to the previous measurements does not
lead to exploitable results. In fact, the Hamming weight power model is very
unusual for a hardware implementation. For verifying the applicability of this
model a profiling step has been performed. Figure 3.7 depicts the result of this
profiling. Voltage values corresponding to the intermediate values processed at a
specific sample point are represented by the black graph. To fit the possible Ham-
ming weights for an 8 bit intermediate value the voltage values have been nor-
malized to values between 0 and 8. The gray graph in the upper plot corresponds
to the actual Hamming weights for the intermediate values. In the lower plot
the absolute difference for every intermediate value between the black graph and
the gray graph from the upper plot is shown. By applying the Hamming weight
power model in a DPA attack, the correct key hypothesis can be clearly distin-
guished from the wrong key hypotheses (ρcorrect ≈ 0.13;max(ρwrong) ≈ 0.06).
This is one reason why we did not further refine the power model by e.g. adding
weights to the single bits of the intermediate value. The second reason is that
we wanted to keep the power model as general as possible.

Based on the previous results, we further decreased the observed area to
investigate specific leakage characteristics of the four SBoxes working in parallel.
The outcome of this investigation shows that each SBox has specific locations
where exploitable leakage can be measured. Figure 3.8 depicts the results of these
investigations. A correlation attack with the Hamming-weight power model has
been performed for each point and the results are plotted according to the bytes
arranged in the AES state. It can be observed that the leakage landscapes of
the rows are very similar while the leakage landscapes in each column show
significant differences. By evaluating the best location for every key byte in
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Figure 3.8: AES SBox characterization.

detail we extracted the minimum number of measurements for nrdp > 0 and
for a success rate of 100%, respectively. Between 90 and 900 measurements are
required for nrdp > 0 and between 140 and 2 500 measurements are required for
a success rate of 100%, depending on the key byte.

Summing up the previous results we can conclude that by applying high-
resolution EM measurements it is possible to create a mapping between key
byte value and position in the AES state. So if an attack reveals the 16 key
byte values but not their position, 16! ≈ 244.3 key candidates remain. Testing
this amount of key bytes with a brute-force attack is still practical with today’s
computing power. But for AES-192 and AES-256 the number of eligible key
candidates increases to 24! ≈ 279.0 and 32! ≈ 2117.7, respectively. These numbers
for key candidates exceed the practical number for a brute-force attack. But
if the location information of the leakages is incorporated, the complexity for
finding the correct order can be decreased. These findings have been used for
the investigations targeting the LRPRF hardware module discussed in the next
section.

3.4.2 LRPRF Hardware Module

The implementation of the “leakage-resilient pseudo-random function” (LRPRF)
on the TAMPRES ASIC is motivated by the work of Medwed et al. [90]. It uses
Rijandael-192 as underlying block cipher, that means the key length is 24 bytes.
The side-channel security of the implementation is based on the following princi-
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ple. First, the number of different plaintexts at the input is limited to Np = 256.
This is achieved by using the same value for all 24 bytes of the plaintext, i.e.
pj [i] = j for 0 ≤ i ≤ 23 and 0 ≤ j ≤ 255. Additionally, the 24 substitution
boxes are evaluated in parallel (Ns = 24). This ensures that an attacker can
only measure leakages of the form

lj =

Ns∑
i=1

L(S(pj [i]⊕ k[i])) + n (3.2)

with S representing the AES-SBox, L being the leakage function, and n a
Gaussian-distributed noise. But, this assumption given in [90], does not nec-
essarily be true if an attacker can perform high-resolution EM measurements.
In such scenarios the measurement location has to be considered additionally.
As the following experiments show, there exist measurement points mI where
the leakage of one AES-SBox I is much larger compared to the remaining ones.
This can be modeled by a weighted sum of the leakages. The overall leakage for
such a measurement point mI can be expressed as

lj,mI
=

Ns∑
i=1

wi,mI
· L(S(pj [i]⊕ k[i])) + n (3.3)

with wi,mI
being the weight of the leakage produced by Sbox i, wI,mI

= 1 and
all the remaining weights being smaller 1.

The authors of [15] have also investigated the security of an LRPRF imple-
mentation. In contrast to our work, they have implemented the LRPRF on an
FPGA and they use four-bit SBoxes. For their evaluations, they distinguish
between two operation modes, fixed mode and open mode. The fixed mode poses
the standard operation mode of the LRPRF, where all input words have the
same value. The open mode allows to assign every input word an individual
value. This mode is used for evaluation and should not be supported by a real-
world product. Running the device in the open mode allows some worst-case
profiling, giving the attacker significant advantage.

When attacking the LRPRF hardware module, the first step consists in find-
ing the 24 correct key bytes. In order to do so we collected 25 600 EM measure-
ments at 624 measurement positions. As our input space is limited to Np = 256
by construction, that means we collected 100 measurements for each plaintext.
Next, a DPA attack is performed for each measurement point separately. We
have used the correlation coefficient as distinguisher and the Hamming weight
power model. The choice of the power model was motivated by the results
achieved targeting the AES implementation from the previous section. As qual-
ity measure we used the number of correct key values |kc| within the Ns = 24
best-ranked key values returned by the 624 DPA attacks. At measurement point
483, we found |kc| = 13 correct key values within the Ns = 24 best-ranked key
values. The ranks for each key byte are given in the following vector:

[12 7 47 173 11 25 16 1 24 48 215 15 22 21 2 135 73 55 32 210 16 3 242 6]
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This was the best result, at all other measurement points we got 2 ≤ |kc| ≤
12. This result clearly shows that in the scenario where the number Np is fixed
to 256, what equals the standard operation of the LRPRF module, this approach
does not allow to reveal all 24 correct key-byte values. This operation mode is
referred to as fixed mode in [15]. If an attacker does not have additional profiling
capabilities, the lower bound for the attack complexity of 24! holds. The results
show that in practice the attack is even harder, as the attacker additionally has
to guess 11 key-byte values.

The LRPRF hardware module also allows a second mode, where the Ns =
24 plaintext bytes can have different, random values. This mode is equivalent
to the open mode in [15]. This mode allows to target each of the 24 SBoxes
separately and is only included in the prototype chip for evaluation purposes.
We applied the same approach as for the fixed mode but, as this setting allows, we
only varied the plaintext byte of the currently evaluated SBox. The remaining
input bytes were set to zero. With this setting it was possible to reveal all
24 key byte values and also the correct order of the bytes. We also created
leakage landscapes for all 24 SBoxes, which are shown in Figure 3.9. For creating
these leakage landscapes, we plot the correlation coefficient of the correct key
hypothesis at every measurement position. The figure shows that every SBox has
a unique leakage characteristic. Our result can be interpreted as an extension
to the results presented in [15]. The authors of [15] observe different leakage
characteristics of SBox instances on an FPGA while our results are based on
EM measurements from a taped-out ASIC. The similarity of both results allow
the conclusion that the location information can be beneficial when attacking
FPGA and ASIC implementations of LRPRFs.

Next, we investigate the possibility to combine the results from the open
mode with the results from the fixed mode. In particular we try to use the
leakage landscapes to map the revealed key bytes from the fixed mode to their
correct position. We used the correlation coefficient for similarity measure. For
every key byte the algorithm returned a sorted list of positions. The order is
based on the value of the correlation coefficient. The following vector gives the
index of the correct position for each of the 24 key bytes.

[1 2 1 1 1 3 4 1 1 4 2 1 2 4 1 4 8 6 1 4 3 6 1 1]
11 key bytes can be mapped to their correct position. 13 positions remain

which need to be guessed. That equals a complexity of 13! ≈ 232.5, what is
already practical for a brute-force attack. But it has to be considered that
this result is based on the fact, that the device features the open mode. This
mode allows a profiling of each individual SBox and is typically not available on
real-world devices.

3.5 Discussion

In this chapter, low-cost measurement setups for capturing the EM side channel
of microcontrollers have been presented. All equipment which has been used is
off-the-shelf equipment, accessible by everybody.
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Figure 3.9: LRPRF Sbox leakage landscapes.

In the first part of this chapter, non-invasive and semi-invasive EM attacks
targeting an ATxmega 256 microcontroller are discussed. The non-invasive at-
tacks have the advantage that they do not require a modification of the device.
Results show that both, hardware and software implementations on this device
are vulnerable to SCA attacks. Here, only the software implementation allows
to add countermeasures to increase the security level. Furthermore we show
that a good choice of the measurement location allows to significantly decrease
the number of required measurements for successful key recovery. When com-
paring front-side and rear-side measurements we conclude that the exploitable
side-channel leakage for front-side measurements is higher, what is in-line with
the results presented in [52]. Both AES implementations are not protected
by SCA countermeasures allowing a efficient key recovery with a small num-
ber of measurements. For the hardware AES module it is not possible to add
countermeasures as it was not intended by the chip manufacturer. Recent re-
sults targeting the hardware AES module of an FRAM-based, low-power MCU
(TI MSP430 FR5969) have shown that this new technology significantly increases
the effort for key recovery [93]. For the software AES implementation, counter-
measures like hiding or masking can be added to secure the device against non-
profiled, first-order DPA attacks. Nevertheless, several publications in the past
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have shown that profiled attacks or higher-order DPA attacks are effective tools
for attacking protected devices. In such scenarios, the number of required mea-
surements for key recovery increases but the requirements for the measurement
setup do not change. Based on the results targeting the unprotected implemen-
tations, we conclude that also protected implementations can be successfully
attacked with the low-cost equipment.

In the second part of this chapter, semi-invasive, high-resolution EM mea-
surements are performed. A prototype ASIC chip specialized for sensor-node
applications serves as evaluation target. First investigation target the unpro-
tected AES implementation. Results show that in the case of high-resolution
EM measurements a simpler power model can be applied and the number of
measurements for successful key recovery can be decreased. Furthermore we can
show that different SBox instances have a different, spatial leakage characteris-
tic. This finding has further been used to attack the LRPRF hardware module
implemented on the ASIC. Investigations targeting the LRPRF hardware mod-
ule reveal that a profiling step can assist in finding the correct ordering of the
key bytes. During the profiling step, landscapes are created for every SBox in-
stance (24 SBoxes in total). Here, a comparison of our results with the results
presented in [15] shows that spatial leakage can be observed on FPGAs and on
ASICs. During the attack step the leakage landscapes assist in finding the cor-
rect byte position for key-bytes. The evaluations of the LRPRF show that even
if the attacker is able to perform an advanced profiling using the open mode, it
is not possible to reveal the correct values of all key bytes nor successfully map
the key bytes to the correct byte position. We conclude that here the low-cost
approach limits the success. Multi-channel EM measurements are expected to
increase the attack performance as e.g. shown in [131]. But due to the addi-
tional need for EM probes and positioning devices, also the equipment costs are
beyond our definition for low cost.





4
SCA Attacks Targeting a Crypto ASIC

In the following chapter, we present results of SCA evaluations targeting an
authenticated encryption (AE) algorithm implemented on an ASIC. The ASIC
was designed with the goal to provide a power-analysis attack evaluation plat-
form. Therefore the implemented countermeasures, hiding and masking, can be
switched on and off. This allows to investigate the impact of the countermea-
sures. Furthermore, the ASIC targets low-resource applications leading to the
additional design goals of minimum chip area and low power consumption.

DPA attacks have been performed targeting the implementation with acti-
vated hiding countermeasure and activated masking countermeasure. The results
show that both approaches alone do not lead to a satisfying security level, espe-
cially when the implementation is designed for low-resource applications. Only
the combination of both countermeasures leads to a satisfying security level. Re-
sults presented in this chapter have been published in [97] and the contributions
can be summarized as follows.

Contribution

� First practical DPA attacks targeting an ASIC implementation of Keccak
running in a keyed mode.

� Discussion of the security of three different secret-sharing approaches for
low-resource devices. The security evaluations are based on non-profiled,
higher-order DPA attacks.

� Investigation of the hiding countermeasure for keyed Keccak instances for
low-resource devices. DPA attacks on windowed power traces have been
performed for these investigations.

53
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� Discussion of the security gain in case of the combination of the hiding
and masking countermeasure compared to their standalone application,
especially for low-resource devices.

� Comparison of runtime and implementation overhead for different security
levels achieved by the hiding and masking countermeasure.

This chapter is structured as follows. In Section 4.1 we give a brief introduc-
tion to authenticated encryption and how Keccak can be used in this context.
Preliminary information is provided in Section 4.2 and implementation details
of the ASIC are given in Section 4.3. Next, the SCA-attack setting is introduced
in Section 4.4 followed by the results in Section 4.5. In Section 4.6 we conclude
the chapter with a short discussion.

4.1 Introduction

Confidentiality and authenticity of data are among the most important cryp-
tographic services required to transfer data securely over public communication
channels. The former is commonly achieved by symmetric encryption algorithms
while the latter is often obtained by message authentication codes (MACs).
These cryptographic primitives have been treated independently in the past,
which led to inefficient solutions and severe security problems [28, 31]. For this
reason, researchers have started to develop new hybrid algorithms that offer the
desired service of authenticated encryption (AE), for instance, as part of the
on-going CAESAR competition [1].

In [17], an AE algorithm based on a sponge function is proposed, called
SpongeWrap. Any sponge function can be used to implement this algorithm,
one option is Keccak [21], the winner of the NIST SHA-3 competition [99].
Keccak has been analyzed for several years during the SHA-3 competition by
researchers all over the world. This means that it provides state-of-the-art se-
curity from a mathematical point of view. However, when Keccak is used in a
keyed mode, like the SpongeWrap mode, the vulnerability to implementation
attacks such as differential power analysis (DPA) attacks [71] must be consid-
ered. Especially smart cards and mobile devices are exposed to implementation
attacks. Here, the adversary can measure physical leakage with low effort.

For devices which are vulnerable to implementation attacks, the integra-
tion of countermeasures like hiding or masking techniques is mandatory. The
authors of Keccak proposed to implement a secret sharing technique to pro-
tect keyed Keccak instances [16, 19]. This technique is based on the idea to
divide key-dependent intermediate values into unique parts (so-called shares)
and to re-combine them after the processing. In order to achieve first-order
DPA resistance, this sharing needs to fulfill three properties: correctness, non-
completeness, and uniformity [100]. Interestingly, Bilgin et al. [22] reported that
the implementation in [16, 19] does not fulfill the uniformity property and is
therefore not provable secure against first-order DPA attacks. As a counter-
measure, they proposed to inject fresh random bits in a 3-share implementation



4.1. Introduction 55

or to add an additional share (4-share version) that avoids the need of fresh
randomness.

In this chapter we present a taped-out application-specific integrated circuit
called Zorro. Zorro is intended to be used as power-analysis attack evalua-
tion platform. The ASIC has three distinct hardware architectures of a Kec-
cak-based AE algorithm implemented. Two architectures apply three shares as
proposed in [16, 19] and in [22], respectively. The third architecture applies four
shares as proposed in [22]. In addition to the masking countermeasure, a hiding
countermeasure can be activated. Zorro is intended to be used in low-resource
applications like embedded systems of RFID-based devices. Due to the limited
resources in the target domain, the design goals of the chip were low power
consumption and minimal chip area. Zorro was fabricated in a 180 nm CMOS
process technology by UMC and the smallest of the three architectures requires
only 14.5 kGE. This represents the smallest reported masked Keccak ASIC im-
plementation to date. Beside the un-keyed Keccak implementations available
in literature [18, 66, 107], the smallest reported masking-secured designs so far
require more than 30 kGE [16, 19, 22].

Zorro was used to evaluate the security of the previously proposed secret
sharing schemes by means of non-profiled, HO-DPA attacks. Besides secret
sharing, a hiding countermeasure can be enabled in order to further improve
the security. Depending on the configuration, zero to fifteen dummy rounds
are inserted. The conducted HO-DPA attacks in this work target the linear θ
transformation in the first round of Keccak. Here the shares are processed
in a sequential order due to the aforementioned design goals. The correspond-
ing leakage samples are combined using the centralized product as combination
function, which has been shown to be optimal by Prouff et al. [111].

Although secret sharing is frequently proposed as countermeasure to secure
Keccak implementations against DPA attacks, we show that HO-DPA attacks
targeting a masking-secured, low-resource implementation on a taped-out ASIC
can be conducted with low effort. With 3 000 (10 000) measurements the attacker
can already reach 2nd-order success rates of 100 % targeting the three-share
(four-share) architecture. This significantly reduces the key-search space for
a subsequent brute-force attack. By only applying hiding, which introduces
additional dummy rounds and randomizes the memory access, the security gain
is also not satisfying. For the maximum number of dummy rounds supported
by Zorro (15), approximately 2 500 measurements are sufficient for reaching
a 2nd-order success rates of 100 %. Therefore we conclude that, especially for
low-resource implementations with a low noise level (high signal-to-noise ratio)
due to sequential processing, a combination of the countermeasures is required
in order to provide an adequate security level. The previous attack results
allow us to approximate the security level of the combined countermeasures.
In the most secure configuration, security against DPA attacks up to 5.1 · 106

measurements can be achieved. Detailed area numbers of the Zorro ASIC and
runtime measurements further allow us to evaluate the area and runtime penalty
for given security levels.
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4.2 Preliminaries

This section provides preliminary information on Keccak, the SpongeWrap
mode, and higher-order DPA attacks.

4.2.1 Keccak

Keccak has been announced as the winner of the NIST SHA-3 competition [99]
in 2012. For creating cryptographic hash values, Keccak applies the Keccak-f
permutation [20] on the input data. The Keccak-f permutation works on a
state with a size of b bits, which is made up of the rate r and the capacity
c. The rate r defines the size of the input block that can be processed during
one Keccak-f permutation. The remaining c bits define the security level of
the construction, c = b− r. Keccak-f is defined for seven different state sizes,
which can be calculated as follows: b = 25 · w, where w = 2l and l is in the
range from 0 to 6. The state is organized as a 5 × 5 × w matrix, where each
bit is defined by the set of coordinates (x, y, z). A row is a set of 5 bits with
fixed (y, z) coordinates, a column is a set of 5 bits with fixed (x, z) coordinates
and a lane is a set of w bits with fixed (x, y) coordinates, see Figure 4.1. One
Keccak-f permutation consists of 12 + 2 · l rounds and each round performs the
following five transformations on the state:

θ : Used to integrate diffusion by a linear mixing layer (the parity of two nearby
columns is added to each column).

ρ : Inter-slice dispersion (all lanes are rotated by a defined offset).

π : Breaking horizontal/vertical alignment (the 25 lanes are transposed in a
fixed pattern).

χ : The non-linearity part of Keccak-f (the 5 bits of each row are combined
using AND gates and inverters and the shifted result is added to the row).

ι : A w-bit round constant is added (XORed) to a single lane.
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4.2.2 SpongeWrap

The SpongeWrap construction [17] applies a sponge function to create an
authenticated encryption mode. It can be divided into four phases, the initial-
ization phase, the associated-data processing phase, the encryption phase, and
the tag generation phase. Figure 4.2 depicts the structure of the SpongeWrap
construction. During the initialization phase, the encryption key K is loaded
into the cleared state followed by a call to the permutation f . In the second
phase, associated data blocks Ai are processed. These blocks are authenticated
but not encrypted. Message blocks Mj serve as input during the third phase,
here the construction outputs the corresponding cipher text blocks Cj . After
the last message block has been processed, the tag generation starts. The result
of this last phase is the authentication tag T . For decryption, the corresponding
plain text and cipher text blocks are swapped and the resulting tag is compared
with the received tag. Only if the two tags are similar, the construction outputs
the plain text, otherwise an error message is returned.

4.2.3 Higher-order DPA Attacks

The knowledge of specific intermediate values occurring during the computation
of a cryptographic algorithm can significantly decrease the security of this algo-
rithm. We name this specific intermediate values sensitive intermediate values
v∗int. In a DPA attack scenario, v∗int depends on some known input value p (e.g.
one part of the plain text) and some secret value k (e.g. one part of the secret
key), we can write v∗int = f(p, k). Here the attacker takes advantage of the rela-
tion between the power consumption and the value of v∗int in order to reveal the
secret value k. The exact relation between power consumption and v∗int depends
on the underlying hardware. One appropriate model for several hardware imple-
mentation is the Hamming distance power model. This model assumes that the
power consumption is proportional to the number of bits changing in a register
at a specific clock cycle.

In order to protect the implementation against DPA attacks, masking has
been proposed (e.g., [119]) as countermeasure. A masked implementation splits
v∗int into d shares. In case of boolean masking, the d − 1 shares s1 . . . sd−1 are
generated randomly and sd is calculated according to Equation 4.1. All the
calculations are performed on the d shares instead of v∗int. So no correlation
between the power consumption and v∗int can be observed.

sd = v∗int ⊕ s1 ⊕ · · · ⊕ sd−1 (4.1)

The leakage Li (i = 1 . . . d) produced by share si can be modeled by Equa-
tion 4.2. It consists of a constant part δi, the power model (e.g. Hamming
distance) of si and Gaussian noise Bi with zero mean and standard deviation σi
(Bi ∼ N(0, σi)).

Li = δi +H(si) +Bi (4.2)
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The previously discussed leakage function shows that a simple DPA attack
targeting a masked implementation does not lead to a successful attack. No
exploitable relation between any of the shares and the secret value k exists.
Higher-order DPA attacks (HO-DPA) have been shown to be a valid method to
successfully attack masked implementations. The order of the attack depends
on the order of the masking. A d-th order DPA attack has to be mounted
to successfully attack an implementation using d shares. In a d-th order DPA
attack, the leakages L1 . . . Ld are combined using a combination function C.

At this point it is important to differ between two scenarios. For the first
scenario, called sequential leakage scenario, the leakages L1 . . . Ld appear at dif-
ferent points in time, what is mostly the case for software implementations. The
first challenge in this scenario is to identify the appropriate points in time for the
DPA attack where the leakages appear. Several approaches to identify this time
instances have been presented in the past. For the rest of this work we assume
that these time instances are already known by the attacker. The second chal-
lenge is to find an appropriate combination function for combining the samples.
For 2nd order DPA attacks, Prouff et al. [111] have analyzed several combination
functions and their performance. They found that the product of the centered
leakages L∗1 and L∗2 as combination function for L1 and L2 (Cprod∗) performs best
in case of Hamming weight and Hamming distance leakage, see Equation 4.3.
This combination function can be extended to d-th order DPA attack by includ-
ing all the centered leakages L∗1 . . . L

∗
d into the product. For the second scenario,

called the parallel leakage scenario, the leakages L1 . . . Ld appear at the same
instance in time, a parallel hardware implementation is an example for this case.
Here the combination function is fixed by the hardware, in many cases this is
equal to the (potentially weighted) sum of the respective leakages. Raising the
sum of the leakages to the power equal the order of the attack is one approach
to attack such an implementation, see Equation 4.4. Waddle et al. [144] have
shown this for 2nd order DPA attacks. If all leakages appear at a single time
instance, identifying the appropriate time instances where the single leakages
appear (first case) becomes unnecessary.

L∗i = (Li − E(Li)) = H(Si) +Bi −
n

2
Cprod∗(L1, L2) = L∗1 × L∗2 (4.3)

Csum(L1 . . . Ld) = (L∗1 + · · ·+ L∗d)d (4.4)

4.3 The Attacked ASIC Zorro

This section provides an introduction to the hardware architecture of Zorro.
The focus is put on information being relevant for the conducted DPA attacks.
More implementation details than given in this section can be found in [97].

At the start of the Zorro project, two main motivations for the ASIC have
been defined. The first motivation was to create a power-analysis attack eval-
uation platform. The evaluation targets are countermeasures for securing an
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authenticated encryption (AE) algorithm based on the Keccak-f [1600] per-
mutation. The second motivation was to show the applicability of a secured
AE algorithm for low-resource devices. Therefore small chip size and low power
consumption were the main design goals.

The ASIC contains three distinct architectures of the Keccak-f permu-
tation with a state size of 1600 bits which differ in the applied sharing tech-
nique. The first architecture (3-Share) applies the three-share approach by
Bertoni et al. [19]. Bilgin et al. [22] have shown that the previously proposed
three-share approach by Bertoni et al. [19] is not provable secure against 1st order
DPA attacks. They provide two solutions to create implementations which are
provable-secure against 1st order DPA attacks. One solution is a modified three-
share implementation, the second architecture on the Zorro ASIC (3-Share*)
equals this implementation. The other solution to achieve provable security
against 1st order DPA attacks is to apply four shares. This approach is used by
the third architecture (4-Share) implemented on the Zorro ASIC. In addition
to the masking countermeasure, the ASIC further features a hiding countermea-
sure. Here additional dummy rounds are executed and also the memory access
is randomized. In order to ensure meaningful power measurements, the clock
signal is forwarded only to the unit which is currently under investigation. This
approach ensures that the two remaining units do not create any unintended
noise.

In order to meet the low-area design goal, a random-access memory (RAM)
macro cell is used instead of registers. Storing the 1 600 bit state has the most in-
fluence on the required area, the secret-sharing countermeasure further increases
the storage requirements. In the case of the variants applying three (four) shares,
the memory requirement increases to 3 · 1 600 = 4 800 bit (4 · 1 600 = 6 200 bit).
The datapath contains one 256 bit wide working register which allows to manip-
ulate four lanes or eight slices during one RAM load/store cycle. The Keccak-f
permutation consists of one lane-based transformation (ρ), the remaining trans-
formations work on slices. Due to the architecture applying the 256 bit working
register, the lane-based and slice-based transformations have to be treated sep-
arately in each round. To meet this requirement the datapath consists of a lane
unit and a slice unit. The lane unit allows to modify the data in the working
register according to the ρ transformation. θ, χ, ι, and π transformations are
supported by the slice unit. The lane-based transformation ρ requires seven
RAM load/store cycles to manipulate the whole state (the first lane is not modi-
fied by ρ). The slice-based transformations require eight RAM load/store cycles
to manipulate the whole state.

In order to minimize the overall required RAM load/store cycles a slightly
modified round schedule is used. This modified round schedule differs between
the following three rounds:

R1 = θ × ρ R2...24 = π × χ× ι× θ × ρ R25 = π × χ× ι (4.5)

Each of the three architectures, 3-Share, 3-Share*, and 4-Share, support four
different operation modes, depending on the configuration of the DPA counter-
measures. In the following, these four operation modes are introduced:
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� In Normal Mode (NM), no DPA countermeasures of the selected design
are enabled. Therefore, only parts of the RAM of the activated architecture
are actually used (since no shares are required) and the SpongeWrap
construction works fully unprotected.

� When running in Hiding Mode (HM), the user can choose how many
dummy rounds the enabled architecture should perform (up to 15). A sin-
gle dummy round always corresponds to a full Keccak round, which sig-
nificantly increases the runtime in HM when raising the number of dummy
rounds. Simultaneously, the data transfer to and from the RAM gets shuf-
fled using eight different possibilities. Thus, the number of time instances
ti, where the leakage can appear for a configuration using j dummy rounds,
is calculated according to: ti = 8 + 8 · j (j ∈ [1 . . . 15]) Each RAM has a
couple of additional entries, which are not initialized. These words are
used as inputs when executing the dummy rounds. Thereby no correlation
between the actual state and the measured power traces should be observ-
able at all. For the remainder of this work we use HM-j to denote Zorro
running in hiding mode using j dummy rounds.

� Once the Masked Mode (MM) is selected, the activated architecture ac-
tually operates based on the shares. According to the designs’ names, the
3-Share, 3-Share*, and 4-Share unit use a three-share approach (as pro-
posed by Bertoni et al. [16]), a three-share approach with re-masking, and
a four-share approach (as proposed by Bilgin et al. [22]), respectively. In
the following, we use MM-3 when talking about the architectures applying
three shares and MM-4 in the case of four shares, respectively.

� The most secure mode, supported by each of the three architectures, is the
Secure Masked Mode (SMM), which combines the countermeasures of
HM and MM. Contrary to NM and HM, where only a third/fourth of the
RAM entries are actually used (as well as the uninitialized entries for the
dummy rounds), in MM and SMM all entries are required for processing.
We further on refer to Zorro running in SMM based on i shares and j
dummy rounds using the following notation: SMM-i-j

4.4 SCA-Attack Setting

In the following paragraph, the attack scenario is defined. The initial state S init

of the algorithm equals the concatenation of the key K, the first message part
M (which can either be a part of the associated data or the plain text), and
a vector containing c = 512 zeros (0c): S init = K||M ||0c. With r = 1 088
bits and |K| = 256 bits, the length of the message part in S init equals 832 bits
(|M | = r − |K| = 1 088 − 256 = 832 bits). One might argue that this example
is very advantageous for an attacker due to the fact that S init contains data
which can be freely chosen. But a similar attack would also work if S init does
not contain any freely chosen data. Then, instead of recovering the secret key,
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the attacker can recover the output of the first Keccak-f permutation. With
the knowledge of the intermediate state it is possible to forge messages without
knowing the key. A detailed discussion about the influence of the key-length
on the security of MAC-Keccak can be found in [135]. Furthermore we want
to mention that, especially for a low-resource application, what is the target
application of Zorro, it makes sense to use the remaining bits of S init for
the message. So the number of executions of the Keccak-f permutation is
minimized.

If no countermeasures against DPA attacks are activated (Zorro running
in NM ), S init is processed by the round transformations of Keccak-f. Each
slice Sz contains 4 unknown key bits, the remaining 21 bits are known by the
attacker and 21 − c

64 = 13 bits, the message part M , can be freely chosen per
slice.

If the masked mode using d shares is activated, the round transformations of
Keccak-f are performed on the shares S1, S2, . . . , and Sd respectively. In the
first execution step, the shares S1. . .Sd−1 are initialized with random values and
Sd is calculated according to Sd = S init⊕S1⊕ · · · ⊕Sd−1. The random values
required for initializing the shares have to be provided to the Zorro ASIC from
outside. The fact that S1. . .Sd are processed by Keccak-f does not allow to
generate hypothetical intermediate values that are required for a DPA attack.

The θ transformation is the first linear transformation applied on the state
and because of the modified round schedule this is the only slice-based transfor-
mation in the first round. To minimize the resource consumption, the architec-
ture on the Zorro ASIC performs the θ transformation on one slice per clock
cycle, leading to a total of 64 clock cycles for NM and d · 64 clock cycles for the
d-share implementation. The RAM load/store cycles are not considered in this
discussion. Note that the linear transformations can be applied on each share in-
dividually, what enables a sequential processing of the shares. On the one hand,
sequential processing allows to reuse the hardware and therefore minimizes the
required chip area. On the other hand, the runtime increases.

The fact that the θ transformation processes key information which is con-
stant for every encryption and a message part, which can be chosen by the
attacker, makes it a valid target for a DPA setting. According to the modi-
fied round schedule, the Zorro ASIC leaks the Hamming distance of the slice
values before and after the first θ transformation. Hamming distance values in
the range of 0 and 25 are possible and the fact that in one clock cycle only
one slice is modified reduces the algorithmic noise significantly compared to an
implementation, where the whole state is transformed in one clock cycle. To
calculate the θ transformation for Sz, the information of two neighboring slices
((z − 1) mod 64 and z) is required. This leads to a power model with 256 key
hypotheses (2 times 4 bits) for each slice.

For NM, the DPA attacks could be applied on the measurements without
post processing. For MM, the time instances, where the leakages appear, were
combined using the centralized product [111]. For HM, windowing has been
applied on the measurements to improve the results [86]. For SMM, DPA at-
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tacks also require a combination of windowing and higher-order post processing
(discussed in e.g. [140]). Possible combinations are discussed in Section 4.5.

4.4.1 Evaluation Metric

For comparing the security of the Zorro ASIC running in the different counter-
measure configurations, non-profiled DPA attacks using the Pearson correlation
coefficient as distinguisher have been conducted. Preliminary experiments con-
firmed that the ASIC leaks intermediate values according to the Hamming dis-
tance power model. Equation 4.6 is used to approximate the minimum number
of required measurements Nmin in order to distinguish the correct key hypothesis
from the wrong key hypotheses. ρK∗ corresponds to the correlation coefficient
of the correct key. The Nmin value is an approximation as lower bound for 100%
first-order success rate.

Nmin = (4/ρK∗)2 (4.6)

As a second metric the n-th order success rate, as proposed in [134], is applied.
For the investigated countermeasure configuration, Nfull measurements have
been recorded and stored. This set of measurements has been split into k groups
Gi (i = 1 . . . k), each containing Ngroup =

Nfull

k measurements. A DPA attack
has been conducted for the first l measurements of each group (l ≤ Ngroup),
returning the current rank of the correct key hypothesis. k∗(l) is the number
of groups, where the correct key hypothesis is ranked at any position between
1 and n for a specific number of measurements l. The n-th order success rate

is then calculated as k∗(l)
k . A first-order success rate of 100 % indicates that the

attacker already has the correct key after the DPA attack, no further brute-force
attach is required. In most scenarios, the DPA attack is only the first step to
reduce the search space for the correct key. The value of the correct key is then
revealed by performing a brute-force attack using the reduced search space. The
number of remaining key candidates kbf for an n-th order success rate and |k|
key bytes is then calculated according to Equation 4.7. For small values of n,
the number of measurements to reach the n-th order success rate of 100 % is
typically higher compared to the value of Nmin approximated with Equation 4.6
using the corresponding ρK∗ . Wrong key hypotheses can often also lead to high
correlation values what corrupt the rank of the correct key hypothesis.

kbf = n|k| (4.7)

For example, if the number of measurements available for an attack is equal to
the number to reach a third-order success rate (n = 3) of 100 %, the correct key
byte value is among the first three candidates. Here the assumption is that the
DPA attack can target each key byte individually. Assuming that the full key
length is equal to 128 bit (16 byte, |k| = 16), 316 key candidates remain to be
tested in a subsequent brute-force attack.
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4.4.2 Measurement Setup

For measuring the power consumption during the execution of Keccak-f, the
voltage drop across a resistor in the core supply line of the Zorro ASIC was
measured. A self-made differential amplifier with a gain of 10 has been used
for the measurement. In order to maximize the voltage resolution, the resistor
value has been selected accordingly. A PicoScope 6404c oscilloscope was used
to capture the power traces which were stored on a PC for further analyses. A
sampling rate of 1 GS/s and a clock frequency of the ASIC of 10 MHz, leads to 100
samples per clock cycle. The ASIC provides an 8 bit data bus for communication.
An FPGA has been used between the controlling computer and the ASIC to
modify the serial data received from the computer according to the bus protocol
supported by the ASIC. The following data is generated on the computer and
sent to the ASIC (via the FPGA): key, message, random numbers to initialize
the shares, and configuration data for the countermeasures.

4.5 SCA-Attack Results

In this section the results of DPA attacks targeting Zorro with different coun-
termeasure configurations are presented.

4.5.1 DPA Attacks Targeting Zorro in NM

Preliminary DPA experiments were performed targeting Zorro running in NM.
In that mode, no countermeasures are active, so there is no protection against
DPA attacks. By applying a 1st order DPA attack 35 measurements are suffi-
cient to reach a first-order success rate of 100 %. In order to reach a second-order
success rate of 100 %, 20 measurements of the implementation without activated
countermeasures are sufficient. 232 key candidates remain that need to be tested
in a subsequent brute-force attack. The DPA attack revealed ρK∗ = 0.89 lead-
ing to Nmin = 20 by applying Equation 4.6. This preliminary DPA attacks
clearly indicate that the integration of countermeasures is inevitable to provide
an appropriate level of security.

4.5.2 HO-DPA Attacks Targeting Zorro in MM

When Zorro is running in masked mode, 1st order DPA attacks do not lead
to successful results. The correct key hypothesis cannot be distinguished from
wrong key hypotheses. Up to 200 000 measurements have been used for this
investigation.

For MM-3, a 3rd order DPA attack leads to successful key recovery. There-
fore, the time instances where the three shares are processed have been combined
by applying the centralized product as discussed in Section 4.2. The appropriate
time instances which need to be combined were identified by a visual inspection
of the recorded power trace. Figure 4.3 depicts one power trace of the first Kec-
cak-f round of Zorro running in MM-3. The time intervals where the first θ
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Figure 4.3: Power trace of the first Keccak-f round of Zorro running in MM-3.

transformation is executed on the shares are marked with the dotted, vertical
lines. The same approach has been followed for the evaluation of MM-4, with
the only difference that now four shares were combined, leading to a 4th order
DPA attack. In order to discuss the HO-DPA results targeting MM-3 and MM-
4, respectively, we apply two metrics. First, the success rate and second, the
absolute value of the correlation coefficient corresponding to the correct key hy-
pothesis ρK∗ . Knowledge of the value ρK∗ allows us to approximate the number
of required measurements for a key recovery based on Equation 4.6.

For the three-share variant (MM-3 ), 10 000 measurements are sufficient to
reach a first-order success rate of 100 %. With that amount of measurements
no subsequent brute-force attack is required, the key search space is already
reduced to 1. If a subsequent brute-force attack is considered, a lower number
of measurements is sufficient in order to reveal the key. A second-order success
rate of 100 % leads to a remaining key search space of 232 when considering the
key length of 256 bit. A second-order success rate of 100 % is reached with 3 000
measurements for MM-3. For MM-3, ρK∗ = 0.119. By applying Equation 4.6,
Nmin ≈ 1 130 can be approximated as lower bound. The results of the practical
DPA attacks targeting the MM are summarized in Table 4.1.

For the four-share variant (MM-4 ), 29 000 measurements are sufficient to
reach a first-order success rate of 100 %. A DPA attack with that amount of
measurements reveals the key without the need for a subsequent brute-force at-
tack. If a subsequent brute-force attack is considered, the second-order success
rate is evaluated. A second-order success rate of 100 % is reached with 10 000
measurements for MM-4. This leads to 232 keys which need to be tested in a sub-
sequent brute-force attack. For MM-4, ρK∗ = 0.06. By applying Equation 4.6,
Nmin ≈ 4 450 can be approximated as lower bound.

Two things need to be clarified when talking about the result targeting MM-3
and MM-4, respectively. First, the results for 3-Share and 3-Share* are similar.
This is because the performed DPA attacks target the first θ transformation
while the modification for 3-Share* affects the first χ transformation. Therefore
we do not differ between the two designs in the discussion dealing with MM-3.
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Second, for the HO-DPA attacks we do not consider any overhead for searching
the appropriate time samples which need to be combined.

4.5.3 DPA-Attacks Targeting Zorro in HM

In the following, the hiding countermeasure of the chip is evaluated in detail.
In HM, additional rounds on a random state are inserted and also the load
sequence from the RAM is randomized. The number of time instances ti where
the targeted leakage can appear is in the range of ti ∈ [16, 24, . . . , 128], depending
on the configuration.

Table 4.1 summarizes the results of the practical DPA attacks targeting
the hiding-secured configuration. All results have been achieved by applying
1st order DPA attacks after windowing has been applied on the recorded mea-
surements. Similar to the discussions in the previous section regarding Zorro
running in MM, we evaluate the number of traces required to reach a 1st order
and 2nd order success rate of 100 %, respectively. Attacks targeting the config-
uration using one dummy round (HM-1 ) require 1 000 measurements to reach
a 1st order success rate of 100 % and 800 measurements to reach a 2nd order
success rate of 100 %. For the most secure hiding-mode configuration, HM-15,
the required number of measurements increases to 3 300 and 2 500, respectively.
For approximating Nmin, the correlation value of the correct key hypothesis ρK∗

has been used.

4.5.4 Summary of Hiding and Masking Applied Indepen-
dently

Although none of the designs on Zorro is a completely countermeasures-free
architecture (i.e., even though they can be disabled, the required hardware re-
mains present), Zorro is comparable in terms of the required area with the
plain Keccak implementation by Pessl and Hutter [107] due to its similarities.
Therefore, we use the 5.5 kGEs as a reference for the required area, which could

Table 4.1: Results of the practical DPA attacks targeting Zorro running in HM and
MM.

Mode ρK∗ Nmin 100 % success rate
1st order 2nd order

[measurements] [measurements] [measurements]

Plain 0.890 20 35 20
MM-3 0.119 1 130 10 000 3 000
MM-4 0.060 4 450 29 000 10 000
HM-1 0.194 430 1 000 800
HM-2 0.170 560 1 200 900
HM-3 0.152 690 1 500 1 000
HM-4 0.139 830 1 600 1 200
. . .
HM-15 0.077 2 700 3 300 2 500
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Table 4.2: Performance comparison of selected countermeasure configurations of the
Zorro ASIC.

Mode Shares Dummy R. Nmin Area Runtime
[measurements] [kGE] [kCycles]

Plain - - 20 5.5 21.9
MM 3 - 1 130 14.0 113.2
MM 4 - 4 450 17.0 149.6
HM - 1 430 5.5 23.2
HM - 15 2 700 5.5 36.5
SMM 3 1 55 000 14.0 121.0
SMM 3 2 82 000 14.0 125.7
SMM 3 5 163 000 14.0 139.7
SMM 3 15 434 000 14.0 186.2
SMM 4 1 285 000 17.0 160.0
SMM 4 2 427 000 17.0 166.1
SMM 4 5 853 000 17.0 184.6
SMM 4 15 2 276 000 17.0 246.1

be reached when all the resources needed for the countermeasures, for instance,
larger RAMs and intermediate registers, the non-linear processing unit for the
shares as well as all the controlling overhead required to provide a variable DPA
evaluation platform such as Zorro, are not present. From a security point of
view the design by Pessl and Hutter is comparable with Zorro running in NM.
Adding a hiding-only countermeasure to an unsecured (plain) Keccak design
usually requires to add some minor overhead to the controlling unit. If the
area needed for both this controlling and the generation/provision of the ran-
dom numbers is very small, the overall area overhead for adding hiding can be
seen as negligible. With regard to the runtime, an increase ranging between 6%
for HM-1 and 67% for HM-15 must be accepted, depending on the number of
dummy rounds. However, running Zorro in HM assures that the number of re-
quired traces increases by a factor between 22 (for HM-1 ) and 137 (for HM-15 ).
The three-share design results in an area overhead of 155%, while the required
traces increase by a factor of 57. Approximately 225 times more traces are re-
quired if the four-share approach is used, leading to an area increase of 209%.
Also the runtime for one Keccak-f permutation increases by 417% and 584%
for the three-share and the four-share architecture, respectively. The upper half
of Table 4.2 summarizes the numbers of our results in HM and MM.

4.5.5 Security Approximation for Zorro in SMM

The results presented so far indicate that both countermeasures alone do not
provide sufficient protection against DPA. Hence, in this section, the most secure
mode of Zorro, combining hiding and masking techniques, is discussed.

Due to the increased measurement effort, results for SMM are approximated
using an appropriate equation derived in the following. This equation takes as
input the ρK∗ values from the HO-DPA attacks targeting the masked implemen-
tations. For SMM-3-1 we have also verified the correctness of the approximation
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by performing a practical attack.
For attacks on the combined countermeasures (i.e., on SMM ), we first discuss

the effect of the sequence of applying windowing and higher-order post processing
of the measurement data on the outcome of the DPA attack. Tillich et al. [140]
discuss four different approaches how to attack a randomized and first-order
masked AES software implementation: Biasing the mask, taking advantage of
weak randomization, combining 2nd order DPA and windowing, and classical
2nd order DPA on windowed traces. For our scenarios, only the last two ap-
proaches are of interest which need to be modified as discussed in the following.

Combining i-th order DPA and windowing The first step of this ap-
proach consists in an i-th order post processing. The applied post-processing
function takes as inputs the values at the i time samples where the targeted
intermediate value is processed. Without hiding, the function is applied once.
In the case of hiding, all possibilities where leakage can appear have to be eval-
uated by the function. For Zorro, the targeted leakage can appear at eight
different time samples per share leading to 8i evaluations of the post-processing
function per round. For SMM-i-j, that leads to (j + 1) · 8i evaluations overall,
where j denotes the number of dummy rounds. The second step of this approach
consists in windowing. For this purpose, the (j + 1) · 8i results of the i-th order
post-processing function are summed up. The resulting correlation coefficient
ρiW decreases compared to the correlation coefficient of the masking-secured
implementation ρMMi by a factor of

√
(j + 1) · 8i, see Equation (4.8).

ρiW =
ρMMi√

(j + 1) · 8i
=

ρMMi√
ti
8 · 8i

=
ρMMi√
ti ·
√

8i−1
(4.8)

Apply i-th order DPA on windowed traces The first step of this ap-
proach consists in windowing. All the corresponding time instances per share are
therefore summed up, the number of time instances ti for SMM-i-j is equal to
8 + 8 · j. The result of this windowing are i values, which serve as the inputs for
the i-th order post-processing function applied next. The second step consists
in executing the i-th order post-processing function using as inputs the output
values of the previous windowing step. According to [86], the correlation coeffi-
cient for the hiding countermeasure compared to an unsecured implementation
is reduced by the factor

√
ti if windowing is applied. As a result, we come up

with Equation (4.9). ρMMi is the correlation coefficient of the masking-secured
implementation.

ρWi =
ρMMi√
ti · i

(4.9)

Comparison of the two approaches In order to figure out which of the two
previously discussed approaches is better suited for attacks on the combination
of secret sharing and hiding countermeasures, we examine which approach leads
to higher correlation values for the parameters i ∈ [3, 4] and ti ∈ [16, 24, . . . , 128].

By combining Equations (4.8) and (4.9), the relation ρiW = ρWi ·
√

i
8i−1 can

be found and therefore ρiW < ρWi ∀i > 1. Performing windowing first and
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Figure 4.4: Runtime/Nmin comparison of Zorro for all the provided modes.

afterwards executing the higher-order post processing is the better choice and
will be used for the following discussions.

Security gain in SMM Equation (4.9) allows us now to approximate the
security gain for the SMM of Zorro based on the previous results from the
practical HO-DPA attacks on the masked implementations. Therefore we use
ρMM3 = 0.119 for SMM-3-j and ρMM4 = 0.060 for SMM-4-j. j defines the
number of dummy rounds and is used to calculate ti = 8 + 8 · j. By performing
a practical attack targeting Zorro running in SMM-3-1 the theoretical ap-
proximation has been validated. An attack using 200 000 measurements yields
a correlation value of 0.014, therefore Nmin is about 80 000 measurements by
applying Equation 4.6. This value is in line with the lower bound of 55 000
approximated with Equation 4.9.

Table 4.2 gives a summary of the security in terms of number of traces
required to successfully mount a non-profiled HO-DPA attack on Zorro running
in the corresponding mode. Furthermore, the runtime and area values are given
for comparison with the unprotected implementation. Figure 4.4 depicts the
relation between Nmin, runtime and area. Table 4.2 and Figure 4.4 reveal some
interesting facts:

� Nmin for HM-15 is higher compared to Nmin for MM-3. Hence, if only
a single countermeasure is used, it is the better choice to only use hiding
as the overhead in terms of area and runtime is by far smaller but still
provides a better security against non-profiled DPA attacks.

� ForNmin values up to 300 000 measurements, SMM-3-j is always the better
choice compared to SMM-4-j in terms of area and runtime overhead.

� For SMM-3-15, an Nmin value of 434 000 can be provided. This is the
most secure setting when three shares are used.

� For SMM-4-15, an Nmin value of 2 276 000 can be achieved. From all the
countermeasure settings provided by Zorro, this is the most-secure one.
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4.6 Discussion

In this chapter we have investigated the vulnerability of a low-resource Kec-
cak implementation against non-profiled DPA attacks. For the investigations
a taped-out ASIC has been used. This ASIC, called Zorro, provides a flexible
DPA-countermeasure evaluation platform. Masking and hiding countermeasures
are supported to secure the low-resource Keccak implementation against DPA
attacks. Keccak is operated in a keyed mode called SpongeWrap.

The results of the DPA attacks reveal that the masking countermeasure and
the hiding countermeasure applied alone do not lead to a satisfying security gain
against DPA attacks. This is especially true when considering the large area
and runtime overhead introduced by the countermeasures. The main reason for
the small security gain is the low-resource design of the ASIC. The sequential
processing which allows to reuse many hardware blocks and therefore minimizes
the occupied area, significantly increases the signal-to-noise ratio. A high signal-
to-noise ratio is advantageous for DPA attacks.

In order to achieve an acceptable security gain, especially for low-resource
implementations, it is required to combine both countermeasures. Security level,
area overhead, and runtime overhead introduced by the countermeasures are in-
fluenced by the selection of the configuration parameters of the countermeasures.
These parameters are the number of shares and the number of executed dummy
operations.

Another important observation is that the hiding countermeasure applied
alone achieves a higher security gain compared to the masking countermeasure
using three shares. It has to be considered that the area and runtime overhead
introduced by the hiding countermeasure is smaller compared to the masking
countermeasure. Therefore, if only a single countermeasure is applied, hiding
performs better compared to masking on low-resource devices.

All results presented in this chapter were achieved by using a low-cost power
measurement setup. The prototype ASIC is intended to be used in RFID ap-
plications, making power measurements infeasible. But the results achieved in
Chapter 2 let us come to the conclusion that low-cost SCA attacks in close
proximity using the EM side channel would lead to comparable results. With
disabled countermeasures, also remote SCA attacks should be successful. For
enabled countermeasures in the remote SCA scenario, we refer to the conclusions
from Chapter 2.





5
Non-Invasive Fault Attacks

The aim of this chapter is to present fault-injection setups for non-invasive fault
attacks applicable for a wide range of off-the-shelf microcontrollers. In particu-
lar, the influence of tampering with the clock frequency, the power supply, and
the ambient temperature on the following microcontroller platforms has been
investigated: Atmel ATmega 162/v, Atmel ATxmega 256, and ARM Cortex-M0.
Not only the single injection techniques have been investigated, also combina-
tions of the techniques have been applied in order to improve the success rate
of fault injections. Results of the conducted experiments approve the relevance
of the presented low-cost setup. The results presented in this chapter have been
published in [75] and [77], respectively. The contributions can be summarized
as follows.

Contribution

� Introduction of a flexible, low-cost fault-injection setup allowing to tamper
with the power supply, the clock signal and the temperature of the device
under test.

� Investigation of the effects of similar fault injection methods on two differ-
ent microcontroller platforms.

� Studying the influence of combining fault-injection methods on the suc-
cess of the fault injection. Clock glitches during underpowering was the
first investigated combination. The second combination was a clock glitch
while operating the device outside the specified temperature range. Both
combinations allow to increase the fault-injection success.

71
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This chapter is structured as follows. In Section 5.1 we give an introduction
to non-invasive fault attacks in the context of sensor nodes. Next, in Section 5.2
we discuss the fault injection environment and in Section 5.3 a description of the
fault-injection experiments is given. The results of the experiments are discussed
in Section 5.4 and Section 5.5 completes the chapter with a short conclusion.

5.1 Introduction

Fault attacks pose a serious threat for implementations of cryptographic algo-
rithms. Their aim is to reveal secret information (e.g. a secret key) used by these
algorithms by forcing faulty behavior. Examples in the past have shown that
implementations that are not secured by means of countermeasures can success-
fully be attacked by injecting a single fault. Non-invasive fault attacks do not
even require a modification of the attacked device. Popular techniques for in-
jecting faults in a non-invasive way are tampering with the supply voltage [150],
the clock signal [12], the temperature [56], or injecting EM pulses [95].

In order to conduct the aforementioned attacks, physical access to the at-
tacked device is required. In case of non-invasive attacks, the device can be put
in place after the attack, so the probability, that the attack remains undetected
is high. Sensor nodes are potential targets for physical attacks. They often oper-
ate in hostile environments and are only sporadically observed by human beings.
This fact makes it easy for an attacker to remove the node for the duration of
the attack and put it in place afterwards. For the analyses in this work we have
chosen three MCUs frequently used as central processing unit in sensor nodes,
an Atmel ATmega 162/v, an Atmel ATxmega 256, and an ARM Cortex-M0.

A huge number of non-invasive fault attacks on cryptographic primitives
have been reported in literature during the last years. Popular attack targets
are hardware as well as software implementations of block ciphers and software
implementations of the RSA algorithm. Fault attacks can be grouped into at-
tacks that insert a fault in the datapath or the control logic.

The fault attack performed in this chapter apply clock tampering, power-
supply tampering and temperature variation and their combinations. We do
not target a specific cryptographic algorithm, the focus is put on the impact of
the injected fault on a set of instructions executed on microcontrollers. When
studying related work, there have been many fault attacks targeting a specific
cryptographic algorithm using one of the previously mentioned fault-injection
methods. Some examples are given in the next paragraphs.

Tampering with the power supply has been shown to be an effective, non-
invasive fault-injection method. Selmane et al. [120] have shown, how setup-time
violations due to underpowering can be used to attack the Advanced Encryp-
tion Standard (AES) block cipher. Barenghi et al. [13] present successful fault
attacks targeting software implementations of AES and RSA. The implemen-
tations are executed on an ARM 9 general purpose CPU and underpowering is
used to inject the faults. Choukri and Tunstall take advantage of power sup-
ply glitches in order to modify the round counter of a secret-key algorithm in
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[33]. A similar approach to modify the AES round counter is presented in [35].
Here, the authors use electromagnetic pulses in order to enforce the faulty be-
havior. Schmidt et al. [116] use spikes in the power supply to attack an RSA
implementation. Kim and Quisquater [68] show that with two precisely timed
power glitches the countermeasures of a secured RSA implementation can be
circumvented.

If the targeted device is supplied with an external clock signal, tampering
with this clock signal has been shown to be an effective method for fault injection.
Agoyan, Dutertre, and Naccache [2] apply an FPGA implementation of AES to
perform fault attacks using clock glitches. With practical results they confirm
their theoretical assumptions. Practical fault attacks targeting six different block
ciphers implemented on an LSI have been reported by Fukunaga, Toshinori and
Takahashi in [43]. The authors have used clock glitches in order to inject faults.

Not only tampering the clock signal or the power supply, also modifying
the ambient temperature has been found to be a valid method forcing faulty
behavior. Here, two effects can be observed, depending if the analyzed device is
cooled down or heated up.

First, cooling down the device allows to increase the data-retention time.
Skorobogatov [124] was one of the first performing data-retention attacks on
SRAM chips in 2002. He decreased the ambient temperature of these chips by
cooling the devices down to −20 ◦C and below. He showed that data gets some-
how frozen and can be read out after some seconds after power down. Samyde,
Skorobogatov, Anderson, and Quisquater made similar experiments published
in the same year in [115]. Another similar experiment was done by Müller and
Spreitzenbarth [98] in 2011. They developed a tool called FROST (forensic re-
covery of scrambled telephones), which allows to recover the RAM content of
modern Android smart phones. The tool allows to retrieve disk encryption keys
from RAM and the approach is comparable to cold boot attacks on PCs [48].

Second, increasing the ambient temperature of the device allows to change
memory content. Quisquater and Samyde [112] were one of the first who observed
that high temperature causes memory errors after hours of extensive heating.
Govindavajhala and Appel [47] were able to induce errors into memories using a
50 watt spotlight clip-on lamp. By heating a device up to 100 ◦C, they were able
to inject faults with a probability of 71.4 %. Recently, Hutter and Schmidt [56]
presented heating fault-attacks on an AVR microcontroller in 2014. They op-
erated the device above the temperature specification (> 125 ◦C). The authors
verify the efficiency of this high-temperature attack by successfully attacking an
RSA implementation.

Studying the existing literature on non-invasive fault injection, we found
that so far the combination of different fault-injection methodologies has not
been studied in detail. Therefore we decided to close this gap by studying the
effects of the combinations clock tampering and underpowering as well as clock
tampering and temperature variations on the ability to inject faults. All attacks
have been conducted by applying low-cost equipment consisting of off-the-shelf
parts.
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5.2 Fault Injection Environment

In this section the setup for the non-invasive fault injections is introduced. This
setup was designed as part of this thesis. For the design we followed the ap-
proach of using an FPGA-based fault board which offers a connector allowing to
connect custom extension boards. For tampering with the ambient temperature,
a heating plate has been used.

5.2.1 Custom-made Fault Board

The custom-made fault board allows to tamper with the clock signal and the
power supply provided to the device under test. The main part of this fault
board, which is depicted in Figure 5.1, is a XILINX Spartan-6 XC6SLX45
FPGA. For communication with the control computer, the fault board is equipped
with a USB port and the configuration is done via MATLAB® scripts on the
control computer. A huge number of I/O pins for connecting a wide range of
devices are available. For the experiments performed in this chapter, three pins
are essential: the clock signal, the supply voltage, and the trigger signal. A block
diagram showing the setup can be found in Figure 5.2. For visualizing the clock
signal and the supply voltage, a PicoScope 5203 from Pico Technology1 has been
used.

For clock-glitch generation, a similar approach like presented in [2, 38] is
applied to generate the clock signal and insert glitches into it. The shape of
the clock glitch can be parameterized by two values, i.e., d1 and d2. The first
value d1 defines the time between the positive and the negative clock edge during
the clock glitch. The second value d2 defines the time between two subsequent,
positive clock edges during the clock glitch. Both values in combination define
the final shape of the inserted clock glitch. Figure 5.3 shows the unaltered clock
signal clk and the altered clock signal clkgl for a small value of d1 (meaning that

1http://www.picotech.com/

http://www.picotech.com/
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Figure 5.3: Clock-glitch generation for a
small value of d1.
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Figure 5.4: Clock-glitch generation for a
large value of d1. Note that
tlow,gl is lower compared to
tlow.

the negative clock edge appears early after a positive clock edge). Figure 5.4
shows the signals for a bigger value of d1 (meaning that the negative clock edge
of the altered clock signal appears only slightly before the negative clock edge of
the unaltered clock signal). The figures also show the low times tlow, defined as
the time between negative and positive clock edge of the clock signal. By having
a closer look at the two figures, it shows that the low times of the glitch-injected
clock signal clkgl is different and depends on the parameter d1. In particular,
tlow,gl = tlow − d1; so the low time becomes shorter the higher the value of d1.
This means that the negative clock level becomes shorter the later the clock
glitch is injected during the positive clock level. This effect appears because of
the usage of the ‘Digital Clock Managers’ (DCMs) of the FPGA for clock-glitch
generation.

When using a nominal clock frequency of 24 MHz (T ≈ 41.7 ns), values for
d2 between 5.9 ns and 22.0 ns can be achieved with this setup, which equals a
frequency range between 45 MHz and 170 MHz. Figure 5.5 depicts clock signals
generated with the fault board. d2 values in the range of 8.0 ns up to 22.0 ns,
with a step size of 1.0 ns, were measured for creating this plot. The glitch is
inserted after a trigger event on a predefined pin of the FPGA. Defining the
number of clock cycles between the trigger event and the glitch insertion allows
to precisely select the point in time for the glitch to occur.

For supply-voltage tampering, a multiplexer with different, configurable volt-
age values at its inputs is used. Voltage values in the range of 0 V and 5 V are sup-
ported. If the nominal supply voltage of the attacked device equals U1 = 3.3V ,
UGlitch = (U1 − Udiff )V defines the voltage during underpowering. U1 equals
the voltage at multiplexer input 1 and UGlitch equals the voltage at multiplexer
input 2, respectively. Udiff defines the reduction of the supply voltage during
underpowering. The supply voltage reduction takes place a defined number of
clock cycles after a trigger event and also the duration of the underpowering can
be defined precisely.

5.2.2 Extension Boards

Figure 5.1 also depicts the two extension boards for the ATxmega 256 and the
ARM Cortex-M0 microcontroller respectively. For the heating experiments, con-
ducted with the ATmega 162/v microcontroller, we had to take care that the
fault board can be placed at sufficient distance to the heating plate. Otherwise
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Figure 5.5: Clock signal with different settings for d2 between 8 ns and 22 ns.

Figure 5.6: The experimental setup: The fault board is located on the left side and
the microcontroller is connected to it using thin copper wires. This allows
to place the microcontroller in the middle of the heating plate.

the parts on the fault board, especially the FPGA, would also heat up, what
might lead to damages on the fault board. Instead of an extension board, the
required pins of the ATmega 162/v microcontroller were connected with thin
copper wires (0.2 mm diameter) to the fault board. This allowed us to place
the custom-made fault board in appropriate distance to the heating plate, as
depicted in Figure 5.6. In the following a short summary of the main features
of the investigated microcontrollers is given.

ARM Cortex-M0 The ARM Cortex-M0 represents the lower end of the
ARM Cortex-M family. It is a 32 bit RISC processor with Von-Neumann ar-
chitecture. It supports 56 instructions, most of them belonging to the ARM
Thumb instruction set. For instruction execution, the ARM Cortex-M0 applies
a three-stage pipeline as depicted in Figure 5.7 with the three stages: Fetch
stage, decode stage, and execute stage. Most operations of the ARM Cortex-
M0 are performed with 16-bit instructions. As the CPU provides a 32-bit bus
system, in every second cycle two 16-bit instructions are fetched in parallel. For
the experiments performed in this work, NXP’s LPC 1114 implementation of the
ARM Cortex-M0 has been used [102]. This implementation supports a maxi-
mum clock frequency fmax of 50 MHz and a supply voltage range between 1.8 V
and 3.6 V. For the performed attacks on the ARM Cortex-M0, a nominal clock
frequency of 24 MHz is used, which equals a factor of 0.48 compared to fmax.
When using clock glitches with the maximal clock glitch frequency of 170 MHz
the maximal operating frequency fmax is exceeded by factor of 3.40. A nominal
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supply voltage of 3.3 V is used during the practical experiments on the ARM
Cortex-M0.

Atmel ATxmega 256 The ATxmega 256 is a 8/16 bit microcontroller for
low-power applications with a RISC architecture. The separated memories for
data and program code make the ATxmega 256 a CPU with Harvard archi-
tecture. It has a two-stage instruction pipeline with one fetch stage and one
execute stage as shown in Figure 5.8. During the execution of an instruction,
the next instruction is simultaneously loaded from the program memory. Using
a 16-bit program memory bus allows to load a 16-bit instructions in a single
clock cycle. The ATxmega 256 supports 142 Atmel AVR instructions, most of
them executing in a single clock cycle. For further information the authors refer
to the datasheet of the microcontroller [10]. For our practical experiments we
use the ATxmega 256A3 which supports a maximal operating frequency fmax of
32 MHz. The supply voltage range is specified between 1.6 V and 3.6 V. When
using a clock frequency above 12 MHz at least 2.7 V are recommended. For the
attack experiments performed in this work, the ATxmega 256 operates on a nom-
inal clock frequency of 24 MHz, which equals a factor of 0.75 compared to fmax.
The maximal clock glitch frequency of 170 MHz exceeds the maximal operating
frequency fmax by factor of 5.31. For all attacks a nominal supply voltage of
3.3 V is used.

Atmel ATmega162 The ATmega 162/v is an 8-bit low-power microcon-
troller from Atmel. It is part of the AVR family and is based on a RISC
architecture. The ATmega162 supports 131 instructions where most of them
are single-cycle operations. It provides 32 internal general-purpose registers
(denoted by R0 . . . R31) that can be used by applications. Some of them are
dedicated to special functions such as the registers R0 and R1 which store the
result of a multiplication, or the sets (R26,R27), (R28,R29), and (R30,R31) which
can be used for memory addressing purposes (they are referred to registers X, Y,
and Z in the documentation). It further has a 1 kB of internal SRAM and 16 kB
of programmable flash memory. Further information about the ATmega162 can
be found in the datasheet [9]. The device can be clocked up to 8 MHz with the
internal clock source or up to 16 MHz using an external clock (fmax = 16 MHz).
The supply voltage range is specified between 2.7 V and 5.5 V, for clock frequen-
cies above 8 MHz a minimum supply voltage of 4.5 V is recommended. Dur-
ing the practical experiments, two nominal clock frequencies were examined:
f1 = 10 MHz and f2 = 20 MHz. The factor between f1 and fmax equals 0.63
and the factor between f2 and fmax equals 1.25. For the second case this already
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indicates a slight overclocking, but when operating the device under normal con-
ditions no erroneous behavior was observed. The maximal clock glitch frequency
of 170 MHz exceeds the maximal operating frequency fmax by factor of 10.63.
For all attacks a nominal supply voltage of 4.5 V is used.

5.2.3 Heating Equipment

In order to tamper with the ambient temperature of the device under test, it has
been placed on top of a heating plate. For that purpose, a laboratory heating
plate from Schott instruments (SLK 1) was used. This equipment does not al-
low to accurately control the temperature, but measuring the temperature and
regulating the heating power figured out to be sufficient. For temperature mea-
surements, a PT100 sensor element has been used. This element changes the
resistance according to the temperature, for 0◦ C the resistance equals 100 Ω.
The sensor element has been placed between heating plate and chip package
and the resistance of the sensor element was measured with a Fluke 111 TRUE
RMS multimeter. After subtracting the resistance of the connection wires, the
current temperature has been calculated with an online tool2. In the following
it figured out that the used heating-plate model introduces electromagnetic in-
terferences. This observation did not affect our experiments but it has to be
addressed when a high signal quality is required. Power measurements in a DPA
attack scenario require a high signal quality in order to succeed. Therefore we
further tested a resistor-based heating element instead of the heating plate. Due
to this modification the electromagnetic interferences disappeared.

5.3 Experiment Description

In this section we describe the experiments which were preformed for the in-
vestigations of non-invasive fault injections targeting microcontrollers. First,
the influence of fault injections using clock glitches targeting the ARM Cortex-
M0 microcontroller and the ATxmega 256 microcontroller is investigated. Here
the goal is to evaluate the vulnerability of similar instructions executed on two
different microcontroller platforms to similar fault injections, especially clock
glitches. Second, we study the combination of different fault injection methods
to increase the reliability of the fault injections. We study the combination of
clock glitches and underpowering targeting the ARM Cortex-M0 microcontroller.
The impact of the ambient temperature on the success of clock-glitch attacks
targeting specific instructions executed on the ATmega 162/v microcontroller is
further analyzed.

2http://www.thermibel.be/documents/pt100/conv-rtd.xml

http://www.thermibel.be/documents/pt100/conv-rtd.xml
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5.3.1 Fault-Injection Impact on Different Microcontroller
Platforms

When performing fault injections targeting a microcontroller by applying clock
glitches, two important characteristics have to be considered. First, an instruc-
tion is executed in several CPU stages according to the underlying instruction
pipeline. Second, the results may vary depending on the used glitch parameters.
It turned out that the main influencing parameter for the experiments discussed
in this section is d2. Therefore we will refer to this value when discussing the
results. A fault during the fetch stage can lead to an execution of a wrong in-
struction due to reading from a wrong address or due to an alteration of the
instruction. If the instruction is altered during the fetch stage, an exception
might occur due to an invalid instruction. A fault during the decode stage can
lead to a misinterpreted instruction. The effect of a fault during the execution
stage highly depends on the executed instruction. Either the calculation can be
influenced, registers are updated with wrong values, or the register update is
skipped at all.

In order to draw meaningful comparisons between the two microcontroller
platforms, we target single pipeline stages with the clock glitch. Furthermore, the
following three different classes of instructions are evaluated separately: arith-
metical/logical instructions, branch instructions, and memory instructions. An
overview of the actually examined instructions is given in Table 5.1. For arith-
metical/logical instructions, addition, multiplication and a logical left-shift have
been evaluated. Rd and Rn denote the registers for the two operands and the re-
sult is stored to Rd. Conditional branches have been chosen to evaluate branch
instructions and load/store operations have been chosen to evaluate memory
instructions.

Studying the impact of the fault injections on the previously defined instruc-
tions is the main goal of the experiments. To allow a fair comparison between
both microcontroller platforms, a similar test procedure has been used for all
instructions, independent of the device executing it. In order to avoid undesir-
able side-effects, the targeted instruction has been placed between two blocks of
nops. The procedure consists of the following five steps:

1. Initialization of the microcontroller: During the initialization phase,
the configuration of the microcontroller is performed. The clock system

Table 5.1: Examined instructions.

Instruction class ATxmega 256 ARM Cortex-M0

Arithmetical/Logical add Rd,Rn adds Rd,Rn

mul Rd,Rn muls Rd,Rn

lsls Rd,#imm

Branch breq label beq label

Memory ld Rd,X ldr Rd,[Rn]

str X,Rn str Rd,[Rn]
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is configured for using an external clock provided by the fault board, I/O
pins and the UART interface are configured appropriately. Furthermore,
the SRAM and all the registers are initialized with defined values allowing
to detect eventual impacts of the fault on memory content.

2. Synchronization with the control computer: Via a UART message
the microcontroller signalizes the control computer the completion of the
initialization phase and waits for further commands. The reception of
this message triggers the configuration of the fault board by the control
computer. This configuration includes the length, duration, and position
of the clock glitch and the event triggering the clock glitch. Finally, the
control computer resumes the program execution on the microcontroller.

3. Rise trigger pin: In order to allow a precise insertion of the clock glitch,
a defined number of clock cycles before the execution of the targeted in-
struction a trigger signal is generated.

4. Execution of the targeted instruction: The targeted instruction gets
executed a fixed number of clock cycles after the trigger signal. This
instruction is surrounded by a number of nops in order to prevent any
side-effects due to the clock glitch.

5. Result communication: In the last step, the values of the CPU and
general purpose registers are transferred to the control computer where
they get compared to values of a fault-free reference execution. The result
of this comparison together with the fault-injection parameters are stored
for later evaluation. The clock cycle when the fault was injected allows to
draw conclusions about the affected pipeline stage of the target instructions
execution procedure.

5.3.2 Combination of Fault Injection Methods

In the following paragraphs the experiments for evaluating combinations of fault-
injection methods are introduced.

Clock Glitch and Underpowering

This combination has been studied targeting the ARM Cortex-M0 microcon-
troller and is based on the fact that the propagation delay of CMOS logic in-
creases with a lower supply voltage. Combining underpowering with clock-glitch
insertion should make the device more sensitive to fault injections. The ARM
Cortex-M0 MCU has been chosen to prove this assumption because this MCU
showed a low sensitivity on clock glitches applied alone. The supply voltage of
the ARM Cortex-M0 is reduced to 1.2 V during the clock glitch, this value is
beyond the minimum operating voltage of 1.8 V given in the datasheet [102].
It has to be mentioned that for the experiments, where underpowering is ap-
plied, the decoupling capacitors have been removed. This step was necessary
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Figure 5.9: Different clock-glitch shapes
for 10 MHz.
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Figure 5.10: Different clock-glitch
shapes for 20 MHz.

because due to the discharging of the capacitors, it is very hard to synchronize
the underpowering and the clock glitch.

Clock Glitch and Temperature Variation

Preliminary experiments revealed that when combining clock glitches with tem-
perature variation, all clock glitch parameters (d1, d2, and tlow,gl) influence the
results. Figure 5.9 and Figure 5.10 show measured clock signals provided to
the ATmega 162/v MCU for three different [d1, d2] settings, once for a reference
clock frequency of 10 MHz and once for a reference clock frequency of 20 MHz,
respectively. These figures also show the relationship between d1 and tlow,gl.
The corresponding settings for [d1, d2] are shown in the legends of these plots.
Values for d2 in the range of 7.0 ns and 50.0 ns were used for the setting of
fclk = 10 MHz. This equals glitch frequencies between 20 MHz and 142 MHz.
For the setting of fclk = 20 MHz, values for d2 between 7.0 ns and 25.0 ns were
used.

In the following, we describe the evaluation process for studying the influence
of ambient temperature on clock-glitch fault injections in detail. The microcon-
troller program executed on the ATMEGA MCU is similar to the microcontroller
program introduced in Section 5.3.1. All experiments are performed for ambient
temperatures of 25 ◦C (room temperature) and 100 ◦C, respectively. Note that
the maximum temperature rating is specified to 125 ◦C in the datasheet, so we
do not operate the device beyond its specifications. The whole procedure was
automated using a MATLAB® script in order to maximize the performance and
minimize human interaction. The values given in Table 5.2 had to be defined
before the script was started. Then, for each parameter set [d1, d2, cmd], the
following procedure is performed N times:

1. Configure the fault board with the current clock glitch parameters [d1, d2].

2. Arm the clock glitch function on the fault board to insert the clock glitch
with the defined shape after a trigger event.



82 Chapter 5. Non-Invasive Fault Attacks

3. Send the command cmd to the microcontroller.

4. Wait for the response of the microcontroller.

5. Compare the received register contents with the reference register contents
Regref of the reference execution without clock glitch and store the values
if there are deviations.

5.4 Experiment Results

In this section the results of the experiments defined in Section 5.3 are pre-
sented. We start with the discussion of the fault-injection impact on two differ-
ent microcontroller platforms followed by the discussion about the combination
of fault-injection methods.

5.4.1 Fault-Injection Impact on Different Microcontroller
Platforms

On both microcontrollers (ARM Cortex-M0 and ATxmega 256), all the investi-
gated instructions are vulnerable to clock glitches. For the arithmetical/logical
instructions, similar effects were observed on both microcontroller platforms.
These effects were skipping or repeating of instructions and modifying the re-
sults of a calculation. One difference was that on the ARM Cortex-M0 MCU two
instructions can be influenced in parallel because two instructions are fetched in
parallel. Clock glitches targeting the branch instructions allow to prevent the
branch from being taken. This result was achieved on both microcontrollers,
only the parameters for the glitch were different. For the memory instructions,
clock glitches allow loading constant values instead of the expected values and
skipping of load/store instructions. On the ARM Cortex-M0 the value to be
stored could also be modified. Summing up the achieved results it can be con-
cluded that the impact of clock glitches on both microcontroller platforms is
very similar. The main differences are the clock glitch parameters to cause spe-
cific faults. Figure 5.11 summarizes all the results in terms of d2 values which
allow to cause faulty behavior for the targeted instruction in the corresponding

Table 5.2: Parameter set for fault injection.

Parameter Description

d1,start Start value for d1
d1,end End value for d1
d2 − d1 Shape of the inserted glitch (glitch duration)
∆d1 Step size for increasing d1
N Number of repetitions for same glitch shape
cmd Command defining the targeted instruction
Regref Reference register values for the current command
fclk Clock frequency for the microcontroller
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Figure 5.11: d2 values leading to successful fault injections in the corresponding
pipeline stages for the examined instructions.

pipeline stage. In the following paragraphs a detailed summary of all observed
fault effects due to clock glitches is given.

ARM Cortex-M0, Arithmetical/Logical Instructions

When targeting the fetch stage of the adds Rd,Rn/muls Rd,Rn/lsls Rd,Rn in-
structions, d2 values between 9.3 ns and 12.6 ns cause the fetch buffer not to be
updated. As a consequence the previously fetched instructions stay in the fetch
buffer and get executed again.

When targeting the execution stage of the adds Rd,Rn instruction, erroneous
calculation results for d2 values between 8.3 ns and 9.2 ns were observed. The
erroneous value written to Rd depends on the currently used d2 value as well as
the terms of the sum stored in Rd and Rn. For the execution stage of the muls

Rd,Rn instruction, erroneous calculation results for d2 values between 10.2 ns
and 20.7 ns were observed. The erroneous value written to Rd increases with the
currently used d2 value and is also dependent on the operands stored in Rd and
Rn. Finally, when targeting the execution stage of the lsls Rd,#imm instruction,
the value of the destination register is set to zero instead of the left-shifted value
for d2 values between 8.3 ns and 10.7 ns.

Targeting the decode stage of the arithmetical instructions did not yield to
any faulty behavior.

One important observation is that the d2 intervals for affecting the fetch and
execution stage do not completely overlap. This allows selecting the preferred
pipeline stage in each clock cycle by carefully choosing the appropriate d2 value.
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ATxmega 256, Arithmetical/Logical Instructions

When targeting the fetch stage of the add Rd,Rn instruction, d2 values between
5.9 ns and 17.9 ns lead to a non-execution of the addition. The assumption was
that the previously fetched nop instruction stays in the fetch buffer, i.e. the
fetch buffer is not updated due to the clock glitch (remember that the targeted
add instruction is surrounded by several nop instructions). This assumption was
verified by targeting the next fetch stage. Now the addition was executed twice
for d2 values between 9.3 ns and 15.3 ns. When targeting the fetch stage of the
mul Rd,Rn, the same d2 values lead to a non-execution of the multiplication.
Compared to the addition, it was not possible to force a second execution of the
multiplication by targeting the next fetch stage. The upper results show that
clock glitches allow to prevent the fetch buffer from being updated. The required
d2 values to force this behavior depend on the current instruction located in the
fetch buffer.

For inserting a clock glitch during the execution stage of the add Rd,Rn

instruction, d2 values in the range between 5.9 ns and 7.2 ns lead to a constant
value in the destination register Rd. No relation between the constant value and
other register values was observed. Further, the same value could be observed for
all d2 values in the interval [5.9 ns, 7.2 ns]. Executing the multiplication requires
two clock cycles. A fault injection using clock glitches was only possible during
the second execution cycle. Here, d2 values in the interval [6.4 ns, 7.8 ns] led to
erroneous values in the high byte of the multiplication result.

Comparison: Arithmetical/Logical Instructions
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Attacks on arithmetical/logical instructions led to similar behavior on both
MCU platforms. Due to the parallel fetch stage of the ARM Cortex-M0, two
instruction fetches can be influenced with a single clock glitch. Furthermore, the
d2 values causing erroneous behavior vary for the two platforms.

Skipping an instruction allows an attacker to output an internal state before a
last modification, e.g. the AES state before the last key addition. With a pair of
ciphertexts, once without and once with skipped last key addition, it is possible
to calculate bytes of the last round key. Repeating one instruction can render
several operations ineffective. If e.g., an internal value a is XOR’ed with a key
byte k twice, this results in the original value a again (a⊕k⊕k = a). Setting the
result of an arithmetical operation to a constant, known value (when attacking
the execution stage) also poses a serious threat for attacks on cryptographic
primitives implemented in software.
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ARM Cortex-M0, Branch Instruction

When targeting the fetch stage of the beq label instruction following a cmp

Ra,Rb instruction it was possible to prevent the branch from being taken inde-
pendent of the result of the previous comparison. d2 values between 9.3 ns and
12.6 ns led to this behavior. Note that the results are exactly the same as for
the evaluation targeting the fetch stage of the adds Rd,Rn instruction.

ATxmega 256, Branch Instruction

Clock glitches during the fetch stage with a length of d2 between 6.7 ns and
18.2 ns allowed to skip the branch instruction breq label independent of the
result of the previously executed comparison cp Ra,Rb. This behavior can be
explained by using the results of the attacks on the fetch stage of the arithmeti-
cal/logical instructions. The fetch buffer is not updated, the previously fetched
instruction is executed again (in the current case the comparison).

Comparison: Branch Instruction
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With similar effects, both MCU platforms were vulnerable to attacks in the
fetch stage of branch instructions. The only difference when obtaining this be-
havior between the ARM Cortex-M0 and the ATxmega 256 was the glitch period
d2.

Preventing a branch from being executed enables, e.g. the option of skipping
security-relevant code segments, loop iterations or complete function calls. In
this context, a manipulation of algorithms implemented in software dealing with
sensitive data might lead to a leakage of valuable or secret information processed
on an MCU. A particularly interesting fact is, that branches are usually executed
directly after a compare instruction. Assuming that the compare instruction
remains in the instruction fetch buffer, the compare instruction is executed twice
instead of the branch instruction. Thus, it is possible to change the program
flow without any undesirable side effects on data or other parts of the code.

ARM Cortex-M0, Memory Instructions

For evaluating memory instructions, ldr Rd,[Rn] (load data from SRAM ad-
dress stored in Rn) and str Rd,[Rn] (write data to SRAM address stored in
Rn) were investigated. Load and store instructions both require two execution
cycles.

When targeting the fetch stage, d2 values between 10.2 ns and 10.9 ns lead
to wrong values written to and read from memory, respectively. In particular,
the wrong value written or read was always zero.
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The first observation when targeting the two execution stages of the memory
instructions was that only the second execution stage is vulnerable to clock-
glitch attacks performed with our setup. We observed that for d2 values between
8.3 ns and 8.9 ns the SRAM address stored at Rn was loaded to Rd in the case
of the load instruction. In the case of the store instruction, the register value
at Rn instead of the register value at Rd was stored to the appropriate SRAM
address. Furthermore, d2 values between 9.0 ns and 9.6 ns during the second
execution stage prevented the execution of the load and store operation. This
observation allows to prevent any load/store operations from being executed in
an implementation.

ATxmega 256, Memory Instructions

For the ATxmega 256 we target the memory instructions ld Rd,X and st X,Rn

where X holds the 16 bit SRAM address as a combination of register R27 and
R28. It is notable that the ld instruction requires two execution cycles, whereas
the execution of the st instruction is performed within one clock cycle.

When targeting the fetch stage, instructions ld Rd,X and st X,Rn were not
executed when using a glitch period d2 between 5.9 ns and 17.9 ns. This behavior
can be explained due to the fact that the injected fault prevents the instruction
fetch buffer from being updated as we already observed in our previous experi-
ments concerning the fetch stage.

When ld Rd,X is attacked in the first execution cycle wrong data is written
to the destination register Rd. In this context, no stable relations between the
resulting wrong value of Rd and any value at a different memory location are
given. The second execution cycle of ld Rd,X exposed to be resistant against
clock glitch attacks using our setup. When attacking st X,Rn in its execution
stage wrong data is written to the memory address, which is defined by the
address pointer X. For both instructions, the erroneous behavior is achieved
when using a clock glitch period d2 between 8.1 ns and 8.8 ns. Increasing d2 to
a value between 9.6 ns and 10.3 ns, register Rd is set to zero in case of attacking
ld Rd,X in the first execution cycle, while for st X,Rn no further effects were
observed.

Comparison: Memory Instructions
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Injecting clock glitches targeting memory instructions led for both MCU
platforms to the following behavior: loading constant values or preventing a
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load or store instruction from being executed. Additionally, constant values,
namely zero or the memory address are stored instead of the desired register
entry in case of the ARM Cortex-M0.

In this context, loading a known and constant value instead of true memory
entries enables an attack scenario on algorithms which are based on retrieving
secret information from memory. These attacks present a threat to cryptographic
implementations where memory instructions are, e.g. used to load keys or initial
values for random number generators. Again, influencing these values before
they are applied to cryptographic primitives might establish access to sensitive
data.

5.4.2 Combination of Fault Injection Methods

In this section the results of the experiments for combined fault injections are
presented. When combining underpowering with clock glitches, for specific glitch
shapes reproducibility rates of 100% for fault injections could be achieved. This
was not possible with our setup when only applying clock glitches. When clock
glitches are combined with high ambient temperature the parameters for inject-
ing similar faults as for room temperature change. This appears because of the
temperature derating factor. We could also observe that the number of parame-
ters where faults occur becomes larger for the higher temperature. Also, faults
which were not observed at room temperature appear at the high temperature.
The following paragraphs provide a detailed discussion of the results.

Clock Glitch and Underpowering

Preliminary clock-glitch attacks targeting the ARM Cortex-M0 MCU figured
out that this MCU type is quite insensitive to this kind of fault injection. Re-
gardless of the used system clock frequency and the glitch period d2, only a
negligible number of attacks led to mainly non-reproducible results. Combining
clock glitches and underpowering targeting the ARM Cortex-M0 MCU allows to
increase the reproducibility of the injected faults and the interval for d2 values
allowing to inject faults. The supply voltage has therefore been decreased to
1.2 V during the clock glitch as depicted in Figure 5.12. For the evaluated in-
structions defined in Section 5.3.1 the combination of the fault injection methods
allowed to achieve 100 % reproducibility rates for specific d2 ranges, which was
not possible when applying clock glitches alone. These d2 ranges for the studied
instructions are summarized in Figure 5.11.

Clock Glitch and Temperature Variation

For the discussion of the results the focus is put on the add R16,R5 instruction.
By means of clock glitches the following fault behavior was observed: The same
instruction is repeated, a modified instruction is repeated, the result of the
addition is corrupted, mov is executed instead of add, and inconsistent faults
without a fixed pattern. The actual type of injected fault depends on the current
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Figure 5.12: Clock signal and supply voltage during an attack (d2 = 10.0 ns,
UGlitch = 1.2 V).

setting of the parameters d1 and (d2 − d1). The difference (d2 − d1) describes
the time interval the clock signal is low before the additionally inserted positive
clock edge.

Figure 5.13 and Figure 5.14 depict the results of the experiments when the
MCU is clocked with 10 MHz and 20 MHz, respectively. Results for ambient
temperature of 25◦C are marked with a circle (◦) and results for 100◦C are
marked with a star (?). Parameter d1 is plotted on the horizontal axis and
the offset on the vertical axis corresponds to the type of fault. Four different
(d2−d1) values have been considered. The following observations can be derived
from the figures:

� There is no negative impact of increasing the temperature on the type of
fault. The same faults can be injected for both investigated temperatures,
room temperature and 100◦C.

� By increasing the temperature, the clock-glitch injection time is shifted to
the right. The reason for that relates to the temperature derating factor
and is discussed later in this section.

� For specific clock-glitch shapes (e.g. (d2 − d1) = 5 ns) the time interval
where a specific fault occurs becomes larger for higher temperatures.

� For the setting (d2 − d1) = 5 ns some faults only occur when the device is
running under high ambient temperature. Therefore, the success rate for
a fault injection on that device gets higher with increasing temperature.

� When the device is clocked with 20 MHz, the high ambient temperature
increases the variety of faults in the cases (d2−d1) = 6 ns and (d2−d1) = 7 ns
respectively. Also the number of values for d1, where fault injections are
successful, increase.
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Figure 5.13: Types of faults generated targeting the instruction add R16,R5 for am-
bient temperature and 100◦C for different clock glitch settings (fclk =
10MHz).
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Figure 5.14: Types of faults generated targeting the instruction add R16,R5 for am-
bient temperature and 100◦C for different clock glitch settings (fclk =
20MHz).
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Temperature derating factor By analyzing Figures 5.13 and 5.14, it is
clearly visible that the sensitivity window for inducing the faults is shifted to the
right when the temperature is higher. We are now going to explain this effect
with a simple example. Let us assume the simple synchronous circuit shown in
Figure 5.15. The registers sample the data input D at the positive clock edge
and the same clock signal CLK is provided to all registers. A combinational
logic block is located between the transmitting registers RegTX and the receiving
registers RegRX . This combinational logic block has a propagation delay tp,comb.
This propagation delay defines the time after which the output has settled to a
stable value in the worst case after an input change. A proportional relationship
between tp,comb and the junction temperature exists, i.e., the higher the junction
temperature is, the longer is the propagation delay of a combinational circuit.
In industry, the derating factor KΘ is used to describe the influence of the
temperature on the speed of a circuit. In order to fully describe the impact of
PTV (process, temperature, and voltage) variation on the speed of a circuit,
derating factors describing the process (KP ) as well as the supply voltage (KV )
also exist. The nominal timing is multiplied with the product of KΘ, KP , and
KV to get the timing for a specific condition. More detailed information about
the derating factors can be found, for example, in Chapter 12 (p. 590) in the
book Digital Integrated Circuit Design by H. Kaeslin [64].

Several intermediate values (IV1, IV2, IV3, . . . ) appear at the output of the
combinational logic block before it settles to the stable value. If the receiving
registers sample their input before the combinational block provides a stable
value (due to a too high clock frequency or the insertion of a clock glitch to
perform a fault attack), this consequently leads to wrong results. The interme-
diate values, which can be observed at the output of the combinational logic
block depend on the previous input value datain(t− 1) and the new input value
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datain(t). Each intermediate value can be observed for a specific time interval.
With rising temperature, the speed of the combinational logic slows down as
discussed above, so the temperature influences the signal-propagation time and
therefore the fault-injection window when a glitch is effective or not. This fact
is shown in the timing diagram in Figure 5.16. The proportional relationship
between temperature and speed of the circuit increase the size of the signal-
propagation intervals as well as shifts their position to the right. If a similar
clock glitch is inserted at two different temperatures, the type of the fault is
different if the receiving registers sample different intermediate values. This fact
is also illustrated in Figure 5.16. By applying the modified clock signal CLKgl,
the receiving registers are forced to sample the output of the combinational logic
block dataout before it has settled to a stable value. For a temperature of 25◦C,
IV3 is sampled while for 100◦C, IV2 is sampled.

5.5 Discussion

In this chapter, non-invasive fault injection methods have been investigated by
targeting three microcontroller units.

First, the influence of clock glitches on two different microcontroller units
have been investigated. Although they differ in their architecture and also apply
different instruction execution pipelines, similar effects to clock glitches have
been observed.

Second, the combination of fault injection methods in order to improve the
success rate of the fault injections have been studied. The results show that
the combination of underpowering and clock glitches significantly increase the
reproducibility of the injected faults and increase the overall sensitivity of the
attacked device to clock tampering. By combining clock glitches with heating,
the number of different faults could be increased for specific clock-glitch shapes.
Furthermore, a temperature-dependent shift of the parameters for successful
fault injections was observed. This shift can be explained with the temperature
derating factor.

For the investigated microcontrollers, our low-cost fault injection platform
shows very good performance. But it has to be mentioned that this setup is
not intended to attack high-performance microcontrollers supporting maximum
clock frequencies beyond 170 MHz. This is because the maximum glitch fre-
quency supported by the fault board equals 170 MHz. Also the underpowering
approach is likely to be less efficient when targeting microcontroller platforms
running at lower supply voltages like e.g. 1.2 V. This is because the low-power
architecture also limits the voltage during underpowering.





6
Semi-Invasive Fault Attacks

The aim of this chapter is to present fault-injection setups for semi-invasive fault
attacks. In a first step, we discuss the equipment required for performing optical
fault injections using a laser beam. In a second step, we perform fault-injection
attacks targeting two microcontrollers. The aim of the attacks is to study several
parameters influencing the success of optical fault injections. The content of this
chapter has been published in [72] and the contributions can be summarized as
follows.

Contribution

� In this work we have improved an existing fault-injection setup. The main
improvements compared to the existing setup are as follows. Increasing the
laser output power by using specialized, pulsed laser diodes. Application of
specialized lenses in order to minimize the loss due to reflection. Enabling
rear-side fault injections by using laser diodes with 1 064 nm wavelength.

� Verification of the correct functionality of the setup by performing prelim-
inary attacks.

� An identification of and discussion about the parameters which mainly
influence the capability to inject optical faults: laser output power, laser
pulse length, and correct focus of the laser beam.

� The application of the light-induced voltage alteration (LIVA) technique in
order to identify laser-sensitive spots on the chip.

This chapter is organized as follows. In Section 6.1 an introduction to semi-
invasive fault attacks is given followed by some preliminary information in Sec-
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tion 6.2. Our low-cost fault injection environment is presented in Section 6.3.
The conducted experiments are introduced in Section 6.4 followed by the results
of the experiments given in Section 6.5. Section 6.6 terminates the chapter with
a discussion.

6.1 Introduction

In contrast to non-invasive fault injections introduced in the previous chapter,
semi-invasive fault injections require a modification of the attacked device. In
case of optical fault injection, the package material of the targeted chip has to
be removed in order to allow a direct illumination of the silicon. Due to its small
spot size, the different available wavelengths, and the easily adjustable optical
power output, lasers have become the preferred choice for optical fault injection.
Several publications in the past have shown that especially content stored in
SRAM or EEPROM is vulnerable to optical fault attacks, i.e. the content can
be modified by illumination. Corrupting the data stored in non-volatile and/or
volatile memory can further lead to an exposure of secret information. This
threat was already uncovered in the late nineties by Anderson et al. [6] as well
as Boneh et al. [26]. In [5] it is shown how to block the EEPROM write operation.
Schmidt et al. [118] use ultraviolet (UV) irradiation in order to modify memory
content. By applying a laser beam, Skorobogatov [128] shows how to inject
more fine-grained faults. In fact he is able to flip single bits in registers. A
laser beam with a certain power can also be used to disable the write operation
on SRAM memory cells. By disabling the write operation the content of the
cells always stays the same. This fact is used in order to perform optically
enhanced power analysis attacks, introduced by Skorobogatov [127]. Optical
fault attacks targeting a CRT-based RSA implementation are reported in the
work of Schmidt et al. [117]. Memory write and erase operations are the target
of the attacks presented in [121]. Summing up the related work it figures out
that memory (volatile and non-volatile) of microcontrollers is a common target
for optical fault attacks.

The previously mentioned attacks assume the availability of a working optical
fault-injection environment. In the following sections the main parts which need
to be included in such an environment are discussed. Therefore an existing
setup is improved to enable next to front-side attacks also rear-side attacks.
The application of new laser diodes and specialized lenses further improve the
setup. Furthermore the important parameters laser focus, laser pulse length,
and laser output power are examined in detail. Their influence on successful
fault injections from the front side and the rear side is discussed. Experiments
already documented in literature targeting two different microcontrollers, one
PIC 16F84 and one ATmega 162/v, are repeated with our setup. The objective
of repeating this experiments is to prove the proper function of the environment
as well as to evaluate the influence of the selected parameters in an efficient way.
The results of these experiments can also be used for evaluating other devices.
An approach in order to find laser sensitive spots on the chip surface based on
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Figure 6.1: Exposed microcontrollers. From left to right: PIC 16F84 front side
(circle indicates the location of the SRAM); PIC 16F84 rear side; AT-
mega 162/v front side; ATmega 162/v rear side.

light-induced voltage alteration (LIVA, [3]) is also presented and verified for the
two microcontroller platforms. By identifying laser sensitive spots on the chip the
efficiency of optical fault attacks can be increased significantly because the search
space for efficient injection locations can be severely restricted. Even from the
rear side, where no chip structure is visible, e.g. the location of the SRAM can
be found. In addition, there is no need for modifying the fault-injection setup to
perform further attacks taking advantage of the gathered location information.

6.2 Optical Fault-Injection Attacks

In this section general information about optical fault attacks is given. Optical
fault attacks can be performed e.g. with flash lights or laser beams. The ad-
vantage of using a laser beam is that it can be focused to a small spot, so the
targeted spot on the chip surface can be selected with high accuracy. In order to
enable optical fault attacks the chip has to be exposed in a first step. Exposing
means gaining access to the chip surface by removing the package. Two possi-
bilities exist, opening the chip from the front side or from the rear side. Gaining
access to the front side of the chip requires the usage of toxic acids (as presented
in e.g., [126]) in order to remove the package material. This technique should
only be applied by chemists in an adequate environment. Furthermore great care
has to be taken not to damage the sensitive bonding wires. Rear side opening
can be performed using a mill in order to remove the package and then removing
the heat-sink metal plate e.g. with small pliers. As opening a chip from the rear
side does not require any expensive or dangerous equipment it can be conducted
with comparable small effort. Figure 6.1 depicts the exposed microcontroller
chips we have used for our experiments. The two leftmost pictures correspond
to the PIC 16F84 microcontroller and the two rightmost pictures correspond to
the ATmega 162/v microcontroller. Potential targets of optical fault attacks on
microcontrollers are the SRAM or the EEPROM memory. The reason for the
sensitivity of these parts on laser irradiation is outlined in the following. Fur-
thermore an introduction and explanation of the proposed method for finding
optical sensitive spots on the chip surface is given in this section. This method
is based on light-induced voltage alteration (LIVA, [3])
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6.2.1 Influence of Light Irradiation on Memory Cells

A detailed description on how light irradiation can be used to manipulate EEP-
ROM or Flash memory on microcontrollers as well as on dedicated storage chips
can be found in [121]. As we do not target EEPROM nor Flash memory in this
work no detailed description is given here.

The main target of the optical fault attacks carried out in this work is the
SRAM of microcontrollers. A detailed description of the functionality of SRAM
is following. SRAM is the short form for static random-access memory and
it is a volatile memory. Volatile memories loose their stored value when the
supply voltage is switched off. The architecture of an SRAM cell is depicted
in Figure 6.2. The cell typically consists of six transistors overall where four
transistors form a flip-flop (M1 . . . M4) and the remaining two (M5, M6) are
used for write and read access. When a cell stores a logical zero M2 and M3
are conducting and M1 and M4 are non-conducting. On the other hand, when
the cell stores a logical one M2 and M3 are non-conducting and M1 and M4 are
conducting. A laser beam with sufficient power targeting one specific transistor
can force this transistor to change the state from non-conducting to conducting.
If e.g., the targeted cell stores a logical one and the laser beam is focused on
M3 the state of M3 changes from non-conducting to conducting if the power of
the laser beam is sufficient. As a result the flip-flop changes the state then from
logical one to logical zero. The same effect can also be achieved if a cell stores
a logical zero and M1 is targeted with the laser beam. Then the stored value of
the cell is flipped to logical zero. The newer the production technology of the
attacked chip is, the more difficult is it to target a single transistor with the laser
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beam. The size of the transistors decreases on the one hand but the minimum
size of the laser spot is limited on the other hand. So newer technologies make it
harder to induce predictable faults as the laser beam influences several transistors
at the same time.

6.2.2 Finding Optical Sensitive Spots

One of the first steps (after the decapsulation step) when launching an optical
fault attack is to identify the area of interest. If the attack e.g. targets intermedi-
ate values during a computation stored in SRAM, the area of interest equals the
location of the SRAM. For older microcontrollers (e.g., PIC 16F84) this is a quite
easy task if the front side of the chip is opened. Here the location of the SRAM
can be found by visual inspection with a microscope. Things change when the
attack is performed from the rear side or when a microcontroller produced with
a newer fabrication technology is attacked. From the rear side no structure is
visible with the human eye using a microscope. Chips produced with a newer
fabrication technology also have several metal layers on top. This metal layers
make front-side attacks very difficult because the metal layers shield the underly-
ing transistors from the laser irradiation. In the following a method is presented
which should assist in finding such sensitive spots. It is based on “light-induced
voltage alteration” (LIVA), introduced in [3] and can be applied for front-side
attacks and rear-side attacks. In order to conduct the method only the power
(Vdd) and ground (GND) pins of the analyzed chip need to be connected to a
power supply. The chip has to be powered with a constant voltage and a re-
sistor has to be added into the ground line like in a standard power-analysis
scenario. The voltage drop across the resistor is measured using an oscilloscope.
Several spots on the chip surface are illuminated by short laser pulses and the
voltage drop across the resistor is measured shortly before and during the laser
pulse. Each recorded trace is stored together with some location information
corresponding to the illuminated spot on the chip. In an analysis step the differ-
ence of the voltage values during the laser pulse (VLaserON ) and before the laser
pulse (VLaserOFF ) for every spot is calculated: Vdiff = VLaserON − VLaserOFF .
If the analyzed spot is not sensitive to laser irradiation Vdiff ≈ 0. On the
other hand Vdiff > 0 if the spot is sensitive to laser irradiation. Figure 6.3
shows the recorded traces for five different spots. The laser was active between
5 000 and 10 000 samples. Two spots are highly sensitive to the laser irradiation
(Vdiff (1), Vdiff (2)), one is medium sensitive (Vdiff (3)) and two spots are less
sensitive (Vdiff (4), Vdiff (5)). Combining the Vdiff values and the corresponding
location information allows to create a sensitivity plot of the chip.

6.3 Fault Injection Environment

In this section the optical fault-injection environment used to perform the op-
tical fault attacks is presented. This optical fault-injection environment can be
split into five main components which are discussed one after the other in the
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Figure 6.4: Schematic of the laser diode driver circuit.

following: the optical equipment, the stepper table, the oscilloscope, the control
computer, and the custom-made fault board. Oscilloscope, control computer,
and stepper table are standard equipment without the need for any modifica-
tion, so they will only be introduced shortly. These devices were already ap-
plied in the existing fault-injection setup. For the optical equipment and the
custom-made fault board, several modifications were necessary to improve the
existing fault-injection setup. These modifications are discussed in the corre-
sponding sections. Figure 6.5 depicts the interaction between all the mentioned
components. In the end of this section also some information about the de-
vices under test (DUT) used for the experiments, namely the PIC 16F84 and
the ATmega 162/v microcontrollers, can be found.

6.3.1 Optical Equipment

In order to enable front-side attacks as well as rear-side attacks different types
of laser diodes have to be used. The existing setup which only allowed front-side
attacks used a laser diode with a wavelength of 780 nm and an optical output
power of 90 mW cw (continuous wave) and 200 mW pulsed (max. pulse length:
500 ns, duty cycle: 50 %) respectively. In order to increase the pool of attackable
devices using front-side attacks the existing laser diode was exchanged by a laser
diode providing a higher output power. The new laser diode has a wavelength of
808 nm and a maximum optical output power of 16 W. This diode can only be
operated in pulsed mode with a maximum pulse length of 200 ns and a duty cycle
of 0.1 %. For rear-side attacks a laser diode with a wave length of 1 064 nm and
a maximum optical output power of 16 W was used. Also this diode can only be
operated in pulsed mode with a maximum pulse length of 200 ns and a duty cycle
of 0.1 %. In order to generate the high-energy pulses for the pulsed laser diodes,
it was necessary to create a laser-diode driver. Figure 6.4 depicts the schematic
of this circuit. A capacitor is charged to the maximum voltage of the laser
diode. A field-effect transistor (FET) used as a switch allows to discharge the
capacitor across the laser diode producing the optical laser pulse. Also the laser
mount has been modified in order to allow easy access and replacement of the
laser diode. This laser mount integrates a collimation lens in order to collimate
the laser beam. The distance between laser source and collimation lens can
be precisely adjusted with a screw. This adjustment allows to exactly set the
diameter of the collimated laser beam. Two different collimation lenses had to
be used, one for the 780/808 nm diodes and the other one for the 1 064 nm diode.
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Each lens has a high transmission factor for the specific wavelength range. So a
well-collimated laser beam as well as low losses due to reflection are guaranteed.
The laser mount is attached on a fixture of the microscope, originally designed
to mount a camera. The collimated laser beam is focused with a standard 50 x
lens for the 780 nm and 808 nm wavelength diodes and with a 20 x lens for the
1064 nm wavelength diode. The 20 x lens has an improved transmission factor
for wavelengths in the range of 1 064 nm. Experiments showed that the lens used
for the front-side attacks does not work for rear-side attacks due to the higher
wavelength of the laser source required for the rear side.

6.3.2 Stepper Table

In order to enable automated scanning of the chip surface a stepper table which
can be controlled via MATLAB® commands is used. The stepper table can be
moved in x, y and z direction with an accuracy of 0.05µm. With the x and
y coordinate the spot where the laser beam hits the chip is selected and with
the z coordinate the focus of the laser beam is set. Our results show that the
z coordinate is a crucial factor when performing optical fault attacks. For the
remainder of this work, whenever a variation of the z coordinate is mentioned,
this corresponds to setting the correct focus of the laser beam.

6.3.3 Oscilloscope and Control Computer

A ‘LeCroy WP 725 Zi’ oscilloscope is used in order to record the required signals.
These signals involve trigger signals from the device under test for the laser pulse
on the one hand and power traces on the other hand. Power traces were recorded
in order to measure the influence of the laser beam on the power consumption
of the device. A sampling rate of 10 GS/s was used in order to record the
power traces and the build-in 20 MHz lowpass filter was enabled to cut off high-
frequency noise.

The ‘LeCroy WP 725 Zi’ oscilloscope is also capable of running MATLAB®

scripts and so it was also used as the control computer. Communication with
the device under test, the custom-made fault board as well as with the stepper
table can therefore be realized with a single device.

6.3.4 Custom-made Fault Board

In order to generate laser pulses of exact length and at exact time instances,
the same custom-made fault board as presented in Section 5.2 has been used.
The laser pulses can be triggered by two events. The first event for triggering a
laser pulse is a MATLAB® command (shoot laser man). Using this command,
the laser pulse is triggered manually. The second event is an external trigger
event occurring at the trigger input pin of the fault board (e.g., by applying a
trigger pin on the device under test). The length of the laser pulse as well as the
delay after the trigger event (for the latter case) can be configured. The clock
signal and the power supply for the DUT are also provided by the fault board.
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In order to pause the DUT for a specific time interval, the fault board provides
the functionality to stop the clock signal manually.

6.3.5 Devices Under Test (DUT)

For the performed experiments two different 8 bit microcontrollers were used, one
PIC 16F84 [92] (1.2µm process technology) and one ATmega 162/v [9] (0.35µm
process technology). Several optical fault attacks on the PIC 16F84 microcon-
troller have been reported in literature so far (e.g. [121], [128]) mainly targeting
the SRAM. We were able to repeat the reported experiments successfully with
our optical fault-injection environment and these results serve as the base for
our work. For the ATmega 162/v microcontroller on the other hand hardly
any reported practical optical fault attacks could be found in literature. We
used this type of microcontroller to confirm that the results achieved with the
PIC 16F84 can be transformed on other microcontroller platforms.

6.4 Experiment Description

In this section we briefly introduce the performed optical fault-injection ex-
periments. Due to several differences, we split the discussion into front-side
experiments and rear-side experiments.

6.4.1 Front-side Experiments

As preliminary experiment, optical fault injection attacks targeting the SRAM
of the PIC 16F84 microcontroller have been performed. The location of the
SRAM can be found by visual inspection with the microscope, this makes a time-
consuming stepping over the whole die area unnecessary. The distance between
lens and chip die (z-coordinate) was set according to the working distance of the
lens. The working distance of the applied 50 x lens is 9 mm. Additionally, the
z-coordinate was varied in a range of 70µm in every location to find the best
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focus for the laser beam. For detecting faults, the SRAM of the microcontroller
was initialized with known values in a first step. Setting a general-purpose IO
pin on the microcontroller signalizes the end of the initialization and this event
triggers a laser pulse with a length of 200 ns. After the laser irradiation, the
SRAM content was verified and wrong values were reported. This procedure
was repeated on different locations on the SRAM by modifying the x coordinate
and the y coordinate. In addition, at every location also the z coordinate was
modified in a range of 70µm. There are two main reasons why a variation of the
z coordinate is performed. First, it is hardly possible to precisely set the correct
working distance which directly influences the focus of the laser beam. Second,
it cannot be guaranteed that the chip die is perfectly aligned horizontally. This
fact makes it impossible to have a well-focused laser beam in every location
without z-coordinate variation.

Based on the preliminary experiment, the influence of the parameters laser
pulse length, laser power, and z-coordinate on the ability to inject a fault has
been studied. Therefore, one location where a fault could be injected was selected
and the three parameters were varied one after the other leading to two sets of
parameters, depending if a fault was detected or not. In order to approximate
the laser power Pdiode,el, the voltage drop across the laser diode, Udiode and
the current through the laser diode Idiode was measured to calculate Pdiode,el =
Udiode · Idiode. Due to several losses it can be assumed that Pdiode,el > Pdiode,opt,
with Pdiode,opt being the optical laser output power.

Next the LIVA approach was applied in order to find laser-sensitive spots
on the PIC 16F84 and the ATmega 162/v respectively. Therefore, only the Vdd
and GND pins of the microcontroller were connected to a power supply. A 47 Ω
resistor was placed into the ground line to measure the voltage drop with an
oscilloscope. A predefined area on the chip surface was scanned by modifying the
x and y coordinates and the values of the voltage drop across the resistor shortly
before and during the laser illumination were recorded and stored together with
the location information.

6.4.2 Rear-side Experiments

Compared to the front-side experiments, we have switched the order of the exper-
iments when targeting the rear-side of the chips. First, laser sensitive locations
were identified. Based on the location information, fault-injection attacks tar-
geting the SRAM were performed and afterwards the parameter influence was
investigated. It was also necessary to change the laser diode to the model with
1 064 nm wavelength and the lens (20 x, optimized transmission for 1 064 nm).

Finding laser-sensitive locations on the PIC 16F84 served as the preliminary
experiment. The distance between lens and the chip die was set to approximately
6 mm, what equals the specified working distance of the lens. Due to the opti-
mization for 1 064 nm wavelength, no visible picture for the human eye can be
created with this lens. A focused picture is an indicator for the correct working
distance, so this approach was not applicable for setting the correct working dis-
tance. This fact, the varying thickness of the substrate, and the small horizontal
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misalignment of the die makes a variation of the z coordinate in every location
necessary. Figure 6.6 depicts the influence of the substrate thickness on the z
coordinate. The transistor, which is located a specific distance dsub below the
substrate, poses the main target for the laser beam. So the initial set working
distance has to be decreased by dsub/nSi by modifying the z coordinate. nSi

equals the refractive index of silicon (nSi ≈ 3.5, [84]).
By using the location information of the laser-sensitive spots, fault injections

targeting the SRAM were performed again. Therefore the same approach as for
the front-side experiments was applied. The length of the laser pulse was set to
200 ns and occurring faults were recorded.

In a further experiment, the influence of the parameters laser pulse length,
laser power, and z-coordinate on the ability to inject a fault from the rear-side
has been studied. For this investigation, one position where a fault injection was
successful according to the previous experiment, has been selected.

6.5 Experiment Results

In the current section the results of the front-side and rear-side experiments in-
troduced in Section 6.4 are presented. Fault injections targeting the SRAM of
the PIC 16F84 microcontroller as already documented in [128], were performed
as preliminary experiments. The success of these preliminary experiments con-
firmed the correct functionality of the fault-injection setup.

6.5.1 Front-side Experiments

Investigating one location where a fault injection is successful allows to discuss
the influence of the parameters z coordinate, laser power, and laser pulse length
on the ability to induce a fault. The result of this experiment is depicted in
Figure 6.7. Light gray points indicate that the fault for the current setting
(pulse length, laser power, z coordinate) could be injected and dark gray means
that no fault could be injected. The electrical laser power has been increased
in five steps (150 mW, 170 mW, 190 mW, 200 mW, 220 mW) and four different
pulse length values have been examined (100 ns, 200 ns, 500 ns, 1000 ns). 150 mW
electrical laser power is not sufficient in order to induce a fault even with the
largest pulse length of 1000 ns. Result achieved with higher laser power can be
interpreted as follows. Increasing the laser output power as well as increasing
the laser pulse length make the setup less sensitive on the z coordinate. The
z coordinate is directly related to the focus of the laser beam. That means, a
well focused laser beam requires less energy for a successful fault injection. This
observation is important if the laser diode is already operated at its limits in
terms of power and pulse length. Additionally, by using the minimum required
energy for a successful fault injection in combination with a well-focused laser
beam the number of affected transistors can be minimized. For fine-grained fault
injections minimizing the number of affected transistors by the laser beam is a
desirable goal.
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Next the results of the application of the method to find laser sensitive spots
on the chip is presented. Figure 6.8 depicts the result of a scan of one part
of the SRAM area of the PIC 16F84 microcontroller. Laser-sensitive spots are
bright while spots which did not show sensitivity on laser irradiation are dark.
The bright locations correlate with the locations where fault injections were
successful in the preliminary experiment. The plot shows two lines of 8 bit values
of the SRAM. Figure 6.9 depicts the result of the evaluation focusing on the
influence of the z coordinate on Vdiff . The spot with a high sensitivity with the
coordinates -0.10 / -0.21 (marked with the circle in Figure 6.8) has been selected
for that purpose and Vdiff has been measured for different z coordinates. The z
coordinate (equals the distance between lens and chip surface, i.e. the focus of
the laser beam) has been modified in the range of 9000µm± 35µm with a step
size of 1µm. 9000µm equals the specified working distance of the used lens.
As a result of this evaluation the optimal distance for conducting optical fault
attacks is between 8980µm and 8990µm because the maximum Vdiff values are
achieved in that interval.

Figure 6.13 depicts the result of a scan of a randomly chosen area of the
ATmega 162/v microcontroller. Only a small number of laser-sensitive spots in
the upper part of the plot can be observed. Further analyses of these spots
did not yield any results, i.e. laser irradiation targeting these spots during the
execution of a program did not produce any faults. The reasons could be the
higher density and number of metal layers on top as well as the smaller pro-
cess technology compared to the PIC 16F84 microcontroller. Rear-side attacks
seemed to be more promising so no further evaluations targeting the front side
of the ATmega 162/v have been performed.

With the PIC 16F84 microcontroller it could further be proven that an ar-
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bitrary number of faults can be induced within a single clock cycle. Therefore
the clock-stop feature of the fault board was used. The clock was stopped after
the initialization of the SRAM was finished. Stopping the clock allows to target
several spots on the chip by moving the stepper table. Each spot was illumi-
nated with a laser pulse. Then the clock was started again and the verification
routine reported several faults. This approach equals an attack using N laser
beams in parallel, where N is the number of faults which should be induced at
the same time. The higher N is the more difficult is the attack with N laser
beams. Each beam needs to be put in place with a high accuracy. The size of
the lenses focusing the beams limits the minimum distance between two spots.
These problems can be solved by stopping the clock and relocating a single laser
beam. Prerequisites for this approach are that the attacked device supports an
external clock and does not detect the corruption of the clock. The clock-stop
approach can also be applied if two consecutive values in the same register need
to be manipulated but the cool-down time of the diode is too long. This cool-
down time equals an interval between two consecutive laser pulses which must
not be undercut. If undercut, it can lead to a damage of the laser diode. Here the
clock can be stopped or slowed down to allow the laser to cool down. One attack
targeting consecutive register values is presented by Trichina et al. [141]. The
authors target a protected CRT-RSA implementation and apply a multi-fault
laser attack.

6.5.2 Rear-side Experiments

The first experiment targeting the rear side was finding laser sensitive spots on
the PIC 16F84 microcontroller. The main focus of the experiments is put on the
SRAM so the goal was to create a rear-side sensibility plot of the SRAM. The
result of this experiment is depicted in Figure 6.10. The location of the SRAM
on the front-side opened chip is known. This information was used in order to
decrease the search area on the rear-side opened chip. The area inside the box
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Figure 6.10: PIC 16F84 rear side laser
sensitivity plot.
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in the figure equals the whole SRAM of the PIC 16F84 microcontroller. Due
to the fact that we used a 20 x lens for the rear-side evaluations compared to a
50 x lens for the front-side evaluations the achieved resolution compared to the
front-side evaluations is significantly lower. In order to show the influence of
the z coordinate for rear-side evaluations we have chosen one spot with a high
sensitivity on the laser irradiation. At this spot the z coordinate was modified
in the range of 6000µm± 2000µm with a step size of 10µm. For every step
Vdiff was calculated and the result is plotted in Figure 6.11. The result is
comparable to the result achieved during the front-side evaluation (Figure 6.9).
Decreasing the distance between lens and chip surface until a specific value is
reached increases the sensibility to laser irradiation.

In the second experiment we used the location information of the laser sen-
sitive spots from the previous experiment. Each spot with a Vdiff value above a
given threshold was illuminated with a laser pulse with a length of 200 ns. The
same algorithm as for the corresponding front-side experiment was executed on
the PIC 16F84. The analysis of the results showed that with the given setup it
is possible to influence each single bit of every SRAM register similar to the cor-
responding front-side experiment. Targeting the lower part of the SRAM area
influences the most significant bit (MSB) while targeting the upper part influ-
ences the least significant bit (LSB). Some spots lead to bit faults in more than
one register. This is due to the fact that the achievable spot size with the 20 x
lens is limited. So the laser spot on the chip influences neighboring transistors
at the same time.

Figure 6.12 depicts the result of the investigation of the parameters laser
pulse length, laser power and z coordinate on the fault-injection success. Light-
gray parts indicate that for the corresponding parameters a fault injection is
successful. The following laser pulse lengths were verified: 75 ns, 100 ns, 125 ns,
150 ns, 175 ns and 200 ns. In order to give values for the laser power we used
the electrical power (Pdiode,el = Udiode · Idiode) and the following power values
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were used for the experiment: 140 mW, 280 mW, 450 mW, 670 mW, 760 mW,
780 mW, 900 mW, 975 mW. For each combination of laser power and pulse length
the z coordinate was varied in the range of 6000µm± 2000µm with a step size
of 10µm. It can be observed that a minimum pulse length of 100 ns is required
in order to induce a fault. Similar to the front-side experiments, the influence
of the z coordinate decreases with increasing laser pulse length and laser power.
Again a well-focused laser beam as well as the minimum laser energy allows
to minimize the number of affected transistors by the laser beam. Another
observation is that the z coordinate where faults can be induced is significantly
smaller than the working distance of the lens. That is due to the fact depicted
in Figure 6.6 and correlates well with the result depicted in Figure 6.11.

Figure 6.14 depicts the result of a sensitivity scan of the whole chip area
of the ATmega 162/v microcontroller from the rear side. The size of the whole
scan area is 3 mm x 3 mm and the step size was 30µm. Brighter spots indicate a
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Figure 6.13: ATmega 162/v front side
laser sensitivity plot.

Figure 6.14: ATmega 162/v rear side
laser sensitivity plot.

higher sensitivity to laser irradiation and darker spots are less sensitive on laser
irradiation. The area inside the circle is most sensitive to laser irradiation so we
examined this area in further experiments.

For the investigation of the area marked with the circle a similar SRAM-
verification algorithm like for the PIC 16F84 was executed on the DUT. After
the initialization of the SRAM the spots inside the mentioned area were irradi-
ated with laser pulses with a length of 200 ns. For several spots inside this area
the RS 232 communication between control computer and DUT stopped work-
ing properly and a reset of the DUT was required. One explanation for that
behavior is that the SRAM is located in this area and the laser pulse influences
several registers. Some of the influenced registers might hold relevant infor-
mation required for the RS 232 communication between control computer and
DUT. By modifying these values no proper communication can be achieved any
more. One of these values could e.g. be a timer reload value which is required
to achieve the correct baud rate. If this value is corrupted the communication
does not work properly any more. Investigations of sensitive spots outside of the
circle did not produce any faulty behavior. This results shows that the method
for finding laser sensitive spots on the chip works also for the ATmega 162/v mi-
crocontroller very well. The main limiting factor is the 20 x lens that limits the
minimum size of the laser spot.

6.6 Discussion

In this chapter several parameters which influence the success of optical fault
attacks, have been examined in detail.

In the first part the required components for a fault-injection setup using
laser diodes are discussed. We further present our fault-injection setup consist-
ing of the following parts: microscope with laser mount, lenses, custom-made
fault board, stepper table, control computer, oscilloscope, and laser diodes with
different wavelengths. Different wavelengths are required for injecting faults from
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the front side (780 nm and 808 nm) as well as from the rear side (1 064 nm) of the
chip. The fault-injection setup is assembled with off-the-shelf parts accessible
without any restrictions and at a fairly low price of a few thousand dollars.

Preliminary experiments targeting a PIC 16F84 microcontroller were per-
formed to prove the correct functionality of the setup. Results of these prelimi-
nary experiments served as basis for the verification of the parameters influencing
the success of optical fault injections. These examined parameters are the laser
power, the laser pulse length and the focus of the laser spot (z coordinate). As
the results show, by increasing the laser power and the laser pulse length one
can achieve a higher probability for successfully injecting a fault. Nevertheless,
both aforementioned parameters are limited by e.g. the type of used laser diode.
The laser diodes used for our experiments, e.g. allow a maximal pulse length
of 200 ns. Due to this limitation, the third parameter, the correct focus of the
laser beam becomes crucial. The working distance of the applied microscope
lens serves as a good starting point, but it figured out that for improving the
fault-injection success, some fine-tuning by varying the z coordinate is necessary.

Furthermore, our setup allows to create so-called laser-sensitivity plots of the
chip surface. One can make use of these plots to find laser sensitive spots on the
chip surface. The approach of light-induced voltage alteration (LIVA) has been
applied therefore. Laser-sensitivity plots are well-suited for decreasing the effort
for fault-injection attacks targeting a specific implementation or algorithm. Plots
for the PIC 16F84 microcontroller and the ATmega 162/v microcontroller from
both, front and rear side, have been generated but the approach is applicable
for any device.

The success of optical fault injections not only depends on the used equip-
ment but also on the properties of the attacked device. Here the manufacturing
process is the main factor. The smaller the manufacturing process, the harder
it is to inject precise and reproducible faults. The manufacturing process of the
PIC 16F84 is 1.2µm and the manufacturing process of the ATmega 162/v micro-
controller is 0.35µm. For both devices we were able to create laser sensitivity
plots with a high resolution, reproducible faults could only be produced target-
ing the PIC 16F84 microcontroller. Reasons are the bigger feature size of the
PIC 16F84 microcontroller and also the limited capabilities of our fault injection
setup. This let us come to the conclusion that precise and reproducible opti-
cal fault injections targeting devices below 0.35µm require a more-sophisticated
setup which might exceed our defined cost limit.



7
Active Relay Attacks

In this chapter we present relay attacks targeting contactless systems based
on the RFID and NFC technology. The aim of these relay attacks is not to
reveal key information or other secret data but to increase the communication
distance between reader and tag for malicious purposes. This setup allows to
initiate a communication between reader and tag although the tag is not in
close proximity of the reader. We show that by applying two off-the-shelf, NFC-
enabled smart phones a relay attack can be mounted without the requirement
of a public network. We use the bluetooth communication channel or an ad-
hoc wireless network as relay channel. During the practical experiments we
uncovered several limitations introduced by the smart phones. By replacing one
smart phone with a custom-made proxy device most of these limitations can
be eliminated. The conducted experiments clearly show that a wide range of
contactless systems is vulnerable to relay attacks that only apply low-cost, off-
the-shelf equipment. Results presented in this chapter have been presented at
IEEE-RFID 2014 [76] and the contributions can be summarized as follows.

Contribution

� We first pinpoint the advantages and disadvantages of NFC-based relay
proxies compared to custom-made hardware. Custom proxies solve many
relay-attack restrictions, e.g., cloning of the victim’s UID, adaption of low-
level ISO/IEC protocol parameters, direct request for Waiting Time Ex-
tensions, or modifications in the lower-level RFID protocols.

� We first present “three-phones-in-the-middle” attacks where we use one
NFC phone to act as an access point for two other phones. Using this

109



110 Chapter 7. Active Relay Attacks

setup, we demonstrate a successful relay attack over a distance of more
than 110 meters.

� We compare the most relevant relay channels used for smart phones, i.e.,
the Internet (WLAN ) and Bluetooth relay channels, and evaluate their
performance regarding relay distance and speed. Practical results of per-
formed relay attacks are given.

� We introduce an ISO/IEC compliant way to extend the relay time during
the anticollision loop of ISO/IEC 14443 A. By injecting bit collisions in
the tree walking algorithm, an adversary is able to extend the relay time
up to several seconds if needed. The proposed method is useful in cases
where an unknown but constant UID of a card has to be relayed in a first
pass or if an interleaved (challenge response) protocol is used in practice,
as proposed by Feldhofer [39].

� Compared to the recent work of Francis et al. [41] we present a more effec-
tive relay attack by applying a custom-made proxy that is highly flexible.
It allows more sophisticated relay attacks by custom parameterizations and
optimizations on different communication layers, e.g., increasing the relay
distance.

This chapter is organized as follows. Section 7.1 gives an introduction to re-
lay attacks. The preliminaries to relay attacks are given in Section 7.2 followed
by a discussion of the attack scenarios and the used setup in Section 7.3. Exper-
imental results are given in Section 7.4 followed by conclusions in Section 7.5.

7.1 Introduction

Contactless smart cards based on the Radio Frequency Identification (RFID)
or Near-Field Communication (NFC) technology are frequently used in applica-
tions like ticketing, access control, or cashless payment. The popularity of these
systems can be described by easy handling and the increased comfort compared
to contact-based systems. The majority of contactless smart cards operate up to
a distance of ten centimeters according to the used ISO/IEC 14443 smart card
standard. This relatively small communication range often gives a misleading
impression of security. In Chapter 2 we already discussed RFID and NFC tags
in the context of side-channel analysis attacks. In this chapter we put the fo-
cus on another class of attacks which exploit the contactless communication of
RFID/NFC systems, known as relay attacks. The main idea is to place a proxy
device (or often referred to as ghost), which impersonates a victim’s card, in
close proximity to the reader. The proxy then forwards all messages to a mole
(or often referred to as leech) that fakes an authentic reader to a victim’s card.
The distance between the proxy and the mole can thereby be as large as possible
and as far as the response time is sufficiently short, e.g., Sportiello and Ciardulli
recently demonstrated a successful relay attack over more than 300 miles [132].
In contrast to our work they require a public network. Eddie Lee [83], as another
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example, successfully relayed the communication of contactless payment systems
using two (low-cost) NFC smart phones over a WiFi relay channel. However,
NFC-mobile phones as proxies or moles, as reported and used also in [42, 83, 132],
lack in low relay times typically much larger than 10 milliseconds. Custom-made
proxies using analog RFID-relay circuits, in contrast, are very fast (less than a
few microseconds) but they are passive and do not allow modifications of the
relay content.

7.2 Preliminaries

In this section we first give an introduction to important parameters which have
to be considered for relay attacks. A majority of these parameters is defined in
the ISO/IEC 14443 standard. Next, two setups for relay attacks used for our
studies are discussed. First, attacks applying NFC-enabled smart phones and
second, attacks applying custom-made devices. Afterwards, we discuss different
setups which have been used in related work.

7.2.1 The ISO/IEC 14443 Timing Constraints

The ISO/IEC 14443 [61] is an international standard that defines all necessary
parts to allow a contactless communication with identification cards. These
cards can be smart cards, RFID transponders, or any other integrated circuit
that is attached to an antenna. These devices are referred to as Proximity Inte-
grated Circuit Cards (PICCs)1 that communicate with a reader—the Proximity
Coupling Device (PCD). The physical characteristics, power and signal inter-
faces, and communication protocols for both PICCs and PCDs are defined in
four parts. Part one and two define the mechanical properties, dimensions, and
modulation/demodulation types and the necessary coding methods. Part three,
in particular important for relay attacks and the following terminology, speci-
fies the initialization and anticollision process between the PICCs and the PCD.
During this phase, all PICCs in the reading field of the PCD are getting selected
by challenging them with a request command (defined as REQA or REQB in the
standard types A and B, respectively). If there are more than one PICCs in the
field, an anticollision loop is initiated that is used to detect and correctly select
all PICCs in the proximity. We now list the most important parameters of the
standard that are required for the attacks described in the following sections.
The numbers given are valid for a bit rate of 106 kbps, for higher bit rates the
numbers are slightly different.

The Frame Delay Time (FDT). The FDT is the time between two frames
in opposite direction. During initialization and anticollision, the FDT from PCD
to PICC has to be 91.15µs (if the last bit of the PCD frame equals 1) or 86.43µs

1Proximity-coupled cards operate in the electromagnetic near-field of a reader device that
emits either a 125 kHz (LF) or 13.56 MHz (HF) carrier signal. The typical reading range of
these systems is 10 cm.
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(if the last bit of the PCD frame equals 0) in case of short frames2. For standard
frames (higher-level commands), the FDT is calculated according to Equation 7.1
(last bit 1) and Equation 7.2 (last bit 0), respectively. fc equals to the carrier
frequency, i.e., 13.56 MHz.

The FDT from PICC to PCD has to be at least 86.4µs, i.e.,

FDT =
n · 128 + 84

fc
(7.1)

and

FDT =
n · 128 + 20

fc
, (7.2)

where n ≥ 9 (in case of a 106 kbit/s data rate).
The Frame Waiting Time (FWT). The FWT equals the maximum time

the PCD has to wait for an answer of the PICC. This value can be set by the
PICC in the Answer to Select (ATS) command using the according Frame Waiting
Integer (FWI) value. FWI values in the range from 0 to 14 are supported which
lead to FWT values between 302µs and 4 989 ms (c.f. Equation 7.3).

FWT =

(
256 · 16

fc

)
· 2FWI (7.3)

Waiting Time Extension (WTX). If the PICC requires more time than
the current FWT in order to process the received command from the PCD,
it can request an extension of the time by sending a Waiting Time Extension
(WTX) command to the PCD. The PCD has to answer with the same WTX
command for confirmation. 4 949 ms is the maximum value the waiting time can
be extended to. The WTX concept is useful for cryptographic calculations as
they are typically relatively time consuming.

7.2.2 Relay using NFC-Enabled Smart Phones

Amongst the most straight-forward solutions for performing relay attacks is to
use an NFC-enabled smart phone. The phone can act as a proxy device (by
receiving and forwarding data from a PCD) and/or as a mole (acting as a PCD
to a target PICC). According to NFC World [123], more than 320 smart phones
that can be bought today support NFC (September 2015).

Next to NFC, common smart phones also support the use of other commu-
nication technologies such as WLAN, GSM, or Bluetooth. These technologies
can be also used as relay channels as we will describe in the next section. Before
this, we list the main advantages of these phones for performing relay attacks
and also highlight their disadvantages and limitations.

Advantages. One of the most obvious advantages of smart phones is the
ease of use. There exist many tools and software development environments to
write own software to communicate with other devices in the proximity or even

2Short frames are used to initiate a communication, e.g., REQA or WUPA commands.
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around the world (using WLAN or GSM/UMTS/LTE). The phones usually inte-
grate hardware support for any communication technology that can be accessed
by a specified API. That means that users can simply transfer messages over
a communication channel (e.g., Bluetooth or WLAN) by calling a simple API
function that is executed transparently to the application. Furthermore, smart
phones are widely used and integrated in our community so that they do not
attract much attention when they are applied in a relay attack.

Disadvantages. What is described as a big advantage of NFC-enabled
smart phones on the one hand, is one of the largest limitations on the other
hand. Almost all smart phones integrate special hardware ICs for the individual
communication technologies. These hardware modules can be used and accessed
only by a set of given interfaces. The use and even the modification of certain
lower-level commands is highly limited and often not possible in practice. For in-
stance, for most of the available smart phones, the Unique Identifier (UID) is con-
stant (unalterable) or random (except of some constant manufacture-dependent
bytes). Practical relay attacks using mobile phones therefore often assume that
the UID is not going to be checked by the RFID system (because the UID can
actually not be cloned and relayed by the proxy). For example, Eddie Lee has
shown that mobile payment systems like Google wallet do not check UIDs of
credit cards which allows relaying of payment transactions using NFC smart
phones [83]. Next to this, it is often not possible to define or modify low-level
protocol parameters, for example, the Select Acknowledge (SAK) information that
defines the individual card type or the Frame Waiting Time (FWT) in the Answer
to Select (ATS) command in ISO/IEC 14443-4. Also especially when using the
smart phone as a proxy device, it is often not possible to initiate a Waiting Time
Extension (WTX) that is necessary to request a potentially necessary amount of
additional (relay) time. Summing up, doing anything that deviates from the
ISO standard is not possible when using a smart phone as proxy.

7.2.3 Relay using Custom Proxy/Mole

Another solution for performing relay attacks is to use custom hardware. Custom-
made proxies and/or moles have the advantage that they are fast and/or very
flexible depending on whether they use dedicated controllers or not. We there-
fore distinguish between analog and digital custom relay devices. Analog de-
vices make use of analog circuits not involving digital-signal conversions which
makes the relay communication very fast (far below milliseconds as, for exam-
ple, shown by Thevenon et al. in [138]). They are typically passive and do not
modify the content of the relay messages. Digital devices, in contrast, involve an
RF-to-digital conversion including a microcontroller or processor. They can be
active and allow the modification of all parameters of the RFID-network stack.
In particular, they allow cloning of UIDs and the modifications of all ISO/IEC
commands. For example, it is possible, as highlighted by Issovits and Hutter [62],
to intentionally cause an FWT timeout to force the PCD to send an R(NAK) com-
mand which allows the proxy to re-send the message (and thus gain additional
time for the relay process). Another way to extend the time, as it will be shown
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later in this chapter, is to modify individual bits of the message such that, e.g.,
the CRC is incorrect or by causing bit collisions. This also forces the PCD to
send an R(NAK) command and allows re-sending of messages according to the
specification in ISO/IEC 14443-4 [61]. Note that these bit modifications can be
made using custom proxies to fool standard compliant PCDs and PICCs with-
out further interventions. Furthermore, different data rates between PCD-proxy
and mole-PICC can be specified by custom devices in order to gain additional
time for the relay attack. Custom-made moles also allow to generate a HF field
with a frequency higher than 13.56 MHz to increase the data processing speed of
PICCs, which leads to shorter relay times. Related work also shows that custom
devices allow to significantly increase communication ranges, e.g., Oren et al.
[104] extended the communication range between a standard PCD and their
custom-made proxy to 3.8 feet (1.15 m). Kirschenbaum et al. [69] presented
an approach to extend the range between mole and PICC. As mole they used a
custom-made reader constructed with low-cost electronic equipment. This setup
allows to extend the communication range up to 25 cm.

As disadvantage, however, custom-made devices are usually more expensive
and time and experience is needed for the design and implementation of the
setup. Details about costs for custom-made proxies/moles are given in Sec-
tion 7.3.3.

7.2.4 Related Work

Kfir et al. [67] were one of the first who pointed out the vulnerability of authen-
tication schemes using contactless smartcards regarding relay attacks in 2005.
Hancke et al. [50] presented attacks against RFID systems such as eavesdrop-
ping as well as simple relay attacks (relaying the UID of a card). For relaying
the data, they used a custom communication channel between proxy and mole
(FSK RF link). The distance between proxy and mole was up to 50 meters.
Issovits et al. [62] used an NFC enabled mobile phone as mole and a special
programmable RFID tag as proxy in order to perform a relay attack. As re-
lay channel they used Bluetooth. Note that in their work, only the higher-layer
communication (ISO/IEC 14443-4) was relayed. The lower-layer communication
has not been relayed because of the strict timing constraints set by the stan-
dard (a few microseconds instead of a few milliseconds). In order to relay also
lower-layer communication, Thevenon et al. [138] presented two different setups
for relay attacks with delay times lower than 2µs. The first setup uses a coaxial
cable between two antennas. A passive matching circuit is sufficient to enable
relay distances of up to 20 meters. A wireless link is used in the second setup. In
order to allow a far-field communication with very low delay, the reader signal
is modulated on a carrier. At the receiver side, the signal is demodulated. The
demodulated signal equals the reader signal with a low delay.

A practical long-distance relay attack was presented by Sportiello et al. [132].
They relayed the communication of an ePassport using the Internet as a relay
channel. Francis et al. [42] have used NFC smart phones for proxy and mole and
Bluetooth as relay channel for their attack in order to relay unencrypted data. As



7.2. Preliminaries 115

Table 7.1: Overview of different relay-attack setups (types and channels used).

Proxy Custom (digital) NFC Phone Custom (digital) Custom (analog)
Mole NFC Phone NFC Phone Custom (analog) Custom (analog)

Bluetooth
our work
[62], [122]

our work
[41], [42]

Internet [132]

Custom [50] [138]

WLAN
our work

[83]

they have relayed a peer-to-peer communication, where both parties are active,
they did not investigate connection parameters like FWI or WTX. Vulnerabilities
introduced by the usage of smart phones emulating contactless smart cards (e.g.,
as contactless bank cards) have been discovered by Anderson [4] in 2007. Lee [83]
successfully relayed the communication of a contactless credit card transaction
by using two smart phones. The fact that the system does not validate the
UID enables this attack. Timing constraints are not evaluated in this work, the
performance of a WLAN relay channel is sufficient in order to succeed with the
attack.

Table 7.1 gives an overview of related work and our work and their used
setup and relay channel. For our evaluations we use a modified version of the
digital custom-made proxy of Issovits and Hutter [62] and Silberschneider et al.
[122], respectively. In contrast to [62] we relay an encrypted communication to
point out that encryption alone is not a valid measure to counter relay attacks.
Furthermore we discuss the advantages of custom-made proxies compared to
NFC-enabled smart phones. We extend [122] by doing detailed timing analyses
and also compare the Bluetooth relay channel with the WLAN relay channel.
Francis et al. [41, 42] used a Bluetooth relay channel between two NFC phones
but they did not discuss the limitations of this setup compared to custom devices
that is a main contribution of this work. Finally, Lee et al. [83] also used
WLAN as relay channel between two NFC phones but we extend this setup in
this work by presenting a “three-phones-in-the-middle” scenario which leads to
an improved relay distance.

7.2.5 Terminology

Figure 7.1 shows the communication flow for a standard smart card (upper plot)
and a relay-attack scenario (lower plot). Throughout the rest of the chapter, we
use the following terminology:

� tPP represents the duration from proxy request to mole response,

� tRR represents the duration from PCD/reader request to proxy response,
and
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PCD/
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PICC
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Figure 7.1: The upper part shows a scenario without relaying and the lower part
shows a scenario performing a relay attack. Note that the reader on the
left and right side represent the same device.

� t′RR denotes the time from PCD/reader request to PICC response (no
relay).

The most important parameter is tPP, the time between proxy request and
mole response. This time covers the entire relay chain. This value varies for
different relay channel types and proxy/mole devices.

7.3 Attack Scenarios and Used Setups

For the relay attacks described in the following, we focus on relaying an AES
authentication process between a PCD and an ISO/IEC 14443 Type A PICC.
First, we describe the authentication process in a detail. Second, we describe
our used setups using two and three NFC smart phones. Finally, we introduce
our custom proxy device.

7.3.1 Relaying an AES Authentication Process

Authentication is required for many applications such as access control, ticket-
ing, or e-passports which makes it an attractive target for relay attacks. Most of
the commercially available smart cards that include security features, e.g., the
Mifare DESFire card family, implement the authentication process according
to ISO/IEC 9798-2 [58]. This standard specifies a challenge-response protocol
where the PCD sends a random challenge to the PICC that performs an encryp-
tion operation on the challenge (and possibly optional data in addition). The
PICC sends the answer back to the PCD which can then decide if the PICC is
authentic or not by decrypting and evaluating the answer of the PICC.

Figure 7.2 shows the commands exchanged during our relay attacks. In a
first step, the PCD starts the initialization and anticollision phase and sends a
REQA and SELECT command to the proxy device. The proxy answers with its
UID and changes into ACTIVE state. After that, ISO/IEC 14443-4 commands



7.3. Attack Scenarios and Used Setups 117

are exchanged using the block format of the transmission protocol. The encap-
sulated messages are formatted according to ISO/IEC 7816-4 APDUs [57]. The
PCD sends the challenge to the proxy within an INTERNAL AUTHENTICATE
command. The proxy forwards the challenge to the mole over either Bluetooth
or WLAN, which then forwards the challenge to the PICC using NFC. Mean-
while, the (custom digital) proxy might send a Waiting Time Extension (WTX)
in cases where the relay communication is slow in order to request an additional
response time for the PICC. The answer of the PICC is then sent back to the
PCD over the NFC and Bluetooth/WLAN relay link.

7.3.2 The “Phones-in-the-middle” Attack

First, we use two NFC-enabled smart phones and perform a relay attack using
Bluetooth (as similarly done by Francis et al. [42]) as a reference attack. Second,
we performed the same attack over a WLAN link and compare the results in
terms of performance and relay range. Finally, we add another NFC phone that
acts as a WLAN access point to extend the relay communication link. The same
evaluation is done in this case.

The Proxy. As a proxy, we used a Google Nexus S smart phone. This smart
phone runs the Android operating system and it has an NFC chip integrated
which enables it to act as an NFC reader. In order to allow emulation of a PICC,
we made use of a modified operating system kernel called CyanogenMod 9.1.
Card emulation is per se only supported by the Android operating system Version
4.4 (KitKat). The Google Nexus S smart phone does not receive an OS update to
Version 4.4, so we decided to install and use CyanogenMod 9.1 for that purpose.
A detailed description for that process as well as how to use the card emulation
can be found in [37]. Note that the proxy device is under control of the attacker
so the required modifications regarding the operating system do not influence the
applicability of the attack. On the other hand, newer devices running Android
4.4 or higher can make use of the host card emulation (HCE) feature in order
to act as a proxy in relay attacks3.

As already described in Section 7.2.2, the use of NFC phones comes along
with certain restrictions. One of these restrictions is that the UID of the smart
phone is generated randomly for every new SELECT command of the PCD. In our
scenario, the UID is four bytes long where the first byte is fixed to the manufac-
tory value 0x08. We therefore assume an RFID system that does not check the
UID but only verifies higher-level protocol commands. In particular, the used
smart phone only allows to send ISO/IEC 14443-4 commands using I-blocks. As
an additional drawback, it is not able to send Waiting Time Extensions (WTX)
to the PCD since this is automatically handled by the device in hardware. Our
smart phone (Google Nexus S with Cyanogenmod 9.1 OS) further sets the FWT
to 77.3 ms. It turned out, however, that this value is sufficient for our relay
attacks as demonstrated in the next section.

3More information about the HCE feature can be found at https://developer.android.
com/guide/topics/connectivity/nfc/hce.html.

https://developer.android.com/guide/topics/connectivity/nfc/hce.html
https://developer.android.com/guide/topics/connectivity/nfc/hce.html
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Figure 7.2: Relay communication flow during an AES authentication process.

The software application that runs on our proxy works as follows. As soon
as the proxy is in the reading range of the PCD and after it has been success-
fully selected, it listens to the commands of the PCD. If the device receives
an INTERNAL AUTHENTICATE command, the challenge is forwarded to the
mole. At this point the relay channel can be set to either WLAN or Blue-
tooth. The received response from the mole is then forwarded to the PCD
using the NFC interface of the smart phone. The time required for the relay
communication (tPP) is measured using the time measurement ability of Java
(System.currentTimeMillis()).

The Mole. As a mole, we also used a Google Nexus S smart phone (running
Android Version 4.1.2). Note that in case of the mole, no modifications of the
operating system are required because no card emulation feature is required.
Instead, the mole needs to act as a conventional PCD.

The application on the mole works as follows. First, the PICC is selected
and as soon as an INTERNAL AUTHENTICATE command is received, the
message is forwarded to the PICC via the NFC/RFID channel. After reception
of the response from the PICC, the data is simply forwarded to the proxy on
the selected relay channel.

Three Phones in the Middle. In this scenario, we added another smart
phone between the proxy and the mole to act as a WLAN access point (AP). Note
that this third smart phone does not necessarily has to support NFC function-
ality. We used a third Google Nexus S smart phone and enabled the “Mobile
WLAN-Hotspot” feature on that device. If enabled, the proxy as well as the
mole can connect to this AP and therefore extend the relay channel by a factor
of two. Note that in this scenario, no Internet connection is required. Instead,
the communication is routed over the AP device under control of the attacker.
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This scenario increases the applicability of the relay attack due to a larger relay
distance.

7.3.3 A Custom Relay Proxy

For circumventing the limitations introduced by using an NFC phone as a proxy,
we also used a custom-made proxy device which is similar to the OpenPICC [23]
or Proxmark [146] devices. The design of the analogue part of our custom-made
proxy is similar to the IAIK demotag introduced in Section 2.2 but instead
of the FPGA a microcontroller is used to implement the digital part. Our
custom proxy as well as the Proxmark RFID simulator can be assembled for less
than 400 EUR. The development of our proxy was an iterative process lasting
several years, including hardware improvements (analog front-end, interfaces,
etc.) and software improvements (increasing the number of supported protocols
and applications).

Figure 7.3 shows our custom-made proxy. The main parts of the proxy are
a programmable Atmel AVR microcontroller—therefore analog signals are con-
verted to digital signals and vice versa during the communication. The left
board in Figure 7.3 shows the microcontroller board, which implements the
ISO/IEC 14443 protocol (type A) and allows sending and receiving of higher-
level APDUs. The analog part consists of an HF antenna and a simple mod-
ulation/demodulation circuit that is connected to the I/O of the AVR micro-
controller. The analog part is placed on the main board shown on the right
side in Figure 7.3. Furthermore, we connected a self-made Bluetooth module
to the microcontroller (using an available RS232 interface of the AVR) to allow
communication with a mole.

Since the microcontroller is freely programmable, we are able to set custom
UIDs (4, 7, or 10 bytes). Thus, we are able to completely clone the UID of an
existing PICC. Furthermore, we have the possibility to make any modifications
in the lower-protocol level, i.e., setting the same SAK or FWT values as the victim’s
PICC. For example, setting the Frame Waiting Integer (FWI) to the maximum
value corresponds to a FWT of nearly 5 seconds which is far enough to relay a
communication around the world using the Internet as a relay channel [132], for
instance. The proxy also allows sending of Waiting Time Extensions (WTX) in
order to increase the FWT for the subsequent command.

Using the custom-made proxy, the UID of the PICC can be first challenged
by the mole which sends the UID to the proxy. The proxy can then simply
clone the UID before the actual initialization and anticollision of the PCD, in
contrast to the usage of a smart phone as proxy. This cloning can be done if
the UID is considered as a known constant. If it is not a known constant and
if the UID will be checked by the RFID system (especially in cases where only
a single pass is possible), we propose the following anticollision-time extension.
The proposed extension allows to gain additional time during the anticollision
of PICCs to successfully relay the (unknown) UID between PICC and proxy
before answering to the PCD with the correct UID of the victim. The proposal
is fully standard compliant and does not require any modifications on the PCD
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Figure 7.3: The custom made proxy. Left: microcontroller board, Right: main board
including analog part.

or PICC side.
ISO/IEC-Compliant Anticollision Time Extension. In order to in-

crease the response time during PICC anticollision, we propose to induce single
bit faults during the anticollision loop. The idea is very similar to the blocker
tag proposal of Juels, Rivest, and Szydlo [63] that is used to successfully block
individual UIDs for privacy-preserving reasons. In our case, however, we do not
entirely block the cards but we rather exploit the fact that the time for the
anticollision loop can be extended if collisions occur which can be accomplished
using our custom-made proxy.

In the following, we briefly introduce the anticollision loop (binary search
tree algorithm or often referred to as “tree walking” protocol) as specified in
ISO/IEC 14443-A [61]. The idea, however, can be also applied for slotted ALOHA
(type B) or other (proprietary) singulation protocols (e.g., UHF EPC Gen2).
The following algorithm is a recursive depth-first search in a binary tree and
works as follows.

1. First, the PCD sends a SELECT command (SEL, i.e., 0x93 in case of a
4-byte UID) followed by the actual Number of Valid Bits (NVB)4, which
is per default 0x20.

2. After that, all PICCs in the field of the PCD answer with their UIDs. If
there are several PICCs in the field of the PCD, collisions might occur
(can be recognized by incorrect field modulations). In this case, the PCD
identifies the bit position of the collision and re-sends all UID bits up to
the position where the collision occurred and adds a 0 or 1 (the PCD sets
the NVB accordingly).

3. Now, only PICCs that start with the same UID bit prefix answer with the
remaining bits. This is repeated recursively until all PICCs are identified.

Let’s assume a victim’s PICC with a 4-byte UID. Then, there are 2k = 232

possible UIDs that can be identified by the given algorithm, where k denotes
the binary tree depth. Now, further assume that our custom-made proxy device

4The Number of Valid Bits (NVB) defines the number of already correctly received UID
bits of a PICC.
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is able to intentionally cause bit collisions by sending a 0 or 1 simultaneously.
Then, a proxy can cause bit collisions for the first x bits of all possible UIDs to
gain additional relay time, where x represents the required tree-search depth to
succeed a relay attack in a given time.

An example. Let’s estimate the runtime needed to send one anticollision
command. According to the standard, this needs FDT1 + TAnticollision frame +
FDT2 microseconds. The FDT1 represents the FDT between the PCD and
PICC, i.e., 91.15µs or 86.43µs dependent on the last bit transmitted by the
PCD. The TAnticollision frame represents the time needed for transmitting the
anticollision frame, i.e., 9.4 · (20 +NV B)µs. Finally, FDT2 represents the FDT
between the PICC and PCD, i.e., 86.43µs. So the amount of time needed to
transmit and receive an anticollision command (without considering the PCD
processing time to prepare the anticollision commands) is between 361µs (=
2 · 86.43 + 9.4 · (20 + 0)) and 554µs (= 91.15 + 9.4 · (20 + 20) + 86.43).

Now, if a proxy would like to extend the anticollision time to, for example,
100 milliseconds, and if we assume 450µs for a single anticollision command, the
proxy has to cause bit collisions for the first x bits of the UID, i.e.,

2x · 450 = 100 000→ x = log2

(
100 000

450

)
= 7.796. (7.4)

7.4 Results

In this section, the results of the performed relay attacks are presented. First,
we present the results obtained by using NFC smart phones. Here we were able
to reach relay distances of 40 meters when using Bluetooth as relay channel and
60 meters when using WLAN as relay channel. In the WLAN scenario the relay
distance can be increased to 110 meters when using a third smart phone. tpp
mean values of 67 ms/68 ms can be achieved, depending on the setup. Second,
results of our custom proxy are discussed. Here, only Bluetooth can be used as
relay channel. The maximum relay distance was found to be 40 meters, what is
in-line with the smart-phone experiments using Bluetooth. The mean tpp value
is 162 ms what is approximately 95 ms longer than in the smart-phone scenarios.
So we can conclude that for scenarios where the timing is critical, the relay
attacks applying smart phones outperform our custom device. On the other
hand, the custom device provides more flexibility and the timing penalty can be
reduced by hardware improvements. The interface between Bluetooth module
and microcontroller turned out to be the main reason for the larger tpp values.

7.4.1 “Phones-in-the-middle”

In a first experiment, we used a Bluetooth connection as a relay channel between
proxy and mole. 500 authentication runs have been performed using this setup.
We measured the time between receiving the request of the reader and receiving
the response of the mole, i.e., tPP, on our proxy device. Figure 7.4 shows the
result of this experiment. The distance between proxy and the mole was about
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Figure 7.4: Result of 500 measurements of tPP with constant distance between proxy
and mole using Bluetooth as relay channel.
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Figure 7.5: Result of 500 measurements of tPP with constant distance between proxy
and mole using WiFi as relay channel.

2 meters. The mean value for tPP for the 500 measurements is 67 ms and the
minimum value is 55 ms. 90 % of the values are in the range between 55 ms and
80 ms and 99 % of the values are in the range between 55 ms and 100 ms.

After that, we increased the distance between proxy and mole until the con-
nection got lost. It was possible to increase the distance to about 40 meters
without loosing the Bluetooth connection for our setup. It showed that the
distance between proxy and mole does not significantly has an influence on tPP.

In a second experiment, we relayed the communication over WLAN instead
of Bluetooth. We enabled WLAN on both proxy and mole, at which one device
acts as a WLAN access point and the other one connects to it. Again tPP was
measured for 500 authentication runs while the distance between proxy and mole
was set to 2 meters. The result of this experiment is shown in Figure 7.5. The
mean value for tPP for the 500 measurements is 67 ms and the minimum value
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Figure 7.6: Comparison of tPP for the scenario with only two smart phones (left) and
three smart phones (right).

is 46 ms. 90 % of the values are in the range between 46 ms and 80 ms and 99 %
of the values are in the range between 46 ms and 129 ms.

After this experiment, we also increased the distance between proxy and mole
to make a comparison to Bluetooth. Using WLAN, a relay distance of up to
60 meters was possible. The distance does not significantly influence tPP.

“Three Phones-in-the-middle”. We placed a third NFC phone between
proxy and mole and enabled a WLAN access point. It showed that this addi-
tional phone theoretically doubles the relay distance and does not significantly
increase tPP. With this setup, we achieved a maximum relay distance of over
110 meters. A comparison between two and three “phones-in-the-middle” is
shown in Figure 7.6. The mean value for tPP for the 500 measurements using
three smart phones is 68 ms and the minimum value is 46 ms. 90 % of the values
are in the range between 46 ms and 90 ms and 99 % of the values are in the range
between 46 ms and 130 ms.

7.4.2 Bluetooth vs. WLAN

With WLAN we were able to achieve lower tPP values compared to Bluetooth
(46 ms vs. 55 ms). When keeping in mind the maximum delay time of about 5
seconds allowed by the ISO/IEC standard, the difference of 9 ms between the

Table 7.2: Comparison of results between Bluetooth and WLAN using NFC phones.

Bluetooth WLAN, 2 phones WLAN, 3 phones

tPP min [ms] 55 46 46
tPP mean [ms] 67 67 68

Interval 90% [ms] 55 - 80 46 - 80 46 - 90
Interval 99% [ms] 55 - 100 46 - 129 46 - 130
Max. distance [m] 40 60 110
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Figure 7.7: Result of 500 measurements of tPP with constant distance between proxy
and mole using Bluetooth as relay channel and a programmable transpon-
der as proxy.

two technologies does not affect the application of the relay attack. The fact
that the FDT value cannot be influenced and is fixed to 77.3 ms for the card
emulation on the smart phone shows that in this scenario a fast connection is still
advantageous. With the WLAN connection, 76 % of the tPP values were below
FDT and for the Bluetooth connection 88.4 % of the tPP values were below FDT.
The variation of the tPP values for subsequent authentication runs is higher in
the WLAN scenario but even in the worst case tPP did not exceed 130 ms. With
WLAN and two smart phones, distances of up to 60 meters were achieved in
our experiments which is a bit more compared to the 40 meters achieved with
Bluetooth. By introducing a third smart phone acting as an access point, the
distance can nearly be doubled to 110 meters. In Table 7.2, the achieved results
are summarized.

7.4.3 Custom Relay Proxy

We evaluated the performance of our custom proxy by measuring the relay tim-
ings for 500 authentication runs. The result is depicted in Figure 7.7. The
distance between proxy and mole was set to 2 meters as in the previous exper-
iments and we did not change the distance during this experiment. The mean
value for tPP is 162 ms and the minimum value is 86 ms. 90 % of the values are
in the range between 86 ms and 187 ms and 99 % of the values are in the range
between 86 ms and 212 ms. In order to find the maximum distance for relaying
the communication, the distance between proxy and mole has been increased
step by step. The mole lost the Bluetooth connection to the proxy at a distance
of approximately 40 meters in our experiment. Table 7.3 lists the exact relay
timings.
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Table 7.3: Results for our custom-made proxy using a Bluetooth channel.

Bluetooth

tPP min [ms] 86
tPP mean [ms] 162

Interval 90% [ms] 86 - 187
Interval 99% [ms] 86 - 212
Max. distance [m] 40

7.5 Conclusion

In this chapter, we pointed out how practical relay attacks can be improved
when using a custom-made proxy compared to NFC-enabled smart phones. We
started with a discussion of the limitations which arise when using a smart phone
as a proxy device. Some of these limitations are: the UID cannot be set to a
fixed, predefined value; adaption of low-level ISO/IEC protocol parameters is not
possible; no active/direct request for Waiting Time Extensions; no way to modify
lower-level RFID protocol commands. We emphasized that these limitations can
be circumvented by using custom-made proxies and presented practical results
of attacks using a microcontroller-based (low cost) device.

The results show that practical relay attacks performed with two NFC smart
phones pose a real threat due to the fact that the introduced delay time is
below the maximum, tolerated delay time for both evaluated relay channels
(Bluetooth, WLAN). Furthermore, the “three-phones-in-the-middle” approach
allows to nearly double the relay distance without the need for a public network.
Delay times are not (noticeable) affected by this modification. Our custom-
made proxy is highly flexible and allows more sophisticated attacks than using
NFC-enabled smart phones.





8
Conclusions

In the course of this thesis we have highlighted the power of low-cost setups
for performing physical attacks such as side-channel analysis (SCA) and fault
analysis (FA). All the presented setups are built-up with off-the-shelf equipment.
The relatively easy access to such low-cost setups make them a serious threat
for real-world devices. This is because physical attacks requiring such a setup
can be performed by a high number of attackers and are therefore likely to lead
to a real-world exploit.

For SCA attacks targeting RFID systems, we present a novel measurement
approach for EM measurements called resolution optimization. This approach
does not require any pre-processing circuitry. It also performs better at higher
distances compared to an approach based on analogue demodulation presented
in related work. We further take advantage of the resolution optimization to
conduct SCA attacks at distances up to one meter between attacked device and
measurement antenna. At this distance, we are able to recover an AES key used
for authenticating a prototype RFID-tag chip. This results clearly highlight
that exploitable side-channel information can be measured at multiples of the
communication range of a few centimeters. Based on this, the assumption that
the security of such RFID systems is defined by the short communication range,
is not valid. Relay attacks denote another attack that allows to circumvent
the limitation of a short communication range for malicious intentions. In this
context we present a low-cost relay setup. This setup only requires two NFC-
enabled smart phones and allows to relay encrypted authentications between
reader and tag at distances up to 60 meters. For improving the attack we suggest
to replace one smart phone by a custom-made device. This custom-made device
can be assembled at low-costs and allows to circumvent several limitations which
arise when using the smart phone.

127
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Next to RFID systems, microcontrollers for sensor nodes have also been
shown to be vulnerable to SCA attacks based on EM measurements. Exem-
plary attacks targeting AES implementations on an off-the-shelf microcontroller
show the importance of the measurement location when using the EM side chan-
nel. By selection of the correct measurement location, the number of required
measurements for key recovery can be minimized. Next to an off-the-shelf mi-
crocontroller, we further analyzed a prototype chip specialized for sensor-node
applications. The setup of the chip allowed us to perform high-resolution, semi-
invasive EM measurements. The integrated cryptographic hardware modules
were evaluated and the results show the power of the high-resolution EM mea-
surements compared to conventional power measurements. We can conclude
that in the case of EM side-channel scenarios, the measurement effort for key
recovery can be minimized by carefully selecting the correct measurement pa-
rameters. This is especially valid for the application of low-cost equipment.

Next to EM measurements, we further present a low-cost, power-measurement
setup for evaluating a prototype ASIC. The ASIC implements an SCA-protected,
authenticated encryption algorithm based on Keccak, with the design goals low
area and low power consumption. This allows the ASIC to be applied in future
RFID systems. We are among the first to perform DPA attacks targeting a
keyed Keccak instance implemented on a taped-out ASIC. The results of the
DPA attacks reveal that because of the resource-efficient implementation the
proposed secret-sharing countermeasure does not lead to the expected security
gain. Here we take advantage of the area and runtime figures of the chip to
bring the introduced overhead of the countermeasures in relation with the se-
curity gain. We can conclude that only a combination of secret sharing with a
second countermeasure, i.e. hiding, leads to a satisfying security level.

Next to passive attacks, we have also studied the applicability of the low-cost
approach for active attacks. We cover setups for non-invasive and semi-invasive
fault injection. For the non-invasive case, tampering with the clock signal, the
supply voltage, and the ambient temperature turned out to be valid injection
methods when targeting microcontrollers. Our setup also allows to combine any
two of the aforementioned fault injection methods. This leads to an increased
efficiency in terms of occurrence and reproducibility of the injected fault. For the
semi-invasive case we present a low-cost, optical fault-injection setup. We apply
pulsed laser diodes as light source and the laser beam is focused by using the
lenses of a microscope. Diodes with different wavelengths (808 nm and 1 064 nm)
can be used to allow front-side and rear-side fault injections. Our evaluations
focus on the setup parameters required for a successful fault injection. We can
conclude that the laser pulse length, the laser power, and the laser focus have
to be chosen carefully for successfully injecting a fault. Also the type of fault is
influenced by these parameters.

Summing up the results of this thesis we can conclude that a wide range of
electronic devices are vulnerable to low-cost SCA and FA attacks. Of course, the
success of such attacks highly depends on the properties of the attacked device
and the selection of the countermeasures. But, as shown in Chapter 2 and in
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Chapter 4, the selection and implementation of the countermeasures has to be
done with great care. Wrong assumptions or flaws in the implementation are
likely to lead to security degradations. In addition to the equipment costs it is
also conceivable to add the measurement effort and the computational effort as
additional parameters for classifying the complexity of the attack. In this work
we consider only the parameter measurement effort, which we discuss in the
context of the implementations with countermeasures. During our investigations,
the computational effort for conducting the attacks was negligible so we did not
further discuss it.
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