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The child is laughing: The game is my wisdom and my love.
The young s singing: The love is my wisdom and my game.
The old is silent: The wisdom is my love and my game.

— Lucian Blaga
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Abstract

A DEDUCTION GAME is a game in which one player — the CODE-MAKER or simply COMPUTER — secretly
chooses a situation, and the other player — the CODE-BREAKER or simply PLAYER — has to deduct it by asking
questions. After some questions, he has to take a guess, and gets a penalty (if he is wrong) in addition to
the question costs. Popular games of this type are MasterMind, BlackBox and BattleShips.

We will show several ways to reduce the calculation effort of finding optimal strategies for these games.
First of all we will prove that the best question to ask next only depends on the set of situations that are still
considered possible after the questions that were already asked, but not on those questions themselves. Using
this, we will introduce the DECISION SET GRAPH which has these sets of remaining situations as nodes and
reflects the structure of the original game tree otherwise. We will define an algorithm to find best strategies
on this decision set graph, and show how these can be translated back to the original game tree.

We furthermore show several upper bounds for the number of nodes in the decision set graph, and prove
that calculating the best strategy is NP-hard.

Finally, we will look at some implementation tricks: simplifying weights so that we can use integers
instead of real numbers for all calculations, introducing upper bounds so that we can abort calculation of
branches that are certain not to be optimal, describing situations and sets thereof by using fingerprints that
can be stored as simple bitmasks, as well as some techniques for caching and distributed computation.

All of this cannot hide the fact that the problem is still NP-hard. We therefore might be able to give
significant performance improvements — for a game with s situations, q questions, and a possible answers per
question we find, among others, upper bounds of O(2%) and O((1+a)%) for the number of calculated nodes,
compared to O(sq!) and O(q!a%) in the two trivial implementations —, but we are nonetheless still facing very
high runtimes. Consequently, using heuristic approaches will be preferable in practical applications. This
thesis does provide a well-optimized way of calculating exact solutions that can among other things be used
for evaluating such heuristics.

An implementation of the described algorithms is included in the thesis.



Overview

In Chapter 1 we describe and formally define the class of deduction games, and in Chapter 2 we show
how several well-known games, as well as problems from classical computer science, artificial intelligence,
and industry, can be represented in this setting.

Only after that we have a look at existing work in Chapter 3 (since we will need many of the game
definitions in the discussion of existing literature).

The core chapter of this thesis is Chapter 4, in which we show that the best next move only depends
on the set of situations that are still considered possible after the questions that we have asked already. In
particular, it is not important which questions have been asked before, let alone in what order they were
asked. Since there are many nodes in the game tree in which the same situations are still considered possible,
we define and create the DECISION SET GRAPH, in which all such nodes are “merged” into one common node.
We show how to find best strategies on this graph, and how to translate them back to strategies on the
original game tree. We also show that we can calculate the expected cost of a strategy directly in this
decision set graph without transforming it back at all.

In Chapter 5 we show several upper bounds for the number of nodes in the decision set graph. Since
these can depend both on the number of situations s and the number of questions q that a game has, as well
as the structure of those questions and situations, there exist many upper bounds of which none can be said
to be best in all cases. For example, we find upper bounds 2° and 29s; for a small g, the latter bound will
be lower, whereas for a large g, the former will be lower.

Chapter 6 shows several tricks how to make these calculations fast in practice. In particular, we

e show how we can calculate everything we need without having to keep the entire decision set graph in
memorys;

e simplify the weights so that we can use integers for all calculations instead of real numbers or fractions;

e introduce upper bounds so that we can abort the calculation of a branch as soon as we find out that
it is certain not to be optimal;

e introduce fingerprints and fingerprint masks that allow us to describe situations and sets thereof using
simple bitmasks, and that additionally help to simplify calculating the children of a node;

e shortly discuss how known partial results can be cached efficiently if we do not have enough memory
to store them all at the same time; and

e look at ways how the calculation can be distributed.

As a part of that chapter we find out that calculating the best estimate (when taking a guess) for a set
of remaining situations efficiently is important. In Chapter 7, we therefore find such methods for each game
discussed in Chapter 2.

We do a rough performance comparison to heuristic strategies and random strategies, which are described
in Chapter 8.

Last but not least, Chapter 9 describes details about the algorithm implementation that accompanies this
thesis, Chapter 10 presents some results of calculations with this implementation, and Chapter 11 presents
conclusions and outlook.
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Chapter 1

Introduction and Problem Statement

1.1 What is a deduction game?

Definition 1.1 (deduction game). A DEDUCTION GAME is a game in which one player chooses a secret
setup, and the other player has to deduct this setup by asking questions [20].
(Note that in some literature the term DEDUCTIVE GAME is used instead.)

The most popular game of this type is MasterMind, in which one player chooses a combination of four
colour pegs, and the other player has to deduct this combination by trying combinations of four colours and
being told the number of correct colours in each guess. A much simpler “game” of this type could be one
person choosing a number between 1 and 100, and the other person trying to deduct that number by asking
questions of the form “Is the number larger than x7”. Another game that is very close to being a deduction
game is BattleShips, in which one player “hides” his ships on a grid, and the other player tries to shoot
them by bombarding grid fields and being told whether he hit part of a ship or just water. (The only two
differences that prevent this from being a pure deduction game are that both players hide ships and shoot
alternately, and that a player has to hit all ship parts rather than only determine where the ships are. We
will later see that these two differences are (almost) negligible and turn BattleShips into a pure deduction
game.) In the royal league of deduction games we finally have BlackBox, the game that motivated the author
of this thesis to analyze this class of games. (The rules for all games analyzed in this thesis can be found in
Chapter 2.)

For obvious reasons, deduction games are often played as solitary games against a computer, since the
player choosing the secret combination is in fact not really playing, but rather just evaluating questions. In
this thesis we will therefore simply use COMPUTER and PLAYER to refer to the player choosing the combi-
nation (in literature also often called CODE-MAKER) and the player deducting the combination (accordingly
sometimes called CODE-BREAKER in literature), respectively.

1.2 Best strategies

Obviously, there are better and worse strategies in such a game. Let us stick with the number guessing game
as an example. The computer randomly chooses a number between 1 and 100, and the player can then ask
questions of the form “Is the number larger than z?” (for every integer z from 1 to 99). A trivial (but
not very efficient) strategy for the player would be to first ask whether the number is larger than 1. If not,
the number is 1 and he is done, otherwise he next asks whether the number is larger than 2, then whether
it is larger than 3, larger than 4, larger than 5, and so on. Obviously, that can take a rather long time.
Assuming that the computer chooses each number between 1 and 100 with the same probability, it takes on
average 50.49 questions’.

Or, the player could do a binary search, first asking whether the number is larger than 50. If yes, he
next asks whether it is larger than 75, otherwise whether it is larger than 25, and so on, roughly halving the

1If the chosen number is 1, he needs 1 question, if it is 2 he needs 2 questions, and so on, until 98 for which he needs

98 questions, 99 for which he needs 99 questions, and 100 for which he needs 99 questions as well. He therefore needs on average
1+2+3+”1'3098+99+99 = 50.49 questions.

10



1.3. QUESTION- AND RESULT-DEPENDENT COSTS

interval length with each question. On average he now needs only 6.72 questions?.

Or, he could first ask whether the number is larger than 64. If not, he does a binary search on the interval
from 1 to 64 with the advantage that in each step, he can split the interval exactly into two intervals that
are again powers of two, needing exactly 6 more questions. If the number is between 65 and 100, he just
does a classical binary search on the remaining interval. In total, he on average needs 6.72 questions again?®,
but with this strategy, it is easier to predict after the first question how much longer it will take.

The objective of this thesis is to efficiently find optimal strategies, or at least calculate the average
outcome expected with such strategies (since actually storing such a strategy can well take several hundred
gigabytes of storage).

1.3 Question- and result-dependent costs

While in some games the player just has to minimize the number of questions, in other games some questions
are more expensive than others. For example, let us say that in a variant of the number guessing game, in
addition to the normal “Is it larger than x?” questions for a cost of 1, a player could be allowed to also ask
whether the last digit of the number is larger than the first, for a cost of 2. While this question is more
expensive than normal questions, it also rules out roughly half of the possible numbers, so it could still pay
off.

Besides different but fixed costs for questions, it is also possible and even common that the cost of a
question depends on the answer. In most variants of BattleShips (described in detail in Section 2.7), for
example, a player who hit the opponent’s ship is allowed to take another turn. Such a question is therefore
practically free if the answer is “hit”, but costs one turn if the answer is “miss”. Similarly, in BlackBox
(described in Section 2.10) the cost of a question depends on whether the light ray was absorbed or reflected,
in which case the question costs 1, or just routed through the grid, in which case it costs 2.

In those games, instead of just minimizing the number of questions, their accumulated costs have to
be minimized. In BattleShips, for example, it is not important to minimize the number of attacks, but to
minimize the number of misses. An attack with a higher chance of hitting is therefore on average cheaper
than an attack that will most probably miss.

1.4 Estimates

In some games, the goal is not to completely determine the hidden information, but only to find a reasonably
good estimation of it and then take a guess. Depending on the accuracy of the estimate, a certain penalty
is added to the final result. The most prominent example here is BlackBox, where the player in the end
guesses the position of the hidden dots and gets a penalty of 5 points for each wrong guess, which is added
to the total result.

A variant of the number guessing game might allow players to stop asking questions and take a guess,
at the cost of the absolute difference between the guess and the correct answer. For example, a player could
decide to first ask whether the number is larger than 50, and after that just guesses either 25 or 75, depending
on the answer. If, for example, the correct number was 38, he would pay 1 for the question plus |38 —25| = 13
for the guess, so a total of 14. Obviously this strategy is not very good yet, but, for example, if the number
is already known to be between 13 and 19, then it is indeed cheaper on average to just guess 16 (for an
average penalty of 3+2H1EDHE2ES — 12 ~ 1 71) instead of splitting the interval one more time and guessing
afterwards (for an average penalty of £ for the estimate in 3 out of 7 cases and an expected penalty of 1 in
the other 4 cases, plus a fixed cost of 1 for the question, thus an expected total cost of 1.86).

2Let x; denote the number of questions needed (using binary search) to determine the number within an interval that
contains ¢ numbers. Then we get 1 = 0 and

8] opyy + (5] o

zp =1+ -

(The weighted average of finding the number in an interval of length {%J in LEJ cases and in an interval of length {g-‘ in [g-‘

2
cases, plus 1 for asking the question for the number in the middle of the interval.)

Solving this recursively leads to z100 = % = 6.72.
64-6+36- 47

3Using the definition of z; from the previous footnote, we get an average of 1 + % =1+ 160 = 6.72

questions.

11



CHAPTER 1. INTRODUCTION AND PROBLEM STATEMENT

1.5 Formal problem definition

After this informal introduction, let us now define the setting in a more formal way.

Definition 1.2. Let N denote the set of the non-negative integers including 0, that is, N={z € Z | z > 0}.
Let Ny, denote the set of the non-negative integers including 0 and infinity, that is, Noo = {2z € Z |
z>0}U{oo} = NU{oo}.

Definition 1.3 (deduction game). A DEDUCTION GAME consists of:

e q finite set of possible situations S;
e q finite set of available questions Q@ with a corresponding finite set of possible answers A;
e a finite set of possible estimates &;

e a weight function vo: & — N describing the weights that determine the probability with which each
situation is chosen by the computer;

e an evaluation function t: S x @ — A that calculates the answer to a question ¢ € Q in a situation
s € S, and an evaluation function c: @ x A — N, that gives the corresponding cost; and

e an evaluation function p: S x € — N that calculates the penalty for an estimate e € € when the
actual situation is s € S.

For convenience, we furthermore define the abbreviation ¢: 8 x Q@ — Ny : ¢(s,q) = ¢(q, (s, q)). Which
function ¢ we refer to will be obvious from the arguments.

Note that we are using integers for all weights, costs and penalties in order to avoid rounding errors.
Theoretically, deduction games that require real numbers could exist, but for all games analyzed in this
thesis, integers are sufficient.

We will use infinity to denote invalid choices in some games. We could, without changing the final result,
also just use very very large integers for those moves: Let IV be the largest total cost a player ever has
to pay in a game in which he takes only valid (though possibly very dumb) moves, then you can set each
invalid move to have cost, say, 2N. Hence, any optimal strategy will not include those invalid moves (since
by our assumption any strategy using only valid moves has a cost of at most N, and any strategy using at
least one invalid move has a cost of at least 2N). However, explicitly setting them to infinity allows some
optimizations later on, because we can safely ignore such branches (whereas N is usually not known, so also
branches containing “invalid” moves would have to be considered). At the same time, as long as infinity
follows “normal” calculation rules (i.e., infinity is larger than any other number, and infinity plus anything
non-negative is still infinity), algorithms that do not give infinity special treatment will still work the same
way as if we had just used a large number instead.

Definition 1.4 (answer set).

e For each question q € Q, we are given A, C A, a set of AVAILABLE ANSWERS that has to fulfil
that Vs € S: t(s,q) € Ay, i.e., all answers that can occur for a question q are contained in Ag (though
Aq may contain additional, superfluous elements as well).

e For each question q € Q, let A, := {a € A|3s € S:t(s,q) = a} be the set of POSSIBLE ANSWERS for
a question.

Note that .Aiq C Ay, and that .,LTq is unambiguous.

The point of having these two very similar definitions is that often it is easy to give a set A, of answers
that can theoretically occur, but hard to calculate which ones actually occur. For example, in MasterMind
(described in Section 2.6) with 4 positions it is easy to say that an answer contains between 0 and 4 black
dots and between 0 and 4 white dots, which trivially gives us 25 theoretically available answers. Only 14
of those are actually used though, since the sum of black and white dots cannot be larger than 4, also the
answer “3 black 1 white” cannot occur (and we can give an example for each of the remaining 14 answers
in which it will be returned*). While in this example it is still relatively easy to calculate the set of possible
answers manually, in games like BlackBox it is already somewhat tricky to prove that certain answers cannot
occur.

41f ABCD is the correct code, then ABCD, ABCE, ABEE, ABDE, ABDC, AEEE, ACEE, ACDE, ACDB, EEEE, BEEE, BCEE, BCDE and BCDA
produce those 14 answers.

12



1.5. FORMAL PROBLEM DEFINITION

When it comes to analyzing games, we can therefore either use A, directly, even though it contains a few
superfluous answers, or we can calculate ./Tq, which takes some time at the beginning but possibly speeds up
things later.

Finally, we need to define the cost for the player, which consists of the costs for the questions asked and
the penalty for the final estimate:

Definition 1.5 (cost). Let s € S be the situation chosen by the computer, Q C Q the set of questions that
were asked by the player, and e € £ the given estimate. The total cost C is then defined to be the sum of the
costs of the individual questions and the penalty for the final estimate:

Ci=Ye(s.0) + plsie)

qEQ

13



Chapter 2

Embedding popular games into this
model (including game descriptions)

Let us now start to transform our games into this model. For each game, we will first describe the rules of
the game, and then give the necessary definitions:

1. The set S of situations and the weight function to that determines the probability with which they are
chosen.

2. The set Q of questions, the set 4 of answers, as well as the answer function v and answer cost function c.
In some cases we additionally give Ay, in others we will just assume A4, = A for all g.

3. The set & of estimates and the function p for calculating penalties.

We will look at several problems that can be represented this way: some classical informatics ques-
tions (number guessing and variants thereof), some classical games (MasterMind, BattleShips, Minesweeper,
BlackBox), some problems related to artificial intelligence (classification problems) and to industry (produc-
tion parameters), a simple puzzle about scales and fake coins, and two tongue-in-cheek examples about life
and milk that simply demonstrate the variety of problems that can be described this way.

2.1 Number guessing

Number guessing is a simple yet classic problem in computer science. Here we play it with the following
rules: Let n be a fixed number. (Technically, it is a different game for each n.) The computer chooses a
random integer from 1 to n, using a uniform random distribution (i.e., each number is equally likely). The
player can ask questions of the form “Is the number larger than x?”, where = can be any integer from 1
to n — 1. The player has to find out the exact number, using as few questions as possible.

This leads to the following:

1. The set S contains the n situations corresponding to the numbers from 1 to n, each with a weight 1
of 1.

2. The set Q contains the n — 1 questions corresponding to the numbers from 1 to n — 1. The answer
set A contains exactly two answers, “true” and “false”. For the answer function, we get the following:

“true”  [number corresponding to s] > [number corresponding to ¢]
t(s? q) = [43 99 3

false” otherwise
Since we want to minimize the number of questions, all questions cost the same. The cost function is
therefore constant, i.e., ¢(q,a) =1 for all values of ¢ and a.
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2.2. NUMBER GUESSING WITH BIT QUESTIONS

3. The set £ contains the n estimates corresponding to the numbers from 1 to n. The player has to find
out the correct number, so we set the cost of the correct estimate (i.e., the one that has the same
number as was chosen by the computer) to be 0, and the cost of a wrong estimate to co. The penalty
function therefore looks as follows:

0  [number corresponding to s] = [number corresponding to e]
oo otherwise

plse) = {

2.2 Number guessing with bit questions

As a slight variation of the previous game (and to have one simple example of a game with different types
of questions), let us assume that we can in addition ask questions of the form “What is the value of the k-th
bit of the number in binary representation?”. Each such question costs 3, i.e., as much as three normal
questions. We obviously have [1d(n)| + 1 such questions, where 1d stands for the logarithm of base 2. All
other parts of the game stay the same.

For simplicity, we call these two kinds of questions “normal questions” and “bit questions”. This leads
to the following:

1. The set S contains the n situations corresponding to the numbers from 1 to n, each with a weight to
of 1.

2. The set Q contains the n — 1 normal questions corresponding to the numbers from 1 to n — 1, plus
the [1d(n)| + 1 bit questions. The answer set .4 contains four answers, “true”, “false”, 1 and 0. For
each normal question g we get A, = {true, false}, and for each bit question ¢’ we get A, = {1,0}.
(Note that of course we could have manually translated 1 to “true” and 0 to “false”. However, we
want to give an example of a game in which we have different answer sets for different questions.)

For the answer function, if ¢ is a normal question then we have the same answer function as before.
If ¢ is a bit question, then t(s, q) is the value of the bit in s that corresponds to g.

More mathematically (and less readable):

¥(s,q) = “true” [numbe.r corresponding to s] > [number corresponding to ¢]
’ “false” otherwise

t”(s,q) = Value of the bit at [bit position corresponding to ¢g] in [number corresponding to s]

t(s,q) = t/(s,q) ¢ is a normal question
4= t”(s,q) ¢ is a bit question

The cost function now depends on the type of question:

¢(q,a) = 1 ¢ is a normal question
DY =93 q is a bit question

3. The set £ again contains the n estimates corresponding to the numbers from 1 to n. The penalty
function is the same as before:

(5,¢) = 0  [number corresponding to s] = [number corresponding to e]
P$:€) =1 o0 otherwise
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CHAPTER 2. EMBEDDING POPULAR GAMES INTO THIS MODEL (INCLUDING GAME DESCRIPTIONS)

2.3 Number guessing with fixed penalty

In another variant of the number guessing game, let us assume that we first can ask any number of questions.
After that, we have to take a guess. If it is wrong, we pay a fixed penalty C.
The complete description of the game:

1. The set S contains the n situations corresponding to the numbers from 1 to n, each with a weight to
of 1.

2. The set Q contains the same n — 1 questions as in Section 2.1. Also A, t and ¢ are identical to the
original number guessing game from Section 2.1.

3. The set £ contains the n estimates corresponding to the numbers from 1 to n. The penalty function
looks as follows for an integer constant C':
0  [number corresponding to s] = [number corresponding to €]
p(s,e) = .
C'  otherwise

2.4 Number guessing with estimates

In the next variant of the number guessing game, let us assume that we are again allowed to take a guess
instead of having to find out the exact value. If the correct number is a and we guess b, then the penalty
is C - |a — b|P, for some predefined positive integer constants C' and D. For example, for C = D = 1 we
simply get |a — b| as penalty, the distance between the estimate and the correct number.

We can either use the standard questions as defined in Section 2.1, or optionally also allow the bit
questions from Section 2.2.

The complete description of the game:

1. The set S contains the n situations corresponding to the numbers from 1 to n, each with a weight to
of 1.

2. The set Q contains the same n — 1 questions as before. Also A and v and ¢ are identical to the original
number guessing game described in Section 2.1. Alternatively, we can also define Q, A, t and ¢ like in
the number guessing game with bit questions from Section 2.2.

3. The set £ contains the n estimates corresponding to the numbers from 1 to n. The penalty function
looks as follows:

p(s,e) = C - |([number corresponding to s] — [number corresponding to e])|”

2.5 Number guessing with different question costs

In yet another variant of the number guessing game, let us assume that not all questions cost the same.
Instead, asking “Is the number larger than x?” costs g(z) for some function g. Simple examples for such
functions are g(x) = x, g(x) = x* for some positive integer constant k, or g(z) = |ld(z)|. A more complex
one could be g(x) = #[bits in  that are 1 (in binary representation)].

The complete description of the game:

1. The set S contains the n situations corresponding to the numbers from 1 to n, each with a weight to
of 1.

2. The set Q contains again the n — 1 questions corresponding to the numbers from 1 to n — 1. The
answer set A and the answer function v are defined as before (in Section 2.1). For the cost function,
we get

¢(¢,a) = g([number corresponding to ¢]) .

3. The set £ contains the n estimates corresponding to the numbers from 1 to n. The penalty function
can be defined like either of the previously used penalty functions from Sections 2.1, 2.3, or 2.4.
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2.6. MASTERMIND / BULLS AND COWS

2.6 MasterMind / Bulls and Cows

MasterMind is a popular code-breaking game invented by Mordecai Meirowitz in 1970 [4]. A code is defined
as a sequence of n colour pegs (out of a selection of k colours) that has to adhere to certain rules. There are
two commonly used variants of the rules for creating legal codes:

1. The more common variant does not impose any additional restrictions; we can for each position choose
any of the k colours. Therefore, we get altogether n* possible codes. [41]

2. The rarer variant is that each colour may appear only once in the code. We therefore have to choose n

out of the k colours, and put them into some order. This leads to (ﬁ) -nl = ﬁ possible codes.

(Obviously, we have to have k > n for this to work.) [23]

The computer secretly chooses one such code. The description of legal codes above therefore defines our
set of situations . Each code is chosen with the same probability, therefore to is 1 for each situation. [4, 41, 23]

The player then “tries” one code in each move, and gets an answer that gives some information about
the correctness of his code. There are two different variants for calculating this answer:

A. For each position in which the hidden code and the player’s code match, the player gets one black dot.
In addition, the player gets one white dot for each peg in his code that has the correct colour, but is
in the wrong position.

More mathematically: First, the player gets one black dot for each peg that has the same colour as
the computer’s peg in that position. After that, we ignore these positions, since they have already
been scored. Of the remaining positions, we count for each colour how often it appears in the player’s
code and how often in the computer’s code. Let us assume that of some colour there are p pegs in the
player’s code and ¢ in the computer’s code (not counting the already scored ones). If p < ¢, then we
could move all p player pegs of that colour to positions in which they would yield black dots. Therefore,
we get p white dots. If p > ¢, then only ¢ of the pegs of that colour can be moved to spots where they
would give black dots, so we get ¢ white dots. Hence, we always get min(p, ¢) white dots (separately
for each remaining colour). [4, 41, 23]

B. Again, the player gets one black dot for each position in which the hidden code and the player’s code
match. In addition, the player gets one white dot for each remaining peg whose colour also appears in
the code of the computer — regardless of how often it appears there.

An example:

Example 2.1. Let us assume we have four colours A, B, C, and D. Let us assume the computer chose ABCD,
and the player tried ACCB.

The first and the third position are the same in player and computer node, so in both variants, the player
gets two black dots.

In variant A, we see that we could switch the second and fourth position to generate one additional black
dot. Therefore, the player gets one white dot in addition.

In variant B, we see that the colours in the second and fourth position, C and B, both appear in the
computer’s code. Therefore, the player gets two white dots.

As we can see, the possible questions Q are the same set as S. The answer function t is defined as
described above (and depends on the variant of the game we look at).

The set of answers A is by definition allowed to contain answers that do not even occur. We can
therefore either define A the lazy way as the set of all answers of the form “z black y white” with0 <z <n
and 0 < y < n, giving n? possible answers. Or we can restrict A4 to contain only answers of the form “x
black y white” with 0 < z + y < n, since each of the n pegs contributes at most one (black or white) dot,
for a total of % different answers. Or we can really calculate which of these answers actually occur,
which is not entirely trivial. For example, with 4 pegs the answer “3 black 1 white” cannot occur, and with

4 pegs and 2 colours, also the answer “1 black 3 white” is not possible.
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The player wins when he “tries” the correct code. Also for scoring we can look at two variants:

a. The player’s score is the number of moves he needed before trying the correct solution. [4, 41, 23] We can
therefore calculate the total cost as the number of questions after which he needed an additional move.
The only answer after which he does not need an additional move is “n black 0 white”. (Otherwise,
even if he knows for sure what the correct answer is, he still needs to take another move to end the
game.) Thus, we define the cost function as

¢(g,a) = 1 a # “n black 0 white”
% =93 0 a=“nblack 0 white”

(Note that in literature, usually the number of questions including the last question is optimized, so
the results differ by an offset of exactly 1.)

b. The cost of each question depends on the number of correct pegs; the more are correct, the lower the
penalty for the player. The cost of a question is defined as

¢(g, “a black y white”) =2n — 2z — y .

Therefore, the cost is at most 2n if all pegs are completely wrong, and it is 0 if and only if all pegs are
correct.

We do not really need estimates here since the player is done after asking the question with the correct
code. Since our definition requires estimates, though, we reuse S as set of estimates, and define an estimate
to be free if it is correct, and infinitely expensive otherwise:

s ={ % L

That is, after having guessed the correct code and gotten “n black 0 white” as answer, the player simply
officially announces “I guess that the code is [code just tried].”. If he would try that without being sure
what the answer is, then the expected outcome for this would be infinitely expensive. Even if he was very
lucky and guessed correctly, he could instead simply have asked that question at no cost (since the question
for the correct code is free anyway).

Therefore, a (smart) player will only take an estimate if he knows for sure what the answer is, so
introducing these estimates does not change the game.

As we can see, we altogether have 8 variants of the game. We will refer to them as 1Aa, 1Ab, 1Ba, 1Bb,
2Aa, 2Ab, 2Ba, and 2Bb.

The most commonly played variants are:

e Variant 1Aa with & = 4 colours and n = 4 pegs.
e Variant 1Aa with k = 6 colours and n = 4 pegs.

e Variant 2Aa with & = 10 colours and n = 3 pegs. In this variant, the game is also called “Bulls and
Cows”.

e Variant 2Aa with k£ = 10 colours and n = 4 pegs. In this variant, the game is also called “Bulls and
Cows”.

The B-variants are mostly a result of people having misunderstood the rules at some point and then
insisting on playing it this way ever after. The b-variants are very rare, but are interesting to us because
they have a large range of different costs for different answers.
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2.7. BATTLESHIPS

2.7 BattleShips

BattleShips is a game first published by Milton Bradley Company in 1931, though the game idea is said to
predate World War I [2]. Each player hides a predefined fleet of ships on a rectangular m x n grid, adhering
to certain rules. Usually these ships are rectangles of size 1 x 1 to 1 x 5, and a fleet can contain ships of
different sizes [53]. An example of a game situation can be seen in Figure 2.1.

= o~ BN @ B w R e B 5 I OB Qi a

1 2 3 4 5 6 7 8 9 10

Figure 2.1: Example of a BattleShips field with some ships that were hit already.

Then the players alternately shoot at the ships of their opponent. For shooting, a player names one field,
denoted by row and column. He is then told whether he hit part of a ship or just water. If he hit a ship, he is
additionally told whether the ship is completely destroyed, though some variants do not give this additional
information. (A ship is destroyed if each of its parts has been hit.)

If the player has hit a part of a ship, then he may shoot again. If he hits empty water, then it becomes
the turn of the other player to shoot. The winner is the player who first destroys all ships of his opponent.

The three main variants for placing ships are:

1. Ships may not touch each other at all, that is, each field that is vertically, horizontally or diagonally
adjacent to a ship must be water [53].

2. Ships may only touch each other at the corners, that is, each field that is vertically or horizontally
adjacent to a ship must be water, but fields diagonally adjacent may contain other ships [9].

3. Ships may touch each other (but not overlap) [9, 2].

We can get an almost equivalent game as follows:

First, player A hides some ships according to these rules. Then player B starts shooting using the normal
rules above. If he hits water, that is, if he would have to give the right to shoot to his opponent in the
normal game, he has to write down a black dot. Then he continues shooting until he hits water again and
has to write another dot, and so on. The game ends when B has destroyed all hidden ships, and his score
is the number of black dots. (That is, the number of times he would have had to pass the right to shoot to
the other player.)

Then, the two players reverse roles. Whoever collects less black dots, wins.

This is not entirely equivalent to the original game for the following reason: Let us assume that player
A has the choice between three strategies. In the first strategy, which yields the best average result, he gets
20 dots on average, where in the worst case he gets 26 and in the best case he gets 18. In the second strategy,
which has the lowest possible worst case, he gets 22 dots on average, 23 dots in the worst case and 20 dots
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in the best case. In the third strategy, which is really bad both in terms of average and worst case, he gets
36 dots on average, 48 in the worst case and 4 in the best case. Now let us assume that player B has played
the first part already and destroyed all ships while gathering only 15 dots. Then the third strategy, which is
far from being the best strategy by itself, still is the only strategy with which player A can still win.

In short, if a player is far behind, he will be more willing to take risks. (This is a topic that could fill
at least another thesis.) Therefore, playing the game in two parts, one after the other, is not equivalent to
playing alternately.

However, it is still very similar to the original game, and thus interesting to find best strategies for.

The game we play therefore is defined as follows: The computer hides his fleet of ships on the grid
according to the rules above. Then the player starts shooting at the ships, and has to take one penalty point
every time he hits water. His score is the number of penalty points he takes until all ships are destroyed.

For the set of situations S we use the possible constellations of ships, as defined in the rules above. The
weight 1 is 1 for each constellation.

As far as the questions are concerned, we obviously have “shooting” as one type of question. That is,
for each field (x,y) in the grid, there exists one question ¢(z,y). For now, let us assume this question only
answers whether there is water or a ship, not whether the ship was completely destroyed. Then the question
is free if a ship was hit (since the player may move again), and costs 1 if there was water. In formulas:

“water” s has water at position (x,y)
“ship” s has a part of a ship at position (x,y)

t(s.ato) = {

1 a= “water”
0 a = “ship”

ala)a) = {

We call such a question a “shooting question”.

What we are still missing is the information whether the ship was completely destroyed. However, by the
definition of a deduction game, the answer to a question depends only on the situation, not on the questions
that have been asked before. That is, the computer does not keep any history, so it is absolutely impossible
to answer whether this was the last part of the ship — simply because we have no knowledge at all whether
the other parts of the ship have been hit already.

We therefore need to use dirty tricks.

We introduce new questions of the type “Is (z,y) to (z+1,y) a complete ship?” and “Is (x,y) to (z,y+1)
a complete ship?”, for 1 < 4 < [maximum size of a ship]. The player therefore can ask after each hit on a
ship whether he already hit all parts of that ship.

As an example: Let us assume a player has hit a ship on (1,4), (1,5) and (1,6). Then he can ask
“Is (1,4) to (1,6) a complete ship?”. The computer answers “no”. The player shoots at (1,7) next (i.e., he
asks the shooting question ¢(1, 7)), and the computer answers “ship”. The player now asks “Is (1,4) to (1,7)
a complete ship?”, and the computer answers “yes”.

This question can be answered by the computer, since it contains all the information about the relevant
history as part of the question. Now we only need to discourage the player from asking this question without
knowing for sure that the range really contains only ship parts. That is, if he has only shot at (1,4) and (1, 6),
but does not know what (1,5) contains, he is not allowed to ask this question.

We simply enforce this by making the answer infinitely expensive if this precondition is not met. Of
course, this does not yet force the player to shoot at (1,5) if he knows for sure that there is a ship part there.
Let us assume that the player has already found and destroyed all ships except for one 1 x 3 ship, and knows
that (1,4) and (1,6) are the ends of this ship. Then he can ask “Is (1,4) to (1,6) a complete ship?” without
having shot at (1,5) before. However, shooting at (1,5) is sure to be free in this case anyway, so not having
done it does not change the score.

We therefore call such questions “sinking questions”, and denote “Is (z,y) to (z+1¢,y) a complete ship?”
with g(z,y,x 4+ ¢,y) and “Is (z,y) to (x,y + ) a complete ship?” with g(z,y,z,y + ©).

For writing the answer function in an easier way, let R(x1,y1,Z2,y2) denote the rectangle containing the
fields with z-coordinates from x; to xo and y-coordinates from y; to ys. The answer function for questions
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2.8. MINESWEEPER

of this type is then defined as follows:

“sinking” R(x1,y1,T2,y2) is a complete ship
t(s,q(x1,y1,22,92)) = ¢ “not yet sinking” R(x1,y1,x2,y2) is part of a ship
“player tries to cheat” R(x1,y1,22,y2) contains water

0 a = “sinking”
c(q(x1,y1,72,92),a) = ¢ 0 a= “not yet sinking”
oo a = “player tries to cheat”

Q therefore contains these two kinds of questions. Let the rectangle on which the ships are hidden have
dimension m x n and let k be the maximum length of a ship, then there are mn shooting questions and

X=m-n+(n-D+n-2)++n—-k+1)+n-m+(m-1)4+m-2)+---+(m—-Fk+1))

=m-(k-n—-1-2—--—(k=-1)+n-(k-m—-1-2—---—(k—1))
(k—1k (k— 1k
—m'<k~n—2>—|—n~ <k-m—2>
(k—1k

=m-n-k—(m+n)- 5

~ mnk

sinking questions. Thus, there are almost k times as many sinking questions as shooting questions, and we
will see that the number of questions significantly contributes to the calculation effort. On the other hand,
in most situations the cost will be infinite for such a question. For efficiently calculating this game, it will
therefore be crucial to find ways to avoid such questions.

Finally, as in the MasterMind game we need to define some estimates. We again use £ = S and set

e ={ % L

2.8 Minesweeper

In Minesweeper, k mines are hidden in an m x n grid (where often m = n). The task of the player is to find
the location of the mines without getting killed. In each step, he may look at one field. If the field contains
a mine, the player loses. Otherwise he is told the number of mines on adjacent (horizontally, vertically or
diagonally) fields [39, 51]. Some game situations can be seen in Figures 2.2, 2.3 and 2.4.

Figure 2.2: Example of a game situation in Minesweeper.
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Figure 2.4: Completely solved Minesweeper game.

The task is to find the positions of the mines as quickly as possible. Most implementations of the game
measure the time that a player needs, but since this is not possible in our framework, we will instead try to
find a solution that accesses as few fields as possible (assuming that the number of clicks needed is closely
linked to the time needed).

In some variants, looking at a field that has no mines on neighbouring fields automatically opens these
fields.

The basic variant is fairly simple to describe:

1. The set S contains all (”Z") ways to distribute £ mines onto the m x n field. For all situations the
weight to is 1.

2. The set Q contains one question ¢(z,y) for each field (z,y), so a total of mn questions. For the answer
set we get A ={0,1,2,...,8, “mine!”}. The answer function is defined as follows:

“mine!” field (z,y) contains a mine
#[mines adjacent to (x,y)] otherwise

(5. a(e) = {
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2.9. MINESWEEPER WITH FREE EMPTY FIELDS

In theory, the cost for hitting a mine is infinite. However, it is well known that there exist situations
in Minesweeper in which risking to step onto a mine cannot be avoided [39, 51]. Therefore, also the
average score would certainly be infinite, and optimizing it would not be very interesting.

Therefore, we define an optimal strategy as a strategy in which we have to take as little risk as possible;
only among those we want to find the one in which we detect the mines fastest. That is, we would
rather open every single safe space on the board than risking to step onto a mine. We can achieve this
by setting the cost of a question to be 1 if we find a safe field and get the number of adjacent mines,

and to be very high, for example (";”) -mn, if we hit a mine:

(mn

_ i ) -mn a = “mine!”
c(q(z,y),a) { 1 otherwise

If there is any risk that a field contains a mine, this means that in at least one of the (”}C”) situations
there is a mine on this field. Therefore, if there is any risk, this risk is at least ﬁ The expected
k

cost for opening such a field is therefore at least (%) - (") - mn = mn. This is therefore already more
k

expensive than opening all safe fields, of which there are at most mn — 1.

3. As in the previous games, the set £ equals S, with the following penalty function:

s ={ 0 2o

2.9 Minesweeper with free empty fields

If we want empty fields (empty in the meaning of not being adjacent to any mines and thus returning 0 as
answer) to open neighbouring fields for free, we can use a trick similar to the one used in BattleShips: We
introduce a new type of question “What is on field (z,y), which is a neighbour of the empty field (z',y’)?”.
(We define one such question for each pair of neighbours (z,y) and (z/,y’).) Let us denote such questions
with ¢'(z,y,2',y).

The answer function and cost function can be defined as follows:

#[mines adjacent to (x,y)] t(s,q(z’,y")) =0
“player tries to cheat” otherwise

0 a€c{0,1,2,...,5}

oo a = “player tries to cheat”

t(s,q (z,y,2',y)) = {
(¢ (z,y,2',y'),a) = {

Note that A, = {0,1,2,3,4,5}, since 6, 7, 8 and “mine!” are not possible if there is a neighbour that
returns 0.

This backdoor now allows the player to look at the neighbours of empty fields for free. The first empty
field still has to be opened with a normal question and thus costs an action (just like in most implementations,
the first empty field also still has to be clicked before the rest is opened automatically). Again, trying to
cheat by using this function in other situations (without knowing a field to be empty) has expected costs
of oo and is therefore not worth even trying.

There is one small corner case: When a player knows a field (z,y) to be empty (returning 0), he now
does not need to actually open it and can start looking at its neighbours immediately. Thus, he (wrongly)
is not forced to pay the cost for the one click that starts the chain reaction for opening neighbours of empty
fields. There are however rather few cases in Minesweeper in which we know a field to be free without having
opened it. Therefore, and because it would be fairly hard to implement with our means anyway, we allow
this little inaccuracy to exist.
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2.10 BlackBox

BlackBox is a game first published in 1977. The computer hides k dots on an n x n grid, where in most
variants k = 5 and n = 8. Then the player can shoot light rays into the board. These are deflected by the
dots according to certain rules until they leave the board again or are absorbed. The player is told where
the light ray left the board (or whether it was absorbed). After shooting some light rays, the player has to
take a guess about the location of the dots, and gets a certain penalty depending on the number of wrong
positions in his guess [1, 8, 3].

Let us first describe the rules for deflecting light rays [1, 8, 3]. In the following graphs, “?” denotes that
the content of a field is irrelevant, a dot denotes a dot, and an empty field denotes an empty field.

e If a light ray hits a dot, it is absorbed:

e If there is a dot diagonally ahead of the ray (and no dot straight ahead), it is deflected by 90° away
from the dot:

A
\J

e If there are two dots diagonally ahead of the ray, one on each side (and no dot straight ahead), the ray
is reflected:

[
We can basically imagine that it is deflected with the normal rules twice shortly after another, first by

the dot on the right, turning it counterclockwise to move towards the left, and then by the other dot
(which is now diagonally right ahead of it) turning it back into the direction it came from.

e If there are no dots ahead of the ray, then it simply moves forward:

e Finally, we need one special rule when there already is a dot diagonally ahead of the ray before it
even enters the field. The normal rules would deflect the ray, so it would then move outside the field.
Therefore, we instead define the ray to be reflected in this case:
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e Other than that, the rules when entering the board work as expected: If there is a dot ahead, the ray
is absorbed, if there are dots diagonally ahead on both sides it is reflected by the normal rules, and if
there are no dots ahead, it moves forward:

A Aj
1 R A R

Figure 2.5: A BlackBox field with some light rays. The total cost for known edge fields is 11.

As we can see, light rays move back exactly the same way they came along. That is, if we shoot in a ray
at position x and it leaves the grid at position y, then a light ray shot in at position y would leave the grid
at position x. Therefore, light rays (except for those that get absorbed or reflected) connect two edge fields.
We label corresponding edge fields with the same number. Edge fields from which the ray is absorbed we
label with “A” and edge fields where it is reflected to we label with “R”. (In most implementations, colours
are used instead; for example, absorbed rays can be marked with grey, reflected rays with white, and for
rays that leave the field in some other location, the two corresponding edge fields are marked in the same
colour.)

Figures 2.5 and 2.6 show two examples of boards with some light rays and labeling of the known edge
fields.

After some shots, the player takes a guess where the k dots are.

The total cost for the player is the number of known edge fields, plus a penalty of 5 for each dot guessed
wrongly.

In our framework, we get the following:

1. The set S contains the (7;2) ways to place k dots in the grid, each with a weight 1o of 1.

25



CHAPTER 2. EMBEDDING POPULAR GAMES INTO THIS MODEL (INCLUDING GAME DESCRIPTIONS)
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1 2 R A R A

Figure 2.6: A BlackBox field with some light rays. The total cost for known edge fields is 15.

2. The set Q contains the 4n edge fields where we can shoot a ray into the field. The answer set A

contains the same 4n edge fields, plus “absorbed” and “reflected”. The answer function t(s,q) gives
the position where the light ray leaves the field s when shot in at the position given in ¢ and being
deflected, reflected or absorbed according to the rules described above. (Note that if the ray is reflected,
the computer always answer “reflected” rather than giving the edge field where the ray entered and
left the field. This makes the definition of the costs easier.)

For the sets A, we can of course simply use A itself. However, looking a little more closely we see that
some combinations are not possible. For example, if we shoot in a ray at the lower left corner going
upwards, then this ray can only leave the field at the upper left corner or at a position on the left edge.
(It cannot be deflected to the right, since no dot can be left of it.) Therefore, the sets A, differ a little
between the questions.

For the cost function, we remember that the cost we pay depends on the number of known edge fields.
A ray that is absorbed or reflected gives information about one edge field, whereas a ray that leaves
the field somewhere else gives information about two edge fields. Therefore we get the following cost

function:
1 a € {“absorbed”, “reflected” }
¢(g,a) =

2  otherwise

. The set £ contains the same ways to place k dots as S. For each wrong dot we pay 5. The penalty

function therefore looks as follows:

p(s,e) =5 - #[dots marked in s that are not marked in e]

Note that
#[dots marked in e that are not marked in s] = #[dots marked in s that are not marked in €] ,

since we have to mark exactly k dots both in situations and in estimates.
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2.11 Classification

A classical problem from artificial intelligence: The computer chooses one element from a set, and we can
ask yes-no-questions to find out which element was chosen. For example, the computer chooses an animal,
and we can ask “Is it a mammal?”, “Is it larger than a horse?”, and so on. Or, the computer chooses a
shape from a list, and we can ask “Is it convex?”, “Is it red?”, et cetera. The task is to find a good order
for asking questions so that we can deduct the element chosen by the computer as quickly as possible [37].

These are simple examples, but artificial intelligence research provides ample supply of problems of this
kind (except that there it usually is the researcher choosing a situation and the computer trying to deduct
it with as few questions as possible).

Transformation into our framework is very straightforward:

1. The set S contains the elements from which the computer can choose, either all with a weight to of 1,
or using the weights from the original problem definition.

2. The set Q contains the questions we can ask, and the answer set A contains exactly two answers,
“true” and “false”. The answer function t(s, q) is defined by the original problem.

The cost function is constant, i.e., ¢(¢,a) =1 for all values of ¢ and a.

3. The set £ equals S, and the penalty function looks as follows:

p(s7e)={ 0 oeoe

0o s#e

Note that this can easily be generalized to have any finite number of answers for each question.
The similarities are not surprising, given that deduction games are closely related to decision trees, which
we will discuss in more detail in Sections 3.3 and 5.4.

2.12 Classification with different question costs

A generalization of the previous problem allows different cost functions for different questions. Let us look
at just one practical example: A scientist is given a cube consisting of some material, and is asked to find
out what the material is. There are various tests that she can perform to find the answer. She can look at
it and tell that it is not cardboard. She can take it into her hand and guess from the weight that it is most
likely a metal. She can apply electric current to it and measure the resistance. She can look at it under an
electron microscope. She can try to put it on fire and test at what temperature it burns. (For simplicity,
let us assume we have enough equivalent cubes of the material that we can destroy some of them in the
process.)

Obviously, looking at it is a lot faster and cheaper than setting it on fire.

The formal game description:

1. The set S contains the elements from which the computer can choose, either all with a weight 1w of 1,
or using the weights from the original problem definition.

2. The set Q contains the questions we can ask (or experiments we can perform), which have to have
a finite number of possible outcomes. (In many classification problems, questions are defined in such
a way that the only possible outcomes are “true” and “false”.) For each question ¢ € Q, the set A,
contains these (finitely many) possible outcomes for the question, and we define the answer set A as
the union of these sets A,;. The answer function t(s, ¢) is defined by the original problem.

The cost function is constant for each question, that is, for each question ¢; we have a constant c;,
and ¢(g;,a) = ¢; for all values of a.

3. The set & equals S, and the penalty function looks as follows:

s ={ % 20

0o s#e
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2.13 Life

A slightly humorous example: We all go through life striving for happiness. However, there are many choices
to be made that can influence our happiness: Many superficial acquaintances or few but close friends? Spend
your evenings working or playing computer games? Use a car or public transport? Eat meat or be vegetarian?
Believe in God or be atheist? Be honest or be polite? Shower in the morning or in the evening? Decisions,
decisions.

Of course we can find the best configuration (which is a little different for everyone) by first trying one
approach, and then trying what happens when leaving everything the same except for the answer to one of
these questions. However, finding out how well an approach performs does take a while. Not eating meat for
one day does not tell us yet whether being a vegetarian would make us happier, and going to church once
does not yet make us religious.

Therefore, finding the best strategy can take a significant part of our life, so we also care about our
happiness during the experimentation process.

We once again look at two different variants:

1. In variant one, we know how important each factor is. That is, we might know that the choice between
being religious or being atheist can have a huge impact on our happiness, whereas the choice between
showering in the morning or in the evening is rather unimportant. In other words, for each choice @
we know the importance b; of choosing correctly. If we choose correctly, nothing happens, but if we
choose wrongly, we lose b; happiness compared to how happy we could be. (In short, we assume we
can be perfectly happy, and deduct points for not reaching this goal in some area.)

2. In the other variant, we know that each choice can either be very important, somewhat important or
almost irrelevant. We do however not know which choice is how important. Let us assume that impor-
tant choices contribute X (in some unit) to our happiness, somewhat important choices contribute Y,
and almost irrelevant choices contribute Z, for any predefined positive integer constants X, Y and Z
with X > Y > Z. That is, we know that b; € {X,Y, Z} for all choices 4, but do not know the exact
values b;.

For simplicity, we assume that the choices do not have any correlation.
Now let us define the game formally for n choices:

1. We assume that for each person there exists a better and a worse decision for each choice, and that each
combination of such decisions is possible. In the first variant, the set S therefore contains all possible
configurations of correct decisions, for a total of 2" situations. In the second variant, we additionally
need to take different importances into account. For each choice, we therefore have 6 possibilities:
it might be better for the player to take the one or the other option, and the choice might be very
important, somewhat important or almost irrelevant. Therefore, we get 6™ situations.

As far as the weights are concerned, we might sometimes have a priori probabilities. For example, there
are so many aphorisms that emphasize the importance of real friends, that we might already expect
that for most people, few but close friends are a better choice than many superficial acquaintances.
We can represent this by giving a higher weight to configurations in which “few close friends” is the
better decision.

In the second variant, we might additionally have certain ideas about the importance of certain choices.
For example, we might expect the choice between being religious or not to have a high influence on
happiness for most people (even though there might be some who are almost equally happy being
religious or being atheist), and we might expect the choice between showering in the morning or in
the evening to be largely irrelevant to most people (even though to some people it might make a huge
difference). Again, we can represent this by giving a higher weight to configurations in which the former
is important and the latter irrelevant, meaning that such configurations will happen more often.

There might even be some form of correlation between those; for example, it could be that doing a lot
of sports and showering in the evening is a frequent combination, and doing little sport and showering
in the morning is quite likely as well, but the other two combinations are unlikely.

In short, the weights v can be pretty much anything.
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2. The “questions” Q are the experiments with some combination of decisions. There are 2™ such com-
binations that the player can try. (This is the same for both variants of the game.)

Let b;(s) be the importance of choice ¢ in situation s, let ¢;(s) be the correct decision for choice ¢ in
situation s, and let ¢;(g) be the option chosen by the player for choice i in question g. (In the first
variant, we can simply set b;(s) = b; for all ¢ and s to use the same terminology.)

The answer function describing how happy or unhappy a configuration ¢ € Q makes us can be expressed
as follows:

) e £
=[50 st 2ol

As described above, experiments that make us happy are better (and thus cheaper) than those that
make us unhappy during the duration of the experiment. Therefore,

c(s,q) =t(s,q) -

The interesting thing here is that the cost equals the answer.

3. Once we have done all experiments we want to make, we can decide on some combination of choices and
live that way for the rest of our lives. Let us assume that the rest of our lives is approximately 50 years,
so this choice adds 50 times as much to the total costs as another year of experimenting. Therefore,

£ =0, and
p(s,e) =50¢(s,e) .

Alternatively, we can assume that modern medicine will give us a very very long life, so we are not
content with anything but the best solution:

p(s,e) = { 0 c(s)=cilg) Vie{l,2,...,n}

oo otherwise

One proofreader pointed out that this is a very simplified view of life. If we wanted to increase the realism,
we could replace the answer function v with basically any other function in the 3n variables b;(s), ¢;(s),
and ¢;(q)-

Ideally, choosing correctly in many areas should lead to lower costs than choosing wrongly, though it is
absolutely possible to define the function in such a way that also a combination of completely wrong choices
could give good scores. For example, the player might be very happy working hard and owning a car, even
though spending time with family and friends and using public transport would be their ideal combination.

Also, this answer function could contain cross-effects between the choices. For example, the combination
of doing lots of sports and showering only once per week might give very bad scores, even though the other
combinations (no sports and showering once per week, no sports and showering daily, and lots of sports and
showering daily) might all be rather neutral.

In short, the answer function t(s, ¢) can be defined completely arbitrarily. The player does however have
to know its definition.

What is not possible in our framework is to have a correlation between consecutive experiments. For
example, in real life, skipping all business meetings in one year might not go well with getting a promotion
in the next. Since our framework does not allow keeping any history (as we have seen in BattleShips and
Minesweeper already), we can however not simulate that.
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2.14 Production parameters

A closely related but much more practical application from industry: Let us assume that we have a machine
(factory, process, ...) for producing something, and several parameters we can tweak in the production
process. For example, we can heat the material to 80°C or to 100°C, we can let the intermediate product
rest for 2 hours or for 10 hours, we can use steel or aluminium, and so on.

Each of these decisions has some influence on the quality of the end product, and we want to optimize
this quality. However, each decision also has some costs associated with it. In the final product, we do
not care about these costs and simply want the product to be as good as possible. (Or we simply assume
that the production costs are already accounted for in the quality measurement.) We do however want to
minimize the costs of the experiments needed to determine the best settings for the parameters.

Let us assume that for each parameter, we have costs d; and d; for the two options. (For example, if
parameter 1 is the heating temperature, then heating to 80°C has cost d;, and heating to 100°C has cost d.)
Like in the previous game, we can either know the values b; that tell us how much influence each parameter
has, or we know that b; € {X,Y, Z} for some constants X, Y and Z.

This results in the following formal game description:

1. We again assume that for each parameter there exists a better and a worse option, and that each
combination is possible. Like before, the set S contains all 2™ possible configurations of best parameters
in the first variant, and all 6™ possible combinations of best parameters and importances in the second
variant. Again, weights can be arbitrarily defined.

2. The questions Q are again the combinations of parameter we can use for experiments. There are 2"
such combinations that we can try (in both variants of the game).

Let b;(s) be the importance of parameter 4 in situation s, let ¢;(s) be the correct decision for parameter i
in situation s, and let ¢;(q) be the option chosen for parameter i in experiment ¢. (In the first variant,
we again set b;(s) = b; for all i and s.)

The answer function describing the quality for an experiment ¢ € Q can be expressed as follows:

) 6l 26l
o =34 o 2

i=1

The costs of a question ¢ (i.e., of an experiment) only depend on the experiment parameters ¢;(q) this
time:
d; ¢ = |option 1 for parameter i
c(s’q)Z{ 7 Z(q) [p p ]

¢i(q) = [option 2 for parameter i]

3. We are only happy with the perfect configuration. Therefore, £ = Q, and

_ 0 ci(s)=ci(g) Yie{l,2,...,n}
pls,e) = { oo otherwise

Note that this can easily be generalized to have any finite number of options for each choice.
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2.15 Scales

Just for the heck of it, we show that some classical riddles can be transformed into this format. The riddle
we look at is the following one:

“We are given 13 coins, and know that exactly one of them is fake. The fake coin can be heavier or lighter
than the other coins. Using a normal scale that compares the weights on its sides, how many measurements
do we need to find the fake coin?”

While this does not look like a deduction game at first glance, we can transform it into our framework
quite easily:
1. We have 13 choices of a fake coin, and we can make it lighter or heavier. This leads to 26 situations
inS.

2. The set Q contains all possible ways to put some coins onto the left and some onto the right side of
the scale. Since each coin can be on the left, on the right, or not on the scale at all, we get 3'3 possible
questions. The answer set A contains exactly three answers, “left is heavier”, “right is heavier”, and
“the sides are equal”. The answer function t(s, q) is defined by comparing the weight on the left and
right side. The cost ¢(g,a) is 1 for all values of ¢ and a.

3. The set £ contains 13 estimates, one for each coin that we can suspect to be fake. The penalty function
looks as follows:

(5,¢) = 0 [fake coin in e] = [fake coin in s
PI$€) =1 oo otherwise

2.16 Milk

Last but not least, let us look at a tiny (and again somewhat humorous) example to demonstrate how the
costs of a question can depend on the answer: Let us assume we have a milk carton of questionable age and
state of decay in our fridge, and we want to find out whether it is still drinkable.

While this is not anything that we will ever implement on a computer, it does demonstrate a lot of the
special properties that we allow deduction games to have (even though most of the games described so far
feature at most one or two of these at the same time):

1. &, Q and S can be different sets.

2. Situations can occur with different probabilities (represented by weights ).

3. It can contain questions with entirely different structures.

4. The cost of an answer depends not only on the question, but also on the given answer.
5. Not all answers in A are possible for all questions in Q.

6. The answer sets A, may be disjoint, but do not have to be.

Milk can exist in four states:

e It can be okay;
e It can be a little sour but still look and smell okay;
e It can be very sour and smell sour, but still look okay; or

e It can be completely mouldy (and smell sour).
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We also have three ways of checking its state: we can look at it (which is a little hard because it is inside
the carton, so we need to pry through the small opening), we can check if it smells sour, or we can taste it.
An overview of the possible outcomes:

taste | smell | look
okay v v v
a little sour X v v
very sour X X v
mouldy X X X

What we want to find out is whether we should throw it away or still use it. (We want to still use it if
and only if it is still okay, in case that was not obvious after this discussion.)

As we can see, the only question that can reliably answer this question is tasting the milk. Thus, if we
only want to optimize the number of tests we have to make before being able to decide what to do, going
directly for tasting is the best strategy.

Unfortunately, this optimization does not take all relevant factors into account yet, such as, for example,
the not very desirable outcomes of accidentally tasting mouldy milk.

An updated overview of possible outcomes:

taste | smell | look
okay v v v
a little sour X v v
very sour X X X v
mouldy X X X X X

A corresponding overview of the costs (measured in effort and outcome):

taste smell | look
okay 1 1 3
a little sour 3 1 3
very sour 6 2 3
mouldy 73827518 2 3

In addition to that, we might be able to remember how long the milk has been in the fridge and thereby
guess how likely it is to be in each state.
Defined as a game, we get the following;:

DY RN SRS PR ENY

1. We have the possible situations & = {“okay”, “slightly sour”, “very sour”, “mouldy”}. The weights
depend on how long it has been in the fridge. Two examples:

e If it is only two days old, we might get the following weights:

w(“okay”) = 20

w(“slightly sour”) = 15
w(“very sour”) =5
w(“mouldy”) =1

w(“okay”) =1
w(“slightly sour”) = 15
w(“very sour”) = 40
w(“mouldy”) = 60
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2. As questions we get Q = {“taste”, “smell”, “look” }. The answer function is defined as follows:

Gook”) — “okay” s € {“okay”, “slightly sour”, “very sour” }
(s, “look”) = “Yuck!” s = “mouldy”

(s, “smell”) = { smells okay” s € {“okay”, “slightly sour”}

“smells sour” s € {“very sour”, “mouldy” }

Léokay” S = “Okay”
. wy ) C“slightly sour” s = “slightly sour”
(s, “taste”) = “very sour” s = “very sour”
“Uaaghh!” s = “mouldy”

Consequently, we get the set of answers A {“okay”, “Yuck!”, “smells okay”, “smells sour”,
“slightly sour”, “very sour”, “Uaaghh!”}. For the individual questions, we get

Adgorr = {“okay”, “Yuck!” }

Assmen» = { “smells okay”, “smells sour” }

PPN

Aspaster = { “okay”, “slightly sour”, “very sour”, “Uaaghh!” }

For the cost functions, we get:

c(“look”,a) — 3
1 a= “smells okay”
e ”»
¢(“smell”, a) { 2 a= “smells sour”
1 a = “okay”
” 3 a = “Shghtly sour”
c(“taste ,a) = 6 a = “very sour”

73827518 a = “Uaaghh!”

3. The set &£ contains “use” and “throw away”. The penalties p can, for example, be defined as follows:

use throw away
okay 0 20
slightly sour | 100 0
very sour 500 0
mouldy 29357872749832 | 0
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Chapter 3

Background

There exists very little prior work that deals directly with deduction games. However, individual games are
well-studied, and the concept of deduction games is closely related to decision tree problems from the field
of artificial intelligence research.

3.1 Research about deduction games in general

There are very few papers treating deduction games in general, and even those few that do so apply their
findings only to MasterMind (described in Section 2.6) and the closely related Bulls and Cows (described in
the same section).

In [20], a heuristic approach is shown that in each step estimates the usefulness of the next possible
questions and only searches for optimal strategies among the questions that are ranked to be most useful.
It also shows a probabilistic algorithm for proving lower bounds on the number of questions needed. It
has been re-published by almost the same authors but in a slightly different form in [23] three years later.
However, in spite of having “deductive games” in the title, even these papers only evaluate their algorithms
on MasterMind and Bulls and Cows.

Other than that, the author of this thesis is not aware of any papers that study deduction games in
general at all.

3.2 Known results about particular games

3.2.1 MasterMind

MasterMind (described in Section 2.6) is the best-studied deduction game. A particularly famous result is
a strategy for 4 positions and 6 colours by Donald E. Knuth in [41] that takes at most 5 moves (and shows
that this is an optimum, i.e., there does not exist any strategy that takes at most 4 moves). This strategy
needs 4.478 guesses on average.

In contrast to that, Kenji Koyama and Tony Lai show in [44] how to obtain the strategy that needs
the least questions on average. This strategy takes 4.34 guesses on average, but in the worst case it needs
6 guesses.

A whole table of best possible averages and best possible worst cases for various different (small) numbers
of positions and colours can be found in [30]. They furthermore discuss optimal strategies for MasterMind
games with 2 positions and n colours.

Also in [21], a general approach to find optimal strategies for MasterMind games with 2 positions and
n colours is presented. The authors claim that this approach can be applied to other deduction games as
well, yet at the same time even admit that their “techniques are not easily extensible to m x n MasterMind
games and have not yet produced results for them” (where m x n denotes a game with m positions and
n colours).

Since all known ways to calculate optimal strategies require a lot of calculation effort to find them, they
are not easily generalized to MasterMind games with more colours or more positions. Therefore, there exist
a number of heuristic and greedy strategies; most commonly quoted are Irving [38] and Neuwirth [48], who
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achieve averages of 4.369 and 4.364, respectively, for MasterMind with 4 positions and 6 colours. Others
include [54] (studying a strategy in which simply any code that is still possible is chosen at random), [33]
(studying heuristic strategies for 5 positions and 8 colours), [18] (using genetic algorithms), [22] (using a
heuristic two-phase optimization algorithm that indeed finds the optimal strategy for MasterMind with
6 colours and 4 positions), and [29] (describing a strategy that is simple enough to be playable by a human
with pen and paper). A very thorough discussion of various MasterMind strategies for 4 positions and
6 colours can be found in [43].

Besides strategies, there are also some more theoretical results. For example, in [24] an upper limit on
the number of distinct questions necessary to differentiate between all questions is shown.

Finally, in [55] it is shown that given a set of questions and answers (for MasterMind with ! positions),
it is NP-complete (with regard to [) to calculate whether there exists a situation that satisfies all these
questions and answers.

Variants and related games

For the closely related game Bulls and Cows (also described in Section 2.6), the already mentioned paper [23]
shows that 7 guesses are necessary and sufficient in the worst case in a game with 4 positions and 10 colours.
Similarly, [36] shows an approach for optimal strategies in Bulls and Cows with 3 positions and n colours.
In [35], a variant of MasterMind is studied in which the computer is allowed to lie at most once during
the game.

All that is quoted here is only a fraction of the research that has been done on MasterMind.

3.2.2 Minesweeper

Minesweeper (described in Section 2.8) is fairly well-studied as well.

Most research focuses on questions in which we are given one game situation, and have to determine
whether a safe move exists, or whether a valid configuration of mines for this game situation exists.

The most famous result, published by Richard Kaye in [39] and later again in [40], is that it is NP-
complete to determine whether a valid configuration of mines for any given game situation exists. He does
so by showing that Minesweeper is in fact even Turing-complete.

Also [27], [47], and [51] study best strategies for given situations. The latter is a very thorough report
that in addition discusses several heuristic strategies which try to minimize the total risk a player has to
take. Note that [47] also provides ample pointers to other literature.

Just to name two example of artificial intelligence methods being used on Minesweeper, [50] uses mul-
tirelational learning for training an artificial intelligence to play Minesweeper, and [58] applies Bayesian
networks to it.

A generalized version of Minesweeper played on graphs rather than grids (considering a standard grid to
be a graph in which grid fields are vertices and “neighbour” relationships are denoted by edges) is studied
in [31], and shown to be solvable in linear time on trees.

Of course, calling Minesweeper a deduction game is a bit of a stretch, so there is hardly any traditional
research on minimizing the number of clicks needed. However, there exist Minesweeper championships
for human players (which, as a side note, are very fascinating to watch), and many of those players have
written strategy guides. Most of these are published on homepages rather than as papers, such as for
example [13], [12], [5] and [11]. Some go so far as to provide tips on mouse handling and reducing the
distance between consecutive clicks. Sadly, none go far enough to actually analyze the expected performance
of these strategies.

3.2.3 BattleShips

A BattleShips puzzle is defined as a game situation in BattleShips (described in Section 2.7) in which we
know about some fields whether they contain water or part of a ship, and have to determine where the ships
are. It is shown in [53] that also this problem is NP-complete.

Other than that, there seems to exist precious little material on BattleShips. There does exist the
occasional informal strategy guide, either hidden between woefully much advertisement ([14]), or in form
of answers in a maths forum ([7]). Neither of these strategy guides goes far beyond “shoot at fields on the
diagonals first”, though in [7] you can find a suggestion for a modified binary search as well.
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Also, there exist several computer implementations of BattleShips, most of which provide a computer
enemy. A list of those can be found in [10]. Sadly, there seems to be no information whatsoever how these
computer enemies are programmed (and chances are that many of them cheat by looking at the state of the
player’s field).

3.2.4 BlackBox

Finally, “BlackBox” is a somewhat unfortunate name for finding information about the game. However, to
the thesis author’s best knowledge, no research about BlackBox has been published to this date.

3.3 Decision tree learning

The field in artificial intelligence research that is very closely linked to deduction games is decision tree
learning. Decision trees, also known as classification trees or regression trees, are trees that define an order
for asking questions to determine the value of a variable [19]. A good introduction to decision tree learning
can be found in [56]. A simple example of a decision tree is shown in Figure 3.1.

Does it have wheels?
yes no
Are all wheels in one line? Does it fly?
yes no yes no
Does it have an engine? Is it a train? Plane Ship
yes no yes no
Motor bike Bicycle Train Car
Figure 3.1: Example of a decision tree for determining the type of a means of transportation.

We are given a set of values that the variable we try to deduct can have (which is equivalent to our list
of situations from which the computer can choose), a list of questions, and for each situation we know the
answer to all questions. The task is to find a decision tree that uses these questions and has either minimum
height or minimum external path length®.

The similarity to deduction games, in which we also want to find a good order of asking questions, is
obvious. The differences are:

1. In deduction games, questions can have more than 2 different answers.

2. In deduction games, questions can have different costs.

3. In deduction games, questions can even have different costs for different answers.
4

. In deduction games, it is allowed to take an estimate rather than having to determine the exact value
of the variable.

While the first two differences are generalization that are mentioned in some papers on decision trees,
the other two are specific to deduction games.

On the other hand, since this is a classical artificial intelligence problem, one central question is how well
a decision tree created this way classifies values that were not in the original (training) set.

Nonetheless, the problems have a lot in common, so let us have a look at existing research.

Most interesting to us is the finding that constructing optimal binary decision trees is NP-complete, as
shown in [37]. We will use this result in Section 5.4 to prove that also solving deduction games is NP-complete.

IThe external path length of a full binary tree is defined as the sum of the path lengths from the root to each leaf [37].
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3.3. DECISION TREE LEARNING

Once it was shown that constructing optimal decision trees is NP-complete, there seems to have been
little further interest in optimizing algorithms for it.

Instead, there is once again plenty of research on heuristic algorithms. The two most notable concepts
here are Information Gain and Gini coefficients.

Information Gain, also known as Kullback—Leibler divergence, describes the change in information entropy
before and after having asked a question. For example, if we have to guess an animal, then “Is it larger
than a dog?” will give us a lot of extra knowledge, and therefore has a high information gain. Asking “Is it
larger than a dinosaur?”, on the other hand, will barely tell us anything and therefore has low information
gain. One way to construct trees therefore is to always choose the remaining question with the highest
information gain. Closely related is the Information Gain Ratio, which favours questions with few outcomes
over questions with many outcomes; a property that improves classification results for real-life classification
problems. The exact mathematical definitions can be found in [45] (or, in a less scientific but much more
readable form, in [46]), and in [32] it is shown how decision trees can be created using those. The most
frequently used implementation is “C4.5” by Quinlan [52].

The Gini coefficient on the other hand measures the “unevenness” of a distribution. As such, it is
frequently used to measure the unevenness of the wealth distribution in a society [26]. However, we can also
use it to measure the unevenness of the distributions of answers to a question. For example, “Is the person
male?” is almost equally likely to result in “yes” or “no”. On the other hand, “Does the person have red
hair?” has a probability of 2% for “yes” and 98% for “no” (using recent population statistics). Therefore, the
first question has a high Gini coefficient and the second a low one. We can then construct a tree by always
choosing the question with the highest Gini coefficient. The mathematics can be found in [28] (or several
papers citing this, since the original text from 1912 is not easy to get), and details about an implementation
using Gini coefficients in [57]. This algorithm is occasionally referred to as “CART”, short for Classification
And Regression Tree, although CART can also be used to describe the entire class of algorithms.

Both Information Gain and Gini coefficients, as well as their similarities, are explained very well in [56].

In contrast to those, there are also some heuristic approaches that do not locally optimize the next
question for one particular node by using one of the heuristics described above, but rather try to globally
optimize the resulting decision tree. One example of such an approach can be found in [17]. Another one
is [25], which starts with a greedy solution and then gradually optimizes it, potentially in the background
while the first draft of the decision tree can already be used.

Other approaches include hyperplanes [49], Naive-Bayes classifiers [42], and, once again, genetic algo-
rithms [59].
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Chapter 4

Reducing the number of distinct
states by transformation into two
equivalent games

4.1 Basic definitions from game theory

First of all, let us recapitulate some basic concepts from game theory. This entire section (until the beginning
of Section 4.2, in which we will start to apply this to deduction games) mostly follows standard introductions
to game theory and game trees as you can find them in hundreds of books and hear them in most game
theory lectures at university. Just to name two such books, [16] and [34] both present the topic in this way.

Even though most of this chapter describes concepts that can also be found in these books, there are
already some comments and definitions specific to deduction games interleaved in it. Therefore, all presented
definitions that are standard usage in the field of game theory are marked as quoted from these books, whereas
definitions that do not mention them are specific to this thesis.

4.1.1 Properties of deduction games

We start with two definitions about the properties of games:

Definition 4.1 (perfect information). A game is said to have PERFECT INFORMATION if (and only if) all
information is known to all players at oll times. [16, 34/

Chess is a classical example of a game with perfect information, as are many other abstract games.

In particular, a game does not have perfect information if it features hidden hand cards or hidden moves.

Deduction games per definition do not have perfect information, since the chosen situation that the player
has to deduct is only known to the computer.

Definition 4.2 (complete information). A game is said to have COMPLETE INFORMATION if (and only if)
the rules and variables of the game (and consequently the possible strategies and the resulting payoffs of all
players) are known to all players at all times. (Note that the moves that the other players made do not have
to be known to each player.) [16, 34]

In particular, games with random elements (such as dice rolls or shuffled draw piles) do not have complete
information. As a rule of thumb, games have complete information if we can exactly determine the outcome
only from knowing the actions of the players. In chess, for example, the exact sequence of moves of the
players is sufficient to completely reconstruct the game situation after those moves, whereas in Settlers of
Catan, watching only the moves of the players (counting building on a given location, buying development
cards, and trading as moves), we could neither tell for sure what the board looks like, nor what resources
players got; both the random playing board and the outcomes of the dice rolls are outside the control of the
players.
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4.1. BASIC DEFINITIONS FROM GAME THEORY

Therefore, deduction games do not have complete information because of the randomly chosen situation
that the player has to deduct. They fulfill all other criteria for a game with complete information though,
since the set of possible situations and the set of possible answers for each question is known.

Note that choosing one situation has to be done according to the given probability distribution tv, so it
is a random element rather than a move by the computer. That it is done randomly prevents deduction
games from having complete information, whereas that the outcome of this random event is only known to
the computer prevents it from having perfect information.

4.1.2 Game trees

In game theory, game trees are used to represent a game. We will first define a game tree for a game with
complete and perfect information and will then add methods to deal with the additional aspects of deduction
games.

Definition 4.3 (game tree (for games with complete and perfect information)). In a game with perfect and
complete information, the game tree is a rooted tree with the following properties:

e FEach node represents one game situation, i.e., the positions of all pawns, tokens, cards, pieces and so
on, as well as whose turn it is to move.

e The root represents the starting position of the game.

e A (downward) edge between two nodes represents that the game situation in the upper node can be
transformed into that in the lower node by a valid game move of the player on turn. From each node
there is one downward edge for each valid move.

o FEach leaf represents a possible ending of the game.

e For each leaf we are given the payoffs for all involved players.
[16, 34]

(Note that in some literature this is also known as an EXTENSIVE-FORM GAME, whereas a GAME TREE
is then defined to be only a subtree of it. [16])

Every played game can be represented as one path from the root to one leaf.

Note that a game tree (in this definition) does not necessarily have to be finite. If a game continues
infinitely (for example, because it starts to “loop”), the game tree becomes infinitely deep. If a player has
an infinite choice of options in some situation (for example, by selecting a real number from an interval),
the tree becomes infinitely wide. Fortunately, neither of this can happen in deduction games (as long as you
play them smart enough, i.e., forbid the player to ask the same question twice).

Example 4.4 (chess). In chess, each node represents one possible setup of the chess pieces plus the infor-
mation whose turn it is. This is exactly the information we are given in an average chess puzzle of the ”How
does white win here in 5 moves?” kind. In addition, the position of the node within the tree, i.e., the unique
path from the root to the node, contains the information about the moves that led to this situation. From this
we can draw information like whether castling is still possible, and how often each position has been repeated
already.

The root is the starting position. In each node, there is one outgoing edge for every possible game move.

Leafs are those positions where either one player is checkmate, or there is a draw (which can be caused by
stalemate, fifty-move rule or threefold repetition). The possible payoffs in chess are 1/0, meaning the white
player wins the game and gets 1 point (while black loses and gets no point), 0/1 in a situation where black
wins, and 0.5/0.5 in case of a draw.

Definition 4.5 (subgame). A SUBGAME is the game that results when taking one node and all its successors
from the original game tree and defining the root of that subtree as the new root of the game. [16, 34]

A subgame thus is the game that results when starting from one situation in the middle of the original
game.
We will introduce one more definition for simplicity:

Definition 4.6. For any node N in a rooted tree, let parent(N) denote the parent node of N, and
let children(N) denote the set of the children of N.
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4.1.3 Solving game trees

Definition 4.7 (strategy). A STRATEGY is the complete plan of the decisions (moves) that a player will
make for all situations that might arise. [16, 34]

If the complete game tree is known, it is simple (but not necessarily easy, due to the large size of such
game trees) to calculate the best move for every player in every situation under the assumption that all
other players will play perfectly as well (and resolve ties between equally good moves in a predefined way).

This is because once the payoffs of all children of a node are known, the player’s best move is to choose
the move (and thus child) that will give him the highest payoff. By doing this recursively starting from the
leaves and going all up to the top, the payoffs and best moves in all nodes can be calculated. This is also
known as a SUBGAME PERFECT EQUILIBRIUM [16, 34].

Assuming that all players play perfectly, the game will always follow the same path from the root to
some node. (In case that two moves are equally good in any situation, we can decide that the player will
always take the leftmost of those moves.) Often we are only interested in this one path, since it already tells
us everything about the outcome of the game and the payoffs for the players if all players play perfectly,
as well as how the players should move in all situations that will (in perfect play) occur. This leads to the
following definition:

Definition 4.8 (perfect play, perfect path). A PERFECT PLAY is the course (and outcome) of a game in
which all players always take the best possible move. The corresponding path from the root to a leaf is called
the PERFECT PATH. [16, 84/

As mentioned before, game trees are often rather immense, which usually makes calculating all possible
paths that a game can take virtually impossible. When it comes to actually calculating the outcome in a
perfect play, it is therefore crucial to stick to the perfect path as closely as possible and avoid calculating
unnecessary branches.

However, if some players do not play perfectly, this might change the best strategies for the other players.
(For example, if one player always makes the same stupid mistake in some situation, it is an advantage for
his opponent to create this situation, even though against a perfectly playing opponent it would be a
disadvantage.) We therefore cannot define an optimal strategy for a single player in a multi-player game.
For games with only one player (such as deduction games) an optimal strategy can be defined though:

Definition 4.9 (optimal strategy). An OPTIMAL STRATEGY in a one-player game with perfect and complete
information is a strategy with a higher (or at least equal) payoff than any other strategy.

Since deduction games have neither perfect nor complete information, we need two additional concepts:

4.1.4 Dealing with randomness

In order to represent random events, we introduce an additional player (often called “Chance”, “Randomness”
or “Nature”). For nodes in which Chance moves, we are additionally given probabilities for all outgoing
edges. This “player” chooses one of the possible moves, adhering to the given probability distribution.

While without randomness the best move is simply the one with the highest payoff, we now need to think
about how we define an optimal strategy — do we, for example, want to maximize the average outcome,
or do we want to minimize the risk of a bad outcome? Do we prefer a move with a high average, but a
certain chance of a really bad outcome, or do we prefer one with a slightly lower average, but no risk of
a bad outcome? In short: Do we prefer playing Russian Roulette, with a high probability of no negative
consequences, but a small chance of immediate death, or do we prefer jumping from the first floor, with
almost certainty of a few broken bones, but also almost certainty of nothing worse than that?

In this thesis, we will look at two kinds of optimal strategies:

Definition 4.10 (average-optimal strategy ). We call a strategy in a single-player game AVERAGE-OPTIMAL
if its outcome is on average higher than (or at least equal to) any other strategy.

Definition 4.11 (worst-case-optimal strategy). We call a strategy in a single-player game WORST-CASE-
OPTIMAL if the worst possible outcome is better than (or at least equal to) the worst possible outcome of any
other strategy.
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In case of MasterMind for example, Knuth found a worst-case-optimal strategy that needs at most
5 guesses to deduct any situation, and needs 4.478 guesses on average [41]. Kenji and Lai in contrast
calculated an average-optimal strategy that on average needs only 4.34 guesses, but in the worst case needs
6 guesses [44].

For solving game trees, this changes various things. Whenever we get to a node where Chance plays, we
now need to calculate the payoffs of all branches that can possibly be chosen by Chance, and then have to
either average their payoffs (for finding average-optimal strategies ) or find their maximum (for finding worst-
case-optimal strategies). Depending on how often Chance moves, this can drastically increase calculating
effort: while before the bare minimum of necessary calculation was one path from the root to a leaf (the
perfect path), it is now an entire subtree.

4.1.5 Dealing with imperfect information

The whole concept of deduction games revolves around imperfect information. If there were perfect infor-
mation, i.e., all players knew at all times all the information, there would not be any point in deducting that
information. Deduction games are about hidden information, so we need a way to represent this in a game
tree.

Definition 4.12 (information set). An information set is a subset of nodes of a game tree such that

e it is the same player’s turn in all nodes and

e to the player who has to move, these nodes are not distinguishable.

In short, all information that differentiates the nodes of an information set from each other is hidden
from the player whose turn it is.

This also means that the same moves have to be available in all nodes of an information set, since a
move’s availability or lack thereof makes situations distinguishable. [16, 34]

Usually all nodes in an information set have to have the same distance from the root, since in most cases
the number of moves since the beginning of the game is known to all players.

Since a player can not distinguish between nodes in an information set, he has to take the same decision
in all nodes of an information set. When calculating optimal strategies, instead of giving the best move in
every node we therefore now need to give the best move in every information set.

Similarly, the expected cost (both average and worst-case) is the same for all nodes in an information
set (logically because the player does not know which node of the information set he is in; mathematically
because the costs for questions that were already asked are the same, and the expected future costs are the
average or maximum of all nodes in the information set).

Definition 4.13. For any node N, we use (N to denote the set of all nodes that are in the same information
set as N.

4.1.6 Types of solutions
What we are looking for now are two kinds of solutions:

Definition 4.14 (solutions).

e A STRATEGY SOLUTION describes a sequence of moves that minimizes the (average or worst-case) cost.
Alternatively we can say that a strategy solution is a strategy that chooses the best move in all situations
that will occur in perfect play.

e A COST SOLUTION only gives the (average or worst-case) cost that will occur when playing such a
strategy, without describing the strategy itself.

Altogether we therefore try to calculate four different things, for which different optimizations might be
useful:

e average-optimal strategies;
e expected cost when playing an average-optimal strategy;
e worst-case-optimal strategies; and

e worst possible cost when playing a worst-case-optimal strategy.
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4.2 Game tree of a deduction game

Now that we have all necessary definitions for game trees, it is easy to show what the game tree of a deduction
game looks like (see Figure 4.1). There is only one player, and in addition we have the computer which both
represents Chance and answers questions.

Each node contains the information about the situation chosen by the computer, the questions that have
been asked so far and the answers that were given.

In the root node, nothing is determined yet, and Chance has to move. Chance chooses one of the possible
situations S (as defined in Section 1.5) adhering to the given weight function to.

After that, Chance is out of the game, and in all further nodes either the player moves or the computer
answers. In each player node there is one outgoing edge for each question ¢ € Q that has not been asked
before (on the path from the root to the node). In addition, we have one outgoing edge for “taking a guess”
that will lead to a leaf. In every computer node there is only one outgoing edge for giving the correct
answer. In every following layer the player can ask one question less than before (since he already has asked
it), therefore in the last layer (after having asked all possible questions), taking a guess is the only remaining
option.

We can therefore easily calculate how many nodes such a tree has:

e On the highest level, we only have the root in which Chance moves.
e The root has one outgoing edge for every situation, so there are |S| player nodes on the second level.

e Each of these nodes has one outgoing edge for every question, plus the edge for taking a guess, so
|Q| + 1 edges.

e On the next level, we have two different kinds of nodes. Having taken a guess leads to a leaf, so there
are no more outgoing edges there. In the other nodes the computer answers, so there is exactly one

outgoing edge.

e In the next round the player can still ask all questions except for the one that has been asked already
(which is different for every node), or take a guess, which gives us a total of |Q| outgoing edges.

e Similarly, on the next level we have some estimate leafs and some nodes in which the computer answers.

On the level after that, we have player nodes with |Q] — 1 outgoing edges, then follows a level with
leafs and computer nodes, then player nodes with |Q| — 2 edges, and so on.

e On level 2|Q|, we have player nodes with the choice between one last question that can be asked or
taking a guess.

e On level 2|Q| + 1, we have leafs and computer nodes.

e On level 2|Q| + 2, we have player nodes in which all questions have been asked already, so the only
remaining choice is taking a guess.

e On level 2|Q| + 3 finally, we have only leafs from the guesses in the previous layer.
We see that there are four kinds of nodes:

e player nodes;
e computer nodes;
e estimate leafs; and

e one Chance node.
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Figure 4.1: Game tree of a deduction game. P denotes player nodes, C denotes computer nodes, E
stands for estimate leafs and Ch denotes the Chance node at the root. (The shown tree is a “standard
game tree”.)
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Let us count those nodes independently, starting with the player nodes. Let s = |S| and q = |Q|. There
are s player nodes on the second level, s- q on the fourth, s- q(q — 1) on the sixth, s-q(q — 1)(q — 2) on the
eighth and so on, until we have s-q(q —1)(q —2)---3 -2 nodes on level 2q and s-q(q—1)(q—2)---3-2-1
nodes on level 2q + 2. Altogether, there are therefore

p=s-(1+q9+q(q—1)+q@—1)(a—-2)+q(@—1)(a—2)---3-2+q(q—1)(q—2)---3-2-1)

_ q! q! q! q! q | q
=3 <q!+(q—l)!+(q—2)!+(q—3)!+ o

player nodes.

Each player node leads to exactly one estimate leaf, and there are no other estimate leafs. Therefore
there are exactly the same number of player nodes and estimate leafs, i.e., there are p estimate nodes.

Every player node (except for those on the second level) has a computer node as a parent, and every
computer node is parent to exactly one player node. The number of computer nodes therefore equals the
number of player nodes minus the number of player nodes on the second level, so there are p — s computer
nodes.

In addition we have one Chance node.

In total, there are

e p player nodes,
e p — s computer nodes,
e p estimate leafs and

e 1 chance node,

so a total of

gl
3p s+1_3s-nzz‘6n! s+ 1
nodes.

For a simple game of MasterMind with 4 positions and 4 possible colours (and thus 256 situations and
the same number of questions) that are no less than 1790815081607894645094669385755502533175174838
908724371417851621712261483310232872207753968182164851082919824660593450210385465175744545467
894107908747398491433399863372542204211049142555921992999223968647008415078672299180749199671
457663464386108945149487177350014018409982809208544574686220593881598935897180667951752699668
868964232771897203688332551371273512959977610060876479227348791506410235280916770846524061053
188632760679650450540680932228653617926058027664564399138916398391730840736530963339819614721
nodes (~ 1.8 - 10°10).

We can approximate ZZ:O 1 with ©(1) (because 1 < ZZ:O L < 3> 4 =€), so the number of
nodes is O (s-q!). Consequently, the number of situations is harmless compared to the number of ques-
tions. This explains why the game tree of BlackBox is comparatively small in spite of having a large
number of possible situations (7624512 to be exact) — having only 32 possible questions, the game tree has
“only” 16360611650782809934502340636359609793564289 ~ 1.6 - 10*® nodes (which still takes a few billion
years to calculate even on a modern super computer [15]).

4.2.1 Information sets

For the player, all nodes in the second layer are in one information set, since he does not know which situation
the computer has chosen and does not have any other information. On the following layers, the information
sets consist of player nodes for which

e the same questions were asked in the same order and

e the same answers were given

(see Figure 4.2).
In addition, we have information sets among the estimate nodes that follow the same rules.
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Figure 4.2: Information sets in the game tree of a deduction game. We indicate information sets by
dashed lines. All player nodes on the second level are in one information set. After that, nodes are in
one information set if the same questions were asked and the same answers were given. Here, as an
example we look at three situations si, sig, S42. In each of them, we ask g4 and get some answer a;.
Therefore, the resulting player nodes on the next level are in the same information set. After that, we ask
question ¢;. The situations s; and s1g both give answer as, whereas situation s4o results in a different
answer as. Therefore, only the player nodes of the first two shown branches are in one information set
in the fifth level.

Consequently, every information set contains at most one node from every subtree after Chance’s move,
and all of the information set’s nodes are on the same level. It also follows that whenever two nodes are in
the same information set, their parent nodes are in the same information set as well.

Looking at it from another perspective, we can see that before the first question, there is just one
large information set that contains one node for every situation. From there on, every question ¢ “splits”
this information set into up to \,ZTq\ information sets on the next layer. Since for the first question asked
in the game all answers in ./Tq are still possible, in the second layer we have exactly |Aq, | information
sets after asking the first question ¢, |Ag,| information sets after asking the question g, and so on, so
altogether [Ag, | + [Ag,| 4 - - + [Ag,, | information sets. On the next layer, each of these sets can again be

split into up to |A,,| information sets by every question ¢; (although now not all options necessarily still
occur).
Just to give an example:

Example 4.15. Let us assume we are playing the number guessing game with 100 numbers. In the root,
Chance selects one number. Since the player does not know about the outcome, all nodes on the second level
are in one information set.

Each of these nodes has one outgoing edge for “Is the number larger than 38%9”. For 38 numbers, the
answer is “no”, and for the other 62 numbers, the answer is “yes”. The player cannot differentiate between
those 38 nodes (yet), nor can he differentiate between the 62 other nodes. He can however keep the 38 that
answered “no” apart from the 62 that answered “yes”. Therefore, this gives two information sets on the
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fourth level, one containing the 38 nodes after having asked “Is the number larger than 38%” and received
“no” as answer, and one containing the 62 after having asked the same question and received “yes” as
answer.

We could however also have asked any other question on the second level. For example, asking “Is the
number larger than 902”7 will, analogously, lead to one information set on the fourth level with 90 and one
with 10 nodes.

On level 4, we therefore have 2 information sets for each question, for a total of 198 information sets.
(The available questions only go up to 99, not up to 100.)

Let us look at the information set with the 38 elements from before again, and let us for convenience call
this set B from now on (so that we do not need to write “the information set after having asked whether the
number is larger than 38 and received ‘no’ as answer” every time). Every node in B has an outgoing edge
corresponding to “Is the number larger than 13%7. Of the 38 nodes in B, 13 will answer “no” and 25 will
answer “yes”. This leads to 2 information sets on level 6. Note how for each node in B, the outgoing edge
for this question leads to exactly one of the two new situation sets. Thus, the information set B appears to
be “split” into two new sets.

If we ask a different question in B, say, “Is the number larger than 1?7, we would reach different
information sets on level 6. Thus, every question “splits” B into new information sets.

Well, every question? Let us look at “Is the number larger than 702”, which is a perfectly valid (though
pointless) question. Every node in B answers “no” to it, so it leads only to one information set on level 6.
However, we already said before that each question q “splits” the information set into up to A, information
sets on the next player level. Only on the very first level, all possible answers of a question still have to
appear, since this is how we defined Zq.

For every information set, we can easily find the situations the player still believes possible: the player
believes a situation s € S to be still possible if and only if the information set he is in contains a node from
the subtree after Chance’s move that corresponds to s. The objective of the player is to find out which of
the still possible situation he actually is in, or at least restrict it to a sufficiently small subset of situations
to be able to choose a good estimate.

From the observations above it follows that after asking a question, the new information set the player
gets into will contain a subset of the situations that were contained in the previous information set. Or,
putting it more simply: The answer might rule out a few situations that were up to this point still considered
possible, but cannot re-allow a situation that was already ruled out by of one of the previous questions.

4.2.2 Expected costs

A short word on our usage of “expected costs”: When looking for average-optimal solutions, we will of course
frequently talk about “expected costs” and mean the average cost that we have to expect.

If looking for worst-case-optimal solutions, on the other hand, we are more interested in the worst
possible cost that can occur. However, “worst possible cost” is a bit unwieldy to write, and in many places,
the argumentation will be equivalent for those two. Writing “expected costs (if looking for average-optimal
solutions) or worst possible costs (if looking for worst-case-optimal solutions)” every time would just be very
annoying.

We therefore assume to be pessimists: when looking for a worst-case-optimal solution, we expect the
worst possible case to happen. Fortunately, when looking at worst-case-optimal solutions we also do not
care about any averages either, so there is no risk of confusion. Thus, when writing about worst-case-optimal
solutions in the future, expected cost simply means worst possible cost.

4.2.3 Payoffs

Let us take a closer look at the so-called estimate leafs. Technically, after deciding that we will take a guess,
we also have to decide what guess we take. Therefore, each estimate “leaf” should actually be followed by
|€] outgoing edges, one for each estimate e € £ we can take (see Figure 4.3). Each of those would then lead
to an actual leaf in which the actual situation (chosen by Chance at the beginning) and the chosen estimate
(chosen by the player in the previous step) are known and the payoff can be calculated.

Practically, there is little point in choosing anything but the best estimate, so instead of actually adding
these nodes to our game tree, we just calculate the results of this last step directly.
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Figure 4.3: Estimate leafs and their “imaginary” children. Below each node, the payoff in that node is
given, where = denotes the cost of the questions and answers on the path from the root to the estimate
node.

Let us therefore calculate the payoffs as follows:

Algorithm 4.16. Let E be an estimate leaf and let (E) be the set of estimate leafs in the same information
set as E. Each node in (E) corresponds to exactly one situation in S. Let S C S be the subset of situations
that have nodes in (E) corresponding to them.

If we want to find an average-optimal solution for the game, choose the estimate € € £ with the best
expected average over all situations s € S using the weight function vwo. That is, choose € such that

> ses(s) - p(s,e)
Zseém(s)

s minimal.
If we want a worst-case-optimal solution, choose € as the estimate with the lowest worst-case outcome
over all situations in S. That is, choose € such that

max t(s) - p(s,e)
sES
is minimal.
Either way, set the payoff in E to p(s(E),€) + x, where s(E) is the situation corresponding to E, and
x s the sum of the answer costs that occurred on the path to E.
For optimization reasons, we can at this point also immediately calculate the costs for all other estimate

leafs in E € (E) as p(s(E),€) + x.
Simply put:

e If looking for an average-optimal solution, choose the estimate with the best expected average outcome.
That outcome is the expected outcome for the estimate leaf.

e If looking for a worst-case-optimal solution, choose the estimate with the lowest worst-case outcome.
That outcome is the expected outcome for the estimate leaf.
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Theorem 4.17. Algorithm 4.16 returns the same cost that would occur if we added the nodes for choosing
an estimate as described above and let the player play an optimal strategy on them.

Proof. This follows quite straightforwardly from the definition of Algorithm 4.16. Since a player could not
know which node of an information set he is in, he would have to pick the best estimate using the same
criteria. O

Note however that our algorithm said “choose the best estimate”, not “calculate the outcomes of all
estimates and choose the best”. For many games, there are better ways to calculate the best estimate than
having to calculate all of them. We will look at the individual games again in Chapter 7 and try to find for
each of them an efficient algorithm to calculate the best estimate.

4.2.4 Finding optimal strategies and redefining payoffs

First we will repeat how to find best strategies using the rules explained in the introduction in Section 4.1.3.
Then we will show an equivalent but slightly more efficient method.

Algorithm 4.18. We calculate the expected overall outcome by recursively calculating the expected outcome
i each information set.

For each estimate leaf E, calculate the payoffs as described earlier in Section 4.2.3. The expected outcome
for an estimate leaf equals its payoff.

Let N be a player node for which we want to calculate the expected outcome, and let (N) be the set of
player nodes in the same information set as N. First calculate the expected outcomes of all children of all
nodes in (N).

By definition, all nodes in (N) have the same outgoing edges; they all have one outgoing edge for each
question q € Q C Q that can still be asked, plus one edge leading to an estimate leaf. Let us call those
|Q| + 1 edges the “types” of outgoing edges that nodes in (N) have. Each type represents one possible move
that the player can take, and we have to find out which one is best.

If looking for an average-optimal solution, we therefore for each type of outgoing edge look at the children
of the nodes in (N) that correspond to it, calculate the expected costs of those children, and average those
costs (using the weight function vo). If we chose that move, this would be our expected cost. We then choose
the move for which this expected cost is lowest. (This can be either a computer node if asking a question, or
an estimate leaf if taking a guess.) This is at the same time the expected cost for N.

If looking for a worst-case-optimal solution, then we again calculate for each type the costs of all children
we could reach if we took that move. Then we choose the move for which the worst outcome we could get is
most harmless, that is, for which the most expensive child is cheapest. Again, this is the expected cost for N.

For computer nodes C, since there is only one outgoing edge, the expected cost trivially equals the cost of
the only child.

For the Chance node finally, all its children are in one information set and therefore have the same
expected cost anyway. We simply set the expected cost in the root to that cost.

However, this generic approach does not take into account that our payoffs are strongly linked to the
questions that were asked, and thus to the tree structure itself. In particular, the payoffs contain the costs of
the questions on the path from the root to the estimate. Instead of calculating all the costs in the leafs, we
therefore now put the costs to exactly the place where they occur: the answer edges from computer nodes.

In Algorithm 4.18, we calculated in each node the expected total cost for playing game. In the next
algorithm, we will split these costs into two parts: the costs that already occurred on the path from the root
to that node, plus the costs that we expect to still have to pay in future. (We will, however, only calculate
the expected future costs explicitly, and will use the past costs only for proving equivalence.) Intuition tells
us that this should be equivalent to the other algorithm, and mathematics will prove us right.

In fact, one might argue that the following even is the more “natural” approach to the problem. However,
Algorithm 4.18, in which the payoffs are defined in the leafs, is how calculating optimal strategies is usually
done in game theory. Consequently it is the one for which we know from literature that it indeed finds
optimal strategies. In order to prove that the following Algorithm 4.19 correctly calculates expected costs
as well, we will show that it is equivalent to Algorithm 4.18.
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Algorithm 4.19. First, remove the payoffs that were calculated in Section 4.2.3 again. We will instead
label the edges with costs in the following way:

e For each edge leading from a player node to an estimate leaf, calculate the expected payoff for the
estimate the same way as in Algorithm 4.16, but without adding the cost x of the questions asked on
the path from the root to that estimate leaf. Using the symbols from that algorithm, label the edge
leading to the estimate leaf E with p(s(E),€), the expected penalty for the estimate.

e For each edge leading from a computer node to a player node, label the edge with the cost corresponding

to the answer given by the computer.

e Label all other edges with 0.

(See Figure 4.4.)

We immediately see that the payoffs we originally used in the estimate leafs in Algorithm 4.18 now equal
the sum of the newly defined edge costs between the root and the estimate leaf. Instead of calculating the
expected cost in each node, we will now calculate the expected future costs after that node, i.e., the costs we
expect to have to pay for all future moves, but not counting the costs for moves already made.

For each estimate leaf F, set the expected future cost to 0.

Let N be a player node for which we want to calculate the expected future cost, and let (N) be the set of
player nodes in the same information set as N. Let “types” of edges be defined as in Algorithm 4.18.

For each type of outgoing edge, look at all the children that are reached from nodes in (N) by following
this type of edge. For each child, calculate the expected future cost of that child, and add the cost of the edge
that leads to it. If we chose that move, we would set the expected future costs of N to the weighted average
of these costs. If looking for an average-optimal solution, we therefore again choose the move (or type of
question) for which these expected future costs are lowest.

If looking for a worst-case-optimal solution, then the we again choose the type of edge for which the most
expensive child is cheapest, and set the expected future costs to that value.

For computer nodes C, the expected future cost equals the cost of the only child plus the cost of the edge
leading to it.

For the Chance node, again all children are in one information set and therefore have the same expected
future costs, and the edges leading to them are all free. We therefore again simply set the expected future
costs of the root to the expected future costs of its children.

Theorem 4.20. Algorithms 4.18 and 4.19 will result in the same strategy and the same expected outcome
in the root node.

Proof. We will show that in each node, the sum of expected future costs and the costs on the path from the
root to that node from Algorithm 4.19 equals the expected costs from Algorithm 4.18. Let f(A) denote the
expected future costs in a node A as calculated in Algorithm 4.19, let p(A) denote the sum of the (past) costs
of the edges on the path between the root and the node A, and let ¢(A) denote the expected costs of node A as
calculated in Algorithm 4.18. We thus want to prove that for each node A it holds that f(A4)+p(A4) = c¢(4).

To do so, we will use complete induction going from the leafs upwards. For the estimate leafs, we have
basically pointed this property out already, since c(A) = p(A) by definition, and f(A) = 0.

Let now N be a player node so that for all children of all nodes in the information set (V) the equality
holds. First we show that the same child is chosen with both algorithms. By our induction hypothesis, for
each child C of a node in (V) it holds that f(C)+p(C) = ¢(C). Algorithm 4.18 simply chooses the outgoing
edge for which the weighted average (or worst-case) of the corresponding children is minimal. That is, for each
child node, we consider its cost ¢(C) and compare those costs. Algorithm 4.19 on the other hand compares
the sum of the future cost of the child and the edge between the parent node and the child. Let z(N,C)
denote the cost of the edge between N and C, then this algorithm compares f(C) + z(parent(C),C) of
each child C. However, since p(X) is defined as the sum of the costs on the path from the root to X, we
immediately see z(parent(C), C) = p(C) — p(parent(C)), and thus

f(C) + x(parent(C), C) = f(C) + p(C) — p(parent(C))
= ¢(C) — p(parent(C)) .
However, since p(NN) is the same for all nodes N € (N), all considered costs are only different by a constant
offset of p(N). Therefore, the same child is chosen by the two algorithms. (This holds for both average-

optimal and worst-case-optimal calculations. We do however need to demand that ties between equally good
moves are broken in the same way.)
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Figure 4.4: Redefined edge costs after Algorithm 4.19. Labels with value 0 are omitted to make the
graph simpler.
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Now we need to show that the desired equality holds in the player node. Let C' be the child chosen by
the algorithm(s). Looking at Algorithm 4.19 above, we see that for each type of outgoing edge, this edge is
associated with the same costs for all nodes N € (N). Therefore, the difference between the expected future
cost of a parent node and its child node always equals the cost of the edge between them. Mathematically
speaking, f(N) = f(C) + z(N,C). On the other hand, z(N, C) is also the cost difference between the path
from C to the root and that from N to the root: p(N) = p(C) — (N, C).

We therefore get:

J(N) +p(N) = f(C
= f(C
=¢(C)
Since Algorithm 4.18 would also choose C' and set the expected cost of ¢(N) to ¢(C), we get ¢(N) = ¢(C) =
F(N) + p(N), the desired equation.

For showing the equality in the computer nodes, we can basically reuse the second part of the proof. Let A
be a computer node. There is only one outgoing edge, so we only have one child C. Using Algorithm 4.18, we
get ¢(A) = ¢(C). Using Algorithm 4.19, we get f(A) = f(C) + x(A4, C). Combining these and using p(A) =
p(C) — z(A, C) again, we get

f(A) +p(A) = F(C) +2(A,C) +p(C) — z(A,C)
= f(C) +p(C)

the desired equality.

For all nodes B on the second level (after Chance’s move) we therefore have ¢(B) = f(B) + p(B) =
f(B) + 0. For those nodes, the costs calculated by the both algorithms are therefore the same, and
consequently so are the costs calculated in the root node, since the root’s cost is set to the cost of the nodes
on the second level.

Therefore, in the root R, the calculated expected costs ¢(R) and expected future costs f(R) are the same,
and in all player nodes the same decisions are taken. O

4.2.5 Situation subtrees
For convenience we introduce another definition:

Definition 4.21 (situation subtree). The SITUATION SUBTREE for a situation s € S is the subtree after
Chance’s move that corresponds to s.

Note that within one situation subtree, the answer for each question ¢ is always the same.

4.3 Decision sets

As we can see, the number of information sets for which we need to calculate best moves (and their expected
outcomes) is huge. In order to be able to calculate them (in less than a human lifetime), we need to find
simplifications. We therefore introduce the concept of decision sets:

Definition 4.22 (decision set). A DECISION SET is a subset of the player nodes with the following properties:

e In all nodes the same move is the best move (or among the best moves, if there is more than one best
move).

e In all nodes the expected future cost is the same.

Note that we do not demand that the same moves are available in all nodes; it is sufficient if there is one
move that is available in all nodes and is the best move in each of these nodes. Also note that the cost of
questions that were asked already is irrelevant, only the expected cost of future questions (in perfect play)
needs to be the same.

51



CHAPTER 4. REDUCING THE NUMBER OF DISTINCT STATES BY TRANSFORMATION INTO TWO
EQUIVALENT GAMES

We also do not demand that all nodes in which the same move is optimal are in one decision set, we only
vice versa demand that the same move is optimal for all nodes in a decision set.

The idea is this: We want to group the nodes of the game tree into decision sets so that instead of
calculating the best move for every node or every information set, we only need to calculate the best move
for every decision set. The more nodes we can prove (with theoretical means) to be in the same decision set,
the less we have to calculate.

Looking at it from another angle, this is closely related to the idea of dynamic programming: instead of
doing the same calculation several times, we want to store the calculation results. However, currently each
node is a completely different calculation to us, so we cannot reuse these results (since we access them only
once during the calculation anyway). What we want to do now is to prove that certain nodes have the same
result, so that we can calculate this result once and then reuse it for all equivalent nodes.

The most trivial choice for decision sets would be to put every node into its own decision set. (Single
nodes fulfill the requirements for decision sets for obvious reasons.)

Another still trivial choice for decision sets are the information sets, since we have to choose the same
move for all nodes in an information set anyway, and the expected future costs for all nodes in an information
set are the same as well.

4.3.1 Ignoring the order of previously asked questions

Instinctively we would assume that the order in which previous questions were asked is irrelevant. Now we
only need to prove that our instincts are right.

In the next section we will prove an even stronger version of this. However, since the topic of this thesis
is relatively new, proving this weaker version can be seen as warm-up for later considerations.

Theorem 4.23. Let A and B be two information sets in which the same questions have been asked already
and the same answers were given. Then in A and B the same next move is optimal.

Proof. Since the same questions were asked already, the same remaining questions (and thus moves) are
available in A and B, and since the same number of questions was asked, A and B are on the same height
in the tree. Also, their costs up to that point are the same.

We know that for A and B the same questions were asked and the same answers were given. Therefore,
a situation is still possible in A if and only if it is still possible in B. Consequently, each situation subtree
contains either both a node from A and a node from B, or neither.

Let s be a situation that is still considered possible in A and B, and let « € A and b € B be the nodes
from A and B, respectively, that are in the situation subtree of s. Then the subtree with a as a root identical
to the one with b as its root, since within one situation subtree, the same questions always have the same
answer. Therefore, each possible move in a exactly corresponds to one possible move in b, and they have the
same cost.

Combining this, we see that each node in A exactly corresponds to one node in B. We also know that all
nodes in A have the same types of outgoing edges. Consequently, A also has the same types of outgoing edges
as B, and every possible move in information set A exactly corresponds to one possible move in information
set B, again with the same expected cost. Therefore, the same move is optimal in A and B. O

This shows that if for any two information sets the same questions were asked and the same answers
were given, then the same next move is optimal, and therefore we can combine these two information sets
into one decision set.

4.3.2 Considering only the set of still possible situations
We now show a much stronger version of Theorem 4.23.

Theorem 4.24. Let A and B be information sets in which the same situations are still considered possible.
Then in A and B the same next move is optimal.

Proof. In contrast to the previous proof, we now cannot assume that the same questions are still available,
or that A and B are on the same height in the game tree. We therefore need to show that all questions that
are not available any more in either one of the two information sets are not optimal. (Or, more precisely,
that there exists an optimal move that is available in both A and B.)
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A question is available if and only if it has not been asked yet. Let for example g be a question that is
still available in A, but was asked already in B. Then for all situations still considered possible in B, the
answer given to that question must be the same. However, the same situations are possible in A and in B,
so that answer also applies to all situations in A. If we asked that question in A, we therefore would not get
any new information, but would have to pay the cost for the question.

Note that we do not care about the actual answer, we just needed to show that the answer is the same
for all situations in A. Therefore, such a question cannot be optimal. (At best it is free, but still does not
give us any information.)

More mathematically, let us assume that some question ¢ has the same answer a for all questions in A.
This means that asking ¢ does not “split” the information set. By asking the question, we reach an infor-
mation set on the next player level of the game tree that contains exactly the same situation subtrees; let A’
be that information set. Looking at the sets A and A’ and all their successors, their only difference is is that
the questions corresponding to ¢ do not exist in the latter any more. Let us assume that we find an optimal
strategy on information set A’ and its successors, and f(A’) is the expected future cost of that strategy.
If we decide to ask question ¢ in A, then the expected future cost f(A) equals f(A’) plus the cost of the
question ¢. (That is because for each node in A, asking ¢ leads to a node in A’, and all nodes in A’ have
the same expected future costs since they are in the same information set.) That is, f(A) = f(A") + ¢(q, a).
However, since the optimal strategy used in A’ only contains questions that are also available in A, we could
simply have used this strategy in A directly, without asking ¢ first, and get the same cost f(A) = f(A’). At
best, ¢(q,a) = 0, in which case the useless question only did not help. At worst, asking it adds unnecessary
costs.

For finding the best move we therefore only need to consider questions that were asked neither in A nor
in B yet. When we ignore all other questions, we can again use the same method as in the previous proof:

Let again a € A and b € B be the nodes from A and B in the situation subtree for a fixed situation s € S.
Then the subtree with a as a root is exactly the same as the one with b as its root, with the exception of
some questions that we can ignore. Therefore, each potentially optimal move in a exactly corresponds to
one such move in b, and they have the same cost. We can again conclude that the same move is optimal
in A and B. O

Let us look at an example for clarification. We are playing the number guessing game with numbers
from 1 to 100. In information set A, we asked whether the chosen number is larger than 10 (yes), 30 (yes),
90 (no) and 60 (no). In information set B we asked whether it is larger than 60 (no), 20 (yes) and 30 (yes).
Both in A and B we consider the numbers from 31 to 60 still possible. The proof shows that the three
questions asking whether it is larger than 10, 20 and 90 would not give us any additional information, so we
can ignore them. Therefore it does not matter that these questions are not available any more in one of the
two information sets because they would not be optimal anyway.

This means that the only thing we still have to consider is subsets of S that can occur as sets of still
possible situations:

Corollary 4.25. Let S C S be a subset of the possible situations. Then all information sets in which the
situations in S are exactly the situations that are still considered possible can be combined into one decision
set.

Proof. This follows directly from the previous considerations. O

Looking at the example above, we immediately see that 10, 20 and 90 are not the only questions that are
not interesting any more once we know that the number is in the range between 31 and 60. All questions
that are outside this range (and that would therefore give the same answer for all number in that range) are
worthless.

We can draw a nice little corollary from Theorem 4.24 in which we state just that:

Corollary 4.26. Let S C S bea set of situations, and let ¢ € Q be a question that has the same answer for
all situations in S. Then in the decision set corresponding to S, the question q is not optimal (or is at least
not the only optimal question).

Proof. Let A be an information set for which S is the set of still possible questions. If we ask ¢ now, this
does not split the information set, so we get to an information set A’ in which the same situations S are still
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possible, but ¢ is not a valid move any more. According to the previous theorem, the same move is optimal
in A and A’. Since asking ¢ is not available in A’ any more, a different question ¢’ is the optimal question
in both A" and A. Consequently, ¢ cannot have been the [only] optimal question in A. (Note that ¢ can still
be among the optimal questions if it is free. It is nonetheless useless, though.) O

Looking at the same example as above with numbers from 31 to 60 still possible, we therefore can now
ignore all questions below 30 and all above 60, since they would not change the set of possible situations.

4.4 An equivalent game

We will now look at a different game and will show that it is equivalent. This will lead to a game tree that
has a different form, but the same average outcome and equivalent optimal strategies. We will also find that
we can use the same decision sets as before. Having two ways leading to the same decision sets will help us
later on to find better upper and lower bounds on the number of decision sets.

This time, the computer does not choose the secret situation in the beginning. Instead, the player makes
the first move by asking a question. Only now the computer chooses one of the possible answers for that
question. The player then asks the next question, and again the computer chooses an answer in such a way
that it does not contradict the previously given information, and so on. Only when the player finally takes
a guess, the computer chooses a situation that is consistent with the answers that were given, and calculates
the penalty.

The computer chooses answers in the following way:

Algorithm 4.27. Let S C S be the set of situations that correspond to all answers that were already given
by the computer, i.e., the situations that are still possible.

Let furthermore q be the question asked by the player.

For each possible answer a € Ag, calculate the weight w, by adding the weights of all situations in S for
which a is the answer to q:

563
t(s,q)=a

Choose one of the answers in A, using the weights 1,.
Let us give an example:

Example 4.28. Once again, we play the number guessing game with numbers from 1 to 100. In the first
move, the player can choose which question to ask. Let us assume he asks whether the number is larger
than 86.

There are 86 questions for which the answer is “no”, and 14 questions for which the answer is “yes”. If
the computer had already chosen a situation, the probability that the answer is “no” would therefore be 86%.
Based on these probabilities, the computer now chooses an answer, choosing “no” with a probability of 86%
and “yes” with a probability of 14%. Let us assume the computer answers “no”.

The remaining situations that are possible are the numbers from 1 to 86. The player can decide on a
question again. Let us assume he next asks whether the number is larger than 36. There are 36 remaining
situations for which the answer is “no”, and 50 situations for which the answer is “yes”. If the computer
had chosen a situation at the beginning, the probability that “no” is the answer would therefore be % ~ 42%,
and the probability that the answer is “yes” would be % ~ 58%. The computer again chooses an answer
according to these probabilities (but still does not decide on a situation).

Definition 4.29. For simplicity, we introduce the following notations for the remaining situations and
remaining possible answers, respectively:

S((QIaal)a (q2,a2), ..., (qr,ar)) :={s € S| r(s,q1) = a1,7(s,q2) = az,...,7(s,qx) = ar}
Aq (((h,al), (QQaGZ)a s (Qk7ak)) = {a €A | ds € S((Ql,al), (QQaGZ)a s (kalk)) : T(‘Sa(I) = a}
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We now have a very different game tree (which we see in Figure 4.5):

Figure 4.5: Game tree of the equivalent game. P denotes player nodes, C denotes computer nodes, and
E stands for estimate notes. (The tree shown is a “behavioural game tree”.)

First of all, the first move is now done by the player, not by the computer. The player has the choice
between |@Q| questions, or taking a guess. After that, the computer moves, using the algorithm above.
Contrary to the previous game tree, the computer node now has not only one outgoing edge, but rather
one for every answer a for which the weight w, is not 0. Then the player moves again and can choose
any question except for the one that was asked already. Then the computer moves again, again using the
algorithm above, and so on.

Basically, the computer now represents Chance in each of its moves (in addition to answering), whereas
in the original game it was only choosing randomly once at the beginning of the game.
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Counting nodes is a lot harder this time.
e There is one root node with |Q| + 1 outgoing edges.

e In the next level, we have one leaf for taking a guess, and |@| computer nodes. The number of outgoing
edges of each computer node is the number of possible answers for the question that was asked, |4,].

e On the third level, we therefore have quQ|A7q| player nodes. Each of them has |Q| — 1 outgoing edges
for questions and one for taking a guess.

e Accordingly, we have quQ|qu| estimation nodes on the next level, and (|Q| — 1) - (quQVTqD com-
puter nodes.

The number of outgoing edges in each of these computer nodes now depends on the number of different
answers that are still possible after the answer given to the first question. Let g1 be the first question
asked by the player (i.e., the one in the node three levels above on the path from the root to the node
we are looking at), a; the given answer, and g» the second question. The set of still possible situations
is now S ((¢1,a1)). The number of possible answers therefore is |A, ((q1,a1))|.

e On the next level, we therefore altogether have

YooY Y Aw((@a)

01€Q qy €A, 12€Q\{a1}

player nodes. Each of them has |Q| — 2 outgoing question edges and one guessing edge.

e Accordingly, on the next level we have the same number of estimate leafs and |Q| —2 times that number
of computer nodes.

e Generally, on the level 2k + 1 we have
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player nodes.

On level 2k + 2 we have the same number of estimate leafs and |Q| — k times that number of computer
nodes.

In Section 5.3.3 we will try to find more readable upper bounds for the amount of nodes in this tree.
Other than in the original problem, the number now depends a lot on the game.

Example 4.30. Let us first look at the number guessing game for numbers from 1 to 100. Obviously, if the
answer to “Is the number larger than 509”7 was “yes”, then for the question “Is the number larger than 30%”
the answer “no” is not available any more. Therefore, the computer node for answering this question only
has one child.

Now look on the other hand at the number guessing game with bit questions for numbers from 1 to 127
with 7 bit questions, one for each bit. Even if we have asked 6 of these questions already, for the remaining
bit question both answers (“yes” and “no”) are still possible.

The number of children of a computer node, and thus the total number of nodes in this game tree, does
therefore depend on the problem.

Note that this time, each information set contains only one node — the player has exactly the same
information as the computer.
The payoffs in the estimate leafs are calculated in the same way as in Algorithm 4.16.

Definition 4.31. For consistency with terminology in related fields of game theory we will call this game
tree of the alternative game the BEHAVIOURAL GAME TREE [16]. We will refer to the original game tree
defined earlier as the STANDARD GAME TREE.
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4.4.1 Equivalence to original game

First of all, let us prove that this new game is indeed equivalent to the previous one.

Theorem 4.32. The standard game tree and the behavioural game tree are equivalent from the perspective
of the player. (That is, even in repeated play, the player can not determine whether the computer plays the
original or the alternative game. Consequently, the expected outcome for every strategy of the player is the
same in both cases.)

Proof. We will prove this iteratively for all subgames. In order to do so, let us look at an intermediate
version of the game in which we swap the order of the first two steps: Like in the behavioural game tree, the
player starts by asking a question. After that, the computer chooses one of the situations to be the secret
situation and gives the corresponding answer. From there on, the game continues like in the original game.
(See Figure 4.6.)

t(s1,93)t(s1,q4) v(s1,9|9])

Figure 4.6: Intermediate game tree 1.

Looking at the game tree of this intermediate version, we see the following:

e In the root node, the player chooses to either take a guess or ask one of the available questions.

e On the next level, we have one estimate leaf and |@Q| computer nodes. In each computer node, the
computer chooses one of the situations in S and gives an answer.
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e On level three, we therefore have |Q] - |S| computer nodes. Each of those exactly corresponds to one
of the |Q| - |S| computer nodes on the third level of the standard game tree (in which the same secret
situation was chosen and the same question was asked).

e From there on, the game tree is exactly the same as the standard game tree.

Since all subgames with roots in the third level are identical to those in the standard game tree, we only
need to show that also the first three levels are equivalent. This is obvious though, since the move of the
computer is not influenced by the question that was asked, and the player does not know anything about
the outcome of the computer move. There is no way the player can tell whether the computer chose the
situation before or afterwards. Therefore we can switch the order of those two moves.

More mathematically, we see that each subtree with a root on level 3 in the intermediate game is identical
to one subtree with root at level 3 in the standard game. Therefore, also their expected costs are identical.
(The expected future costs anyway because they only depend on the children of a node, and also the
traditional expected costs, since the sum of the costs from the root to each estimate leaf stayed the same.)
In the upper three levels, the player node that is now root is equivalent to the information set of all player
nodes on level 2 in the standard game tree. Looking at how the expected costs were calculated there as
average or maximum of all nodes in the information set, we see that now the Chance nodes on the second
level, following definitions from Section 4.1.4, calculate expected costs exactly the same way.

Now let us consider another intermediate form that is one more step closer to the behavioural game
tree, in which we split the (Chance) move of the computer into two steps: Again, the player first chooses
a question. Then the computer chooses an answer using Algorithm 4.27. After that, the computer moves
again and chooses one question that corresponds to the given answer. After that, the game continues like in
the standard game tree. (See Figure 4.7.)

Let us study this game tree as well:

e In the root node, the player chooses to either take a guess or ask one of the available questions.

e On the next level, we have one estimate leaf and |Q| computer nodes. In each computer node, the
computer chooses one of the answers using Algorithm 4.27.

e On the third level, we have > qu\Tq\ computer nodes. In each of them, the computer chooses one of
the still possible situations.

e On level four, we have computer nodes again, in which the computer gives the answer for the chosen
situation. Let ¢ be a question, then the Chance node on the second level that corresponds to ¢ has
/Tq children. However, each situation s € S is possible in exactly one of these children. Therefore,
all this children together have exactly S outgoing edges. Therefore, there are again |Q| - |S| computer
nodes on the fourth level, each of which again exactly corresponds to one of the computer nodes on

the third level of the standard game tree.

e Again, the game tree is exactly the same as the standard game tree from there on.

Basically we just split the move of the computer (“choose a random situation”) into two moves (“choose
a random answer and then choose a corresponding situation”). The equivalence follows immediately from
our choice of weights in Algorithm 4.27.

Let us finally assume that the computer already announces the chosen answer immediately after choosing
it, then we do not need the computer nodes on level 4 for announcing the answer any more and can simply
remove them (so that the Chance nodes on level 3 have outgoing edges that lead directly to the player nodes
on level 5).

Let us now have a closer look at the subgames beginning on the third level of the second intermediate
form. They start with the computer choosing a situation from a given set of available situations, then the
player asking a question and the computer answering, and so on. This, however, is simply a standard game
tree for a smaller set of available situations and one question less.

We therefore can transform this subtree into an equivalent one using the same method. Repeating this
step iteratively all the way down to the leafs, we get the behavioural game tree. O

Note that we will also call the Chance nodes simply computer nodes from now on, since from the player’s
point of view it is not obvious anyway where Chance is moving and where only the computer is answering.
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v(s1,92) v(s1,93) t(s1,9)0])
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Figure 4.7: Intermediate game tree 2.

A short observation also shows how these trees are related:

Lemma 4.33. Let A be an information set in the standard game tree. An information set consists of
player nodes for which the same questions were asked in the same order, and the same answers were given.
Let ((q1,a1),(g2,a2), ..., (qk,ar)) be this sequence of questions and answers.

If we start in the root of the behavioural game tree and follow those questions and answers in this order,
we get to a player node B.

The set of remaining situations in B is the same as the set of remaining situations A.

Proof. This follows directly from the construction: Both in A and in B, a situation s is still considered
possible if and only if it satisfies all (question, answer) pairs. O
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4.4.2 Calculating optimal strategies

Again we have two possible ways to calculate optimal strategies. First of all, we need a simplified version
of the payoff calculation from Algorithm 4.16. In that algorithm we had to take all the nodes in the same
information set into account. Now, on the other hand, each node is an information set by itself and already
contains the list of remaining situations.

Algorithm 4.34. Let E be an estimate leaf and let S C S be the subset of the remaining situations in E.
Let furthermore x be the sum of the answer costs that occurred on the path to E.

If we want to find an average-optimal solution for the game, choose the estimate € € £ with the best
ezxpected average over all situations s € S using the weight function w, and use this expected average plus x
as the payoff in E. If we want a worst-case-optimal solution, choose € as the estimate with the lowest
worst-case outcome over all situations in S and set the payoff to the cost in that worst case plus x.

We will now again define two very similar algorithms for finding optimal strategies. Algorithm 4.35 will
follow standard game theory and is thus proven to calculate optimal strategies, whereas Algorithm 4.36 will
be easier to calculate in practice. We will show that these two algorithms produce the same results and
thereby prove that also Algorithm 4.36 finds optimal strategies.

Algorithm 4.35. We calculate the expected overall costs by recursively calculating the expected costs of each
node.

For each estimate leaf E, calculate the payoffs as described in Algorithm 4.84. The expected costs equal
the payoff.

For each player node N, choose the child with the lowest expected costs. (Since we do not have any
information sets spanning nodes, it is sufficient to look at one player node at a time.) Set the expected costs
of N to the expected costs of that child.

For computer nodes C, calculate the expected costs of all children. If calculating an average-optimal
solution, return the weighted average of these costs, using the weight function w. If calculating a worst-case-
optimal solution, return the highest expected costs among the children.

Note that in contrast to Algorithm 4.18, we now have to think about the difference between average-
optimal and worst-case-optimal strategies in the computer nodes instead of the player nodes. Also note that
this algorithm is easier to describe (and calculate) than Algorithm 4.18.

Now we will again define a second algorithm that, like Algorithm 4.19, moves the costs to the edges
instead of the leafs:

Algorithm 4.36. As in Algorithm 4.19, remove the payoffs that were calculated for the estimate leafs. We
instead label the edges with costs in the following way:

e For each edge leading from a player node to an estimate leaf, calculate the expected payoff for the
estimate the same way as in Algorithm 4.34, but do not add the cost x of the questions asked until that
point.

e For each edge leading from a computer node to a player node, label the edge with the cost corresponding
to the answer.

o Label all other edges with 0.

(See Figure 4.8.)

Also like in Algorithm 4.19, we will now calculate expected future costs for each node.

For each estimate leaf E, set the expected future cost to 0.

Let N be a player node for which we want to calculate the expected future cost. For each child, calculate
the sum of that child’s expected future cost plus the cost of the edge leading to the child. Choose the child for
which this sum is smallest. This sum is the expected future cost of N.

For computer nodes C, again calculate for each child the sum of that child’s expected future cost plus the
cost of the edge leading to it. If looking for an average-optimal solution, calculate the weighted average of
these costs, using the weight function 1o from Algorithm 4.27. If looking for a worst-case-optimal solution,
use the maximum of these costs.
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Figure 4.8: Redefined edge costs after Algorithm 4.36. We denote the expected estimate penalty (which is
the average penalty when looking at the average-optimal solution, or the maximal penalty when looking
for a worst-case-optimal solution) with p(S). Note that S here simply denotes the set of remaining
situations in the corresponding parent node, and is thus different for each node. Labels with value 0 are
omitted to make the graph simpler.
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As announced earlier, we will show that these two algorithms are equivalent.

Theorem 4.37. Algorithms 4.35 and 4.36 will result in the same strateqy and the same expected outcome
in the root node.

Proof. We use the same proof idea as in the proof for Theorem 4.20, and will see that this tree structure
makes the first part of the proof much easier, but the second part harder. Let again ¢(A4) be the expected
total costs, f(A) the expected future costs and p(A) the past costs in a node A, and let z(A, B) be the cost
of the edge from A to B. We once more show that for each node, f(A) + p(A) = c¢(A4).

For the estimate leafs, this is again obvious from the definitions.

Let N be a player node for which all children satisfy the condition. Algorithm 4.35 compares the
costs ¢(C) of the children C € children(N). Algorithm 4.36 on the other hand compares f(C) + z(N, C).
Using the equality (N, C) = p(C) — p(N), we again get:

f(C)+x(N,C) = f(C) +p(C) — p(N)
=¢(C) — p(N)
Once again, the compared costs only differ by a constant offset, so the same child is chosen.

Let C denote that chosen child. Then Algorithm 4.35 gives c¢(N) = ¢(C), while Algorithm 4.36
gives f(N) = f(C) + z(N,C). Using p(N) = p(C) — z(N,C), we get

F(N) +p(N) = £(C) +z(N,C) +p(C) - x(N,C)
= f(C) +p(C)
= ¢(0)
=c(N),

the desired equality.

Let A be a computer node for which all children satisfy the condition. Algorithm 4.35 takes the average
or maximum of ¢(C) of all children C' € children(A), whereas Algorithm 4.36 takes the average or maximum
of f(C)+ z(A,C). Again we get

f(C) +x(A,C) = f(C) +p(C) — p(A)

These values are again offset by the constant p(A). If we take the maximum, the same node C is
therefore chosen. Therefore ¢(A) = ¢(C) from Algorithm 4.35, f(A) = f(C) +x(A, C) from Algorithm 4.36,

p(A) = p(C) — x(A,C) from the definition of p(X), and thus

f(A) +p(A) = f
=/
=¢(C)
= c(4)

) +2(A,C) +p(C) — (A, C)
) +p(C)

shows the desired equality.

If on the other hand we have to calculate the weighted average, then let ¢ be the question that led to A
and let C'(a) denote the child of A that corresponds to answer a. With these definitions, Algorithm 4.35
leads to

> ae, Wa - (Cla))
Zaezq tﬁ“

c(A) =

)

whereas using
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Algorithm 4.36 leads to

> ez, Wa - (f(Cla)) + 2(A,C(a)))
Zaezq 1'A0a
 Yaed, Wa - (c(Cla) — p(A))
Zaejq tAUa
- 0, -c(C(a
_ ZaegmA réa ( )) —p(A)
= 1, -c¢(C(a
_ ZaegmA rb(a ( )) —p(A)

=c(A) - p(A),

again proving the desired equality. O

f(A) =

Zaejq rb“
Zaezq g

4.4.3 Decision sets

The obvious but trivial choice for decision sets are once again the player nodes (which in this case already are
the information sets). Given that now the player nodes already contain the information about the remaining
possible situations, the following theorem comes naturally:

Theorem 4.38. Let A and B be two player nodes in which the same situations are still possible. Then the
same move is optimal in both of them (or is at least among the optimal moves if more than one exists).

Proof. The proof is almost analogue to the one of Theorem 4.24. First, we again see that any question that
has already been asked in one node, but is still available in the other, does not give any new information but
might potentially cause costs. Therefore we ignore such questions. Once we do that, the remaining subtrees
are again identical. O

We also get almost the same two conclusions as before:

Corollary 4.39. Let S C S be a subset of the possible situations. Then all player nodes in which the
situations in S are exactly the situations that are still considered possible can be combined into one decision
set.

Proof. This follows directly from the previous considerations. O

Corollary 4.40. Let S C S bea set of situations, and let q € Q) be a question thatl has the same answer for
all situations in S. Then in the decision set corresponding to S, the question q is not optimal (or is at least
not the only optimal question).

Proof. The proof is identical to the one of Corollary 4.26. O
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4.5 Decision set graph

As we have seen in Corollary 4.25 and Corollary 4.39, player nodes with the same set of remaining situations
can be treated exactly the same way. (In the standard game tree, the set of remaining situation depended on
the information set we were in. In the behavioural game tree, the set of remaining situations depended on
the situations not ruled out yet on the way there. Lemma 4.33 also showed the connection between those.)

We therefore want to create a new data structure in which all nodes that belong to the same decision set
are combined into one single node. We will first describe a way to roughly imagine what is going on. After
that, we will formally define this new data structure.

To combine all nodes of one decision set into one node, we simply take the behavioural game tree and
merge all player nodes that have the same set of remaining situations. We do have a little problem though:
What should we do if we want to merge two player nodes, but some question is not available in one of those
nodes any more? Fortunately, Corollary 4.40 has already shown that such a question cannot be optimal
(or can at least never be the only optimal question). We will therefore simply omit outgoing edges for such
questions.

Consequently, in the merged node we will only have outgoing edges for questions that can still give at
least two different answers among the remaining situations: Let S be the set of remaining situations, and
let us assume that there exists a question ¢ that gives the same answer for all situations s € S. Let A be
any node from the decision set in which S is the set of remaining situations. Either question g has already
been asked on the path to A, then it is not available there any more, so it is omitted from the merged node.
Or it has not been asked yet, then we can ask it and reach a node A’ in which S still is the set of remaining
situations, since the answer to g did not tell us anything new. Consequently, A’ is also merged into the same
node, and ¢ is not available there any more. Therefore, ¢ is again omitted. For the other direction, we note
that if the set of remaining situations still contains situations that can give two different answers for some
question g, then this question certainly has not been asked yet. Therefore, the outgoing edge corresponding
to ¢ still exists in all merged nodes.

The other problem that we face is that the nodes we merged had edges to different computer nodes.
However, once we merge them, we cannot differentiate between those any more. Therefore, we have to
merge corresponding computer nodes as well.

Similar to the player nodes, we want to merge all computer nodes that have the same set of remaining
situations and the same question to be answered. Here, all such nodes trivially have the same occurring
answers and thus also the same outgoing edges. Again, those computer nodes had edges to different player
nodes, which we now cannot differentiate any more. Fortunately for us, all such player nodes were already
merged: For a set of computer nodes that were merged, let S be the set of remaining situations in each of
these merged computer nodes, let ¢ be the question to be answered, and let a be the answer. Then each
merged computer node had a child corresponding to answer a. However, the set of remaining situations in
that child was S ((g,a)) for each of these computer nodes. Therefore, the corresponding player nodes have
been merged already in the previous step.

Finally, we also need to merge corresponding estimate leafs. Fortunately, the expected cost of an estimate
leaf (or cost of the edge leading to it) only depended on the set of remaining situations anyway.

Since each node from the behavioural game tree is merged into exactly one of these new nodes — we
merge all player nodes that have the same set of remaining situations, so each player node can be part of
exactly one such group —, we can say that such a node is “represented” or “encompassed” by the node it
was merged into.

We will not describe the merging process in much more detail than that, since it is not how we will in
practice create the decision set graph. It simply is an abstract concept that helps to understand what the
decision set, graph is.
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Let us now look at the more formal definition:

Definition 4.41 (decision set graph). The DECISION SET GRAPH of a deduction game is a directed, connected
graph with the following properties:

Each node can be categorized as “computer node”, “player node” or “estimate leaf”.

Each player node is uniquely identified by a set ScCS of remaining situations.

Each computer node is uniquely identified by a set Scs of remaining situations and a question q € Q
to be answered.?

Each estimate leaf is uniquely identified by a set Scs of remaining situations.?

We have one player node in which all situations are possible (i.e., the root node of the original game,
in which S itself is the set of remaining situations). This player node is the only node in the decision
set graph that has no incoming edge. We will call this node the root of the decision set graph.

Each player node has one outgoing edge for every question that will give at least two different answers
for the remaining situations (and is thus not useless by Corollary 4.40), as well as one outgoing edge
for taking a guess.

Let S C 8 be the set of remaining situations in the player node, and let q be one question that can still
give at least two different answers among the situations in S. Then the outgoing edge from the player
node that corresponds to q leads to the computer node in which S is the set of remaining situations as
well, and q is the question to be answered.

The outgoing edge for the estimate leads to the estimate leaf in which S is the set of remaining situa-
tions.

Each computer node has one outgoing edge for every answer that occurs. Each of these outgoing edges
leads to player node corresponding to the subset of the remaining situations that will give this answer.

That is, let S C S be the set of remaining situations in the computer node, let q be the question to be
answered, and let a; be one answer. Then the outgoing edge corresponding to ay leads to the player
node in which S((q,a1)) = {s € S| t(s,q) = a1} C S is the set of remaining situations.

Nodes for taking a guess are the only nodes with no outgoing edges. We will refer to them as leafs or
estimate leafs.

There are no nodes in the decision set graph that cannot be reached from the root, and nodes do not have
any incoming our outgoing edges other than those described above. (That is, the graph only contains
those nodes and edges that resulted from the “merging” described above, and does not arbitrarily add
useless new ones.)

(See Figure 4.9 for an example.)

1That is, for each subset S C S, there exists at most one player node in the decision set graph that has this set of remaining
situations.

2That is, for each combination of a subset S C Sanda question g € Q, there exists at most one computer node in the
decision set graph that has S as set of remaining situations and ¢ as the question to be answered.

3That is, for each subset S C S, there exists at most one estimate leaf in the decision set graph that has this set of remaining
situations.
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Figure 4.9: Example for a decision set graph. P denotes player nodes, C denotes computer nodes, E
denotes estimate leafs. In the upper middle, we see two branches in which the same questions were
asked (q; and g4) and the same answers were given (as and a7, respectively), but in different order.
According to Theorem 4.23, these therefore result in the same set of remaining situations. On the right,
we see an example of a branch where one question and corresponding answer already leads to the same
set of remaining situations as the two questions and answers we looked at before. By Corollary 4.39,
they are therefore in the same decision set as well, and consequently lead to the same player node in the
decision set graph. In the lower middle, finally, we see two entirely unrelated combinations of questions
and answers that lead to the same set of remaining situations, and thus also to the same player node in
the decision set graph.

We will start with a number of observations:

Theorem 4.42. On every path from the root to a leaf, player and computer nodes alternate.

Proof. This follows directly from the definition above, since player nodes only lead to computer nodes (and
estimate leafs), and computer nodes only lead to player nodes. O

Theorem 4.43. Each computer node has exactly one incoming edge. Likewise, each estimate leaf has exactly
one incoming edge.

Proof. Computer nodes can only have incoming edges from player nodes. By construction, all children of a
player node have the same set of remaining situations S C S as the player node itself.

Let us assume that a computer node had two incoming edges, and let S C S be the set of remaining
situations in the computer node. Then this also has to be the set of remaining situations in both player
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nodes that lead to it. However, different player nodes must by definition have different sets of remaining
situations, which contradicts our assumption.
The same argument also holds for estimate leafs. O

Theorem 4.44. The decision set graph is acyclic (i.e., it does not contain any directed cycles).

Proof. Let us assume the graph contained a directed cycle. Then there would exist an infinite path beginning
from the root, which can be obtained by going from the root to a node in the cycle (which is possible according
to the definition), and then following the cycle indefinitely.

For any player node A, let |A| be the number of remaining situations. For any computer node B, let |B|
be the number of remaining situations. For both kinds of nodes we call this the SIZE of the node.

Using this definition, every player node has only outgoing edges to computer nodes of the same size. (In
addition, they have one outgoing edge leading to a leaf which by definition has no outgoing edges. Therefore
it cannot be part of a cycle.)

Computer nodes have outgoing edges for every answer that is still available. Every situation gives exactly
one of those answers, therefore the sum of the sizes of all the successors of a computer node equals the size of
the computer node. Since players can only choose questions for which at least two answers are still possible,
we have at least two children. Each remaining situation is contained in exactly one of the children (and each
child has to contain at least one situation). Therefore, each of the children of the computer node has a size
smaller than its parent.

Consequently, every outgoing edge only leads to nodes with smaller or equal size, and whenever we take
two steps along outgoing edges from any node, we get to a node with a strictly smaller size. Since the size
of the root is finite and all sizes are positive integers, every path from the root has only finitely many steps.
Therefore, the graph cannot contain any cycles. O

Note that we needed to forbid pointless questions in order to avoid cycles.
We can now extend our definitions of children, parents and leafs in the decision set graph:

Definition 4.45. Let E be a node in the decision set graph with no outgoing edges, then we call E a leaf.
Estimate nodes are the only nodes with this property.

Let N be a node in the decision set graph. All nodes to which N has outgoing edges we call children of N,
and use children(N) to denote them.

Let N be a node in the decision set graph that has exactly one incoming edge (and thus is child to exactly
one other node). Then we call the node leading to N the parent of N and use parent(N) to denote it. All
computer nodes have (unique) parents.

So far, we only looked at the decision set graph by itself. However, we know that it is closely related to
the behavioural game tree. As a next step, we will formally define how nodes in the behavioural game tree
are represented by nodes in the decision set graph:

Definition 4.46 (encompassing). For each node A in the behavioural game tree, we define a node A’ in the
decision set graph that ENCOMPASSES A:

e Let N be a player node of the behavioural game tree. Let S C S be the set of remaining sit-
uations in N. By our construction, there exists exactly one player node N' in the decision set
graph corresponding to S. We call N’ the node in the decision set graph that encompasses N and
write N’ = encompassing(N).

o Let E be an estimate leaf in the behavioural game tree. Let again S C S be the set of remaining situa-
tions in E. Then there exists exactly one estimate leaf E' in the decision set graph that corresponds to S.
We call E' the node in the decision set graph that encompasses E and write E' = encompassing(FE).

e Let C be a computer node in the behavioural game tree that has at least two children. Let S C S be the
set of remaining situations in C, and let ¢ € Q be the question that is to be answered by the computer
in C. Then there exists exactly one computer node C' in the decision set graph in which also S is the
set of remaining situations and the asked question is q. We call C' the node in the decision set graph
that encompasses C, and write C' = encompassing(C).
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Note that for each node A in the behavioural game tree the encompassing node A’ is unique, whereas
every node B’ in the decision set graph can encompass any number of nodes from the behavioural game tree.

Even though we already wrote above that each node in the behavioural game tree (with the exception
of computer nodes that have only a single child) is encompassed by a node in the decision set graph “by
construction”, let us formally prove this in case we still have doubts. Until proven that an encompassing
node always exists, let us consider encompassing(A) to be undefined if A does not have an encompassing
node.

First of all we prove in the following three lemmata that our definition of encompassing behaves on the
graph structures the way we expect it to:

Lemma 4.47. Let N be a player node in the behavioural game tree and N' = encompassing(N) its encom-
passing node in the decision set graph. Let q be a question denoting one outgoing edge of N, and let C(q)
denote the child that is reached by asking that question.

If N has an outgoing edge corresponding to q, then let C'(q) be the child of N’ that is reached by asking
the same question q. Then C(q) is encompassed by C'(q).

Otherwise, if N’ has no outgoing edge corresponding to q, then the computer node C(q) has exactly one
outgoing edge. Let N(q) be the only child of that computer node, then N' itself encompasses N(q) again.

Proof. Let S C S be the set of remaining situations in N (and consequently the set of remaining situations
in N’). Then in C(q) the set of remaining situations is S as well (since a computer node has the same set of
remaining situations as its parent), and the asked question is g. Likewise S is the set of remaining situations
in C'(q), and question g was asked. Therefore by Definition 4.46, C’(q) encompasses C(q).

That N’ does not have an outgoing edge for a question can only be the case if this question has the same
answer for all situations in S. Consequently, the computer node C’(q) has to give the same answer for all
situations in S, so it has only one child. This child N (¢) has still the same set of remaining situations S.
Therefore, N(q) is also encompassed by N'. O

Lemma 4.48. Let N be a player node in the behavioural game tree and N’ = encompassing(N) the en-
compassing node in the decision set graph. Let E be the estimate leaf with N as parent, and let E' be the
estimate leaf in the decision set graph with N' as its parent. Then E is encompassed by E'.

Proof. Let S C S be the set of remaining situations in N (and consequently the set of remaining situations
in N’). Then § is also the set of remaining situations in both E and E’, and thus E is encompassed by E’
by definition. O

Lemma 4.49. Let C be a player node in the behavioural game tree and C' the encompassing node in the
decision set graph, and let q be the question that is to be answered in both of them. Let S be the set of
remaining situations, and let ay be an answer that occurs among them. Let N(ay) be the child of C that
is reached with answer ay, and let N'(ay) be the child of C' reached with the same answer. Then N(ay) is
encompassed by N'(ay).

Proof. Let S ((g,a1)) C S be the set of situations in S for which a; is the answer to g, i.e., 3((q,a1)) =
{s € S| r(s,q) = a1}. Then S((q,a1)) is the set of remaining situations both in N(a;) and N’(ay).
Therefore by Definition 4.46, N'(a1) encompasses N (a1). O
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Using these three lemmata that show how encompassment is passed on to the children of a node, we can
now formally prove that indeed (almost) every node is encompassed:

Theorem 4.50. Fvery player node, every computer node with at least two possible answers, and every
estimate leaf in the behavioural game tree is encompassed by a node in the decision set graph. Vice versa,
each node in the decision set graph encompasses at least one node in the behavioural game tree.

In short, player nodes in the decision set graph exist if and only if they are needed to encompass a node
from the behavioural game tree.

Proof. The root of the behavioural game tree contains the entire set S as set of remaining situations. So
does the root of the decision set graph. Therefore, the root of the behavioural game tree is encompassed by
the root of the decision set graph.

We will show that for each node that is encompassed, its children are encompassed as well, with the
exception of computer nodes that have only one possible answer. For those computer nodes we will have to
show in addition that even though they themselves are not encompassed, their children are.

Let N be a player node that is encompassed by N’. By Lemma 4.47, we know that each computer node
that is child of V and has at least two answers is encompassed. By the same lemma, for each computer node
that has only one child, this child is encompassed as well.

By Lemma 4.48, the estimate leaf that is child of IV is encompassed as well. Finally, by Lemma 4.49, all
children of an encompassed computer node are encompassed as well.

Starting from the root and going downward, we can therefore show that all nodes in the behavioural
game tree are encompassed, skipping only computer nodes with a single child (but encompassing that child).

Vice versa, let us assume that there existed a player node A in the decision set graph that is not
encompassing any node from the behavioural game tree. Let ((¢1,a1), (¢2,a2), ..., (qx, ar)) be one possible
sequence of questions and answers that leads to A when starting from the root of the decision set graph.
Starting in the root of the behavioural game tree and following the same sequence of questions and answers,
we get to a player node that is encompassed by A (as can be easily seen by applying Lemmata 4.47 and 4.49
in each step). O

For convenience in later proofs, we will show one more useful property of the encompassing relationship:

Definition 4.51 (encompassing Sqt). Let A be a set of modes in the behavioural game tree, then we define
an ENCOMPASSING SET of nodes A’ in the decision set graph as the set containing exactly the nodes that
encompass the nodes in A. We write again

A" = encompassing(A) = U {encompassing(a)} .
acA

This trivially gives us the following equality:
Theorem 4.52. Let A and B be sets of nodes in the behavioural game tree, then
encompassing(A U B) = encompassing(A) U encompassing(B) .

Proof.

encompassing(A U B) = U {encompassing(a)}

acAUB
= U {encompassing(a)} U U {encompassing(a)}
aEA aEB

= encompassing(A) U encompassing(B)

A final observation, using these definitions:

Lemma 4.53. Let N be the set of all player nodes in the behavioural game tree, then encompassing(N) is
the set of all player nodes in the decision set graph.

Proof. This follows directly from Theorem 4.50. O
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CHAPTER 4. REDUCING THE NUMBER OF DISTINCT STATES BY TRANSFORMATION INTO TWO
EQUIVALENT GAMES

4.5.1 Solving the game on the decision set graph

We will first describe an algorithm to find “best moves” in the decision set graph, will then show how to
transform the resulting strategy back into the behavioural tree, and prove that it is optimal there. (Since
the decision set graph is not an actual game tree, we have not really defined what “best” moves mean. We
therefore simply define the moves calculated by the following algorithm as “best moves”.)

Since this is the central algorithm of this thesis, we will give it in two forms, the first with a little more
text, and then again immediately afterwards with some more formulas.

Algorithm 4.54 (solving the game on the decision set graph).
Label the edges with costs as follows:
e For each edge leading to an estimate leaf, calculate the expected cost for the guessing using Algo-
rithm 4.34, but do not add the cost x of the questions asked until that point.

e For each edge leading from a computer to a player node, label the edge with the cost corresponding to
the answer.
e Set all remaining edges to cost 0.

We will now again calculate expected future costs for all nodes:
o For estimate leafs, set the expected future costs to 0.
e For a player node N, calculate the expected future costs as follows:
o For each child, calculate the sum of expected future costs of that child and the cost of the edge
leading to it.
o Choose the child for which this sum is lowest. This sum is the expected future cost for node N.
Remember the move corresponding to that child.
e For computer nodes C, the expected future costs are calculated as follows:
o For each child, calculate the sum of expected future costs of that child and the cost of the edge
leading to it.

o If looking for average-optimal solutions, calculate the weighted average of these costs of all children
using the weight function from Algorithm 4.27. This is the expected future cost for node C.

o If looking for worst-case-optimal solutions, find the child for which this sum is highest, and set
the expected outcome for C.

Using these functions, we now simply calculate the expected future costs of the root node. All other nodes
will be calculated recursively in the process. The algorithm is finite, since the decision set graph is acyclic
and all functions only refer to children of the node they are currently looking at.

(This can of course be optimized using dynamic programming and other tricks. We will have a closer
look at those once we start actually programming it in Chapter 6.)

The above is a rather prosaic version of the algorithm. We can also define it in a more mathematical
way, which will come in handy later:

Algorithm 4.55 (solving the game on the decision set graph).
Label the edges with costs as follows:
o Let E be an estimate leaf, and let S be the set of remaining situations in E.
If looking for an average-optimal solution, then choose an estimate € € £ such that
Dses(s) - p(s,e)
Zseé 1'0(8)

is minimal. Label the edge from parent(E) to E with cost p(€).

pe) =

If looking for a worst-case-optimal solution, choose an estimate € € & such that

p'(e) = max(p(s, e))
is minimal. Label the edge from parent(E) to E with cost p'(€).
Do this for all estimate leafs.
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o Let C' be a computer node, and let q be the question that is to be answered in that node. Let A be
a child of C, and let a be the answer that leads from C to A. Label the edge between C and A with
cost ¢(q, a).

Do this for all outgoing edges of all computer nodes.

e Set all remaining edges to cost 0.

Let z(X,Y) denote the cost of the edge from node X to mode Y (if such an edge exists). Let 1o (S,q,a)
denote the weight as defined in Algorithm 4.27, that is,

v (S,q,a) = Z w(s) .
s€S
(5,0)=a

We will use f(N) to denote the future cost of a node N, and calculate f(N) as follows:

e If N is an estimate leaf, then
f(N):=0.

e If N is a player node, then
f(N) = min (f(C)+z(N,C)) .

Cé&children(N)

e Let N be a computer node. Let S be the set or remaining situations in N, and let q be the question to
be answered. For each possible answer a € Ay, let C(a) be the child of N that corresponds to a.

o If we are looking for an average-optimal solution, then

Saca, ® (8,0.0) - (F(Ca) + (N, C(a)))
Soea, ® (8.0.0) |

f(N) =

o If we are looking for a worst-case-optimal solution, then

f(N) = max (f(C(a)) + z(N,C(a))) .

acA,

Since the decision set is acyclic and each definition of f(N) only refers to nodes that are children of N,
the function f(N) is well-defined. The expected future cost in the root R therefore simply is f(R).

We now transform this strategy back into one on the behavioural game tree. To do so, we simply introduce
an algorithm to determine the move in a player node of the behavioural game tree, based on the node in the
decision set graph that the player node is encompassed by.

Algorithm 4.56. Create the decision set graph and solve it using Algorithm 4.54.

Let N be a player node of the behavioural game tree for which we want to know the best move. Choose
the question that was chosen in the encompassing node N' = encompassing(N).

Let E be an estimate leaf in the behavioural game tree. Choose the estimate that was chosen in the
encompassing node E' = encompassing(E).

In order to prove that this indeed gives an optimal strategy, as a next step we modify this algorithm to
also store the associated costs f’(-) that were calculated by Algorithm 4.55:

Algorithm 4.57. Let N be a player node of the behavioural game tree and N' the encompassing node in
the decision set graph. Choose the question that was chosen in N' using Algorithm 4.54, and set f'(N) to
the expected future costs in N'.

Let E be an estimate node in the behavioural game tree and E’' the encompassing leaf in the decision set
graph. Choose the estimate that was chosen there, and set f'(E) to 0.

Let C be a computer node in the behavioural game tree and C' the encompassing computer node in the
decision set graph. Set f'(C) to the expected future costs in C’.
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Now we are ready to prove that Algorithm 4.56 actually gives an optimal strategy:

Theorem 4.58. Algorithm 4.56 gives an optimal strateqy for the player, and the expected future costs
calculated for the root of the decision set graph equal the expected future cost of the root of the behavioural
game tree. (If the decision set graph was solved for average-optimal solutions, this gives an average-optimal
strategy of the deduction game. If the decision set graph was solved for worst-case-optimal solutions, it gives
a worst-case-optimal strategy.)

Proof. We will show that this algorithm simulates Algorithm 4.36. This time we start our proof from the
leafs and go upwards. We will show that in each node X of the behavioural game tree, the expected future
costs f(X) and f/(X) are the same.

For each estimate leaf E it holds by construction that f(E) = f/(E) = 0, and that the same estimate is
chosen.

Let N be a player node so that for each child of NV the condition holds. Since the encompassing node N’ in
the decision set graph only has outgoing edges for questions for which at least two different answers are still
possible among the remaining situations, we first have to show that other questions can not be optimal. This
however follows directly from Corollary 4.40 whereby questions that have the same answer for all remaining
situations do not need to be considered.

Among the remaining questions, each question ¢ leads to one computer node C(q), and as we have shown
in Lemma 4.47, this node C(q) is encompassed by the child C’(q) of N’ in the decision set graph. Both in the
behavioural game tree and the decision set graph the edges between N and C(q) and between N’ and C’(q),
respectively, have cost 0. In addition, there is one outgoing edge leading from N to an estimate leaf E, and
an edge leading from N’ to an estimate leaf E’ that encompasses E as we have shown in Lemma 4.48. By
our construction, the costs of these edges and nodes are equal as well.

In summary we therefore have:

e edges from N to computer nodes that by Corollary 4.40 are not optimal and thus are not chosen by
Algorithm 4.36;

e cdges from N to computer nodes that correspond to edges from N’ to computer nodes, having the
same costs for the edges and the same expected future costs in the child nodes; and

e one edge from N to an estimate leaf that corresponds to one edge from N’ to an estimate leaf, again
having the same costs for the edge and the child node.

Since both Algorithms 4.36 and 4.54 choose the cheapest child in terms of edge cost plus expected future
costs of the child, the same move is chosen.

Let A be the chosen child (which can be either a computer node or an estimate leaf), and A’ the
encompassing node belonging to it. Algorithm 4.36 calculates f(N) as the sum of f(A) and the cost of
the edge between N and A. Algorithm 4.56, on the other hand, sets f/(N) to f(N’). Looking back at
Algorithm 4.54 though, we see that f(N') equals f(A’) plus the cost of the edge between N’ and A’, which
as we saw above is equal to f(A) and the cost of the edge between N and A, respectively. Therefore,
F(N) = F/(N).

Let finally C be a computer node so that for each child of C' the desired equality holds, and let C’ be the
encompassing computer node in the decision set graph. Both C and C’ have one outgoing edge per answer
that occurs among the remaining situations, and for each such answer a, the child N(a) of C is encompassed
by the child N’(a) of C’. Also, the costs of the edges to those children are equivalent again, as are the used
weights. Combining this we again get that f(C) = f'(C). O

For the remainder of this thesis, we will therefore now concentrate on finding efficient ways of calculating
these “best moves” in the decision set graph, and finding good upper bounds for the number of nodes in the
decision set graph.
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Chapter 5

Upper bounds for the number of
nodes in the decision set graph

In the worst case, we have to calculate and store the expected future costs of all nodes in the decision set
graph. The number of such nodes therefore is an interesting upper bound for the calculation effort and
memory consumption.

For this entire section, let n denote the number of player nodes in the decision set graph and c the
number of computer nodes. Let q := |Q|, e := [€], s := |S], for each question ¢ € Q let a, = |A4,|, and
let a := max,eo | A, = max,eg aq.

5.1 Relationship between number of player, computer and esti-
mate nodes

Theorem 5.1. Let n be the number of player nodes in the decision set graph. Then there are also n estimate
nodes.

Proof. This follows directly from the construction. O

Theorem 5.2. Let n be the number of player nodes in the decision set graph. Then there are at most
n-q computer nodes.

Proof. Each computer node is child to exactly one player node, and each player node has at most q computer
nodes as children, i.e., at most one for each question. O

Corollary 5.3. Let ¢ be the number of computer nodes in the decision set graph. Then there are at least
% player nodes.

Proof. This follows directly from the previous theorem. O

Theorem 5.4. Let ¢ be the number of computer nodes in the decision set graph. Then there are at most
c-a—+ 1 player nodes.

Proof. Each player node except for the root node is child to at least one computer node, and each computer
node has at most a children, i.e., at most one for each possible answer. O

Corollary 5.5. Let n be the number of player nodes in the decision set graph. Then there are at least

”a;l computer nodes.

Proof. This follows directly from the previous theorem. O

Corollary 5.6. Let n be the number of player nodes and c the number of computer nodes in the decision set
graph, then ¢ = O(nq).
If we consider q and a to be constants, then n = ©(c) (and c = ©(n)).

Proof. This follows directly from the theorems above, since ﬁ <n<c-a+1l,and =t <c<n- q. O

a
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5.2 Relationship between number of nodes and calculation effort

Theorem 5.7. For calculating the expected future costs of each node in the decision set graph, the calculation
effort of Algorithm 4.5/ is composed of the sum of the following:

e O(n-q) for calculating player nodes;
e O(c-(a+s)) for the computer nodes in an average-optimal solution; or
e O(c-a) for the computer nodes in a worst-case-optimal solution; and

e O(n-e-s) for the estimate leafs.

(This is under the assumption that we store calculated future costs of modes rather than recursively
recalculating them every time. This takes O(nf) memory space, where f is the space needed for storing the
expected future costs of one node.)

Proof. The costs of the recursive calculation of the children is already accounted for, since by definition we
calculate each node exactly once. We therefore only need to count the other calculation costs.

For each of the n player nodes, we have to retrieve the costs of at most g+ 1 children (at an effort of O(1)
per child) and find their minimum (taking O(q + 1) time), leading to a total time of O(q + 1) = O(q); and
thus an effort of O(n - q) in sum over all player nodes.

For each of the ¢ computer nodes, we have to retrieve the costs of at most a children (at an effort of O(1)
per child). For a worst-case-optimal solution we have to find their maximum (taking O(a) time). For an
average-optimal solution we have to calculate the weights using Algorithm 4.27, which can be implemented
in such a way that it takes O(1) time per situation still considered possible. There are at most s situations
still possible, leading to a calculation effort of O(s). In addition we need to calculate the weighted average,
taking O(a) time. Altogether, this therefore takes O(a) time for a worst-case-optimal and O(a + s) time for
an average-optimal solution for each of the ¢ computer nodes.

Finally we have the same number of estimate leafs as we have player nodes. There might be better
algorithms available, but in the worst case, we have to compare each estimate with each situations and find
the estimate that gives the best average (or maximum), leading to e - s comparisons. O

Since by Corollary 5.6 the number of player and computer nodes are in the same order of magnitude, it
makes sense to combine those costs as follows:

Corollary 5.8. The calculation effort for calculating the expected future costs of each mode in the decision
set graph is O(n - (q 4+ qa + gs + es)).

Proof. This follows directly from the previous theorem and Corollary 5.6, using ¢ = O(nq). O

First, note that the calculation of the estimates gives a rather big contribution to those costs. For many
games, it is possible to find more efficient algorithms for finding best estimates, some being as quick as O(1)
(instead of O(es)).

Second, keep in mind that, as we will soon see, the number of player nodes n will usually be orders of
magnitude larger than the other factor, (q + qa + gs + es).

5.3 Upper bounds for the number of player nodes

Since the number of player nodes is therefore important for estimating the calculation effort, we will now
try to find good upper bounds for it.

Since we have more than one dimension to consider — s, q, a and the individual values of |A,,| are all
variable —, we will find several different bounds with different combinations of these dimensions. For example,
if we have a very large number of situations, but only one question, the upper bound of 2° —1 (which we will
show below) is high above the actual number of player nodes, whereas the upper bound of 29 (which will
also be shown) can be strict. If on the other hand we have hundreds of questions but only two situations,
2% — 1 = 3 is a potentially strict bound, whereas 29s is much higher.
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5.3.1 Upper bound: n < 2°—1

Theorem 5.9. n <25 —1.

Proof. Remember that we have exactly one player node for each set of remaining situations (i.e., subset of S)
that occurs in at least one player node of the behavioural game tree (or one information set of the standard
game tree). There are s situations, thus there are at most 2° different subsets of them. We can subtract one
subset from that since the empty set does not occur. O

Theorem 5.10. For each s there exists a game with s situations, 2° — 1 questions and 2° — 1 nodes in the
decision set graph.

Proof. Let S = {513 S9, . Ss} be a set containing s situations. We define questions as follows: For each
non-empty subset S C S, let ¢(S) be a question with

4 “true” seS
¥(s,9(5)) = { “false” otherwise
as the evaluation function. (In short, we take any subset of the situations and ask whether s is in that
subset.)
Each question is answered with “true” for at least one situation s. Thus, after asking question q(S) and
getting “true” as an answer, exactly the situations in S are still possible. Since we have one such question
for each non-empty subset ScCS , all such subsets occur as sets of remaining questions. O

Theorem 5.11. For each s there exists a game with s situations, s questions and 2° — 1 nodes in the decision
set graph.

Proof. Let & = {s1,82,-+-,8s} be a set containing s situations. We define questions as follows: For each
situation 5 € S, let ¢(3) be a question with

_ “true” s=3
(5,00 = { s

“false” otherwise

as evaluation function. (This means that we take any situation and ask if it is the correct one.)

We need to show that each subset S C S can occur as set of remaining situations. Let S be one such
subset. We will show that we can reach a player node having S as remaining situations by asking all questions
not belonging to situations in S and getting “no” as answer every time. That is, we simply rule out all
situations that are not in .

For demonstrating that a certain question can still be asked, we will need to show that both answers
“yes” and “no” are still possible for it. We choose any situation § € S that will help us with that.

Let &' =8 \ S = {s1, 82, , sk} be the set of situations not in S. (Thus, S and &’ are disjoint, and
their union is S.)

In the root of the behavioural game tree, we ask ¢(s1) and get to the computer node for answering the
question. Since s; € &’ and § € S, both answers are still possible, and the answer t(3, ¢(s;)) is “false”. Thus
we can follow the edge corresponding to “false” to the next player node. We can see from our definition of
the question evaluation function that in this player node, all situations except s; are still possible.

Now we repeat from there with question sy. Again, t(sq, §) = “false”, and we follow the corresponding
edge, leading to a player node in which S\ {s1, s2} are still possible.

By repeating this for all questions in S’ , we get to a player node in which

S\ {51,580, ,sk}:S\S’:S\(S\S) =8

is the set of remaining situations. O
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5.3.2 Upper bound: n<s-q!-e

Theorem 5.12. n<s- 2:0 %!! <s-ql-e (where e in this case denotes the Euler number).

Proof. Remember that we have exactly one player node for each set of remaining situations that occurs in at
least one information set of the standard game tree. Therefore, there can be at most as many player nodes
in the decision set graph as there are information sets in the standard game tree, and since information sets
are disjoint and non-empty, there can be at most as many information sets as there are player nodes in the
standard game tree.

In Section 4.2 we have shown that there are exactly s - 22:0 %!! player nodes, which in turn is smaller
thans-q!-e. O

5.3.3 Upper bound: q! -a% - e«

Theorem 5.13. n < Y} | aq;jq! < ql-a%-eu (where e in this case denotes the Euler number).

Proof. Remember that we also have exactly one player node for each set of remaining situations that occurs
in at least one player node of the behavioural game tree. Therefore, there can be at most as many player
nodes in the decision set graph as there are player nodes in the behavioural game tree.

In Section 4.4 we have shown a very unwieldy way to count the number of player nodes in the behavioural
game tree. Let us now look at upper bounds for that number.

e There is one root node with q + 1 outgoing edges.

e In the next level, we have one estimate leaf and q computer nodes. The number of outgoing edges of
the computer nodes is the number |4,| of possible answers for the question that was asked. Thus, each
computer node has at most a outgoing edges.

e On the third level, we therefore have at most q-a player nodes. Each of them has g — 1 outgoing edges
for questions and one for taking a guess.

e Accordingly, we have at most q-a estimation nodes on the next level, and at most q-(q—1)-a computer
nodes. Each of these computer nodes again has at most a outgoing edges.

e On the next level, we therefore altogether have at most q - (q — 1) - a2 player nodes.

e Accordingly, on the next level we have the same number of estimate leafs and q — 2 times that number
of computer nodes.

e Generally, on the level 2k + 1 we have at most q-(q — 1) -----(q — k + 1) - a¥ player nodes.
On level 2k 4+ 2 we have the same number of estimate leafs and q — k times that number of computer
nodes.

e On level 2q + 1 finally, we have at most q-(q — 1) ----- 3-2-1-a9 player nodes.

e On level 2q + 2 we have the same number of estimate leafs.

Counting only the player nodes, this altogether gives at most

n=1+qga+q(q—1a’+q(q—1)(q—2)a%+---+q(q—1)---3-2-1-a°

9. a9 Fkq!
B k!
k=0
a
a
—=ql-a39. -
=92 Z !
k=0
e
—=ql!.39. a
ql-a?- > “
k=0
= ()"
1.39. a
<ql-a®- ) i
k=0
1
= q' . aq -ea
player nodes, and consequently at most the same number of player nodes in the decision set graph. O
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5.3.4 Upper bound: n <29 —s+1

For the next upper bound, we will for each subset O C Qof questions look at the set of player nodes in which
exactly the questions from O have been asked. This obviously splits the set of player nodes into disjoint
classes, and there are exactly 29 such classes.

We will show that for each class, the player nodes in that class have at most s different sets of remaining
situations.

A short example that will help to understand the following proof:

Example 5.14. We play a kind of two-dimensional number guessing game: The computer hides one dot
on a 10 x 10 grid. The player can ask questions of the type “Is the x-coordinate larger than a?” and “Is
the y-coordinate larger than b?”.

Let us look at all player nodes we can reach by asking “Is the x-coordinate larger than 5%7, “Is the y-
coordinate larger than 32”7 and “Is the y-coordinate larger than 627, in any order.

These questions dissect the grid into 6 rectangles, as shown in Figure 5.1.

Let us look at the player node in which the questions were asked in the order “Is the y-coordinate larger
than 327, “Is the x-coordinate larger than 527, and “Is the y-coordinate larger than 62”7, and the answers
were “yes”, “yes”, “no”, respectively. Then the fields where the dot could be hidden are exactly the fields in
the middle right rectangle.

We see that similarly, for each player node in which exactly these three questions were asked, exactly the
fields in one of the 6 rectangles could still contain the dot hidden by the computer. Which rectangle that is
depends on the answers given.
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3

2

1

12345678910

Figure 5.1: Grid dissected into 6 rectangles after asking “Is the z-coordinate larger than 57”7, “Is the y-
coordinate larger than 37”7 and “Is the y-coordinate larger than 6?”, in any order.

As we can see in the example, even if asking the questions in a different order, and even if getting different
answers, there are only a few sets of remaining situations that can occur. We also see that each situation is
contained in at most one of these sets — one of the 6 rectangles in our example —, so there can be at most
s sets that are not empty.

Consequently, each such class can “create” (during the merging) at most s player nodes in the decision
set graph. In other words, each player node in the decision set graph needs a “license to exist” from some
player node in the behavioural game tree (since the decision set graph only contains nodes that encompass
at least one player node from the behavioural game tree). However, each such class of player nodes in the
behavioural game tree can give at most s such “licenses”.

Now we will just express this in a more formal way. There are two different ways to do this, and since
they make use of slightly different properties, both of them seem interesting enough to be included in the
thesis.
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For the first method, we start with a lemma:

Lemma 5.15. Let O C Q be a set of asked questions. Let N be the subset of the player nodes of
the behavioural game tree in which exactly the questions in Q) have been asked already, and let N =

encompassing(N) be the set of nodes in the decision set graph that encompass the nodes of N.
Then each situation s € S is contained in exactly one of the nodes of N'.

Proof. First we will show that each situation s € S is contained in at least one of the nodes in N:

Let us define any order of the elements in Q, ie., Q= {¢1,G2," - ,gm}. In the root node of the behavioural
game tree, all situations are still possible, including s. We follow the path for asking question ¢; and reach
the computer node for answering this question. This computer node has an outgoing edge for each answer
that occurs at least once. Let a; = t(s,q1) be the answer to ¢; in situation s, then there exists an outgoing
edge for a;. In the player node that this answer leads to, situation s is still among the possible situations.

We now repeat that with question ¢o: In the player node we reached by asking ¢; and following answer a1,
the situation s is still possible. We ask ¢o and reach a computer node. Let as = t(s, g2) be the answer for s
to question go, then (since there must exist an outgoing edge for each answer that occurs) we follow the edge
corresponding to answer as. This leads to a player node in which ¢; and g2 have been asked already, and s
is still possible.

We repeat again with question ¢3, and then ¢4, g5, ¢s, and so on, until reaching g,,. Following that path,
we reach a player node in which exactly the questions in O have been asked (and which therefore is in N ),
and in which s is still possible, thus showing that such a node exists.

Using this, we can now show that each situation s is contained in exactly one of the nodes in N':

e As shown above, there exists at least one player node N in the behavioural game tree in which s is
still possible. Let N’ be the node in the decision set graph that encompasses NN, then s is possible in
that node as well. N’ is an element of N’, therefore s is possible in at least one node in N'.

e Let us assume that there exist two distinct nodes Ni and NJ in N’ in which s is still possible. Then
according to the definition of N’ there exist two player nodes N; and Ny in N such that Nj is
encompassed by N; and N is encompassed by Nj. Consequently, s is still possible in both N7 and Na.

We know that in both Ny and N; exactly the questions from Q were asked. They might however either
have the same answers to all questions, or different answers.

o If the same questions were asked and the same answers were given on the path to Vi and Na,
then also exactly the same situations would be still possible in N7 and Ns. This would however
mean that N; and N, would be encompassed by the same node in the decision set graph, which
contradicts our assumption.

o Let us assume there exists at least one question ¢ € Q for which different answers were given
on the paths to N7 and N5. Since all player nodes contain exactly the situations to which all of
the answers given on the path there apply, and s is contained in both N; and Ns, this would in
particular mean that there exists a question such that two different answers to the same question
apply to s, which is not possible.

Therefore, each situation s can only be among the remaining situations of one node in N’.

Theorem 5.16. n < 29s,.

Proof. Let N be the set of player nodes in the behavioural game tree.

There are q questions, so there are 29 possibilities which questions have already been asked. For each
subset Q@ C Q, let NV (Q) C N be the set of player nodes in the behavioural game tree in which exactly the
questions in Q have been asked. Then these sets N(Q) are disjoint, and the union of all 29 of these sets
is N:

N= ] N9
9ce
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By Lemma 4.53 it holds that the set of player nodes in the decision set graph N’ is the encompassing set
of all player nodes in the behavioural game tree N, and thus

N’ = encompassing(N)

N(9))

= encompassing( U
oco

= U encompassing(N(Q))
oco

(using Theorem 4.52 for the last step).
Using the triangle inequality, we get

IN'| =] U encompassing(N(Q))| < Z lencompassing(N(Q))| .
fo]afo) fo]afo]

As we have just shown in Lemma 5.15, for each set of questions Q C Q, each situation s is contained in ex-
actly one of the nodes of encompassmg(N (Q)). Since, on the other hand, each node in encompassing(N (Q))
must by construction contain at least one remaining situation, there can be at most s such nodes, i.e,
lencompassing(N (Q))| <'s.

We therefore get

IN'| < Z lencompassing(N(Q))| < Z s =29
oco oco

Corollary 5.17. n <295 —s+ 1.

Proof. We will basically use the same proof idea, but with one small optimization. As in the previous proof,
we get

= U encompassing(N(Q)) .
fo]afo]

However, we now treat Q = (), i.e., the case in which no question was asked, differently. There is only

one node in which no question was asked yet, namely the root node. Thus our upper limit of s is a bit too
sloppy there. Using the limit of 1 instead, we get the desired limit:

N = U encompassing(N(Q))

oco
= encompassing(N (0)) U U encompassing(N(Q))
Qce
QF#D
|N’| < |encompassing(N (0))| + Z lencompassing(N (Q))|
oco
Q#0

<14(29-1)-s
=1+29%—5
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We will now prove exactly the same result again, using a different approach (though it still follows the
same underlying principles):

Theorem 5.18. n <295 —s+ 1.

Proof. If no question has been asked, then all situations are still possible.

Let us look at what happens after asking one question ¢; € Q: There are a; = |Zq1| possible answers;
let us use qu = {a1,1,a1,2,- - ,a1,4, } to denote them. Then for each answer a;; we look at the subset
of the situations to which this answer applies. Using the notation from Definition 4.29, these are the
sets S ((q1,a1.1)),S ((q1,0a12)),--.,8 ((q1,a1.,5,)). Each situation s € S is contained in exactly one of these
subsets, thus their disjoint union is S:

S((q,a10)) NS ((qra19) =0 (z#y)
a1
UsS g, a) =8
i=1

After asking only ¢;, these are the subsets of remaining situations that can occur. Since there are only
s situations, at most s of these are not empty. Analogously, after asking any other single question, we get at
most s non-empty subsets of S. There are q ways to select one question, therefore at most s - q non-empty
sets that can occur after one asked question.

Next, let us assume that we ask two questions, ¢; and ¢». Let again qu ={a11,a12, + ,a14, } denote
the possible answers to ¢; and let Zqz = {a21,a2.2, - ,02,.,} denote the possible answers to question gs.
Then for each combination of answers (a1 4,,a2,,) € A4, X Ay, We again look at the subset of situations to
which these answers apply. We get the following system of disjoint subsets:

S (((h’ alvml)’ (q2’ a27-’£2)) N S ((qla al,zn)a (QQ, a2,y2)) =0 (xl 7é Y1V T2 7é y2)
U S((Q1’a17i1)a(qQaa2,i2)) =S

(@1,i1,a2,i5)EAq X Ag,

q

2) ways to select two questions, leading to

Therefore, at most s of these sets are non-empty. There are (
at most s - (g) different such systems.

We now repeat this for more questions. After asking m questions ¢i,qs, -, ¢m, We consider all tu-
ples (a1.4y,02,i5," " s Qmi, ) € Agy X Agy X --+ x A, , where again A,, = {ak1,ak2, - ,axa, } denotes the
possible answers to g for every k.

This leads to the already familiar system of disjoint subsets; that is, each intersection of two subsets is

empty (except for intersection of a set with itself of course), and the union of all subsets is S.
S (((h; al,xl)a (QQa 0,2712), R (Qma am,xm)) N S ((Ch, al,y1)7 (Q2> a2,y2)> ey (Qma am,ym)) - @
U S‘((qlaal,h)v(QZaaQ,iz))"'7(qmaam,im)) :S

(al,il 52,095 7a7n,i7”)eAq1 Xqu X XA

am

Even though this can be a rather large number of such subsets by now — up to a” to be exact —, again
at most s of these are not empty. There are (71) ways to select m questions, therefore situations where m
questions were asked can contribute at most s - (71) different non-empty subsets of S.
Altogether, we therefore get at most

W =1+s-q+s- @“’(§)+'“+S'(qi1)+5~(2)
(00
s (-9 )
e ()0 +0) -+ ()

=1—-s+s-29

different non-empty subsets of remaining situations that can occur in the behavioural game tree and thus at
most the same number of player nodes in the decision set graph. O
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5.3.5 Upper bound: n < 2%,

As a next idea, we will look at the subsets of S that we can get after asking only one question. In Exam-
ple 5.14, after asking only “Is the x-coordinate larger than 57”7, we either get the left or the right half of
the grid as set of remaining situations. After asking “Is the y-coordinate larger than 37”, one possible set of
remaining situations is the one containing the lowest 3 rows, and the other is the one containing the 7 rows
above it. If we had a question that gave three different answers, for example, “What is the remainder of
the y-coordinate modulo 37”, then we would get three sets of remaining situations, one containing rows 3, 6
and 9, one containing rows 1, 4, 7 and 10, and a third containing rows 2, 5 and 8.

As we can see, every set of remaining situations that we can get after asking two or more questions is
the intersection of some sets of remaining situations after asking one question. There are at most aq sets
of remaining situations after one question, and there are, consequently, at most 229 ways to select some of
them and intersect them.

Somewhat more formal:

Lemma 5.19. Let q1 and g2 be two questions, let a1 be one possible answer to q1 and let as be one possible
answer to qa. Then

S((q1,a1), (a2, 02)) = S ((q1, 1)) N S (g2, a2))

holds.
Proof.
S ((qr.m); (g2,2)) = {s € S | ¥(s,q1) = a1 A e(s, q2) = az}
={seS|ts,q1) =ar} N{s € S|t(s,q2) = az}
=S ((q1,a1)) NS (g2, a2))
O
Corollary 5.20. For any questions qi,qz, - -.,qr and corresponding answers ai,as, . .., ak,
S((q1, 1), (g2, 02), - - (ars ax)) = S ((q1,01)) NS ((q2,a2)) N+ NS ((gr, ax))

holds.
Proof. This follows directly from Lemma 5.19. O

Theorem 5.21. n < 239,

Proof. First of all, we see that question g; splits the set of situations into a; sets of remaining situations of
the form S ((q1,a;)). Similarly, g, creates as subsets of the form S ((¢a,a;)), and so on. Altogether, there
are ¢, a; < aq such sets.

We need to count all sets of remaining situations that can occur. Since the order of question is irrelevant,
we can describe the remaining situation in each player node in the standard and behavioural game tree
as S ((q1,a1), (g2, a2), .., (qr,ar)) (simply by looking at the questions and answers on the path to that
node). We therefore just need to count how many such sets exist.

_ However, as we just saw in Corollary 5.20, this is equivalent to the number of sets of the form S ((q1,a1))N
S ((g2,a2)) N+ NS ((Gms am))- .

All of these sets can be created by taking some of the sets S ((¢q,a,)) and intersecting them. There

are 2°9 ways to select a subset of these aq sets. O

Corollary 5.22. n < 2%9,
Proof. This follows from the previous theorem and a <'s:

n <23 < 2%
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5.3.6 Upper bound: n < (1 + a)d

We now show an upper bound that is strictly better than the previous one (except for a = 1, which would
mean that all questions have only one answer). To do so, we will look at the proof method of Theorem 5.18
again and deduct a slightly different limit. In Theorem 5.18, we showed that after asking m questions, there
are at most s combinations of answers for which at least one situation exists that satisfies all these answers.

However, we can also simply count how many combinations of answers there are at all: Fach set of
remaining situations occurring in the behavioural game tree can be described with a list of (question, answer)
tuples, since the set of remaining situations in a node contains exactly the situations from S that satisfy
the answers retrieved on the path from the root to the node. Counting the number of ways to select some
questions and some answers for them therefore gives another upper limit for the number of different sets of
remaining situations that can occur.

Theorem 5.23. Let {q1,q2, - ,qq} be the set of questions, and let a; = |A,,| for all i. Then n < (1 +
a)(1+az) - (1+aq).

Proof. As in the proof to Theorem 5.18, we look at sets of situations that have certain answers. After
asking m questions q;,, ¢i,, " - , i,,, we look at all tuples (@i, j,, @iy jos " Qi j) € Ags, X Agy, X - X Ag,
and the corresponding subsets of situations that gave the following system:

S ((Qil ) ail,m)’ (Qizﬂ ai2,$2)7 ) (Qim ) ai'num'm.)) N 3 ((qil y Qig yy )7 (qiz ) ai2,y2)’ SR (qim ) ainuym)) =0
U S (@15 @iy ,51)s (Qins Qg 3a)s - Qi+ Qi i) = S

(@iy 51 +@ig,gg > 7aimwjm)ezqi1 qulé XX Ag,
In the previous proof, we used the fact that there are only s situations, so at most s of these subsets can
be non-empty. We can, however, also just directly count how many such subsets there are in this system:
We get one subset for each combination of answers to the asked questions. There are a;, - a;, - --- - a;,,
combinations of answers in Ag, X Ay, X --- X Ay, -, so the system contains a;, - a;, - - - - a;,, sets.

Now we just need to find all ways to select m questions, and calculate for each of them how many sets
the system contains. Each occurring set of remaining situations is contained in one of these systems, so the
total number of sets in the systems is an upper bound for the number of nodes in the decision set graph.

For the case with no question asked, this trivially gives one possible set.

For all cases in which one question was asked together, there are a; +as + - - - 4 a4 sets.

For cases with two asked questions, we get ajag+ajaz+- - -+ajaq+azaz+azas+- - -+asaq+azas+- - -+aqg—1aq
sets.

Generally, for cases with m asked questions, we get the sum of all possible ways to multiply m of the a;.

Finally, the cases with q asked questions contribute up to ajaz - - - aq sets.

Altogether, these are

n <1
+a;+tax+---+aq
+ajag +aijag + -+ +a1aq +azaz +azag +---+azaqg+azag + -+ +ag-13q
+aiagag + -+ ag—23q-13q
+a132"'3q
=(14a1)(1+az) - (1+aq)

sets.

We could also prove this more directly: We want to look at all subsets of S that are defined by demanding
certain answers for some of the questions. That is, for each question ¢ we can either demand it to have one
of its a; answers, or we can not restrict it. Therefore, for each question ¢ we have a; + 1 choices, and we can
choose for each question independently. This leads again to the same product. O
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Corollary 5.24. n < (14 a)q.
Proof. This follows directly from the previous theorem and the fact that a; < a for all 4, and consequently
n<(l+a)(l+ag) --(l4+aq) <(1+a)l+a)---1+a)=(1+a).
O
Corollary 5.25. n < (1+5s)9.
Proof. This follows directly from the previous theorem and a <'s, and consequently

n<(1+a)9<(1+59)9.

We will now show that there exist games for which the limit from Theorem 5.23 is indeed reached.

Theorem 5.26. For each q and each set of values a1,as,...,aq, there exists a game with

e q questions such that |A,,| = a; for all i;

® ajay---aq situations; and

o (14+a1)(1+az) - (1+aq) player nodes in the decision set graph.
Proof. We define Q = {¢1,¢2,...,4qq}. (The ¢; don’t have any special meaning here, we just use them to
denote q different questions.) For each i, let Ay, = Ay, = {1,2,...,2;}. B

We create one situation for each possible tuple (a1, as,...,aq) € Ag, X Ag, X --- X Ay, and denote that
situation with s(a1,as,. .., aq). This gives us ajas - - - aq different situations.

We define the evaluation function as follows:

t(s(ar,az,...,aq),¢i) = a;

That is, the i-th question returns the value of the i-th element of the tuple belonging to the situation.
As in the proof of Theorem 5.23, we look at the situation after asking m questions, which leads to the
following system:

N ((Qina’ihm)? (qi27 aiz#’z)? ) (qimvaim@m)) N S ((Qilﬂail,y1)7 (qi27 aiz’y2)7 SR (qim7aim7ym)) =0
U S ((qiwail,jl)? (qiw aiz,jz)? ) (qi'yn’aimajm)) =S

(@iq 51 2Fin g » s sGign jm ) EAqy X Agy, XX Ag;

However, we now can show that each of the subsets S ((¢i,,@iy.e,)s (Qins Gin.n)s -+ (i Gy o))
contains at least one situation. To do so, we define values b; in the following way: If the
list  ((qiys @iy o)y (Qins Qin,zn)s - - -5 (Qin» Qi 2, )) cONtains a tuple (gj,aj,,) (that is, the question j is
among the asked questions and has to be answered with a;, ), we set b; to aj,,. Otherwise, we
set b; to 1 (which is a valid answer for every question). The tuple (b1,b,...,bq) therefore is included

in § ((%1 » iy ,mq ), <Qi2 ) aiz’w2)7 ) (qim ) aim,wm»'
Consequently, all sets in the system are non-empty, and the limit (1+a1)(1+4ag) - - - (1+aq) is reached. O

Finally, let us combine the last two approaches:
Corollary 5.27. Let a; be defined as in Theorem 5.23. Then
n <1
+ar+az+---+aq
+ min(s, ajaz2) + min(s,ajas) + - - - + min(s,ajaq) + min(s, azas) + - - - + min(s, aqg_1aq)
+ min(s, ajagzag) + - - - + min(s, ag_2aq—12q)
+ min(s,a1az---aq) -

Proof. Theorem 5.18 showed that each system can contain at most s sets that are not empty, and Theo-

rem 5.23 showed that each system can contain at most ajag---aq sets (if g1, 4o, ..., ¢m are the questions
for which the system is created). Consequently, they are both upper limits, and each system can at most
contain the lower of these two. O
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5.3.7 Upper bounds in the hypercuboid

We will now look at another approach to derive upper bounds. This requires some theory first, and will then
give us some already familiar and some new upper bounds.

Two-dimensional hypercuboids (planes)

For starters, let us look at a game with only two questions. We draw a grid with the answers to question ¢;
on the x-axis and the answers to question ¢» on the y-axis, as shown in Figure 5.2.

2
a(lo)

P

1 1 1 1 1 1 1 1 1 1 1 1
o) D o oD o) ) ) o) ol o) )

Figure 5.2: Grid for two questions.

In the next step, we draw one dot for each situation, in the cell corresponding to the answers to that
situation. (That is, for each situation s, we draw a dot in cell (t(s, q1), t(s, g2)), labeled with the corresponding
situation.) See Figure 5.3 for an example; the labeling of the nodes was omitted in that graph.

In the proof for Theorem 5.23, we looked at all possible sets that can occur after asking a subset of the

questions. The sets after asking g; now correspond exactly to the columns in this graph: the set S ((ql, a(71))>

is exactly the set of the situations (dots) in the 7th column. Likewise, the sets after asking ¢o correspond to
the rows. The sets after asking both ¢; and ¢ correspond to individual cells in the grid, and the set before
asking any question corresponds to the set of all situations in the grid.

Example 5.28. To give an example, we give numbers to the situation dots in Figure 5.3 and get Figure 5.4.
We therefore get the following (non-empty) sets:

From the entire grid (i.e., no questions asked):
o {1,2,3,4,5,6,7,8,9,10,11,12,13, 14, 15, 16}

From columns (i.e., only ¢1 asked):

o {1} e {5,6,7,8} o {11,12} e {16}

o {2,3,4) o {9,10} o {13,14,15}

From rows (i.e., only q2 asked):

o {8) o {1,3} o {12,14) o {5,6,7}
o {4} e {2,9,10,15} o {11,13} o {16}
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o D D o o o) P ) o o) o) ol

Figure 5.3: Grid for two questions with dots for all situations S. The labeling of the dots is omitted.

(2) 16

(2) 11 13

(2) 12| 14

1 1 1 1 1 1 1 1 1 1 1 1
oD D o oD D o o) af) D ) o)

Figure 5.4: Grid for two questions with labeled dots for all situations.

From cells (i.e., both q1 and g2 asked):

o {1} e {56,7} o {12} e {16}
o {2} o {8} o {13}
e {3} e {9,10} o {14}
o {4} o {11} o {15}
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For example, if we ask question g1 and get answer a(71), then we know that situations 5, 6, 7 and 8
are still possible, that is, exactly the situations in the column for agl) (since we put each situation s into

(1)
7

cell (v(s,q1),t(s,q2)), so column as’ contains exactly the situations for which t(s,q1) = a(71)). If we ask g2

next and get answer aéQ , then only situation 8 is possible any more.
We therefore see that after asking q1, we can restrict the remaining situations to one column, and after
asking gz, we can restrict it to one row. After asking both, we can restrict it to one cell, and before having

asked anything, all situations in the grid are still considered possible.

In the example, the set of situations in Tow aéQ) contains situations 5, 6 and 7. However, also the cell

g(f) and column a(71) contains the same situations. In the game tree this would

(71) and as(f) has the same set of

at the intersection of row a

mean that the player node after asking both questions and getting answers a
remaining situations as the one after asking only g2 and getting answer ag(f). Therefore, even though these
player nodes could have different sets of remaining situations, they have the same sets in this case, so they
are encompassed by the same node in the decision set graph.

If however row agz) contained another situation in a different column, then the node after asking only qo

and getting answer agQ) would have a different set of remaining situations, and there would be another node
in the decision set graph for it.

Example 5.29. As another example, let us assume that all situations were in the same row agf); that 1is,
all situations in the entire game have the same answer to question qz. Then the set of all situations S
would be the same as the set of situations after asking g2 and getting answer agf). That s, there is only
one player node in which only question gy has been asked, and this player node has S as set of remaining

situations. Therefore, it does not contribute a new unique set of remaining situations. Likewise, for each
(1)

%

column we see that asking q1 and getting some answer a;’ has the same set of remaining situations as
asking q1 and getting answer agl) and asking qo and getting answer a:(f). Therefore, also these player nodes
in the behavioural game tree contribute less different sets of remaining situations than they could in a different

configuration of situations.

Example 5.30. As the opposite extreme, let us look at a game in which each cell contains a situation. (For
example, let us assume that the computer hides a dot on a 10 X 10 grid again. For now, we can only have two
questions (but any number of answers), so let us assume our two questions are “What is the x-coordinate
of the dot?” and “What is the y-coordinate of the dot?” (which is of course a very boring game). Then
each situation (x,y) also produces a dot in cell (x,y) of our situation grid. Before asking any questions,
all 100 situations are possible. After asking for the x-coordinate and getting answer “37, only 10 situations
are possible, the 10 with coordinates of the form (3,%), which are represented in the third column. After
asking for the x-coordinate and getting answer “4”, other 10 situations are remaining. In total, we have
10 possible answers, and for each, we get a set of 10 remaining situations. These sets are disjoint (since a
dot that has x-coordinate 3 cannot at the same time have x-coordinate 7). The same applies to asking for
the y-coordinate. After asking both questions, we know the exact situation, so the set of remaining situations
only contains that one situation. In the grid, this situation is represented in one of the cells. We therefore get
altogether 100 different sets of remaining situations after having asked both questions, 10 sets of remaining
situations after having asked for the x-coordinate, 10 sets of remaining situations after having asked for
the y-coordinate, and one set of remaining situations before asking any questions. This exactly corresponds
to the 100 cells, 10 columns, 10 rows, and 1 entire grid, and results in a total of 121 player nodes.

Consequently, if we count how many different sets of situations we get when counting the sets for rows,
for columns, for cells, and the one set containing all situations, then this is exactly the number of player
nodes in the decision set graph.

For the remainder of this section, we will therefore try to find smart ways to count how many different
sets we can at most get, look at different distributions of these dots, and generalize it to more than two
questions.

Lemma 5.31. Two non-empty sets of the same “type” (row, column, or cell) are never duplicates of each
other.

Proof. This follows directly from the fact that situations are distinguishable. If, for example, the (non-
empty) sets for two columns were duplicates of each other, there would have to be at least one situation that
is contained in both columns, which would be a contradiction to our construction. O]
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We count the number of sets in the following order:

Algorithm 5.32. Let R be a data structure that contains sets of remaining situations. R is initially empty.
For each cell: Add the corresponding set to R.

Then, for each column: If the corresponding set has not been added to R yet, add it to R.

Then, for each row: If the corresponding set has not been added to R yet, add it to R.

Then, for the entire grid: If the corresponding set has not been added to R yet, add it to R.

Theorem 5.33. The number of sets in R after running Algorithm 5.32 equals the number of player nodes
in the decision set graph.

Proof. See argumentation above. O
We make the following observation:

Lemma 5.34. When adding elements in the order described in Algorithm 5.32, then:

e a row or column adds a new set if and only if it contains at least two cells that are non-empty; and

e the entire grid adds a new set if and only if it contains at least two rows and two columns that are
non-empty.

Proof. For rows and columns this is obvious. If a column contains only one non-empty cell, then that set
has already been added in the first step when we added the cells. If it contains two cells, then it was not
added in the first step yet.

For rows, it is equally obvious that the set of a row containing two cells has neither been added in the
step where we added cells nor in the step where we added columns.

Finally, for the entire grid, if it contains only one non-empty row, then that row contains all the elements
in the grid and has already been added when adding the rows (or even earlier, if it already was a duplicate
at that point). Likewise, if there is only one column, it has already been added. If there are at least two
non-empty rows and at least two non-empty columns, on the other hand, then none of the previous steps
could have added it already, because none of them added sets with two dimensions yet. O

Theorem 5.35. The number n of player nodes in the game tree can be calculated as

n= #/non-empty cells]
+# [rows with at least two non-empty cells/
+# [columns with at least two non-empty cells]

" 1 grid has at least two non-empty rows and two non-empty columns
0 otherwise

Proof. This follows directly from the previous lemma. O

We now want to find out how high that number can be at most, given the number s of situations.

Lemma 5.36. Adding an additional situation to any given configuration never decreases the number of
counted sets.

Proof. For each term in the sum in Theorem 5.35, adding a situation either increases the number (if it turns
a row/column/grid that previously contained into only one non-empty cell/row/column into one that has
two) or leaves it unchanged. It never decreases one of these summands. O

Lemma 5.37. If we want to distribute situations into the cells in such a way that we mazimize the number
of sets counted in Algorithm 5.32, then adding two situations to the same cell is never an optimal solution
(or at least not the only optimal solution).

Proof. Let us assume that we have one cell that contains at least two situations. We remove one of these.
This does not change anything about the number of sets counted.

Now we can add this situation anywhere else, which according to Lemma 5.36 does not decrease the sum,
and possibly increases it. O
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Theorem 5.38. For s situations, two questions and any number of possible answers, there can never exist
more than s + 2 BJ + 1 player nodes in the decision set graph.

Proof. We look at the individual terms in the sum in Theorem 5.35.
#[non-empty cells] can be at most s.
At most L%J columns can contain 2 or more situations. Therefore,

#[rows with at least two non-empty cells] < {;J .

Analogously,
#[columns with at least two non-empty cells] < {%J .

The grid finally can contribute at most 1.
In total, this gives at most s+ 2 BJ + 1 player nodes. O

Now that we have this upper limit, we try to find games that get close to it.

Theorem 5.39. For eachs > 2, there exists a configuration with s situations, two questions and s+ 2 SJ +1
player nodes in the decision set graph.

Proof. For even s = 2k, we build a “stair” like the one in Figure 5.5.

2| o | o

agl) agl) aél) ail) aél) aél)

Figure 5.5: One way to create configurations with the maximum number of player nodes.

The number of player nodes in this case is

n = F[non-empty cells
++#[rows with at least two non-empty cells]
++#[columns with at least two non-empty cells]

+ 1 grid has at least two non-empty rows and two non-empty columns
0 otherwise

= 2k+k+k+1

s
- weafg)
s+ 5 +
For odd s = 2k + 1, take the first s — 1 = 2k points to build the “stair” as above, resulting in
2k + 2% +1 = 2k + 2|25 | 4+ 1 player nodes. Now we add the last situation to any empty
cell. This increases #[non-empty cells] by 1 and leaves the other terms unchanged. Consequently, we
get 2k+2{2kT+1J+1+1:s+2L§J+1player nodes. O
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We will now show a slightly weaker version of this, which is however easier to generalize.

Theorem 5.40. Let s = 4k be a multiple of 4, then there exists a configuration with s situations, two
questions and 2s +1 =s+ 2 L%J + 1 player nodes in the decision set graph.

Proof. We add 2 x 2 blocks of situations as shown in Figure 5.6.

o2 ..

o ..

@) .

agl) agl) aél) aé(ll) aél) aél) a;l) aél)

Figure 5.6: Another way to create configurations with the maximum number of player nodes.

Each 2 x 2 block contributes 4 cells plus 2 rows plus 2 columns. We have k such blocks, and therefore
altogether 8k player nodes for cells, rows and columns. In addition, we get 1 from the entire grid, leading to
the desired sum. O

Corollary 5.41. For each s > 2, there exists a configuration with s situations, two questions and
s+2 L%J player nodes in the decision set graph.

Proof. We use the same approach as in the proof of Theorem 5.40. If s is not a multiple of 4, then we add
one incomplete block with the remaining (up to 3) dots as shown in Figure 5.7. The block with one dot
increases the sum by 1. The block with 2 dots increases it by 3 (two for the cells and one for the row), and
the block with 3 dots increases the sum by 5 (three for the cells, one for the row, one for the column).

Figure 5.7: Blocks containing less than 4 dots.
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For s = 4k + 1, we therefore get

4k
8k+1+1:4/€+1—|—2{2J+1

4k +1
:4k+1+2{k; J+1
>
2

:s+2{J+1

player nodes.
For s = 4k + 2, we get

4k
8k‘+1+34k+2+2{2J +2

:4k—|—2+2{

e

4k + 2
2

player nodes.
For s = 4k + 3 finally, we get

4k
8k+1+5=4k+3+2{2J +2+1

4k
4k+3+2{ ;3J +1
>
2

:s+2{ J+1

player nodes.
For s # 2 mod 4 we therefore even get the strict bound; only for s = 2 mod 4, this approach results
in 1 player node less than would be possible. O

Three-dimensional hypercuboids (cuboids)

Now that we have sufficiently studied the situation for 2 questions, let us advance to games with 3 questions.
This time we mark the answers to question ¢; on the z-axis, the answers to question ¢» on the y-axis and
the answers to question g3 on the z-axis, as shown in Figure 5.8.

Again, for each situation s we add one point in the cell (t(s,q1),t(s, g2),t(s,¢3)), as shown in Figure 5.9.

As we can see, the three-dimensional image is not very easy to read. We will therefore now stop drawing
graphs and just try to imagine things.

Also here we get different subsets depending on the number of questions already asked:

e Again, individual cells correspond to the sets we get after asking all three questions.

e When asking two of the three questions, we get rows (after asking g» and ¢3), columns (after asking ¢;
and ¢3) and pillars (after asking ¢; and g¢2).

e After asking one question, we get planes: For each answer al(l) to question g1, we get the set of all

situation dots in the cells with coordinates (al(l), *, %), where * indicates that the coordinate is allowed

to have any value. Likewise, we get planes of the form (*,agf), x) and (x, *, ag,l,,)) after asking only g

or qs, respectively.

e Finally, before asking any questions, we have the set of all situations in the cuboid.
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Figure 5.9: Grid for 3 questions with some dots for situations.

We therefore need to count the number of different sets that we get that way. We use basically the same
algorithm as before, just with one additional step. By “column” we will now mean any set with two fixed
answers, and by “plane” we mean any set with one fixed answer. Like before, we will use “cell” to denote a
set in which all answers are fixed. Finally, we will use “cuboid” to denote the set before asking any questions.

Algorithm 5.42. Let R be a data structure that contains sets of remaining situations. R is initially empty.
For each cell: Add the corresponding set to R.

Then, for each column: If the corresponding set has not been added to R yet, add it to R.

Then, for each plane: If the corresponding set has not been added to R yet, add it to R.

Then, for the entire cuboid: If the corresponding set has not been added to R yet, add it to R.
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We get the same conclusions as in the two-dimensional case:

Theorem 5.43. The number of sets in R after running Algorithm 5.32 equals the number of player nodes
i the decision set graph.

Proof. See argumentation above. O

Lemma 5.44. When adding elements in the order described in Algorithm 5.42, then

e a column adds a new set if and only if it contains at least two cells that are non-empty;

e q plane adds a new set if and only if it contains at least two rows and two columns that are non-empty
(where by “rows” and “columns” we mean columns in different directions); and

o the entire cuboid adds a new set if and only if for each question it contains at least two planes that are
non-empty.

Proof. The proof is analogous to the one for Lemma 5.34, just with one more dimension. O
Theorem 5.45. The number n of player nodes in the game tree can be calculated as

n= #/non-empty cells]
+# [columns with at least two non-empty cells/

+# [planes with at least two non-empty rows and at least two non-empty columns]

" 1 cuboid has at least two non-empty planes for each question
0 otherwise

Proof. This follows from the definition of Algorithm 5.42. O

g-dimensional hypercuboids

We could now as a next step look at the four-dimensional hypercuboid, but we will skip that step and instead
look immediately at the g-dimensional hypercube.

For each question ¢;, we mark the possible answers to that question on the /-axis. For each situation s,
we draw a corresponding dot in cell (v(s,q1),t(s, g2),...,t(s,qq))-

Player nodes (and thus sets of remaining situations) in which all q questions have been asked correspond
to cells in the hypercuboid. Sets in which all but one question have been asked correspond to columns, i.e.,
sets of cells for which all coordinates but one are fixed. Sets in which all but two questions have been asked
correspond to planes, i.e., sets of cells for which all but two coordinates are fixed. Sets with all but three
questions asked correspond to cuboids, sets with all but 4 questions asked to 4-dimensional hypercuboids,
and so on.

In short, situations in which q — m questions have been asked correspond to m-dimensional paraxial
sub-hypercuboids.

We use H ((il,agil)), (ig,ay;)), R (im,a§f;“))) to denote the sub-hypercuboid containing the cells in

which the ig-coordinate equals a§i""))

from S ((qil,agl)), (%‘27@;22))7 el (qim,ag-fn’f))).
We now simply adapt our algorithm correspondingly and generalize our other observations.

for each k, or, in other words, the cells that can contain situations

Algorithm 5.46.

e Let R be a data structure that contains sets of remaining situations. R is initially empty.
e For each 0-dimensional paraxial sub-hypercuboid (“cell”): Add the corresponding set to R.

e Then, for each 1-dimensional parazial sub-hypercuboid (“column”): If the corresponding set has not

been added to R yet, add it to R.

e Then, for each 2-dimensional parazial sub-hypercuboid (“plane”): If the corresponding set has not been
added to R yet, add it to R.
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o Then, for each 3-dimensional parazial sub-hypercuboid: If the corresponding set has not been added
to R yet, add it to R.

e Then, for each 4-dimensional parazial sub-hypercuboid: If the corresponding set has not been added
to R yet, add it to R.

e Then, for each (q — 1)-dimensional parazial sub-hypercuboid: If the corresponding set has not been

added to R yet, add it to R.

e Then, for the entire cuboid (which is the only q-dimensional sub-hypercuboid): If the corresponding set
has not been added to R yet, add it to R.

In the two-dimensional case, we checked whether the entire grid contained at least two non-empty rows
and two non-empty columns. In the three dimensional case, we checked whether each plane contained at
least two non-empty columns in both possible directions, and whether the entire cuboid contained at least
two non-empty planes in each direction.

If a plane (which is two-dimensional) has only one column that contains dots, then one dimension would
already be sufficient to contain all dots. If a cuboid (which is three-dimensional) had only one plane that
contains dots, then two dimensions would be sufficient to contain all dots. If even all dots in the cuboid are
in fact in one column, then one dimension would be sufficient.

We can see that in the two- and three-dimensional cases, we only counted planes/cuboids that indeed
contained dots in all two/three dimensions. (We can easily see that, for example, if a cuboid has in on
direction only one plane that contains points, then this one plane vice versa already holds all dots of the
cuboid, and has already been added when we added all the planes. On the other hand, if we need two planes
in each direction, then no plane that contains all points can exist, so it has not been added yet.)

We now generalize this concept as follows:

Definition 5.47 (actual dimension, full actual dimension). Let M be an m-dimensional parazial sub-
hypercuboid that corresponds to the situation in which all questions except {qi,, iy, - - -+ ¢, } have been asked.
For each k with 1 < k < m, we look at the (m — 1)-dimensional parazial sub-hypercuboids of M in which
also q;, has been asked — there exists one such sub-hypercuboid for each possible answer to g;, — and count
how many of them contain at least one situation. (That is, we count how many different answers for q;, are
still possible.) Let a(k) be that number.

In other words, M is a sub-hypercuboid of the entire q-dimensional hypercuboid in which q — m of the
coordinates are fized. We now fix one additional coordinate, the one corresponding to question ¢;, . We can
fix it as any of the answers in Z‘hk’ and count for how many of these answers the corresponding (m — 1)-
dimensional sub-hypercuboid contains at least one situation dot.

Then, we count for how many of the questions the value a(k) is greater than or equal to 2, that is A :=
{ke{1,2,...,m} | a(k) > 2}|

We call A the ACTUAL DIMENSION of M. As we can see, the actual dimension is always smaller than or
equal to the dimension of M.

We say that a such a sub-hypercuboid M has FULL ACTUAL DIMENSION if the actual dimension is equal
to the dimension, i.e., if and only if there are at least two non-empty sub-hypercuboids for each additional
fized coordinate.

Alternatively, we can say that the sub-hypercuboid M has FULL ACTUAL DIMENSION if and only if for
each unasked question q;, there exist at least two situations s1 and sg such that v(s1,q;,) 7 t(s2, ¢, )-

Let S be a set of situations. We count the number of questions qi for which there exist two situa-
tions s1, 82 € S with v(s1, qx) # t(s2,qr). We call this the ACTUAL DIMENSION of S.

This leads to an alternative definition of the actual dimension of a sub-hypercuboid: Let M be an m-
dimensional sub-hypercuboid, and let S be the set of situations in M. Then the actual dimension of M equals
the actual dimension of S.
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This requires an example:

Example 5.48. We have a game in which the computer chooses an animal from a list, and we can ask three
questions: “What class of animal is it?” (mammal, fish, bird, reptile), “How big is it?” (small, medium,
large), and “Is it a carnivore?” (carnivore, herbivore).

Without fear of biological incorrectness, the list from which the computer can choose is the following
(where size is of course a bit arbitrary):

e Tiger (mammal, large, carnivore)

o Wolf (mammal, medium, carnivore)
e Cat (mammal, small, carnivore)

e Shark (fish, large, carnivore)

e Fagle (bird, medium, carnivore)

e Crocodile (reptile, large, carnivore)
e Plaice (fish, small, herbivore)

e Ostrich (bird, large, herbivore)

e Tortoise (reptile, small, herbivore)

In Figure 5.10, we try to plot them in the three-dimensional space.

Figure 5.10: Three-dimensional cuboid containing the animals from Example 5.48.

For calculating the actual dimension of the entire 3-dimensional cuboid, we have to look at its
2-dimenstonal hypercuboids, which are simply planes in this case. We have to do this in each direction;
basically we can imagine that we put the cuboid into a CT scan and scan it, layer by layer, in each direction.

Following the description from Definition 5.47, we first fix the first question, “What class of animal is
it?”. There are four possible answers to this question. For each answer, we look at the plane in which this
answer is fized. As we can see in Figure 5.11, each of these four planes contains at least one dot. Therefore,
a(l) =4.

If we fix the answer to the second question, i.e., the size, we get three planes. As we see in Figure 5.12,
again all three contain at least one dot, so a(2) = 3.

Finally, if we fix the answer about food, we get two planes as shown in Figure 5.13. Both contain at least
one dot, so a(3) = 2.

Therefore, the actual dimension is A = |{k € {1,2,3} | a(k) > 2}| = 3, so the cuboid (which also has
dimension 3) has full actual dimension.

As another example, let us assume we want to find the full actual dimension of the plane in which
the answer to the first question is fized to “mammal”. This plane is shown as part of Figure 5.11. The
questions 2 and 3 can still be fixed, so these are the two we have to look at according to Definition 5.47.
For question 2, we can fix it to “small”, “medium” of “large”. The corresponding “sub-hypercuboids” are
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in this case the columns of this plane. As we can see, all three of them contain a dot, so a(2) = 3. For
question 3, we can fir the answer as “carnivore” or “herbivore”, and the resulting sub-hypercuboids are the
rows of that plane. As we can see, only one of them contains a dot, so a(3) = 1. Therefore, the actual
dimension is A = |{k € {2,3} | a(k) > 2}| = 1, so this plane (which has dimension 2, and thus larger
than A) does not have full actual dimension.

If we had in contrast looked at the plane in which the answer to the first question is fixed as “fish”, then
we would have found 2 columns (corresponding to question 2) that contain at least one dot, so a(2) = 2,
and 2 rows (corresponding to question 3) that contain at least one dot, so a(3) = 2. Therefore, A =
{k € {2,3} | a(k) > 2}| = 2, and that plane does have full actual dimension.

Finally, let us look at calculating the actual dimension of one-dimensional sub-hypercuboids of the three-
dimensional hypercuboid, which simply are columns. For example, let us calculate the full actual dimension
of the column for which the answer to the first question is fixed as “carnivore” and the answer to the second
question is fixed as “large”. We can see this column both in Figure 5.13 and in 5.12. There is only question 3
left that we can fix in addition, and we can fix it as one of four values. The corresponding sub-hypercuboids
are simple cells, and looking at the column, we see that 3 of the cells are not empty. Therefore, a(3) = 3,
and A = |[{k € {3} | a(k) > 2}| = 1, so the column has full actual dimension.

In contrast, look at the column for which the first question is fized as “carnivore” and the answer to the
second question is fized as “small”. We can see this column in the same two figures as the previous one.
There is again only question 3 left to be fized in addition, and we can fix it as one of four values. Of the
corresponding cells, only one contains a dot. Therefore, a(3) = 1, and A = |{k € {3} | a(k) > 2}| =0, so
this column does not have full actual dimension.

. . .
° ° [ C ] C ] C .
S M L S M L S M L S M L
mammal fish bird reptile

Figure 5.11: Planes of the three-dimensional cuboid from Example 5.48 with fixed answer for class.
z-axis: S = small, M = medium, L. = large. y-axis: C = carnivore, H = herbivore.

. . .

o C ° [ C| e [ °

R B F M R B F M R B F M
small medium large

Figure 5.12: Planes of the three-dimensional cuboid from Example 5.48 with fixed answer for size.
z-axis: R = reptile, B = bird, F = fish, M = mammal. y-axis: C = carnivore, H = herbivore.

S ° S| e °

M ° ° M

L () () () L ()
R B F M R B F M
carnivore herbivore

Figure 5.13: Planes of the three-dimensional cuboid from Example 5.48 with fixed answer for food.
z-axis: R = reptile, B = bird, F = fish, M = mammal. y-axis: L = large, M = medium, S = small.
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Lemma 5.49. When adding elements in the order described in Algorithm 5.46, then each m-dimensional
parazial sub-hypercuboid adds a new set if and only if it has full actual dimension.

Proof. The proof is basically analogous to the one for Lemma 5.34 again.

If there exists at least one question g;, such that only the sub-hypercuboid for one of its answers is non-
empty, then this set has already been added in the step in which we added all sets for (m — 1)-dimensional
sub-hypercuboids. Otherwise the set has not been added yet, because it has actual dimension m, and we
have not added any sets with actual dimension larger than (m — 1) yet. O

Theorem 5.50. The number n of player nodes in the game tree can be calculated as

n = #[non-empty 0-dimensional parazial sub-hypercuboids)

+#[2-dimensional parazial sub-hypercuboids with full actual dimension]

[
+#[1-dimensional parazial sub-hypercuboids with full actual dimension)
[
+#([3-dimensional parazial sub-hypercuboids with full actual dimension]

+

+#[(q — 1)-dimensional paraxial sub-hypercuboids with full actual dimension)

+

1 entire hypercuboid has full actual dimension
0 otherwise

Proof. This follows from the definition of Algorithm 5.46 and from Lemma 5.49. O

Example 5.51. We continue Example 5.48 to show how the number of player nodes in the decision set
graph can be calculated this way:

First, we look at all 0-dimensional parazial sub-hypercuboids, that is, all cells. 9 of them are not empty.

Then we look at all 1-dimensional parazxial sub-hypercuboids, that is, the columns. There are 12 columns
in which class and size are fixed, 8 columns in which class and food type are fixed, and 6 columns in which
size and food type are fizred. Looking at those independently, we see that only 4 of them have full actual
dimension. (We have full actual dimension for the combinations (mammal, carnivore), (large, carnivore),
(medium, carnivore), (small, herbivore). Any other combination of two qualities contains at most one animal.

Then we look at all 2-dimensional paraxial sub-hypercuboids, that is, the planes. There are 4 planes
in which the class is fized (shown in Figure 5.11), there are 3 planes in which the size is fized (shown in
Figure 5.12), and there are 2 in which the food type is fized (shown in Figure 5.13). All except the one for
mammals have full actual dimension.

Finally, the entire cuboid has full actual dimension as shown in Example 5.48.

Altogether, this are therefore 9 + 4 + 8 + 1 = 22 different sets of remaining situations, and therefore
22 player nodes in the decision set graph.

As a last note on full actual dimensions, let us show that if a sub-hypercuboid contains 2 dots, this is
already sufficient to have full actual dimension, whereas only 1 dot would not be enough:

Lemma 5.52. Let M be an m-dimensional parazial sub-hypercuboid with m > 1. Then M can have full
actual dimension if and only if it contains at least 2 situation dots.

Proof. That a sub-hypercuboid with only 1 situation dot cannot have full actual dimension is obvious.
We now show that 2 situation dots are sufficient to have full actual dimension. Since each question has
at least two answers, we can choose for each question two of its answers and denote them with 0 and 1. Let

without loss of generality (a(»l) a'? a9 ok %) be the form of the coordinates of cells in M, i.e.,

ip 0 Qig o Qg 0T
the first (q — m) coordinates are fixed to some values.
We can place two situation dots at (al(ll), agf), . agc?;;rb), 0,0,...,0)and (al(ll), agf), . aE?;:rl), 1,1,...,1).
Then M contains for each unanswered question at least two situations that give different answers. Therefore,

M has full actual dimension. O
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Upper bounds derived from hypercuboids

Now that we have all that theory, we can derive upper bounds from it. A trivial and familiar one first, that
had previously been rather laborious to show without using hypercuboids in Theorem 5.23:

Theorem 5.53. n < (1 +a)9.

Proof. Let us assume that each question has a different answers. (We can always get this by adding answers
even though they do not occur. If anything, this can only increase the number of player nodes, and we are
looking for upper bounds anyway.)

Each of the sub-hypercuboids in question contributes at most 1 to the sum in Theorem 5.50. There

are a9 sub-hypercuboids of dimension 1. There are (qil) -a%~1 sub-hypercuboids of dimension 2. There

are ( ﬁz) - 2972 sub-hypercuboids of dimension 3, and so on.
Altogether, that are

(e (o (L) e () () ()0

sub-hypercuboids, and thus at most the same number of player nodes. O

A definition for convenience:

Definition 5.54. Let M’ be a pararial sub-hypercuboid of the entire hypercuboid for the game. Then we
define S(M') as the set of paraxial sub-hypercuboids of M', and S(M',d) C S(M') as the set of paraxial
sub-hypercuboids of M’ with dimension d.

For the next upper bound, we make use of the fact that each (§ — k)-dimensional sub-hypercuboid is in
turn sub-hypercuboid of some g-dimensional sub-hypercuboid. In the three-dimensional cuboid for example,
each column is sub-hypercuboid of a plane. Therefore, if instead of counting all (q — k)-dimensional sub-
hypercuboids we only count all (§ — 1)-dimensional ones plus their sub-hypercuboids, then we count each
sub-hypercuboid of a smaller dimension also at least once.

As a lemma:

Lemma 5.55. Let M’ be a §-dimensional sub-hypercuboid of the entire hypercuboid for the game, then

S(M) =14+ > 1<1+ SIS

M"eS(M’) M"eS(M’,§—1)

Proof. This follows directly from the fact that each (§ — k)-dimensional sub-hypercuboid is in turn sub-
hypercuboid of some §-dimensional sub-hypercuboid. Without loss of generality, let us assume that in M’
the questions g1, o, . . . , g4 are still free (and all other questions have fixed answers), and that M" is a (§—k)-
dimensional sub-hypercuboid in which questions ¢, go, ..., i are fixed in addition. Then we define a sub-
hypercuboid ' of M’ in which ¢1 is fixed to the same answer as in M, but go,¢s, ..., ¢4 are free. Then
M is a (§ — 1)-dimensional sub-hypercuboid of M’, and M" is a sub-hypercuboid of .

The only exception is k = 0, that is, M’ itself (which of course is a sub-hypercuboid of itself). It also is
the only g-dimensional sub-hypercuboid, so we just add 1 to the sum for it. O

Therefore, we can find such upper bounds recursively, and will find an upper bound that we have already
seen in Theorem 5.13.

Theorem 5.56. n <q!-a%- es.

Proof. We define C(q) as an upper bound on the number of sub-hypercuboids that a g-dimensional sub-
hypercuboid can have, that is, we demand that for each g-dimensional sub-hypercuboid M’ it holds
that S(M') < C(q).
From Lemma 5.55 we see that
S(MH <14+ DS
M"eS(M’,§—1)
<1+ >, CE-y
M eS(M’,§—1)
—14+C@—1)- SO q—1)] .
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We therefore also need a way to calculate or estimate |S(M’,§ — 1)|. There are q possibilities to choose
one additional dimension to fix, and for each of these q ways, there are at most a answers to which we can
set it. Therefore, |S(M’,§ —1)| < ga.

Consequently, for each g-dimensional sub-hypercuboid M’ the following inequality holds:

IS(M)[<1+C@q—1)-[S(M',qa-1)|
<14+C(@—-1)-qga

Therefore, we can define C'(q) recursively as

C(0)
C(a)

Il
—_ =

+C(G—1)-4a

and get (for each g-dimensional sub-hypercuboid M)
[S(M')] < C(a)

as desired (because in the argumentation above, we only needed to assume that [S(M")| < C(§ — 1)
for (§ — 1)-dimensional sub-hypercuboids, so we can prove the correctness of the inequality by complete
induction).
Solving this recursive equality, we get
Cl@)=1+qa-Cla—1)
=1+qga+q(q—1)a®-C(q—2)
=1+ga+q(q—1)a’ +a(q—1)(a—2)a’- C(q - 3)

q! - q!
:1+qa+q(q—1)32+q(q—1)(q—2)a3+~--+ma’“ 1+(q_k)!ak C(q—k)

! !
:1+qa+q(q—1)32+q(q—1)(q—2)a3+~--+%a“‘1+%aq-C(O)

! !
:1+qa+q(q—1)32+q(q—1)(q—2)a3+~--+%a“_1+%aq
_ii!aq—k+i!aq.c(1)

B ! o!
k=0
q a’k
=t Ty
k=0
<q'anF
k=0
:q!aqeé

O

This seems to be an utterly bad upper bound, but surely there are ways to count in a much smarter way.

In the previous theorem, we only estimated how many sub-hypercuboids M’ can have at all. However,
the only ones that are interesting to us are those that also have full actual dimension, since they are the
only ones that actually contribute to the number of player nodes. We use the same trick as before, and look
only at (§ — 1)-dimensional sub-hypercuboids.

In addition, we know from Lemma 5.52 that a sub-hypercuboid can only have full actual dimension if
it contains at least two dots. If we fix one question ¢, then for each possible answer to ¢ we get one sub-
hypercuboid. However, at most L%J of them can also contain at least 2 dots, and all of them together only
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contain s. Therefore, we make the upper bound also dependent on the number of dots that a sub-hypercuboid
contains, knowing that a sub-hypercuboid that contains few points cannot contain many sub-hypercuboids
with full dimension.

Hopefully, if we use all of these ideas, the mathematical effort (which, as you will see, is not small) might
be worth it and produce better upper bounds:

Theorem 5.57. n§1—|—s+s-%!-(e—|—1).

Proof. For each sub-hypercuboid M’ of the game, let T(M’) denote the number of sub-hypercuboids of M’
that have full actual dimension.
Then
Ton <1+ Y )
M"eS(M’,§—1)

using the same argumentation as in Lemma 5.55.
Let s(M') denote the number of dots in M’. We define an upper bound D(g,§) in dependence on the di-
mension and the number of dots, such that T(M') < D(§g, s(M’)) for each §-dimensional sub-hypercuboid M’.
Therefore

I T(M')| <1+ > |T(M")]|
M"eS(M’,§—1)

<1+ > D@-1,sM").
M"eS(M',g—1)

We will define D(g,$) in such a way that it can be expressed as

D(a,s 0 se{0,1}

):{ 1+b5-5 §>2

(Since we only want D(-,-) to be any upper limit, we can always define it in such a way that it can be
expressed at 1 + bg - 5. Additionally, we know from Lemma 5.52 that sub-hypercuboids containing less than
two dots cannot have full actual dimension, and if already the entire sub-hypercuboid contains less than two
dots, then all sub-hypercuboids of it have at most one dot as well. This justifies setting it to 0 immediately
if the number of dots is smaller than two.)

We furthermore know from Theorem 5.38 that for a sub-hypercuboid M" with two dimensions and § dots,
T(M") <2 SJ +1 <8+ 1. We can therefore set by = 1.

We now need to have a look at the structure of S(M’,§ — 1). For each question ¢ that we can fix in
addition to those already fixed in M’, it contains one sub-hypercuboid for each answer that the question
can be set to. In the previous lemma, we concluded that therefore, there are at most ga sub-hypercuboids
in S(M',§-1).

This time, we split them by question: For each question ¢ that is not fixed in M’ yet, and for each
answer a in Ag, let M’(gq,a) be the sub-hypercuboid of M’ in which question ¢ has to answer a. Let for
convenience Q(M ") C Q denote the set of unfixed situations in M’. Since M’ has dimension g, this means
that |Q(M’)| = §. Then

sMa-1)= |J Ma,
qeQ(M’)
a€A,

that is, these ga sub-hypercuboids of M’ are exactly the (§ — 1)-dimensional sub-hypercuboids that M’ has.

However, we know that for each question, each dot is only contained in exactly one of the sub-hypercuboids
for that question, the one that corresponds to that situation’s answer. (If in Example 5.48 we take the entire
cuboid as M’ and look at all planes in which the question about the class of the animal is fixed, then the
tiger appears in exactly one of these planes, the one for mammals.)

Therefore, for any fixed question ¢ we get

Z s(M'(q,a)) =s(M') .

acA,
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We now use this in the original inequality that we want to simplify:

T(MY <1+ Y |T(MY)

M"eS(M’,§—1)

<1+ > D@E-1,s(M")
M"eS(M',§—1)

=14+ >  D@-1,s(M(qa)))

q€Q(M’)
acAy

=1+ Y > D@-1s(M(qa)
qeQ (M) a€A,
L1 s(M(g,0)) 500" (q.a)) > 2
HQEQZW; (s i< o )

e 55 (o ({0009 28 )

qeQ(M’) a€A,

Since ZaeAq s(M'(q,a)) = s(M'), at most r“‘;”J of these summands can be greater or equal 2. We

use this and continue simplifying:

1 s(M'(g,a)) >2
| ( |<1+ Z Z ( (Qa ))Jr <{ 0 S(Ml((q]7a))€{0,1} ))
qu(M/)aeA
, 1 s(M'(q,a)) >2
<1t Y Y b sy Y Y ( = )
qeQ(M’) a€A, qeQ(M’) a€A,
<1+ Y Y basMga)+ Y f(ﬁ“J
geQ(M’) €A, geQ(M")
TR S DR AR RN ]
qu(M/)aGA
qeQ(M’)
=1+bd1'ﬁ'S(M/)+fl'r(];/[)J
<1+bg1-G-s(M)+4q S(Tm

and get an upper limit
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with
T(M') < D(d(M'),s(M"))

for all sub-hypercuboids M’, where d(M’) denotes the dimension of M’ and s(M’) denotes the number of
dots in M.

Solving this recursively, we get

1
bg=4d-5+9-bg—1

2
1 1
=q-5+al@—1)-5+a(@—1) bg2
1 1 q! q!
= . —_— —1 . —_— .. b7
1 1 q d
1 &ql g
SEIPIRET
k=2
q! 1 q!
Sy uta
k=0
|
g%-(e—i—l),

and thus, adding the up to s individual cells, at most D(q,s) +s=1+s+s- %! (e +1) player nodes. O

Well, that did not seem to work too well either; we still have that annoying q! in the upper bound.
Obviously, smarter versions of recursion do not give us significantly better results either, so this kind of
recursion might not be the way to go. Let us therefore try something completely different now.

As a next approach, we will count for each point how many sub-hypercuboids with full actual dimension
it can potentially part of.

Theorem 5.58. n <29 !s+ 2.

Proof. Any m-dimensional paraxial sub-hypercuboid M’ for m > 1 contributes 1 to the number of player
nodes if and only if it has full actual dimension. Let M be the hypercuboid for the entire game, and let as
before T' (M) denote the set of sub-hypercuboids of M with full dimension, and s(M’) denote the number of
situation dots in M’ for every sub-hypercuboid M’. We now calculate the following: Start with z = 0. For
each sub-hypercuboid M’ of M that has full dimension (and dimension greater than 0), add the number of
situations in M to z.

In other words,

T = Z s(M") = Z [number of situation dots in M'] .

M'eT (M) M’ sub-hypercuboid of M
with full actual dimension

Let us now look at how often a situation s can be counted that way. s is contained in a sub-hypercuboid M’
if and only if each coordinate in M’ is either fixed to the value that s has for that coordinate, or not fixed at
all. Therefore, there are two possible states for each of q questions, and consequently there are altogether at
most 29 — 1 sub-hypercuboids of dimension larger than 0 that contain s. Consequently, each situation can
contribute at most 29 — 1 to x, and we get x <s- (29 —1).

Since sub-hypercuboids with full dimension contain at least two points (by Lemma 5.52), each summand
in the formula for x is at least 2, so = is at least twice as big as the number of sub-hypercuboids with full
actual dimension. The number of player nodes equals the number of sub-hypercuboids with full dimension
plus the number of non-empty cells.
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We therefore get at most

<s4
n<s+ —
- 2
s-(29-1)
< - @7
<s+4 2
s
—_ 99-1g _ 2
s+ S 5
s
— 99-1 >
s+ 5
player nodes. O

Finally, similarly to Theorem 5.18 (and the corresponding Example 5.14), we will split the hypercuboid
of the game into disjoint sub-hypercuboids and make use of the fact that at most L%J of them can contain
2 or more points, and thus have full actual dimension.

Theorem 5.59. n <29 | 5| +2.

Proof. Any m-dimensional paraxial sub-hypercuboid M for m > 1 contributes 1 to the sum if and only if

it has full actual dimension. Let us look at sub-hypercuboids in which questions ¢;,, ¢;,,- - -, ¢, have been
fixed. Then for each combination of answers (agil),a§22)7 e ,ag-:")) € Ay, x Ay, x---x Ay, , we get one

sub-hypercuboid H ((il, aéil)), (ig, a‘giz)), ooy (g, agik))). These are disjoint, and their union gives the entire
hypercuboid.

Therefore, at most BJ of them can contain 2 or more situation dots.

There are (2) ways to choose k questions to be fixed, and for each such way, we get at most L%J sub-
hypercuboids with full actual dimension.

o tg (T) Li:@q), Li (1) 13]
(-0
(-0-0-"(2)-0-0-0)

(27— 2)

S

2

[
—
| E—

rr
N N n
| I A

sets. Now we only need to add 1 for the hypercuboid for the entire game and at most s for non-empty cells.
Altogether, that gives at most

n<n+s+1
_ SJ-(2‘4—2)+5+1

S S
—oal2 —QH 1
B 5] +s+
1
<90 |2 2922 15
< od ; Cs4l4stl
< 9a ; 42
player nodes. O

102



5.3. UPPER BOUNDS FOR THE NUMBER OF PLAYER NODES

These last two upper bound are both similar to the one from Theorem 5.18, but lower by a factor of
roughly 2.

Last but not least, we will also try to find some configurations of dots for which the number of player nodes
in the decision set graph, which can be calculated as sum of non-empty cells and number of sub-hypercuboids
with full dimension, gets close to those upper bounds.

Theorem 5.60. Lets = 29-b be a multiple of 29 for any integer b. Then there exists a game with q questions,
s situations, and 3% -b — b+ 1 player nodes in the decision set graph.

Proof. We take the idea with the 2 x 2 boxes from Theorem 5.40 and generalize it to q dimensions.

We take the first 29 situations and build a 2 x 2 X --- x 2 hypercube. That is, we assume each question
has two answers 0 and 1 and create situations for all combinations (c1,c¢s,...,¢q) with ¢; € {0,1}. This
guarantees that all involved sub-hypercuboids have full actual dimension, since there are two situations in
every direction. We therefore count all sub-hyperspaces in which each variable is set either to 0, or to 1, or
is not set at all. This gives 3% sets. From that we subtract the one set in which none of the variables are
fixed, i.e., the one for the entire hypercuboid. Altogether, there are 39 — 1 sub-hypercuboids with full actual
dimension.

Then, we take the next 29 situations and repeat this, this time with answers 2 and 3. That is, we create
one situation for each (c1,cq,...,¢q) with ¢; € {2,3}. As we can see, the sub-hypercuboids that contain
situations from this batch are entirely disjoint from those we counted before. We therefore get another
39 — 1 sets.

We repeat this for the next 29 situations, and so on, until we have placed all situations.

At the end we can add the one hypercuboid for the entire game again (which we had to subtract for each
block to avoid double counting it).

Altogether, we therefore get b- (39 —1)+1=15b-39 — b+ 1 sets. O

Corollary 5.61. Lets = 29-b be a multiple of 29 for any integer b. Then there exist games with q questions,

s situations and at least s - (%)q — s+ 1 player nodes in the decision set graph.

Proof. As shown above, there exist games with at least b- 39 — b+ 1 player nodes.

n>b-39-b+1
29
=p.39. — —
=b-3 59 b+1
39
=p.29. — _
=b-2 5 b+1

3 q
=s-|=-) —b+1
(3) -+
We might want to get rid of the b in the equation, so we can use b = o to get

3\1 3\ s
n25~<2> b+125~<2) ngrl

as an estimate. O
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5.3.8 Summary of upper bounds
We found the following upper bounds:
e n<25—-1
en<s-ql-e
en<gql-a% ew
. n§1+s+s~%!~(e+l)
e n < 29s
e n< 2914 %
en<2%5—s+1
e n<29|5]+2
o n < 2%
e n<(l+4a)
e n < 2%
e n<(1+5s)
As we can see, there are basically the following types of upper bounds:
e Those that contain 2°.
e Those that contain q! (and are far away from being tight upper bounds).
e Those that contain something of the form 29s.
e Those that contain only a and q.

e Those in which a was replaced by s, which removes a from the inequality but results in very rough
upper bounds.

We found examples for games that produce the following number of player nodes:
en=2-1

e n=(1+a)

° n:S-(%)q—Q%-i-l

The three interesting pairs we find are:

e n < 2°—1, and there indeed exist games with n = 2° — 1.
e n < (1+ a)9 and there indeed exist games with n = (1 + a)9.

e n<s-29—-s41, and there exist games with n=s- (%)q — o5 + 1.

5.4 NP-Hardness

We will now show that solving deduction games is NP-hard. To do so we will look at decision trees, of which

deduction games are a more generalized form. Since even the special case of finding an optimal decision tree

is known to be NP-hard, deduction games as a generalization thereof are even more so. This approach is

interesting because it also shows the close relationship to the field of decision trees (which are commonly

used in artificial intelligence), and how to transform a solution of a deduction game back into a decision tree.
In [37], a binary decision tree problem is defined as follows:

Definition 5.62 (binary decision tree problem [37]). We have a finite set of objects X = {x1,22,...,Tn}
and a finite set of tests T = {T1,T5,...,T,}. For each test T; € T and each object x; € X, we either
have T;(z;) = true or T;(z,) = false.

The problem is to construct an identification procedure for the objects in X such that the expected number
of tests required to completely identify an element of X is minimal. An identification procedure is essentially
a binary decision tree; at the root and all other internal nodes a test is specified, and the terminal nodes
specify objects in X. To apply the identification procedure one first applies the test specified at the root to the
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unknown object; if it is false one takes the left branch, otherwise the right. This procedure is repeated at the
root of each successive subtree until one reaches a terminal node which names the unknown object. Let p(x;)
be the length of the path from the root of the tree to the terminal node naming x;, that is, the number of tests
required to identify x;. Then the cost of this tree is merely the external path length®, that is, EzieX ().

Even though the definition only implicitly assumes this, we will furthermore explicitly require that there
exist no two objects in X that have the same answers to all questions in 7', i.e., that are not distinguishable.
That paper then provides the following theorem:

Theorem 5.63 ([37]). The binary decision tree problem is NP-complete.

The similarities to deduction games are fairly obvious — in both we want to find the best order to ask
questions —, but really proving that finding optimal decision trees can be reduced (in polynomial time) to
solving deduction games takes a bit of work.

Definition 5.64 (classification game). Definition 5.62 of a binary decision tree problem already fits nicely
into our model. We define situations, questions and answers of a corresponding game as follows:

o We take S = X = {x1,x2,...,2,} as set of situations, all with weight 1.
o We take Q=T = {T1,T5,...,T,} as questions, and define v(z;,T;) = T;(x;) and ¢(z;,T;) = 1.
o We take £ =S as the set of estimates with

p(xi,(ij): { 0 $i:€j

oo otherwise

We call this game the CLASSIFICATION GAME (and note that it corresponds to the classification game we
had already vaguely defined in Section 2.11).

We see from the definition of question and estimate costs above that

e if there are at least two situations that are still possible, taking an estimate is never the best choice,
since there is a chance that the penalty is oo, and therefore, so is the expected (average) cost; whereas

e if there is only one remaining situation, then taking an estimate is always the best choice, since it
costs 0 and ends the game whereas any question costs at least 1.

We therefore define reasonable strategies as follows:

Definition 5.65. A REASONABLE STRATECY is a strategy with the following restrictions:

e [t is only allowed to take an estimate if there is exactly one remaining situation.

o [t is only allowed to ask questions that still can give two different answers.

Lemma 5.66. The average-optimal solution is a reasonable strategy.

Proof. As shown before, taking an estimate when there are still two or more possible situations has expected
cost of co. Since all objects are distinguishable, there exists at least one strategy with less than infinite
average cost (for example, by simply asking all the questions). Therefore, an average-optimal solution will
not use these estimates and therefore fulfills the first restriction.

We know from Corollary 4.26 that questions that have the same answer to all remaining situations are
never optimal. (The case that such a question is free does not occur here.) Therefore, all computer nodes
that will be used in an average-optimal solution still can give both answers “true” and “false”, and the
average-optimal solution also fulfills the second restriction. O

IThe external path length of a full binary tree is defined as the sum of the path lengths from the root to each leaf [37].
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Definition 5.67 (strategy subtree). Consider any strategy in the behavioural game tree of a classification
game. The STRATEGY SUBTREE T is the subtree of the behavioural game tree that contains all nodes that
can possibly be reached when playing that strategy. It consequently has the following properties:

e The root of the behavioural game tree is included in T .
o For every player node that is included in T, the child that is chosen in the given strategy is also in T.
e For every computer node in T, both its children are also included in T.

e There are no nodes contained in T other than those described above.

In order to prove that finding average-optimal solutions is NP-complete, we first show the following
lemma;:

Lemma 5.68. Consider any reasonable strategy in the behavioural game tree of the classification game, and
the corresponding strategy subtree T. Then for each situation s, there exists exactly one estimate leaf in T
in which s is the only remaining situation (and thus also the best estimate).

Proof. First of all we note that the remaining situations in any node are always a subset of the remaining
situations in its parent.

Consider any computer node with S as the set of remaining situations. Then the question to be answered
there splits S into two disjoint sets Siand S =8 \ S:. In one child, S, is the set of remaining situations, in
the other it is S,. Consequently, the left and right subtree after that computer node will always have disjoint
sets of remaining situations. Therefore, each situation can only appear as the only remaining situation in
either the left or the right subtree of the computer node, but not both.

For player nodes in T, the child that is also in T’ trivially has the same set of remaining situations as its
parent.

Let s be any situation, then we start at the root, and in each node take the outgoing edge that leads
to a node in which s is also still among the remaining situations. (As we have shown, this edge is unique.)
By our construction, this furthermore means that we pass all nodes in which s is still possible. The tree is
finite, therefore this path will eventually end in an estimate leaf.

Therefore there can be at most one leaf in which s is the only remaining situation, since there is only
one leaf in which s is among the remaining situations at all.

Now we only need to show that in that leaf it will also be the only remaining situation. This, however,
follows directly from the restriction that we may only take a guess if there is only one remaining situation. [

Theorem 5.69. Fach reasonable strategy for the behavioural game tree can be transformed into a decision
tree, and each decision tree can be transformed into a reasonable strategy.

Proof. Let T be the strategy subtree of the behavioural game tree for any given reasonable strategy. (See
Figure 5.14 and 5.15 for an example of such a tree.) Since each player node has only one outgoing edge in T',
we combine each player node with its child to get the graph T’ depicted in Figure 5.16: If a player node in T
leads to a computer node (i.e., we ask a question), then we merge the player node with that computer node
into a “decision node”. We write the question to be asked into the decision node. If a player node leads to
taking an estimate, we merge the player node with that estimate leaf and get a “situation leaf”.

This graph T’ therefore is a valid decision tree.

We now show that vice versa, each decision tree 7" can be transformed into a reasonable strategy on the
behavioural game tree. Basically, we just take the above steps in reverse order: We replace each situation
leaf with a player node that has one outgoing edge leading to an estimate leaf. We replace each decision
node with a player node that has exactly one outgoing edge, labeled with the asked question, and leading
to a computer node.

The resulting tree T" is a subtree of the behavioural game tree with the following properties:

e The root of the behavioural game tree is included in T".
e For every player node that is included in 7", exactly one child is in 7.

e For every computer node in 7", both its children are also included in 7".
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We can therefore define a strategy on the behavioural game tree as follows: In any player node that is
included in 7", ask the question corresponding to the child that is also in 7”. If we do that, then any player
node that is not in 7" will never be reached, so we do not need to define what we would do there.

This strategy is a reasonable strategy: Since every situation leaf in T’ contains only one situation, this
also applies to all estimate leafs in 7", and since each decision node in 7" has two outgoing edges, so does
each computer node in 7". O

Figure 5.14: Game tree of a classification game with a strategy subtree highlighted.

Figure 5.15: Strategy subtree corresponding to the one highlighted in Figure 5.14.
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Figure 5.16: Decision tree corresponding to the strategy subtree in Figure 5.15.

Now that we have all necessary preparations, we will show how the problem of finding an optimal decision
tree can be reduced to finding average-optimal strategies in a deduction game in polynomial time.

Corollary 5.70. Let T be the strategy subtree for a reasonable strategy, let T' be the corresponding decision
tree, and let T" be the strategy subtree derived from T'. Then T" =T.

Proof. This follows directly from the construction. O
Theorem 5.71. Finding an average-optimal strategy is NP-hard.

Proof. We now show that finding an average-optimal solution for the classification game solves the binary
decision tree problem, which is NP-complete according to Theorem 5.63. To do so, we will show that the
decision tree derived from the average-optimal solution is indeed the optimal decision tree.

First of all, we calculate the average cost in any given reasonable strategy.

Let s be the number of situations. To calculate the expected average cost, we can simply look at each
situation, calculate what the costs are when the computer chooses this situation and we play our average-
optimal strategy , and then average the costs of all situations. The average cost is therefore simply the sum
of these costs divided by s. Since s is constant, the solution for which the average cost is minimal is therefore
automatically also the solution for which the sum of these costs is minimal.

According to Lemma 5.68, for each situation s there exists exactly one estimate leaf in the strategy
subtree in which that situation is the only remaining situation. Therefore, the cost in situation s is the cost
of that estimate leaf. However, the cost in an estimate leaf is defined as the number of computer nodes on
the path from the root to the node.

We immediately see from our construction of the corresponding decision tree that this is equivalent to
the length of the path from the root of the decision tree to the situation leaf corresponding to this estimate
leaf. The sum of these costs is therefore equal to the external path length in the decision tree.

Let T be the strategy subtree for the average-optimal solution, and let T” be the corresponding decision
tree. Let us assume that 7’ was not optimal, i.e., there exists a decision tree T with shorter external path
length. Then vice versa the corresponding strategy subtree T would have a lower sum of the costs of the
estimate leafs, and therefore also a lower average. This is a contradiction to T" being the strategy subtree
for the average-optimal solution.

Transforming the given binary decision tree problem into a classification game takes O(s+q) time. Trans-
forming the average-optimal solution back into a decision tree takes O(#[nodes in the decision tree]) time.
However, since the decision tree is a full binary tree with exactly s leafs, it has 2s — 1 nodes. The effort for
transforming the result into a decision tree therefore is O(s). O

Therefore, finding average-optimal solutions for deduction games is NP-hard. It might be “only” NP-
complete, but the author of this thesis is not aware of any way to verify in polynomial time that a given
solution is indeed optimal.
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Chapter 6

Implementation tricks and details

In order to calculate the expected outcome in perfect play, we will implement Algorithm 4.54, which calculates
expected costs of the nodes in the decision set graph. (As discussed in the previous chapter, this is equivalent
to the four other presented solving algorithms, but contains the least nodes and therefore also requires the
least calculation effort.)

However, there are still plenty of implementation tricks for implementing Algorithm 4.54 efficiently. We
will discuss those in this chapter.

There will be plenty of pseudocode in this chapter, and some parts of it will intentionally be left a
bit vague. Rest assured that before the end of the chapter, we will have a final, optimized version of the
algorithm in which everything will be explicitly defined. A short summary of the chapter can be found at
the end in Section 6.9.

In this entire chapter, let again s = |S|, q = |9/, a, = | 44| for each question ¢ € Q, and a = max,eg ag4-

6.1 Input

Definition 6.1 (input). The input for our algorithm consists of the basic elements described in Defini-
tion 1.3, in a slightly modified form:

e a finite set of possible situations S;

e a finite set of available questions Q;

e q finite set of possible answers A C N;

o for each question g € Q a finite set of available answers A, C A;
e a finite set of possible estimates &;

e a weight function w: S — N describing the probability with which each situation is chosen by the
computer;

e an evaluation function t: S x Q — A that calculates the answer to a question q € Q in a situa-
tion s € S;

e an evaluation function ¢: @ x A — Ny, that gives the corresponding cost; and

e an evaluation function p: S X € — N, that calculates the penalty for an estimate e € £ when the
actual situation is s € S.

e Optionally, we can give two additional evaluation functions:

o p': 2% — N, which takes a subset S C S and returns the expected average penalty when
choosing the average-optimal estimate, multiplied with the sum of weights in S. (Equivalently, we
can say that p’ chooses the estimate for which the sum of the penalties for the situations in S is
minimal, and returns this sum.)

o p”:25 — N, which takes a subset S C S and returns the worst possible penalty when choosing
the worst-case-optimal estimate.
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The two main differences to the original definition are that we demand that A C N, and that we explicitly
demand finite answer sets A, C A for each question ¢ in addition to the common set A. In addition, we
allow the user to manually provide [efficient implementations of] the functions p’ and p”, even though we
could calculate them from p. (The multiplication with the sum of weights in the definition of p’ is necessary
to get integers as values.)

Lemma 6.2. The input described in Definition 6.1 is equivalent to the deduction game described in Defini-
tion 1.5.

Proof. Let us assume we have a deduction game given as described in Definition 1.3. Since A is finite, we
can always enumerate A; that is, we assign a unique integer to each possible answer. Let A" C N be the
set of these integers. Mathematically speaking, we get a bijective mapping f: A — A’ with an inverse
function f~!'. We also see immediately that |A| = |A’|.

Accordingly, we can definev': SxQ — A’ with v/(s,q) = f(t(s,q)), and ¢': Ox A" — N, with ¢’(¢,a) =
c(g, f~(a)).

Let A} = f(A,) for all questions q.

Then S, Q, A', {A} }4eo, &, w, v/, ¢, p fulfil all properties required for the input in Definition 6.1.

In each calculation step, we can easily map the values of A’ back to values in A. O

Basically, the above proof is just stating the obvious: even if the answers in the original game have some
strange structure, like for example { “mammal”, “fish”, “bird”, “reptile” } in Example 5.48, we can always just
distribute (distinct) numbers to them and refer to them by those numbers. To give two examples:

Example 6.3. Let us assume we have a game in which the only two possible answers are “true” and
“false”, that is, A = {true, false}. Then we can map “true” to 1 and “false” to 0, so we get A" = {0, 1}
with f(true) =1 and f(false) = 0.

Example 6.4. In MasterMind, we have answers of the form “r black y white”. That is, we might have

A={
“0 black 0 white”,
“0 black 1 white”,
“0 black 2 white”,
“0 black 3 white”,
“0 black 4 white”,
“1 black 0 white”,
“1 black 1 white”,
“1 black 2 white”,
“1 black 8 white”,
“2 black 0 white”,
“2 black 1 white”
“2 black 2 white”
“3 black 0 white”
“4 black 0 white”

containing those 14 answers that can occur in a MasterMind game with 4 positions.
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INPUT

One possible mapping would be:

In that case, we would get A’ ={1,2,...,
An alternative mapping would be f( “x

“0 black 1 white”
“0 black 2 white”
“0 black 3 white”

=1
) =2
)=3
y=4
)=5
“1 black 0 white”) =6
“1 black 1 white”) =7
“1 black 2 whzte”) 8

)=9
“2 black 0 white”) =
“2 black 1 white”) =
“2 black 2 whzte”)

) =

)

10
11
12
13
14

14}.

“0 black 0 white”)
“0 black 1 white”)
“0 black 2 white”)
“0 black 3 white”)
)
)
)

“0 black 4 white”
“1 black 0 white”
“I1 black 1 white”

0
1
2
3
4
10
11

| =l = == =l =
—~N R R

F(%4 black 0 white”) = 40

Here, we get A = {0,1,2,3,4,10,11,12,13,20, 21, 22, 30, 40}.
Which mapping we choose depends mostly on the implementation and calculation effort. In this case,
f might be the more convenient choice, even though it does not lead to a continuous range of numbers in A

Lemma 6.5. The functions p’ and p”

can always be calculated from the other input.

black y white”) = 10z + y, which leads to:

Proof. Given a list of situations, we can calculate the expected cost for the best estimate as described in
Algorithm 4.34, and in the case of p’ multiply it with the sum of the situation weights that can be easily

calculated as well.

O

The reason why we might not want to use Algorithm 4.34 is that for most games, there exist much more
efficient ways to calculate the best estimate. We therefore want to allow users to provide their own functions
for doing this. Therefore, we will use p’ and p” instead of p in all future steps, and implement them ourselves
the way described above if they are not supplied by the user.
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6.2 The trivial implementation

Before looking into optimizations, let us describe the most straightforward way to implement the algorithm
described in the previous chapter, that is, the algorithm that we get when we just follow the instructions
there by the letter. This way to implement it has a lot of performance problems — both memory and runtime
requirements are huge —, but it will teach us some things about ways to tweak performance.

Basically we have to do two things: first we need to construct the decision set graph, and then we need
to run Algorithm 4.54 on that graph.

6.2.1 Constructing the decision set graph

Each node in the decision set graph is uniquely identified by the following information:

e the type of the node, which can be “player”, “computer” or “estimate”;
e a list of remaining situations; and

e for computer nodes, the question that is to be answered.

We will therefore store this information within each node.

In addition, each node has a list of outgoing edges, and each of these edges can be labeled. (For player
nodes, the edges will be labeled with the questions they correspond to, for computer nodes they will be
labeled with the answers they correspond to.)

Let us therefore assume that we have a data structure Node that provides the functions getType(),
getSituations(), getQuestion() (for computer nodes), and getChildren(). Let us furthermore assume
we have constants PLAYER, COMPUTER and ESTIMATE.

We will furthermore use a data structure Situation that we assume to provide a func-
tion getWeight() = w(s) (with s = this), and a data structure Question that we assume
to provide functions getAnswer(Situations) = t(s,q), getAnswerCost(Situations) = ¢(s,q),
getAnswerCost(integer answer) = ¢(g,a), and getAvailableAnswers() = A, (with ¢ = this).

Last but not least, let us assume we have a constant flag SOLUTIONTYPE which can be AVERAGE or
WORSTCASE, denoting which type of solution we want to calculate.

By our construction, each node can be reached by following forward edges beginning from the root. (That
is, the root is the only source of the graph.) For constructing the decision set graph, we can therefore start
with the root, then add all of its children, then recursively add all of their children, and so on.

In somewhat more detail:

Algorithm 6.6. Let X be a data structure that contains nodes that still need to be processed, i.e., for which
we have not calculated their children yet. X 1is initially empty.

First, create the root as a player node with S as the list of remaining situations, and add it to X.
For each node in X :

e If the node is a player node: Let S C S be the set of remaining situations in the node.

For each question q € Q, check whether there exist two situations si1, Sy € S that produce different
answers, i.e., t(s1,q) # t(s2,q).

o If yes, then there is an edge that leads to a computer node with S as set of remaining situations
and q as the question to be asked. Create this computer node, add it to X, and add an edge
(labeled with q) from the current node to it.

o If no, then there is no outgoing edge for that question.

In addition, create an estimate node with S as its set of remaining situations, and add an edge to it.
(Since estimate nodes have no children, we do not need to add it to X.)

Since both computer nodes and estimate leafs have a unique parent, we do not need to check whether
it has been created before.
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e If the node is a computer node: Let S C S be the set of remaining situations in the node, and let q be
the question to be answered.

For each possible answer a € Aq, check whether there ezxists a situation s € S that gives this answer,
i.e., such that t(s,q) = a.

o If yes, then find the subset S, C8 of situations that give this answer, i.e., S, = {s € S |
t(s,q) = a}. There is an oulgoing edge to a player node with S, as set of remaining situations.

x If this player node exists already, add an edge to it.
x Otherwise, create it, add it to X, and add an edge from the current node to it.

o If no, then there is no outgoing edge for that answer.

6.2.2 Calculate the expected outcome

Once we have the graph, we simply run Algorithm 4.54 on it. This requires two steps: First, we annotate
some of the edges in the graph with costs, as described in that algorithm. (We could easily have done that
during the creation of the graph already, so we will not present an algorithm for it.) Let us assume we have a
function getEdgeCost(Node A, Node B) that returns the cost of the edge between nodes A and B. (We will
again not go into detain how this is implemented, because it will not be needed any more in later revisions.)

Let us furthermore assume we have a function getAnswerLabelOnEdge(Node A, Node B) that returns
the label of the edge from a computer node A to its child B, which tells us to which answer the edge
corresponds.

Last but not least, let getWeight (List [Situation] remainingSituations, Question g, Answer a)

be a function that calculates the weight from Algorithm 4.27 (or, equivalently, o (S’,q,a) from Algo-

rithm 4.55).
Then, we define the following recursive functions (for calculating average-optimal solutions):

Algorithm 6.7. First of all, we define one function that simply re-routes calculations to the correct function.
This will come in handy for player nodes, where it allows us to treat all children the same.

getExpectedFutureCosts(Node N) :=

if N.getType() == PLAYER then
return getExpectedFutureCostsPlayerNode(N);
else if N.getType() == COMPUTER then
if SOLUTIONTYPE == AVERAGE then
return getExpectedFutureCostsComputerNodeAverage (N);
else if SOLUTIONTYPE == WORSTCASE then
return getExpectedFutureCostsComputerNodeWorstCase (N);
end if
else if N.getType() == ESTIMATE then
return getExpectedFutureCostsEstimateLeaf (N);
end if

Calculation of player nodes:

getExpectedFutureCostsPlayerNode (Node N) :=
minimum = infinity;
for allNode C : N.getChildren() do
cost = getExpectedFutureCosts(C) + getEdgeCost(C, N);
minimum = min(minimum, cost);
end for
return minimum;

Here, min(x, y) simply returns the smaller of the two numbers.
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Calculation of computer nodes for average-optimal solutions:

getExpectedFutureCostsComputerNodeAverage (Node N) :=

sum = O;

sumweights = 0y

for allNode C : N.getChildren() do
cost = getExpectedFutureCosts(C) + getEdgeCost(C, N);
weight = getWeight (N.getSituations(), N.getQuestion(), getAnswerLabelOnEdge(C, N));
sum = sum + cost*weight;
sumweights = sumweights + weight;

end for

return sum / sumweights;

Calculation of computer nodes for worst-case-optimal solutions:

getExpectedFutureCostsComputerNodeWorstCase (Node N) :=
maximum = O;
for allNode C : N.getChildren() do
cost = getExpectedFutureCosts(C) + getEdgeCost(C, N);
maximum = max(cost, maximum);
end for
return maximum;

Here, max(x, y) simply returns the larger of the two numbers.
Calculation of estimate leafs:

getExpectedFutureCostsEstimateLeaf (Node N) :=
return O;

For finding the expected outcome in perfect play, we simply calculate getExpectedFutureCosts (root).

6.2.3 A small optimization

We said before that we would not optimize this algorithm too much since the whole approach is horribly
ineffective, but we will pick one low-hanging fruit that we will also reuse in future implementations.

If the decision set graph were a tree, the above approach would calculate each node exactly once. However,
the decision set graph is far from being a tree — as shown in Theorem 4.23, given any list of (question, answer)
tuples, we can ask these questions (and demand the corresponding answers) in any order and will always
end up at the same node in the decision set graph. Nodes in the decision set graph do not strictly correlate
to numbers of questions asked, but if there is one way to reach a node by asking ¢ questions, then there are
at least ¢! — 1 more such ways. If we used the algorithm above, the node would therefore be calculated at
least ¢! times.

In fact, the above algorithm completely ignores all the nice properties that we introduced decision sets
for in the first place, and behaves almost identical to Algorithm 4.36 that solved the game on the behavioural
game tree. Thus, it calculates the same number of nodes as Algorithm 4.36 would, and as we have seen in
Theorem 5.13, there are lots of them.

A long story cut short, this is an excellent moment to use some dynamic programming. After all, we
introduced the entire concept of decision set graphs for that very purpose.

In practice, all we need to do is remember nodes we have already calculated. From the structure of
the decision set graph we know that each computer node and estimate leaf has exactly one parent. It is
therefore sufficient to store known results only for player nodes: if we guarantee that each player node is
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calculated only once, then also their children are calculated only once (since those children do not have any
other parents).

We therefore only need a simple modification to getExpectedFutureCostsPlayerNode(node N).
Changed parts of the code are highlighted in grey.

Algorithm 6.8. Let KnownResults be a data structure that stores (node, value) tuples, where node can be
any player node in the decision set graph, and value is the expected future cost in that node.

getExpectedFutureCostsPlayerNode (Node N) :=

2f KnownResults.contains(N) then
return KnownResults.get(N);

end if

minimum = infinity;

for allNode C : N.getChildren() do
cost = getExpectedFutureCosts(C) + getEdgeCost(C, N);
minimum = min(minimum, cost);

end for

KnownResults.put (N, minimum);

return minimum;

Since the decision set graph is acyclic, the recursive calls to getExpectedFutureCosts(...) that hap-
pen as part of the calculation of getExpectedFutureCosts(node N) will never have N as argument again.
Therefore, for each node N, the calculation is done exactly once, and all future calls will return the stored
result.

We will however see in Section 6.7 that in practice, we might not always have the storage space to actually
store all known results.

6.3 Implicit decision set graph

We can see several things from the implementation above. First of all, we do not really use the entire graph
structure we constructed in the first step; the only thing we use it for during the calculation is to find the
children of a node.

However, looking at the construction step of the graph, we can see that the list of a node’s children can
always be constructed from the information contained in the node itself, that is, from the node type, the list
of remaining situations and (in case of computer nodes) the question to be asked. Furthermore, when using
Algorithm 6.8, we need the list of children of a node only a single time for each node. Therefore, we do not
really need to create all these lists beforehand, but instead can just create them as we go.

Also, we already mentioned that storing the expected future costs for each node might require more
memory than we have, yet so far suggested to construct the entire graph and keep it in memory.

In short, instead of actually constructing the entire graph, we want to generate it “on the fly”, as needed,
and forget about it again as soon as we do not need it any more.

An alternative way to see it is this: Mathematically speaking, the decision set graph of course always
“exists” as a mathematical construct — given a game in the above representation, the decision set graph is
uniquely defined. However, instead of explicitly creating a computer representation of this graph by creating
objects for nodes and edges, we want to just implicitly refer to the node of the graph we are currently in.

As stated before, the type of a node, list of remaining situations and (for computer nodes) question to
be answered are enough to uniquely identify a node in the graph. Given some values for these properties,
we therefore know exactly which node we are in, and fortunately we can also immediately get the list of
children from this information.
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Example 6.9. Just to give an example, let us assume we have a game with 10 situations S = {1,2,3,...,10}
and 3 questions Q = {a,b,c}. Each question can give answers “true”, “false”, or “maybe”. Let us assume
that

o Question a answers “true” for situations 1, 2, 3, 4 and 5, and “false” for 6, 7, 8, 9 and 10 (so
question a could also be described “Is the number smaller than 62”);

e Question b answers “true” for 1, 3,5, 7 and 9, and “false” for 2, 4, 6, 8 and 10 (so question b could
also be described “Is the number even?”); and

e Question ¢ answers “true” for 1, 3, and 7, “maybe” for 2, 6, 8 and 9, and “false” for 4, 5 and 10 (for
which there does not exist any easy description,).

Then “player node in which 2, 4, 6, 8, 10 are still possible” uniquely identifies one player node (which
we might, for example, reach by asking question b and getting answer “false”).

We know that this node has one computer node as child for each question that gives at least two different
answers, plus one estimate node. Let us therefore check the questions one after the other and decide whether
we have to create a child for each of them:

e Question a returns “true” for 2 and “false” for 10, so there are two answers that are still possible.

Therefore we get one child denoted by “computer node in which 2, 4, 6, 8, 10 are still possible, and in
which we have to answer a”.

e Question b returns “false” for all remaining situations. Therefore, there is no child corresponding to
this question.

e Question c returns “maybe” for 2 and “false” for 4, therefore there are again two different answers
that are still possible, and we get one child denoted by “computer node in which 2, 4, 6, 8, 10 are still
possible, and in which we have to answer c”.

o We have one additional child denoted by “estimate leaf in which 2, 4, 6, 8, 10 are still possible”.

Let us now look at the “computer node in which 2, 4, 6, 8, 10 are still possible, and in which we have to
answer ¢”. Here, we get one child for each answer that can still occur:

e The answer “true” does mot occur, therefore we do not get a child for it.

o The answer “maybe” is given for 2, 6 and 8, therefore we get one child denoted by “player node in
which 2, 6 and 8 are still possible”.

o The answer “false” is given for 4 and 10, therefore we get one child denoted by “player node in which 4
and 10 are still possible”.

Other things we might notice in this example include:

e In order for a computer node to be created, we need to see at least two different answers, but it is not
necessary that all available answers can still occur.

e Not all situations must be distinguishable at all. For example, situations 1 and 3 both give “true” as
answer to all three questions.

o Computer nodes and estimate nodes always have exactly the same set of remaining situations as their
parents. (By our construction, computer nodes and estimate nodes also always have exactly one parent.)

e The children of a computer node have disjoint sets of remaining situations, and their union is the set
of remaining situations in the computer node.

Now we just need to reflect this in our algorithm:

Algorithm 6.10. We  introduce  functions  calculatePlayerNodeChildren(Node N) and
calculateComputerNodeChildren(Node N) that calculate the list of children as described above. Along with
the description of the child itself, they will also store for each child the label of the edge leading there, and
the cost associated with that edge (which is the cost for the corresponding answer for edges from computer
to player nodes, 0 for edges from player to computer nodes, and the expected estimate penalty for edges
from player to estimate nodes). That is, they return a list of instances of some data structure Child which
provides the following functions:

e getChildNode() which returns the [description of the] child node;
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o getEdgeCost () which returns the cost of the edge leading to that child; and

e getAnswerLabel () which (for computer nodes) returns the answer that the edge leading to this child
corresponds to.

For simplicity, if C is an instance of Child we will sloppily use C and C.getChildNode () interchangeably,
so that we do not have to explicitly write C.getChildNode() every time. (That is, we will, for ezample,
simply write C.getSituations () instead of C.getChildNode () .getSituations(), and write getCosts(C)
instead of getCosts(C.getChildNode()) for recursively calculating the costs of C.)

As we can see, we now do not need the functions getEdgeCost(...) and getAnswerLabelOnEdge(...)
any more, and directly take these stored values instead.

The updated algorithm looks like this:

getExpectedFutureCostsPlayerNode (Node N) :=

if KnownResults.contains (N) then
return KnownResults.get(N);

end if

minimum = infinity;

for all Child C : calculatePlayerNodeChildren(N) do
cost = getExpectedFutureCosts(C) + C.getEdgeCost();
minimum = min(minimum, cost);

end for

KnownResults.put (N, minimum);

return minimum;

getExpectedFutureCostsComputerNodeAverage (Node N) :=

sum = O;

sumweights = 0y

for all Child C : calculateComputerNodeChildren(N) do
cost = getExpectedFutureCosts(C) + C.getEdgeCost();
weight = getWeight (N.getSituations(), N.getQuestion(), C.getAnswerLabel());
sum = sum + cost*weight;
sumweights = sumweights + weight;

end for

return sum / sumweights;

Note that some of these functions also need to access the list of questions Q, the lists of available an-
swers Aq, and the evaluation functions ¢, ¢ and p’. Since those are all constant, they are not explicitly listed
as parameters.

The equivalent modifications to the algorithm for a worst-case-optimal solution are quite straightforward:

getExpectedFutureCostsComputerNodeWorstCase(Node N) :=
maximum = O;
for all Node C : calculateComputerNodeChildren(N) do
cost = getExpectedFutureCosts(C) + C.getEdgeCost();
maximum = max(cost, maximum);
end for
return maximum;
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6.4 Simplified weights

The next thing to notice for refining this algorithm is that the weights have a special structure. We
look back to Algorithm 4.27, which defined how weights are calculated, i.e., what is returned by
getWeight (List [Situation] remainingSituations, Question q, Answer a).

We make the following rather trivial observation:

Lemma 6.11. Let C be a computer node, and let S be the set of remaining situations in C. Then the sum
of the weights of its children, calculated with Algorithm 4.27, equals the sum of the weights of the situations
inS.

Mathematically speaking: Let q be the question to be asked in C, let vo be the given weight function for
the situations, and let 1w be the weight function defined in Algorithm 4.27. Then

>, =) w(s)

a€A, ses

Proof. Let S ((¢,a)) be the subset of S for which a is the answer to ¢, that is, S ((¢,a)) = {s € S | t(s,q) = a}.
It is known that these sets are disjoint, and that their union is S:

S ((a,a2)) NS ((a, ))

0 (z#y)
US =S

Therefore, we can simply apply this to the sum that we get when substituting the definition of t,, and
get the desired equality:

BRIED DS
acAy acAy seS
t(s,q)=a

= w(s)

se8

Let us have a closer look at the code for calculating the expected future costs of a computer node:

getExpectedFutureCostsComputerNodeAverage (Node N) :=

sum = O;

sumweights = 0;

for all Child C : calculateComputerNodeChildren(N) do
cost = getExpectedFutureCosts(C) + C.getEdgeCost();
weight = getWeight (N.getSituations(), N.getQuestion(), C.getAnswerLabel());
sum = sum + cost*weight;
sumweights = sumweights + weight;

end for

return sum / sumweights;

Instead of calculating sumweights as the sum of the weights of the children, we could therefore calculate
this sum of weights directly from the set of remaining situations.

On the other hand, we see that after retrieving the expected future costs of a child, we multiply that
cost with the weight of that child again. However, the weight of the child is exactly the sum of weights of
the remaining situations in that child, and we probably just divided by that very value one step earlier.

In short, it seems that we spend a fair amount of time dividing by something and then multiplying again
with the exact same value. Even if we can do this losslessly — which by the way is possible in this case by
using fractions instead of floating point numbers —, it still is quite a waste of time.
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Fortunately, since the list of remaining situations is known in each node, so is the sum of their weights.
Calculating the expected future costs of a node is therefore equivalent to calculating the expected future
costs times the sum of the weights of the remaining situations — we can easily (and losslessly) transform one
value into the other.

Currently, we calculate expected future costs of a computer node as described in Algorithm 4.55. Based
on that, let us derive how we could calculate the expected future costs times sum of weights efficiently:

Lemma 6.12. Sticking with the notation used in Algorithm /.55, let f(N) be the expected future cost of a
node N, and let x(X,Y") denote the cost of the edge between X and Y.

Let furthermore o (3) denote the sum of the weights of the situations in S, that is,

o (s) = rs) .

se€S

Let now g(N) denote the product of expected future cost and sum of the weights of the remaining situations
of node N. That is, if S(N) denotes the set of remaining situations in N, then

g(N) == (V) -1 (S(N))

for each node N.
Then the following equalities hold:

e If N is an estimate leaf, then
g(N)=0.

e If N is a player node, then

9(N) = Cechrirllt}gn(N) (g(C) o (S(N)) 2, 0)> ’

o Let N be a computer node, and let q be the question to be answered. For each possible answer a € Ag,
let C(a) be the child of N that corresponds to a.

o If we are looking for an average-optimal solution, then

g(N) = 3 (9(Ca) +W (8 (C(a)) - 2(N,C(a))) -

acAy

o If we are looking for a worst-case-optimal solution, then

9(C(a))
o \® (8(C(a)))

Proof. We will get all of this by simply substituting the definitions from Algorithm 4.55.

+2(N,C) | - (S‘(N)) .

e If N is an estimate leaf:

e If N is a player node:

= i C N
ceain o F(E) +a(

a
=1
—~
/%)
=z
N

min
Céechildren(N)

CEchriIllciSen(N) 9(C) + S(N)) ~x(N,C)) .
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e Let N be a computer node, and let g be the question to be answered. For each possible answer a € A,
let C(a) be the child of N that corresponds to a.

o If we are looking for an average-optimal solution, we will use that

o (S(N)) = 3 (s,

s€S(N)
Z , = Z w(s)
acA, s€S

and
rb (S(N),q,a) :E(S‘ (C(a))) .

This gives us the desired equality:

g(N) = F(N) - (S(V))

| T, ® (S).0.0) UC@) + o Ca)) (s0)
ZaeAq To (S’ 8 a)
 Yaeu, ® (SN, 0,0) - (F(C(@) +2(N, C(a)))
- o W) : S€§N) ro(s)
= > ©(8(V).q.0) - (J(C(a)) + 2(N.C@)))
acA,
= > ®(8(Cla) - (F(Cla) +2(N,C(a))
acA,
- (a (S‘(C(a))) F(C(a)) +E(S‘ (C(a))) x(MC(a)))
acAy
- <g(0(a)) + 10 (5 (C(a))) ~x(N, C(a)))
ac€A,

O

Thus, we can calculate g(X) for all nodes X directly, without ever looking at f(X). To get the expected

future cost in the root R, we now calculate %.

We can easily turn this into an algorithm:

Algorithm 6.13. Let getWeight (List[Situation] situations) be a function that calculates the sum of
weights of the given situations.

Since  function mnames like getExpectedFutureCostsTimesWeightForPlayerNode(...) would
eventually become really impractical, let wus just call these mnew functions calculateCosts(...),
calculateCostsPlayerNode(...), calculateCostsComputerNodeAvg(...),
calculateCostsComputerNodeWorst(...), and calculateCostsEstimateLeaf(...) from now on (which
is still easily too long).
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calculateCosts(Node N) :=
if N.getType() == PLAYER then
return calculateCostsPlayerNode(N);
else if N.getType() == COMPUTER then
if SOLUTIONTYPE == AVERAGE then
return calculateCostsComputerNodeAvg(N);
else if SOLUTIONTYPE == WORSTCASE then
return calculateCostsComputerNodeWorst (N);
end if
else if N.getType() == ESTIMATE then
return calculateCostsEstimateLeaf (N);
end if

Calculation of player nodes:

calculateCostsPlayerNode(Node N) :=

if KnownResults.contains(N) then
return KnownResults.get(N);

end if

minimum = infinity;

for all Child C : calculatePlayerNodeChildren(N) do
cost = getCosts(C) + getlWeight(N.getSituations()) * C.getEdgeCost();
minimum = min(minimum, cost);

end for

KnownResults.put (N, minimum);

return minimum;

In the next function for calculating average-optimal computer nodes, we need to delete several parts. We
therefore print it twice, once with these parts struck out, once with them simply removed:

calculateCostsComputerNodeAvg(Node N) :=
sum = O;
ol oy
for all Child C : calculateComputerNodeChildren(N) do
cost = getCosts(C) + getWeight(C.getSituations()) * C.getEdgeCost();

oo at-oh \Y e O caotDe oOn oo An a
g 0| g = W

sum = sum + cost*weight;
o] _ o] ioht
end for

return sum /—sumweights;

calculateCostsComputerNodeAvg(Node N) :=
sum = O;
for all Child C : calculateComputerNodeChildren(N) do
cost = getCosts(C) + getWeight(C.getSituations()) * C.getEdgeCost();
sum = sum + cost;
end for
return sum;
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Computer nodes for worst-case-optimal solutions get somewhat ugly now. We will assume that we have a

data type fraction that stores fractions of integers, and that we can use this for all intermediate steps and
returned results.

calculateCostsComputerNodeWorst (Node N) :=
maximum = O;
for all Node C : calculateComputerNodeChildren(N) do

cost = getCosts(C) / getlWeight(C.getSituations()) + C.getEdgeCost();
maximum = max(cost, maximum);
end for

return maximum * getWeight (N.getSituations());

Finally, estimate leafs still work the same way as before:

calculateCostsEstimateLeaf (Node N) :=
return O;

The expected future cost in the root root is now getCosts(root) / getWeight (root.getSituations()).

As we can see in Table 6.1, the equations for average-optimal solutions are a little prettier now than in
the original.

Algorithm 4.54 Algorithm 6.13
f(N) = g(N) :=
estimate 0 0
Pover | it VOO | i, (60 4R (S00) 2(V.0)

e a, ©(8,4,0)-(f(C(a))+2(N,C(a)))

Sea, ®(80a) > (9(C@) +% (S (Cla)) - 2(N,C(a)))

aCA,

computer (avg)

a€A, a€A,

computer (we) | max (f(C(a)) +z(N,C(a))) | max %—kx(N,C(a)) ~6($(N))

Table 6.1: Overview of Algorithms 4.54 and 6.13. (To keep the table small enough for the page,
“computer (avg)” refers to the calculation for a computer node for an average-optimal solution, and
“computer (wc)” refers to the calculation for a computer node for a worst-case-optimal solution.)

In particular, we now only have additions and multiplications, whereas in Algorithm 4.55 we also needed
fractions. This means that we can now use integers for all values, which makes calculations somewhat easier.
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We can further simplify the calculation of average-optimal computer nodes in the following way, using
(among other things) that the cost of an outgoing edge is defined by the cost of the answer corresponding
to it, and that the union of the remaining situations in the children nodes of a computer node is the set of
remaining situations in their parent:

g(N) =3 (9(Cla) +® (S (C(a))) - 2(N. C(a)))

ac€A,
=Y gC@)+ Y ®(S(Ca)) - 2(N,C(a))
acA, ac€A,

> w(s) | -a(N,C(a)

ac€Aq acAy \se8(C(a))

I
(]
=2
Q
2
+
(]

=S g+ S| S wis) -2V, Ca)

acAq acAy \se8(C(a))

=> gClan+ > | D wls)-clga)

acA, a€Aq \s5e8(C(a))

S w(s)-<lg.a)

acA, a€Aq | seS(N)
t(s,q)=a

[
(]
=N
Q
2
+
(]

=> gC@)+ D> | D w(s) clg.x(s.9)

aC€A, a€A, S(ES()JX)

=3 gCla)+ D Y (w(s)-clg,x(s,q)))
e R

=Y 9(Cla)+ > w(s) c(gx(s,q))
acAy SGS(N)

=D 9(Cla)+ Y wis)e(s,q)
acA, se€S(N)

For simplifying the player node calculation, we have to notice that all outgoing edges of a player node
have cost 0, except for the one edge that leads to the estimate leaf. We therefore “move” the cost of the
expected penalty from the edge between player node and estimate leaf down to the estimate leaf itself. That
is, we redefine the following two things:

e For each estimate leaf F, we label the edge between E and its parent with cost 0.

e For each estimate leaf F, we define the future costs of E as the cost that was originally assigned to
the edge above it, that is, the cost defined by Algorithm 4.34.
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This results in the modified future cost times weight function ¢'(N):
Algorithm 6.14. e Let N be an estimate leaf, and let S be the set of remaining situations in E.

If looking for an average-optimal solution, then choose an estimate € € £ such that

S0y = > scsto(s) - p(s,e)
ple) = > t(s)

is minimal, and set

g(NV) =) - ® (S(V)) -

If looking for a worst-case-optimal solution, choose an estimate € € £ such that

is minimal, and set

e If N is a player node, then

/ R .
g(N) = ceatin (9(C)) -

o Let N be a computer node, then
g'(N):=g(N) .
Lemma 6.15. Algorithm 6.14 is equivalent to Algorithm 6.13. In particular, for all nodes except for estimate
leafs, it holds that g(N) = ¢'(N).

Proof. This follows directly from the discussion above. O

Before summarizing this new version, let us simplify the calculation of the estimate leafs a little more.
For an average-optimal solution, what we actually have is this:

g(N): =$(e) - w (S(V))
— min (Z oie) -p

e€€ D osegto(s

— min (Z Tols) -p

ecE Eses (s

~— | —|

»

)

~
N———

3

—

V)

~—

= min Zm(s) -p(s,e)

ecf ’
SES

Alternatively, if a nice function p’ was supplied by the user, we can simply use
gN) =1 (SOV)) -

Likewise, if we want a worst-case-optimal solution and have a function p” given by the user, we can

simply use
g(N):=p" (S‘(N)) o (S(N)) .

There is no good optimization available in case p” was not supplied by the user, so in that case we can

as well create p”’ ourselves as described earlier.
Together with the previous optimization, we therefore get the rules described in Table 6.2.
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Algorithm 4.54 Algorithm 6.14
F(N) = J(N) =
mineee (D cg(s) - p(s,e))
estimate (avg) 0 or

estimate (wc) 0 or
v (S(v) -® (S(v)
R . !
player ceaiin (€ +2(N,0)) ceaiin v 9(©)

Caea, ©(8.9.0) (f(Cla))+2(N,C(a)))
Saca, ©(8.a,0)

computer (avg)
acA, s€S(N)

computer (wc max (f(C(a z(N,C(a max | 293
putr (9 | e (€l + V.00 | | S

Table 6.2: Overview of Algorithms 4.54 and 6.14. (To keep the table small enough for the page,
“computer (avg)” and “estimate (avg)” refer to the calculations for an average-optimal solution, and
“computer (wc)” and “estimate (wc)” refer to the calculation for a worst-case-optimal solution.)

How is this better than the original algorithm?

First of all, we do not have any references to x(X,Y) any more, which were simply hiding the edge
labeling part of the algorithm. Instead, we can now explicitly write p’ (S‘(N )) and c(s,q) for the edge

costs of edges leading to estimate and player nodes, respectively. In the old algorithm we also multiplied
with 2(X,Y) in places where we actually knew it to be 0. Mathematically that does not make a difference,
but once it comes to implementing, even those multiplications with 0 might have a performance cost (unless
we have a really smart compiler).

Depending on how we would have implemented z(X,Y) (getEdgeCost (.. .)), calculating the cost of an
edge would probably also have required some lookup, or at the very least some if-statements. Is the parent
is a player node? Is the child is a computer node? And so on.

Second, we now only have additions and multiplications. In addition, for average-optimal solutions we
got rid of all calculations of v, and to in the computer node. In fact, we can process child costs and edge
costs completely separately. The child costs simply are the sum of the costs of all children, without any
further multiplication, division or anything of that sort. The edge costs are just as simply the sum of the
edge costs of all remaining situations. We do not even need to count any more how many situations for
each answer we get; we simply add the edge cost for each situation exactly once (and we can calculate both
weight and edge cost directly from the situation we are currently looking at).

We also finally integrated the functions p’ and p” that the user might provide, and we found an opti-
mization in case he does not.

Last but not least, we got entirely rid of the edge costs in the player node calculation. What is left is a
simple calculation of a minimum.

For worst-case-optimal solutions, on the other hand, the formerly used Algorithm 6.10 is still more
efficient, since — other than for the average case — we did not need fractions there anyway, whereas in the
new algorithm using ¢’(-) we now actually need them. This is a result of the fact that the worst-case-
optimal algorithm completely ignores the existence of weights, whereas the function ¢’(X) needs to include
information about them.
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Last but not least, let us transform this into an algorithm:

Algorithm 6.16. Calculating player nodes:
calculateCostsPlayerNode (Node N) :=
if KnownResults.contains(N) then
return KnownResults.get(N);
end if
minimum = infinity;
for all Child C : calculatePlayerNodeChildren(N) do
cost = getCosts(C) +getWeightN-getSituationsO)—+C-getEdgeCost);
minimum = min(minimum, cost);
end for
KnownResults.put (N, minimum);
return minimum;

Calculating player nodes without the deleted part:

calculateCostsPlayerNode(Node N) :=

if KnownResults.contains (N) then
return KnownResults.get(N);

end if

minimum = infinity;

for all Child C : calculatePlayerNodeChildren(N) do
cost = getCosts(C);,
minimum = min(minimum, cost);

end for

KnownResults.put (N, minimum);

return minimum;

Calculating average-optimal computer nodes:

calculateCostsComputerNodeAvg(Node N) :=
sum = O;
for all Situation S : N.getSituations() do
sum = sum + S.getWeight() * N.getQuestion().getAnswerCost(S);
end for
for all Child C : calculateComputerNodeChildren(N) do
sum = sum + getCosts(C);
end for
return sum;

Calculating worst-case-optimal computer nodes did not change, so we do not print it again.
Calculating estimate leafs:

calculateCostsEstimateLeaf (Node N) :=
return getBestEstimateCosts(N.getSituations());

We assume getBestEstimateCosts(List [Situation]) to be implemented according to one of the func-
tions from Table 6.2, that is, either using p’ if it was provided, or just using the normal calculation.

The expected future cost in the root root is again
getCosts(root) / getWeight (root.getSituations()).
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6.5 Branch and bound

As in many other optimization problems, when looking for the best solution we sometimes already know
that a better solution exists in some other branch. Consequently, we want to abort calculating branches as
soon as we see that they cannot possibly be optimal any more.

To do so, we simply pass an upper limit to getCosts(...) and allow the function to return oo instead
of ¢'(N) if it is certain that ¢’(IV) is larger than the limit.

In other words, we define a new function as follows:

Rl S

Here, we actually even demand the function to always return oo if ¢'(N) > L. However, this is easy to
implement by simply calculating ¢’(N) as before and comparing it to L before returning a value.

What we actually want to do however is finding ways to tell that ¢’(N) will be larger than L without
calculating all of it.

Before we start looking into this, one small remark that follows directly from the definition:

Remark 6.17.
g"(N,00) = ¢'(N)

6.5.1 Limits in player nodes

For a player node, we need to find the minimum of its children. If at least one child has expected costs lower
than the given limit, then we will return the expected future costs of the cheapest child. If all children are
above the limit, then so will be their minimum, therefore we can return co. This is described in the following
lemma:

Lemma 6.18. Let N be a player node and L a given limit. Let C be a child of N with ¢'(C) > L. Then
the exact value of ¢’'(C) is irrelevant for the calculation of ¢" (N, L). (That is, even if ¢'(C) had some other
value x > L, the result of ¢"' (N, L) would be the same.)

Proof. We have two cases here. Either there exists some other child C’ of N for which ¢'(C") < L.
Then ¢g"(N,L) = ¢'(N) = Mg piaren n) g (C) < g(C") < L < ¢/(C), that is, the value of ¢’(C) does
not influence the minimum.

Or for all children C” of N it holds that ¢'(C”) = L. Then ¢'(N) = minge yidrenv) g'(C) > L and

thus ¢” (N, L) = co. Again, the exact value of ¢’(C) is irrelevant. O

This means that only the exact values of children C' with ¢’(C') < L are interesting for the calculation
of ¢’(N) anyway. We can therefore recursively calculate the children of N using ¢”(C, L) instead of ¢'(C)
with the same upper limit L:

Corollary 6.19. When calculating the expected future costs of a child C' of N, we can calculate ¢ (C, L)
instead of ¢'(C).

Proof. This follows from the previous lemma and the definition of ¢”. If ¢’(C) < L, then ¢”(C, L) = ¢'(C).
If ¢'(C) > L, then ¢"(C, L) = co > L. As we saw in the previous lemma, the exact value of ¢’(C) does not
influence the result in this case. O
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Besides that, since we are looking for the minimum of the children, each child is an upper limit for all
its siblings as well:

Lemma 6.20. Let N be a player node, and let C' be one child of N with ¢'(C) = x. Let C' be another child
of N with ¢'(C") > ¢'(C) = z. Then the exact value of ¢'(C") is irrelevant for the calculation of g" (N, L)).

Proof. We will show that this is already irrelevant for the calculation of ¢’(NN), and consequently also for
that of ¢” (N, L). The value ¢’(N) is the minimum of the children, and by our assumption C” is not the child
for which the costs are smallest. Therefore, the exact value does not influence the minimum. O]

Combining these two we get the following;:

Theorem 6.21. Let N be a player node and L a given limit. Let (C) C children(N) be a subset of the
children whose values we have already calculated, and let C' € children(N) \ (C) be another child of N.

Let m = minge(cy (9’ (C)) be the minimum among the already calculated children.

If ¢(C") > min (L, m), then the exact value of g’'(C") is irrelevant for the result of g" (N, L).

Proof. Most of this already follows from the previous lemmata. If there is one child C'in (C') for which ¢'(C) <
g'(C"), then by Lemma 6.20 the exact value ¢'(C”) does not matter. If ¢'(C’) > L, then the exact value does
not matter by Lemma 6.18.

Consequently, ¢'(C’) has to be smaller than the limit and smaller than all children we already know in
order to be possibly relevant. O

For any child that is irrelevant, returning oo instead of its value does not change the value of the minimum.
Therefore we can pass upper limits to the calculation of the children such that the calculation of the child
can be aborted if its result will be higher than a child we have found already, or higher than L, the limit
given for the calculation of the parent itself. This leads to the following way to calculate the expected future
costs of a child node:

Algorithm 6.22. Let {Cy,Cs,...,Cp} = children(N) be the list of children of a player node N in any
fized order. We can calculate g'(C") as follows, where g; denotes the intermediate value after having looked
at i children:

go = ©
g1 = min(907gN(Clvmin(L7g0)))
g2 = min(gla9//(027111111(11791)))

gi = min(gi—1, 9" (Ci,min(L, g;—1)))

Then we set g" (N, L) = gm-

Even though this is fairly obvious and mostly follows already from the argumentation above, getting it
into a clear mathematical form will be a little laborious.

Theorem 6.23. Algorithm 6.22 correctly calculates g"' (N, L).

Proof. In each step, g; contains the minimum of all potentially relevant children we have seen already.

By Theorem 6.21, the next child we look at can only be relevant if its value is smaller than L and smaller
than the minimum of all children seen so far. Here, we only consider it irrelevant if it is smaller than L and
smaller than all potentially relevant children seen so far, which (at the first glance) is a weaker condition.
Consequently, ¢”(C;, min(L, g;_1)) can only be oo if the child is certainly irrelevant.

Therefore, all potentially relevant children are accounted for when we reach g,,, and the value ¢” (N, L)
is the same as if we had not given any limits to the calculations for the children.

Looking at the algorithm in some more detail, we even see that the condition is not weaker but equivalent.
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We can also prove this theorem directly:

r xz<L

Let x = ming, echitarenn) 9'(Ci). By definition, g"”(N, L) = { o x>L°

Let us define ), = minje(12,.. 1) g'(C;), the minimum of the children we have looked at already, and

let hk{ Zj ;zié . We see that = x,,, and ¢" (N, L) = hy,.

We will show that g = hy for all & > 0 using complete induction. For 1, we use x1 = min;eq1y ¢'(Ci) =
¢'(Cy) and get

g1 = min(go, " (Cy,min(L, go)))
min (oo, g (Cy, min(L, 00)))
=g"(C1, L)
:{ g(C1) ¢(C) <L

00 g'(C1) =L

o r1 1 <L
Tl oo x1>L

=h.

For the induction step, let us assume that gp_1 = hr_1 holds. Then we get

gk = min(gkfla g//(ckv min(La gkfl)))
= min(fy—1, 9" (Ck, min(L, gr—1)))

i ({2 2 S ) ({40 g s )

We have two cases for the first and two for the second parameter, so we differentiate between four cases.

e Case 1: 251 < L and ¢'(Cg) < min(L, gx—1) (That is, we have seen at least one potentially relevant
child before, and the current child is relevant.)

sommin ({20 S ) ({49 gl Sty )
min (251, 9'(C))
— min ( min g/(Ci)vg/(Ck)>

= i "(C;
z‘e{lmzl,r.l..,k}g( )

:xk

We also see immediately that x, = g < L, therefore hy = zp = gi.
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e Case 2: 1 > L and ¢’(Ck) < min(L, g,—1)) (That is, we have not seen any relevant children before,

and the current child is relevant.)

From zp_1 = minjeqi 2. k-13 9'(Ci) > L it follows that ¢'(C;) > L for all 1 < i < k—1. Be-
cause ¢'(Cy) < min(L, gr—1) < L we get 2, = min;eq 2,1y 9'(Ci) = ¢'(Cr) < L, and consequently
also h, = 2.

e ({2 s ) ({2 s smhEn))
e
= hy

Therefore:

Case 3: 231 < L and ¢'(Ck) > min(L, gx—1)) (That is, we have seen at least one potentially relevant
child before, and the current child is not relevant.)

Since z;_1 < L we have xy_1 = hg_1 = gx—1, and thus also gix_1 < L. Consequently, min(L, gx_1) =
gk—1, and therefore ¢'(Cy) > min(L, gx—1)) = grk—1 = xk—1. Therefore, 51 = min(xy_1, ¢ (Ck)), and

we get
o Tp—1 Tp—1 <L 9'(Cr) ¢'(Cr) <min(L, gr—1))
gk = un (({ 00 Tp—1 > L ) ’ ({ 00 ¢ (Cx) > min(L, gx—1)) ))
= min (z_1,00)
= Tg-1
min(zx_1,9 (Ck))

_ . . / ) /
= mm(ie{lﬁg’{{f}kil}g (Ci),9'(Ck))

. /
Ci
ie{l,g,l.l.{lk—l}g ()

= xk
= hk )
using that xp = xx_1 < L in the last step.

Case 4: 1 > L and ¢'(C) > min(L, gx—1)) (That is, we have not seen any relevant children before,
and the current child is not relevant.)

From x3,_1 = min;eq1,2,... k-1 ¢'(Ci) > L it follows that ¢'(C;) > L for all 1 <4 <k —1. Since gx_1 =
hi—1 = oo, we have min(L, gx—1) = min(L, c0) = L and therefore also ¢'(Cy) > min(L, gx—1)) = L.

Therefore we get

g (({ 2o 7 S L) ({100 4100 <minloany) )

= min (00, 00)

o0

Th = e AR 9 ()
> L
hk =0

and thus gx = hg.
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We have one last small problem: If at least one child is smaller than the limit, everything is fine and we
get the same result as g'(IN). If however all children are above the limit, then we never find out what the
value of ¢’'(N) is, so we also cannot store it for future reuse. However, if all children are higher than the
given limit, then we at least know that they are also all higher than any lower limit we could have used.
(For example, if we tried to calculate with limit 5 and found no child with costs below 5, then we certainly
also will not find a child with costs below 3.)

The following observation follows directly from the definition of g” (N, L):

Lemma 6.24. For every € > 0 it holds that
g//(Na L) < g/l(Na L— 6) .

Proof. This follows immediately from

g g'(N) <L
{oo g'(N)>L
'(N)<L—c¢
<{Cg>0 z’EN)ZL—e
:g NaL )

O

Consequently, if ¢” (N, L) = oo for some L, then also " (N, L — €) = oo for every € > 0. If we get co as
result, we therefore store this in a separate data structure together with the limit.
This leads to the following modified algorithm for calculating getCosts(...) for a player node:

Algorithm 6.25. Let KnownLimits be the new additional data structure that stores (node, limit) tuples,
with node as key.

calculateCostsPlayerNode(Node N, integer L) :=

if KnownResults.contains (N) then
if KnownResults.get(N) < L then
return KnownResults.get(N);
else
return infinity;
end if
end if
7f KnownLimits.contains(N) then
if KnownLimits.get (N) <= L then
return infinity;
end if
end if

minimum = infinity;

for all Child C : calculatePlayerNodeChildren(N) do
cost = getCosts(C, min(L, minimum));
minimum = min(minimum, cost);

end for

t¢f minimum < infinity then
KnownResults.put (N, minimum);

else
KnownLimits.put(N, L);

end if

return minimum;
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6.5.2 Limits in computer nodes for average-optimal solutions

Computer nodes calculate a weighted average of their children. If already every single edge leading to one
of these children is too expensive, then also their average will be too high.

Lemma 6.26. Let N be a computer node, and let x(X,Y’) denote the cost of the edge between X and Y .

> L j "(N)> L.
If x(N,C) > SEM) for all children C of N, then ¢'(N) > L

Proof. This is fairly obvious, since for computer nodes

g'(N) =g(N)

v

Y4
Q
m
2
& /
3l
/N
. Vo8
Q
&
N
3|
runN
,C_/3\>
=
N—

I
3l
/g}\)
=
N—

O

This condition can be easily checked in O(a) time if we know 1 (S(NN) ), since we only need to look up
the costs of the available answers to the question that has to be answered, of which there are at most a.

Alternatively, we can look at the two parts of calculating the costs of a computer node. As mentioned
before, the sum of the edge costs and the sum of the child costs can be calculated separately. Calculating
child costs requires recursive calculations, whereas calculating the edge costs can be done immediately. We
therefore start with the edge costs, and if these are too high already, we are done as well.

Lemma 6.27. Let N be a computer node.
If ZSGS(N) w(s)-c(s,q) > L, then also ¢'(N) > L.

Proof. This follows directly from
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If this is still not too high, we can hope that we can at least abort after the first few children:

Lemma 6.28. Let N be a computer node, and let flq C Ay be the set of answers for which we already
calculated the children.

If ZaeAq g (Cla)) + ZsGS(N) w(s) - c(s,q) > L, then also ¢'(N) > L.

Proof. This again follows directly from

a€A, seS(N)

> (Cl)+ D w(s)-cs,q)
acA, s€S(N)

>L.

We can therefore check after each child whether we already are too high.

We can even go one step further and impose a limit on the calculation of the next child: If our limit is L,
and the sum of the edges and the children we have already calculated is X, then we are only L — X away
from that limit any more. If the next child was more expensive than L — X, we would be over the limit,
so we do not really care any more how much the costs of that child are above L — X. Therefore, we can
use L — X as an upper limit for the calculation of that child:

Lemma 6.29. Let N be a computer node and let /iq C A, be a set of answers (for which we already

calculated the cost of their children). Let o' € Ag '\ ,[lq be an answer (for which we have not calculated the
costs yet), and let C(a') be the child corresponding to that answer.

If
then ¢'(N) > L.
Proof. Let us assume that ¢’(C(a’)) is larger than the limit given above. Let fi; =A,U{d'} C A,

Then

JIN) = dCl)+ Y. w(s) c(s,9)

a€Al seS(N)

=Y JC@)+g @)+ Y w(s) (s q)
wed, s€S(V)

> JC@)+L—| Y dC@)+ D wis)-cls,q) |+ D> w(s)-c(s,q)
acA, acA, s€S(N) s€S(N)

=1IL.

133



CHAPTER 6. IMPLEMENTATION TRICKS AND DETAILS

This leads to the following modified algorithm for calculating getCosts(...) for a computer node:

Algorithm 6.30.

calculateCostsComputerNodeAvg(Node N, integer L) :=

// check whether all edges are too expensive
comparisonLimit = L / getWeight(N.getSituations());
allTooExpensive = true;
for all integer A : Q.getAvailableAnswers() do

if Q.getAnswerCost(A) < L then

allTooExpensive = false;

end if
end for
if allTooExpensive then

return infinity;

end if

// calculate edge costs
sum = O;
for all Situation S : N.getSituations() do
sum = sum + S.getWeight() * N.getQuestion().getAnswerCost(S);
end for
if sum >= L then
return infinity;
end if

// calculate child costs
for all Child C : calculateComputerNodeChildren(N) do
sum = sum + getCosts(C, L - sum);
if sum >= L then
return infinity;
end if
end for

return sum;

6.5.3 Limits in computer nodes for worst-case-optimal solutions
When looking for worst-case-optimal solutions, then limits for computer nodes are a lot simpler: as soon as

we find one child of the computer node that is more expensive than the limit, then the computer node itself
is too expensive.

Lemma 6.31. Let N be a computer node, and let C be a child of N with

L
C)+z(N,C)> ———
f(C) + ( )>m(S(N))

then g'(N) > L (where (X,Y’) denotes the cost of the edge from X to Y ).

Proof. Note that we used the original f(C) again to avoid the less readable equation that we would get

for ¢’(C). Since f(C) = Bsgié(((jc))) we can always calculate f(C) from ¢'(C) again.
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We now get

the desired inequality. O

Transforming back to ¢’(N), we get the following equivalent condition:

£(C) +2(N,C) > L)) =

w(S(N
L
IO L N e
o(S(C))  w(S(N))
/ L — &
q(C) > (m(S(N)) — x(N, C)) -10(S(0))

Therefore, as soon as we find one child that is above this limit, it does not matter any more how much it
is above it. We can therefore pass this as upper limit to the calculation of the children and get the following
algorithm (in which we will again assume that we have a data type fraction that allows us to use division
without loss of precision):

Algorithm 6.32. calculateCostsComputerNodeWorst(Node N) :=

maximum = O;

for all Node C : calculateComputerNodeChildren(N) do
limit = (L / getWeight(N.getSituations()) - C.getEdgeCost()) *
getWeight (C.getSituations());
cost = getCosts(C, limit) / getWeight(C.getSituations()) + C.getEdgeCost();
maximum = max(cost, maximum);
if maximum * getWeight (N.getSituations()) >= L then

return infinity;

end if

end for

return maximum * getWeight(N.getSituations());

The two advantages compared to the original algorithm are on the one hand that we abort after the first
child that is too large, and on the other hand that we pass the given limit on to the recursive calculations
of the children, thereby allowing them to abort without finishing the full calculation as well.

6.5.4 Randomization

Finding good limits quickly can vastly improve performance, since it allows us to abort many calculations.
For example, let us assume we are looking for the strategy with fewest moves. If we want to calculate the
best next move for a player node and found one move already that will result in average costs of 8.6, then
we can tell all other children of that node that if they need more than 8.6 moves on average, they are not
interesting to us anyway, so they do not even need to bother calculating their exact results.
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In particular, in BattleShips and in Minesweeper with free empty fields we used questions that had
infinite cost if they were asked in situations where it was not legal to ask them. As soon as we find one legal
strategy, we can give the corresponding finite limit to computer nodes, so looking at Algorithm 6.30 we see
that any computer nodes that finds one outgoing edge with infinite costs will abort the calculation before
ever looking at one of its children. Consequently, finding at least one legal strategy soon is very important
here.

One simple trick to find a good initial limit could be to choose any random strategy and evaluate the
expected outcome for that strategy. That is, for each player node, we do not calculate the minimum child
(and potentially have to evaluate all children to do so), but simply pick one child at random.

However, for computer nodes we still have to evaluate all children. The total number of nodes we need
to look at for one random strategy can therefore go up to a% — we can potentially ask up to q questions,
and have to evaluate up to a subtrees for each of them. Given that the entire decision set graph contains at
most (a + 1)9 nodes, this is a significant amount of the tree. Worse than that, nodes evaluated this way do
not generate any reusable results for later.

Therefore, the calculation effort that this would require probably outweighs the benefits.

However, one problem that we see in practice in many games is that the questions are ordered in some
way. For example, for MasterMind the first questions might be AAAA, AAAB, AAAC, AAAD, AABA, AABB, AABC,

. (using A, B, C and D to denote colours).

Actually asking the questions in this order might well be the worst possible strategy. However, this is ex-
actly the order in which we currently evaluate children, assuming that “for (Question q : questions)”
always returns questions in the same order.

While not asymptotically better in any way, in practice, simply shuffling this list before starting to
evaluate the children of a player node can improve performance a fair bit.

6.6 Fingerprinting

We will now look at one trick that will solve four problems in one go.

First of all, evaluating what the answer for a question is in a given situation can take a significant amount
of time. In the number guessing game it might only be a simple comparison of two numbers, but in BlackBox
we have to simulate the entire path of the light ray to find out where it lands. Consequently, we want to do
this only once for each combination of question and situation.

Second, so far we said that each node in the decision set graph contains a list of remaining situations.
Actually storing, modifying, comparing and passing around such lists creates quite some overhead, though.
We would therefore like to have an alternative way to describe which situations are still possible in a situation.
We have only one requirement for such a description format: All sets of situations that can occur as remaining
situations in a node must be describable in that format. (Note that we do not demand all subsets of S to
be describable, but only those that actually occur as sets of remaining situations.)

Third, we want an efficient way to calculate the children of a player node, as well as an efficient way to
calculate the children of a computer node.

Fourth, we want an efficient way to store and retrieve the results of nodes we have already calculated.

Fingerprints will solve all of these problems nicely.

6.6.1 Creating situation fingerprints

From the analyzation point of view, the only thing that is interesting about a situation are its answers to
the given questions. Also, we will most probably have to evaluate each question for each situation at least
once anyway. The idea therefore is to evaluate all questions for all situations in the beginning, and store the
results. Once that is done, we never need to evaluate the questions again, and just access the stored results
instead.

Definition 6.33 (situation fingerprint). A SITUATION FINGERPRINT is a data structure that stores the
answers to all questions for one situation.

In terms of performance, we are interested in the following properties:

e For each question ¢ € Q, the answer t(s, ¢) should be retrieved efficiently.

e Given a list of (question, answer) pairs, it should be easy to check whether they are all satisfied.
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e We want to use as little storage space as possible.

e Ideally, it should also be easy to export and read in again.

The performance for creating the fingerprints is not that important, since it will be only done once at
the beginning, and has a runtime of “only” O(sq).

We will again look at one primitive implementation first, and then at two somewhat more efficient ones.

Algorithm 6.34. The most straightforward way to implement this is to simply store (question, answer)
pairs.

To get some amount of efficiency, we might want to first create a (bijective) mapping of Q to the in-
tegers {0,1,2,3,...,]Q| — 1}, and a function getQuestionNumber (Question q). With some optimization,
looking up the number of a question with that function can run in O(1) time. (We can, for example, just take
a sufficiently large hash map and hope not to get any collisions. Alternatively, Dynamic Perfect Hashing is
a very elaborate version of this that guarantees O(1) lookup time. Of course, we can also simply implement
Question in such a way that we can store this number within that data structure itself.)

Once we have done that, we simply store the answers in an array.

Calculating the fingerprint for a situation s is fairly straightforward:

int[] answers = new int[questions.length];
for (Question q : questions) {
answer [getQuestionNumber(q)] = q.getAnswer(s);

}

Retrieving the answer to some question from this array is equally simple:

int getAnswer (Question q) {
return answers [getQuestionNumber(q)];

3

The performance for looking up the answer to one question is fairly good, and even the creation is pretty
efficient. Also exporting and importing is easy enough.

However, checking whether such a situation fingerprint fulfils a list of (question, answer) pairs can be a
bit of a hassle, with a runtime of O(k) for k pairs.

And as far as storage space is concerned, the array creates a fair amount of overhead. This is not so
much because of the array structure itself, which is fairly efficient in most programming languages, but
simply because we reserve space for an integer for each answer. If we reserve a 32 bit integer and have only
300 possible answers per question , we effectively use only 9 of those 32 bit — an overhead of more than 250%.
We might try to reserve smaller integers instead, but even with a 16 bit integer we still have 78% overhead.
Looking at some of our games, we have for example 34 answers per question in BlackBox, thus using 6 out
of 8 bit (for an overhead of 33%), and 14 answers per question in (4-peg) MasterMind, thus using 4 out of
8 bit (for an overhead of 100%).

Furthermore, it might well happen that one question has 3000 different answers, but all the other questions
only have 2. Unfortunately, an array does not allow us to choose different sizes for elements. Thus, since we
need 16 bit to fit the 3000 answers, we also need to reserve 16 bits for all other questions, even though we
would only need 1 bit for each of those.

One additional problem might arise in the above implementation if the possible answers A, are not
continuous. For example, if we have only two possible answers for a question ¢, but these two answers are 138
and 712843606, then we still need 32 bit integers. However, this at least could be fixed by enumerating the
answers in the same way as the questions.

A long story cut short, the storage overhead is quite bad, and we care a lot about it, since this will be
the most frequently used data structure in the entire program.
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Now that we have seen the not so great method, let us look at a better one.
The idea is simple: Instead of writing each answer into its own array field, we simply write the answers
one after the other to form a single long bit sequence.

Example 6.35. For ezample, if we play number guessing with 10 situations, then for the situation 7, question
“Is it larger than 12”7 answers “true”, “Is it larger than 2?” answers “true”, “Is it larger than 3?” answers
“true”, and so on, until “Is it larger than 7%” which answers “false” for the first time, followed by “Is it
larger than 82”7 and “Is it larger than 9¢”7 which also answer “false”. We can denote “true” with 1 and
“false” with 0. Writing all answers down one after the other this way, we get 111111000.

Example 6.36. If we have questions with more than two answers, then we will need more than one bit to
represent each answer. As another example, let us assume we have numbers between 1 and 40, but only two
questions: “What is the remainder modulo 4?” and “What is the remainder modulo 797. We need 2 bits
to represent all possible answers for the first question, and 3 bits to represent the answers to the second.
We can in each case easily map each answer to its bit representation; that is, answer 5 would, for example,
be represented by 101. (Note that although we could represent 8 different answers with the 3 bits for the
second question, we use only 7 of them; the answer 111 does not appear.) For situation 33, for example, we
get 1 = 01 as answer to the first question, and 5 = 101 as answer to the second question. Writing them one
after the other, we get 01101. We also know that the first two bits correspond to the first, the next three bits
to the second question.

This is already the entire idea behind fingerprints. We will now define it in a more formal way, and will
afterwards immediately look at another example (Example 6.38) for better understanding.

Algorithm 6.37. Let Q = {q1,q2,...,qq} be the list of questions in some predefined order.

To express all a; = | Ay, | possible answers for any question g;, it is sufficient to use [1d(a;)] bits, where 1d
denotes the logarithm of base 2.

Consequently, | :== 23:1 [1d(a;)] bits are sufficient to represent the answers to all questions. We therefore
store the situation fingerprint as an l-bit integer (using a data structure that supports large integers). The
first [1d(a1)] bits will contain the answer to question 1, the next [1d(az2)] bits the answer to question 2, and
S0 on.

In order to remember which bits belong to which question, we additionally store this information for each
question q;. For simplicity, we store this information as a bitmask, that is, for question g; we store an l-bit
integer in which exactly the bits corresponding to q; are 1, and all others are 0. Let M(q;) denote this
bitmask.

Then

M(qi) & M(q;) =0 i#j
M(q1) | M(qz) | -+ | M(gq) =2"—1

where & denotes bitwise AND and | denotes bitwise OR. That is, no bit is set in two of the bitmasks, and
each bit is set in at least one bitmask.

We also store the mapping between bit values and original answers, in such a way that we can access it
in both directions. (That is, we, for example, store that answer 5 is represented by the bits 101, and vice
versa.)

Let us now have a look at the actual algorithms. This is a simplified version of a Java algorithm that
calculates this fingerprint. We will use BigInteger to represent large integers®.

First, we need to prepare our questions by calculating for each of them:

e answerEncoding, a mapping that maps answers from the original question to parts of the fingerprint
(i.e., that would, for example, map 5 to 101);

e answerDecoding, the reverse mapping that maps parts of the fingerprint back to answers (i.e., that
would map 101 back to 5);

e mask, the bitmask for the question representing which bits in the fingerprint belong to it (in Ezam-
ple 6.36, the mask for the first question would be 11000 and the mask for the second question would
be 00111); and

INote that we choose BigInteger mostly for readability and ease of use. Other data structures (like for example a simple
array of integers) might be more efficient in practice.
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e bitshift, the position of the rightmost bit belonging to this question, i.e., the position of the rightmost 1
in the mask, so that we know how far we need to shift for several operations (in Example 6.36, we would,
for example, store for the first question with mask=11000 that the 4th bit from the right is the lowest bit
that belongs to it, so we set bitshift to 3 (since in Java and C++ it is customary to start counting
from 0); from this we can later see that if a situation answers 1 = 01 to this question, we have to
shift this 3 bits to the left to get 01000, that is, to move it to the position in the fingerprint where it

appears).

We assume that Question has public fields® for these four values, and prepare the questions by properly
iiatializing them:

int bitpos = 0; // number of bits used by previous questions

for (Question q : questions) {
int numAnswers = 0; // number of different answers found for this question

// map for enumerating possible answers (which may be arbitrary integers)
q.answerEncoding = new HashMap<BigInteger, BigInteger>();
q.answerDecoding = new HashMap<BigInteger, BigInteger>();

// enumerate possible answers

for (Biglnteger answer : q.getAvailableAnswers()) {
BigInteger encodedAnswer = BigInteger.valueOf (numAnswers) ;
answerEncoding.put(answer, encodedAnswer) ;
answerDecoding.put (encodedAnswer, answer);
numAnswers++;

}

// number of bits needed for this question is ceil(1ld(numbits))
int numbits = BigInteger.valueOf (numAnswers-1) .bitLength();
// create mask as described above
q.mask = BigInteger.ONE
.shiftLeft (numbits)
.subtract (BigInteger.ONE)
.shiftLeft(bitpos);
// remember how many bits before the first bit
q.bitshift = bitpos;
// increase number of bits already used
bitpos += numbits;

As we can see, the first question we process now gets assigned to the lowest bits. This is because we
do not know in advance how many bits we will need altogether. Thus, starting with the lowest bits and
adding additional digits as needed is a lot more convenient than first calculating the total that we will need.
This moves the first processed question to the “last” place in the fingerprint, which is irrelevant in practice
since the order in which we process the questions is arbitrary anyway. (There does not exist any designated
ordering of the questions in Q.)

2Public non-static fields are immensely hazardous in practice, but useful for keeping pseudocode readable. Do not try this
at home.
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Now that we have prepared the questions, we can calculate the fingerprint of a situation as follows:

BigInteger fingerprint = Biglnteger.ZERO;
for (Question q : questions) {
BigInteger answer = q.getAnswer(s);
BigInteger encodedAnswer = q.answerEncoding.get (answer);
BigInteger encodedAndShiftedAnswer = encodedAnswer.shiftLeft(q.bitshift);
fingerprint = fingerprint.or(encodedAndShiftedAnswer) ;

For looking up the answer for a situation s to a question q;, we are only interested in the bits corresponding
to that question. We therefore:

1. set all bits of the fingerprint to 0 except for those that correspond to the question;

2. shift the remaining part to the right (depending on the position of the question in the fingerprint, i.e.,
q.bitshift) so that we get an integer in the range from 0 to a; — 1; and

3. look up which original answer this answer number refers to.

In code it looks like this:

BigInteger onlyRelevantBits = s.fingerprint.and(q.mask);

BigInteger shiftedToTheRight = onlyRelevantBits.shiftRight(q.bitshift);
BigInteger originalAnswer = q.answerDecoding.get(shiftedToTheRight);
return originalAnswer;

Or, a one line version that does the same at the cost of some readability:

return q.answerDecoding.get(s.fingerprint.and(q.mask).shiftRight(q.bitshift));

For checking whether a single (question, answer) tuple is satisfied, we could simply retrieve the answer
for the question in the way described above and compare. However, we can also see that a fingerprint fulfils
this if and only if the bits that correspond to the question we have to check have the value that corresponds to
the demanded answer. We can therefore go the other way round: If the question has the demanded answer,
we know what the values of the fingerprint for the bits corresponding to the questions must be. (For example,
if in Fxample 6.36 a situation should have answer 3 to the first question, then the two leftmost bits of its
fingerprint must be 11.) We calculate which values the fingerprint would have to have at the bit positions
corresponding to this question, and verify that it indeed has those values there:

BigInteger expectedValues = q.answerEncoding.get(a).shiftLeft(q.bitshift);
BigInteger restrictedFingerprint = s.fingerprint.and(q.mask);
return restrictedFingerprint.equals(expectedValues);

The first statement calculates the values that the fingerprint should contain at the positions for the question
if it has the demanded answer. The second statement sets all bits of the fingerprint that we do not need to
check to 0. After that, we just compare. (We could alternatively XOR the two values and check whether the
result is 0.)

For checking whether a whole list of (question, answer) tuples is satisfied, we again could either simply
retrieve the answers for all questions in the way described above and compare, or take the approach used for
verifying one tuple: Each (question, answer) tuple demands for a different part of the fingerprint what the
values for that part have to be.
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We therefore first go through the list of (question, answer) tuples and find out which parts of the finger-
prints must be verified, and what values they must have. We represent this by creating a query bitmask and
a query content in the following way:

e Each bit in the query bitmask is 1 if and only if the corresponding bit in the fingerprint has to have a
certain value.

e FEach bit in the query content contains the value that the corresponding bit in the fingerprint has to
have, if we have to verify this bit, or 0 if we do not have to check this bit of the fingerprint.

Accordingly, the fingerprint fulfils all (question, answer) tuples if and only if for each bit for which the
query bitmask is 1, the query content equals the fingerprint.
In pseudocode that looks as follows (using a data structure Tuple to represent (question, answer) tuples):

// create query bitmask and query content
BigInteger queryMask = Biglnteger.ZERO;
BigInteger queryContent = Biglnteger.ZERO;
for (Tuple tuple : tuples) {
queryMask = queryMask.or(tuple.question.mask) ;
BigInteger encodedAnswer = tuple.question.answerEncoding.get(tuple.answer);
BigInteger encodedAndShiftedAnswer =
encodedAnswer.shiftLeft (tuple.question.bitshift);
queryContent = queryContent.or (encodedAndShiftedAnswer) ;
X

// check whether conditions is satisfied
BigInteger restrictedFingerprint = s.fingerprint.and(queryMask) ;
return restrictedFingerprint.equals(queryContent) ;

This algorithm requires an example for understanding.

Example 6.38. We will reuse FExample 6.9. Let us assume that a,b, c is the ordering of the questions.
For a and b, we need 1 bit each, whereas for ¢ we need 2 bits. Altogether we will therefore have 4 bit long
fingerprints.

o We process question a first, therefore a gets the lowest bit. The mask for a therefore is 0001. Let us
assume that we map “true” to 1 and “false” to 0.

o The mask for b is 0010. Let us assume that we again map “true” to 1 and “false” to 0.
e The mask for ¢ is 1100. Let us assume that we map “false” to 00, “true” to 01, and “maybe” to 10.

For situation 2, the answers are “true” for question a, “false” for question b and “maybe” for question c.
The fingerprint for situation 2 therefore is 1001. (With some spaces for readability: 10 0 1. The highest
two bits contain the answer to c, the next one the answer to b, and the last one the answer to a.)

The complete list of fingerprints:

Situation | Fingerprint
1 0111
1001
0111
0001
0011
1000
0110
1000
1010
0000

© 00 O UL W N

—
o
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Let us assume we want to retrieve the answer to question b for situation 7. Then we would first look at the
fingerprint of situation 7, which is 0110. We know that the third bit from the left corresponds to question b.
Since the other bits are not interesting for us at the moment, we can grey them out a little: 0110.

The interesting bit is 1 in our case, and we know that 1 for question b corresponds to “true”.

What the algorithm described above does is just the more mathematical version of this:

1. First, we perform a bitwise AND with the bitmask 0010 of b, which remowves all irrelevant bits of the
fingerprint 0110 and results in 0010.

2. We know that b starts at the second-lowest bit, therefore we shift the previous result 1 to the right and
get 001, or, without leading zeroes, simply 1.

3. In our mapping, we have stored that 1 corresponds to “true” and O corresponds to “false”. Therefore
we know that the answer of 7 for b is “true”.

To give another example: If we wanted to retrieve the answer for c in situation 1, we would again look
at the fingerprint 0111, then first apply the bitmask 1100 and get 0100, then shift two bits to the right to get
01, and finally look up that 01 is mapped to “true” for question c.

Let us now assume that we want to vice versa find out whether situation 3 has answer “maybe” for
question c. This can only be the case if the two leftmost bits of the fingerprint are 10. To check this, we do
the same as before in the opposite direction:

1. “maybe” is mapped to 10 for question c.

2. We shift this 2 bits to the right to get the expected values 1000. Again, bits that can have any value
are already greyed out.

3. We remember that we want to compare the highest 2 bits, that is, those corresponding to the bitmask
1100.

4. We calculate the bitwise AND of the bitmask 1100 with the fingerprint of 3, which is 0111. The result
is 0100. Now all irrelevant bits have been set to 0, and all remaining bits should match the expectations.

5. We compare this to the expected values 1000 and see that they do mot match. Therefore, 3 does not
have “maybe” as answer to question c.

Finally, let us assume that we want to check whether situation 1 has answer “true” to question a and also
answer “true” to question c. Again, we could check those separately. Following the algorithm from above, we
however define a query mask and content instead. If the question to a is “true”, then the rightmost bit must
be 1. If the question to c is true, then the leftmost two bits must be 01. Altogether, this gives the expected
values 0101, where again grey values are irrelevant. In case the grey is not distinguishable from black on
some printers, or in case we want it more mathematically, the bitmask is 1101, that is, all bits except for
the second bit from the right must be checked.

What happens in the code above is just that:

1. Start with empty expected values and empty bitmask. That is, 0000 in grey and black representation —
all values are still grey.

2. For question a, set the expected value of the rightmost bit to 1, and set the bitmask for that bit to 1
to indicate that it has to be verified. This leads to bitmask 0001 and expected values 0001 (or 0001 in
grey and black representation).

3. For question c, set the expected value of the leftmost two bits to 01, and set the bitmask for them to 1
to indicate that they have to be verified. This leads to bitmask 1101 and expected values 0101 (or 0101
in grey and black representation).

4. We are done processing all demanded (question, answer) tuples now. This means that a situation
satisfies them all if for each bit that is 1 in the bitmask 1101, the situation’s fingerprint has the same
values as the expected values 0101. For the remaining bit that is 0 in the bitmask, the situation is
allowed to have any value.

5. The fingerprint of situation 1 is 0111. Greying out irrelevant bits, this is 0111.

6. We can see that all relevant bits — that s, all black ones — match. To do this mathematically, we set
all irrelevant bits of the fingerprint to 0 by calculating the bitwise AND with the bitmask. This leads
to 0101.
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7. In the expected values, we already know that all irrelevant bits are set to 0 by construction.

8. All we still have to do is compare the expected values 0101 with the masked parts of the fingerprint
from step 6, which is 0101 as well. Therefore, situation 1 adheres to both requested (question, answer)
tuples.

Example 6.39. In Ezample 6.36, we can make use of the fact that the ordering in Q is irrelevant. We
therefore process the “second question” first and the “first question” afterwards, so that they are assigned to
the parts of the fingerprint as described in that example.

We can always arbitrarily choose the order in which questions are processed, and will for better readability
make use of that in some of the following examples.

Let us have a quick look at performance, even though this part of the calculation is fairly manageable
even on a slow computer.

Lemma 6.40.
e [Fingerprints created with Algorithm 6.37 have a length f of at most q- [1d(a)]. All occurring operations
that access fingerprints therefore take O(q - 1d(a)) = O(f) time.

e Preparing the questions takes O(qa + qf) time.

e Glenerating the fingerprint for one situation takes O(qa+ qf) time, and consequently for creating all of
them we need O(s - (qa + qf)) time.

e Looking up the answer for one question takes O(f + a) time.
o Verifying one (question, answer) tuple takes O(f + a) time.
o Verifying k (question, answer) tuples takes O(k(f + a)) time.
Proof.
e The maximum length of the fingerprint follows directly from its construction: since for each question
we need at most [1d(a)] bits, and we have q questions, we get at most q - [1d(a)] < g - (Id(a) +1) =
q-ld(a) +q=0(q-1d(a)) bits.

The only operations we use on fingerprints are bitwise AND, OR and XOR, shift left, shift right, and
comparison. These all work in O([length of the number]) = O(f) time.

e For preparing the questions, we have to do the following steps for each question:

o For each of up to a answers, encode the answer, add it to some hash maps and increase the
number. All of these run in O(1) time. This leads to a total time of O(a).
o Create a bit mask, which takes O(f) time.

o Create new variables and perform some other calculations that run in in O(1) time.
Altogether, that is an effort of O(q - (a+f)) = O(qga + gf) time.
e For generating a fingerprint for one situation, we have to look at all questions, and for each question

o calculate the answer in O(1) time (if we assume the runtime of t(s, ¢) to be constant for the game);

o retrieve the encoded value of that answer in O(a) time (though the average runtime for retrieving
values from a hash map is only O(1));

o shift the answer in O(f) time; and
o calculate a bitwise OR with the calculated part of the fingerprint in O(f) time.
In sum, that is again O(q- (a +f)) = O(qa + gf) time.

e Looking up an answer only requires operations on the fingerprint and a lookup in a hash map,
thus O(f + a) time.

e Verifying an answer takes the same, thus also O(f + a) time.

e Verifying k answers finally takes k operations on the fingerprint and k lookups in the hash map, followed
by 2 fingerprint operations. Altogether we therefore get a runtime of O(kf + ka + f) = O(k(f + a)).

O
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We talked about the difference between 4, and Zq earlier: in /Tq, we only have the answers that actually
occur, whereas A, can be a much bigger set. Our current algorithm however calculates the fingerprints
from A,, which means that we might waste valuable space for answers that never occur. We therefore
modify the preparation of the questions to actually calculate A,. This does take some time, but is worth it
on the long run (unless the A, already are very well defined, of course).

Algorithm 6.41.

int bitpos = 0; // number of bits used by previous questions

for (Question q : questions) {
int numAnswers = 0; // number of different answers found for this question

// map for enumerating possible answers (which may be arbitrary integers)
q.answerEncoding = new HashMap<BigInteger, BigInteger>();
q.answerDecoding = new HashMap<BigInteger, BigInteger>();

// enumerate possible answers
for (Situation s : situatiomns) {
BigInteger answer = q.getAnswer(s);
if (!q.answerEncoding.containsKey(answer)) {
BigInteger encodedAnswer = BigInteger.valueOf (numAnswers);
answerEncoding.put(answer, encodedAnswer) ;
answerDecoding.put(encodedAnswer, answer) ;
numAnswers++;
}
}

// number of bits needed for this question is (ceil(1ld(numbits))
int numbits = BigInteger.valueOf (numAnswers-1) .bitLength();
// create mask as described above
q.mask = BigInteger.ONE
.shiftLeft (numbits)
.subtract (BigInteger.ONE)
.shiftLeft(bitpos);
// remember how many bits before the first bit
q.bitshift = bitpos;
// increase number of bits already used
bitpos += numbits;

All other parts of the algorithm can stay the same as in Algorithm 6.37
Lemma 6.42. In Algorithm 6.41, preparing the questions takes O(qsa + qf) time.

Proof. We have to do the following steps for each question:
e For each of the s situations:
o Calculate the answer (in O(1) time),
o check whether this answer has already been seen (in O(a) time), and potentially
o add the new answer to the hash maps (in O(1) time).
Altogether, this results in a runtime of O(sa).
e Create a bit mask, which takes O(f) time.
e Create new variables and some other calculations that run in in O(1) time.
Altogether, that is a runtime of O(q - (sa + f)) = O(qsa + qf). O
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As we can see, this takes a lot longer than Algorithm 6.37 which had a runtime of O(qa + qf). Also, we
cannot guarantee any benefit of it; if we already received perfect input sets with A, = A,, we get exactly
the same fingerprint length. Thus, this much more expensive algorithm does not guarantee us even a single
bit of saved fingerprint space, let alone an order of magnitude that would be visible in worst-case estimates
for the rest of the algorithm.

However, even this more expensive algorithm runs in acceptable time on a moderately fast computer?.
The fingerprints on the other hand will be used many many times in the remaining algorithm, so every
single bit of length reduction that we can squeeze out of this is usually worth it on the long run. Ultimately,
deciding between Algorithm 6.37 and 6.41 will depend on the problem and on the quality of the A, that we
can provide manually.

There is one last optimization that we should make for Algorithm 6.41: Both in the preparation of the
questions and in the calculation of all situation fingerprints, we now access all situations and even calculate
their answers for all questions. Thus, we basically do the same work twice. Merging these two steps does not
change the asymptotic runtime, but it is a factor 2 in terms of calculation effort. We will skip the details
of this merging here, since it does not provide any new insights. It is however implemented that way in the
source code that accompanies this thesis.

Note that once the setup step of the questions is completed, fingerprints generated by Algorithm 6.37
and 6.41 work exactly the same way.

6.6.2 Expressing remaining situation lists in fingerprints

We promised that fingerprints would solve four problems. So far we saw in a lot of detail the solution to the
first of these — avoiding to evaluate questions more than once.

The basic idea for solving the next one is to express the list of remaining situations in terms of these
fingerprints. For example, we might reach one node N (following edges from the root) by first asking
question ¢13 and getting answer 28, then asking gs and getting answer 12, and finally asking ¢4 and getting
answer 23. What we know is that all remaining situations in this node N give these answers to these three
questions. That, however, also means that the part of the fingerprint that corresponds to these questions
must be the same for all remaining situations in N. And vice versa, all situations for which these parts of
the fingerprint have exactly these values are included in N.

Some definitions for convenience before we start:

Definition 6.43. Let F': S — N denote the fingerprint as described in Algorithm 6.37 (or Algorithm 6.41),
that is, for any situation s, let F(s) be the fingerprint of the situation.

Similarly, let M: Q@ — N denote the bitmask of a question, that is, for any situation q let M(q) be the
bitmask in which exactly the bits corresponding to q are set to 1.

Let m: @ x A — N denote the mapping of the original questions to fingerprint values, i.e., for any
question q and answer a, let m(q, a) be the integer that we get when looking up the bit value that a is mapped
to and shifting it to the left according to the position of the question within the fingerprint.

Thus, in Example 6.36, the bitmask for the first question would be M(g;) = 11000, and the possible
values the first question could have for m are

m(q1,0) = 00000
m(q1,1) = 01000
m(q1,2) = 10000
m(q1,3) = 11000

3For BlackBox with 5 dots on an 8 x 8 grid, for example, which is one of the biggest games that we will ever look at in
practice, calculating these optimized fingerprints takes around 11 minutes.
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Now we summarize what we discussed in the following simple lemma:

Lemma 6.44. Let ((q1,a1),(q2,02),--.,(qk,ax)) be a list of (question, answer) tuples, and
let S ((q1,a1),(g2,a2),...,(qx,ar)) be the set of situations that adhere to these.

We define
M= M(q) | M(g2) | ... | M(qx) ,

which simply is a bitmask in which exactly the bits corresponding to the questions in the given list are 1, as
well as

m = m(Q1,a1) | m(Q2,a2) | \ m(qk,ak) ,

which is 0 in all positions that are irrelevant, and for all other bits contains the value that they must have.
Then for every situation s € S it holds that s is element of S ((q1,a1), (g2, a2), - .., (qk, ax)) if and only if

F(s) & M=m .

(We use & and | to represent bitwise AND and bitwise OR, respectively.)

Proof. This follows directly from the construction:

If a situation s gives the demanded answers (and thus is part of S ((q1,01),(g2,a2),-..,(qk,ax))), then
the corresponding parts of its fingerprint also have to match the values for these answers. In F(s) & M we
strip all other bits of the fingerprint that we do not need to verify. What remains therefore are exactly the
expected values, so F'(s) & M =m.

Vice versa, if s gives a different answer for at least one question (and thus is not included
in S ((q1,a1), (g2,a2), - - ., (qr,ax))), then the fingerprint will differ in that place, so F(s) & M # m. O

This means that any list of remaining situations we will encounter can be expressed by such a combination
of bitmask M and expected values m:

Corollary 6.45. Let N be a node in the decision set graph and let S‘(N) be the set of remaining situations
in N. Then S(N) can be described by a pair of bitmask M and expected values m as described in Lemma 6.44.

(That is, there exist values for M and m such that S(N) = {s € S| F(s) & M =m}.)

Proof. Each set of remaining situations that occurs in a node of the decision set graph also occurs as a set of
remaining situations in a node in the behavioural game tree. By our construction, each such set of remaining
situations can be described as S ((q1,a1), (g2,02), ..., (qk, ar)).

Therefore, by Lemma 6.44, we can calculate bitmask M and expected values m that describe this set. [

However, we might notice two small flaws in this approach:

First, our way to calculate M and m is not constructive yet. We say that some
list ((q1,a1),(g2,0a2),...,(qr,axr)) of (question, answer) tuples “exists”, but we do not give any way
to find such a list.

Second, and closely related to that, the above list is not unambiguously defined, and for many nodes
there will in fact exist multiple such lists. That is, while M and m unambiguously describe a certain list of
situations &, this list can be described by several pairs (M, m).

Let us look at an example for that:

Example 6.46. We play a very simple version of the number guessing game: We have 10 situations S =
1,2,3,...,10, and we have 9 questions Q@ =1,2,3,4,5,6,7,8,9 of the form “Is the value greater than x?”.

For creating the fingerprints, we need one bit per question, and we sort the questions in such a way that
question 1 will have the highest (leftmost) bit, question 2 the next one, and so on.
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This gives the following fingerprints:

Situation | Fingerprint

1 000000000
100000000
110000000
111000000
111100000
111110000
111111000
111111100
111111110
111111111
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For example, we could have a player node in which we asked “Greater than 3?7 and got a yes, and then
asked “Greater than 7?” and got a no. This is satisfied by all situations that have “yes” as answer to the
third and “no” as answer to the seventh question, that is, all situations whose fingerprint has a 1 at the third
position from the left and a O at the seventh position from the left.

The corresponding values for M and m would be 001000100 and 001000000, respectively. In black and
grey, that is 001000000.

Greying out irrelevant bits in the table the same way, we get the following:

Situation | Fingerprint
000000000
100000000
110000000
111000000
111100000
111110000
111111000
111111100
111111110
111111111

—_
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As we can see, situations 4, 5, 6 and 7 fulfil these requirements, which matches our expectations.

However, we might also have asked “Greater than 8¢” in addition, and gotten a no there as well. Now
we would have 001000110 for M and 001000000 for m. The grey and black table for this:

Situation | Fingerprint
000000000
100000000
110000000
111000000
111100000
111110000
111111000
111111100
111111110
111111111

© 00 O UL W N+
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Again, 4, 5, 6 and 7 fulfil the pattern.
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Or, we could have asked “Greater than 12”7 (yes), “Greater than 3?” (yes) and “Greater than 72”7 (no),
for M = 101000100 and m = 101000000, and the following table:

Situation | Fingerprint
1 000000000
2 100000000
3 110000000
4 111000000
5 111100000
6 111110000
7 111111000
8 111111100
9 111111110
10 111111111

Not surprisingly, 4, 5, 6 and 7 are still the four situations that satisfy F(s) & M = m.

6.6.3 Greatest common fingerprint mask

A definition for convenience:

Definition 6.47 (fingerprint mask). We will refer to a pair (M, m) as described above as a FINGERPRINT
MASK.
We will say that a fingerprint F(s) matches the fingerprint mask (M, m) if and only if F(s) & M = m.

Since we want to describe sets of situations with these fingerprint masks, also the next definition will
prove useful:

Definition 6.48. Let (M, m) be a fingerprint mask, and let S C S be a set of situations. Then we define
S(M,m):={seS|F & M=m}
as the subset of S with the situations that match (M, m).
Looking at runtimes, we get the following lemma:

Lemma 6.49. Let (M, m) be a fingerprint mask and S C S a set of situations. Then calculating S(M, m)
takes O(|S| - f) time.

Proof. For checking whether a single situation s matches (M, m), we need to calculate whether F(s) & M =
m. We have F(s) already stored, so that does not take any calculation time. This leaves the operations on
the fingerprints and bitmasks, which take O(f) time.

Doing this for all |S| situations results in a runtime of O(|S]| - f). O

Finally, for the following proofs we might need a way to access individual bits:

Definition 6.50. Let m be any integer. Then m[k| denotes the bit of m (in binary representation) at the k-th
position from the right. That is, m[0] denotes the rightmost bit.

What is still a little annoying for us is that there exist different fingerprint masks (M, m) that describe
the same set of remaining situations. Since the set of remaining situations is our unique identifier for player
nodes and stored results, it would be nice if we could also find values for M and m in such a way that (M, m)
and (M’,m') describe the same set of remaining situations if and only if M = M’ and m = m/.

We looked at quite a few examples already to properly motivate the next step. What we can easily see in
Example 6.46 is that even though we only demanded two or three bits to have certain values, the situations
that fulfilled these requirements also had some other bits in common. For example, in the first case we
only demanded the third bit to be 1 and the seventh bit to be 0. However, all values that satisfied these
conditions also had 1 as answer for questions (bits) 1 and 2, and 0 as answer for questions (bits) 8 and 9.
(This is also obvious from the game itself: any number that is larger than 3 is also larger than 1 and 2.)

This gives us the idea to calculate which bits are common to all situations in a set S CcS.
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Definition 6.51 (greatest common fingerprint mask). Let SCS bea set of situations.

We define a bitmask M to be 1 for each bit for which the fingerprints of all situations in S have the same
value, and O for each bit for which there exist at least two fingerprints in S that have different values at this
position.

We define m to be 0 in all bits where M is 0. In all other bits, we define m to have the bit value that all
situations in S have at this position.

We call (M, m) the greatest common fingerprint mask for S.

Example 6.52. In Example 6.46, all remaining situations in the set {4,5,6,7} that we looked at (and for
which we found several fingerprint masks describing it) have in common that they have 1 for the first three
bits from the left, and O for the last three bits on the right. The other bits had different values among the
situations in {4,5,6,7}. Therefore, by our definition M = 111000111 and m = 111000000. That is, the
first three bits must be checked and must be 1. The next three bits are allowed to have any value. The last
three bits must be checked and must be 0.

We see that {4,5,6,7} is exactly the set of situations that fulfil this.

As we can see, Definition 6.51 only depends on the set S of situations. Now we will show that it also has
some nice properties.

Lemma 6.53. Let S C S be a set of situations, and let (M, m) be the greatest common fingerprint mask
of S.

Then & C S(M,m).
Proof. Let s be any situation in S. We will show that F(s) matches (M, m).

Let us look at the k-th bit in s, denoted by F(s)[k]. If that bit is 0 in M (that is, M[k] = 0), then it
will not be checked, so everything is fine. (Mathematically speaking, (F'(s) & M) [k] will also be 0, and by
definition, m[k] is 0. Therefore, (F(s) & M) [k] = m[k].)

If the bit is 1 in M instead (that is, M[k] = 1), then this means that all situations s’ € S have the value
stored in m[k] at this position. That is, F(s")[k] = m[k] for all situations s’. In particular, this therefore
also applies to s. We get

F(s)[k] & M[k] = F(s)[k] & 1

(s)[K]
(K]

|
s

3

and everything is shown.
Since (F'(s) & M) [k] = m[k] holds for each bit k, we also get F'(s) & M = m. Therefore, s € S(M,m).
O

Using these greatest common fingerprint masks, we can now finally describe sets of remaining situations:

Theorem 6.54. Let N be a node in the decision set graph, and let S(N) be the set of remaining situations
in N. LetA(M, m) be the greatest common fingerprint mask for S(N).
Then S(N) = S(M,m).

Proof. We have to show that each situation contained in & (N) is contained in S(M,n), and that each
situation not contained in S(IN) is not contained in S(M,m) either. Lemma 6.53 already shows the first of
these two directions.

As seen in the proof of Corollary 6.45, there exists a list of questions ¢; and answers a; such that

S(N) =S ((q1,01), (g2, 02), - ., (qr, ax))
= {8 €S | t(saql) = alat(SaQ2) =az;... 7t(57q}’€) = ak:} :

Let us now look at a situation s’ € S\ S(NV), that is, a situation that is not included in S(N). This
means that there must exist at least one question ¢; from this list of given questions and answers such
that v(s',¢;) = a; # a;.

Consequently, the situation has a different answer for one question. However, all situations in S(N )
have the same answer, so this part of the fingerprint is fixed and will be checked in the greatest common
fingerprint mask of S(IV).
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Mathematically, m(q;,a;) # m(q,a;), since by our construction, different answers result in different
fingerprints.

Furthermore, from the construction of the fingerprints we see that F(s') & M(q;) = m(q;, a}).

However, for all situations s € S(N), it holds that F(s) & M(gq;) = m(qs,a;): all such situations have
identical fingerprints for the bits that correspond to the question ¢;. Consequently, M is 1 for all bits that
correspond to this part of the fingerprint, and m equals the values for these positions.

Mathematically, this means

M & M(q;) = M(q;)

and
F(s) & M(q;) =m & M(q;) = m(q;,a;)

for all s € S(N).
In order for s’ to match (M, m), it would need to satisfy F(s') & M = m. However,

FY& M=m -
F(s") & M & M(q:) =m & M(¢;) =
F(s) & M(g:) = m(qi,a;) =
m )

m(%a;): (inai >

which is a contradiction to our assumptions. O

Note that we needed to make use of the property that all sets of remaining situations that occur in
decision set graphs can be represented as S ((q1,a1), (g2, a2), - - ., (qr, ax)). If we took any set S C S that
does not have this property, the greatest common fingerprint mask might allow additional situations. To
give an example:

Example 6.55. Let us assume we have three situations with F(s1) = 01, F(s2) = 10 and F(s3) = 11. Let
us look at S = {s1,55}.

For the greatest common fingerprint mask we get M = 00 and m = 00. Therefore, all three situations
match (M, m), and we get S(M, m) = {s1, 82,83}

Returning to our previous example, we can now have a look at the greatest common fingerprint mask:

Example 6.56. Let us continue Example 6.46, and let us assume we are in the last case again, in which
we had asked questions 1 (yes), 3 (yes) and T (no).

While we know that the fingerprint mask (M, m) that we used there is not unambiguous, it was quite
useful for finding the situations that matched the requirements. Therefore, we will continue using it for that
purpose.

Therefore, we have M = 101000100 and m = 101000000, and the following table:

Situation | Fingerprint
000000000
100000000
110000000
111000000
111100000
111110000
111111000
111111100
111111110
111111111

—_

© 00~ U W
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We see that situations 4, 5, 6 and 7 match (M, m), so we have S = S(M,m) ={4,5,6,7}.
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Now we calculate the greatest common fingerprint mask for this S. Let us look at a table only containing
these four situations and their fingerprints:

Situation ‘ Fingerprint

4 111000000
5 111100000
6 111110000
7 111111000

For calculating the greatest common fingerprint mask, we need to determine which bit values are common
to all situations in this set, and what their values are. Here, we can see that the first three bits are always
1, and the last three bits are always 0. The three bits in the middle each have both values at least once.

Hence we get M’ = 111000111 and m’ = 111000000 for the greatest common fingerprint mask (M',m’).

Using this to look at the entire table again, we get the following:

Situation | Fingerprint
000000000
100000000
110000000
111000000
111100000
111110000
111111000
111111100
111111110
111111111

—_
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As we can see, 4, 5, 6 and 7 still match the fingerprint mask, and no other values do.

We can also see that (M',m’) only depended on the situations in S, thus we would have gotten the
same result, no matter with which of the initial fingerprint masks (M, m) from Ezample 6.46 we would have
started.

This allows us to describe each set of remaining situations in a well-defined way; that is, given the same
set of remaining situations, we always get the same greatest common fingerprint mask.

These greatest common fingerprint masks additionally guarantee uniqueness in the opposite way:

Theorem 6.57. Let (M, m) be the greatest common fingerprint mask of a player node N, and (M',m’) the
greatest common fingerprint mask of a player node N'.

Then N = N’ if and only if (M,m) = (M',m’).

Proof. If N = N’, then (M, m) and (M’,m’) are created from the same set of remaining situations and are
therefore identical according to the discussion above.

If (M,m) = (M',m'), then S(M,m) =S(M',m’). Therefore, N and N’ have the same set of remaining
situations, which can only be the case if they are the same node. O

Again, we needed (M, m) and (M’,m’) to be greatest common fingerprint masks of player nodes. If they
simply are some fingerprint masks, there is no guarantee whatsoever about S(M, m) and S(M’, m’). We have
seen in Example 6.46 that there exist plenty of cases where (M, m) # (M’',m'), but S(M, m) = S(M',m’).

This means that there exists a bijection between player nodes and their greatest common fingerprint
masks. Consequently, we can now store and use these fingerprint masks instead of directly handling sets of
situations.
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Let us finally have a look at the calculation of this greatest common fingerprint:

Algorithm 6.58. Let S = {51, 82,...,8k} be a set of situations. If all situations in S have the same value
for one bit, then the first situation in the list must obviously have this value as well. We therefore simply
define ¢ := F(s1) for any situation s1 € S as a constant with which we will compare all other fingerprints.

For convenience, we keep track of the positions in which we have already seen at least two different values.
(This is exactly the bitwise inverse of M.) In the beginning we get dy = 0 (where d; denotes the state after
having looked at i fingerprints).

We look at each situation s. By calculating F(s) " ¢, we get a number for which each bit is 1 if and
only if the corresponding bits in F(s) and ¢ are different. (We use " to denote bitwise XOR.) Therefore,
the bits that are 1 here are exactly the bits for which we have different values in F(s1) and F(s), and which
therefore cannot be common to all situations any more.

We therefore calculate as follows:

di =di—1 | (F(si) " c)

In the end, we get a value dy, in which those bits are 1 that have been 1 for at least one of the k comparisons
with c.

We claim that dy is exactly the inverse of the M we are looking for: If a bit is 1 in dy, then there has
been at least one situation s; such that s; and sy had different value for that bit. If a bit is 0, on the other
hand, then all bits at that position were the same as the bit in c, and thus the same in all situations.

Therefore, we set M := — dj, (where — denotes bitwise NOT).

Since all situations have the same values for these positions, we can simply retrieve those values from
any of the situations, set all undefined values to 0, and get m := M & F(s1).

Algorithmically, this could look like this:

BigInteger comparisonFingerprint = validSituations[0].fingerprint;
BigInteger differentValuesSeen = BigInteger.ZERO;
for (Situation s : validSituations) {
BigInteger comparisonResult = comparisonFingerprint.xor(s.fingerprint);
differentValuesSeen = differentValuesSeen.or (comparisonResult) ;

}
M = differentValuesSeen.not();
m = comparisonFingerprint.and(M);

Lemma 6.59. Algorithm 6.58 takes O(5-f) time, where § is the number of situations from which the greatest
common fingerprint mask is calculated, i.e., the size of validSituations in the code above.

Proof. By Lemma 6.40, each operation on the bit masks takes O(f) time, and we have § such operations. [J

6.6.4 Calculating children from fingerprint masks

Those were problems number one and two, so it is time to tackle number three: we want to efficiently
calculate the children that a node has. Since we use fingerprint masks rather than lists of situations to
describe nodes, we ideally want to directly calculate the fingerprint mask of a child without having to go
through the list of situations. We will need different approaches here for player nodes and for computer
nodes.

Children of player nodes

For performance comparison later, let us first determine the runtime of calculating the children of a player
node without using fingerprints.

Lemma 6.60. The children of a player node can be calculated in O(gs) time.

Proof. For each question, we need to check whether two different answers still exist. We can do this by
evaluating the question for each remaining situation. In the worst case, all situations except the last one
have the same answer, so we really need to go through the entire list of situations. Evaluating a question
for a situation takes O(1) time.

This gives a total runtime of O(qgs). O
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Not only is O(gs) huge, we also need to evaluate a lot of questions for a lot of answers, which might only
have an effort of O(1), but often with a very large constant.

Let us therefore look at how we would do this with fingerprint masks instead.

In a player node, we always get one outgoing edge for the estimate. In addition, we get one outgoing edge
for each question for which at least two different answers occur among the remaining situations. This means
that for questions, we would like to have an easy way to determine whether there still exist two different
answers. Fortunately, greatest common fingerprint masks basically give us this for free:

Theorem 6.61. Let N be a player node and let S(N) be the set of remaining situations in N. Let (M, m)
be the greatest common fingerprint mask for S(N)

Let ¢; € Q be a question, and let M(q;) be the mask for this question, using the same terminology as in
the previous section.

Then S(N) contains two situations with different answers to ¢; if and only if M & M (q;) # M(q;), that
18, if there exists at least one bit corresponding to question q; for which two different values are still possible.

Proof. This is fairly obvious: If all situations in S (N) have the same answer for ¢;, then all bits corresponding
to g; are fixed. Vice versa, if all bits corresponding to ¢; are fixed, then all situations must have the same
answer. 0

The runtime of checking this is obviously very low, especially if we do not always access the entire
fingerprint.

Theorem 6.62. Using fingerprints, calculating all children of a player node can be done in O(f 4+ q) time.

Proof. The trivial implementation would be to calculate M & M (g;) for each question ¢;. However, as seen
in Lemma 6.40, operations on the fingerprints take O(f) time, leading to a runtime of O(qf).

We can however see that the parts of M that we access are disjoint: for each question ¢;, we only need
to know the values of the bits corresponding to ¢g;. Therefore, each bit of M is read only once, which results
in a runtime of O(f 4 q) (since we still need to access each question once to find out which bits belong to
it). O

This theoretical runtime is nice, but practically, implementing the algorithm in such a way that it accesses
individual bits creates enough overhead to not be worth it. Typical fingerprints that we work with will have
a length of 20 to 2000 bit; anything that is above that will probably be way out of reach for calculating
anyway. Therefore, f is close to constant, and in practice we will usually just calculate the entire M & M (g;)
for each ¢;, in spite of its theoretically worse runtime of O(qgf).

Children of computer nodes

For computer nodes, we want to know which answers can still occur at all among the remaining situations. In
this case, we do not get the exact details only out of the fingerprint. However, we can at least rule out some
answers for which individual bits do not match. We also will see that creating children with 0 remaining
situations does not really harm us.

Theorem 6.63. Let N be a computer node, and let (M,m) be the greatest common fingerprint mask that
describes its list of remaining situations. Let q be the question to be answered, and let a1 € Aq be one possible
answer to that question.

If m & M(q) # m(q,a1) & M, then no situation in S(M,m) has a1 as answer to q.

Proof. Once you see what this expression does, it is fairly obvious. Basically we simply compare those bits
that are relevant to question ¢ and defined in fingerprint mask (M, m). If they are defined in the fingerprint
mask in such a way that a situation with that answer would not match the fingerprint, then there is no child
for that question. (For example, if a question corresponds to three bits and we know the middle bit has to
be 0, then the answer 111 cannot apply to any situation that matches the fingerprint mask.)

On the left side, we take the expected values and set all values that do not correspond to ¢ to 0. Values
that are unknown are already 0 by definition.

On the right side, we take the values corresponding to answer a; and set those bits to 0 that are not
restricted by (M, m). All bits that do not correspond to ¢ are already 0 in m(q, a;) by definition.
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That means that the only values that are not set to 0 on both sides are those that have to be verified.
On the left side, they are set to the values they are supposed to have, and on the right side, they are set to
the values that they have for the given answer.

Let us assume that S(M,m) contained a situation s with (s, q)
have the corresponding value at this position, that is, F'(s) & M (q)

Consequently, this would mean

a1. Then the fingerprint of s would
m(q,aq).

F(s)& M =m =
F(s) & M(q) & M =m & M(q) =
m(q,a1) & M =m & M(q) ,

which is a contradiction to the precondition. Therefore, no situation in S(M,m) can have a; as answer
to q. O

For more clarity, let us look at an example:

Example 6.64. Let us assume our fingerprint is 5 bits long, of which the leftmost 3 belong to question a,
the next bit to question b and the last bit to question c. After asking ¢ and getting 1 as answer, we have
situations with the following fingerprints left:
00111
01101
10101
00111
10011
10111
The biggest common fingerprint mask therefore is M = 00001 and m = 00001.
Next, we ask question b and get answer 1. Two of the situations do not have 1 as their bit on position 4,
so they go away, and we have four fingerprints left:
00111
00111
10011
10111
The biggest common fingerprint mask now is M = 01011 and m = 00011.
Colouring the table, we get:
00111
00111
10011
10111
Therefore, the middle bit of question a is already set, even though we have not asked a yet.
Let us look at 3 answers to a. Answer 101 can still occur, and also does so. Answer 110 is not possible any
more, because we already know that the middle bit has to be 0. Answer 000 is not ruled out by Theorem 6.63,
but does mot occur any more either.

Thus, Theorem 6.63 can rule out some impossible answers, but not all of them.
However, creating greatest common fingerprint masks for children is really easy now:

Algorithm 6.65. Let N be a computer node, and let (M, m) be the greatest common fingerprint mask that
describes its list of remaining situations. Let q be the question to be answered.

For each answer a € Ay that is not ruled out by Theorem 6.63, create a new fingerprint mask (M’',m')
with M' = M | M(q) and m' =m | m(q,a).

Calculate the greatest common fingerprint mask (M, m") of S(M',m’). If it turns out during doing so
that 3(M’7m’) is an empty set, then this answer obviously does not occur any more, so we also do not need
to look at a child for it. Otherwise, we get a player node as child which can be described by the greatest
common fingerprint mask (M",m").
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Lemma 6.66. Algorithm 6.65 produces all children of a computer node.

Proof. We will show that for each answer a, we either generate the same child that would be generated with
the classical method, or skip a using Theorem 6.63.

Let N be a computer node, (M,m) the greatest common fingerprint mask of the remaining sit-
uations, ¢’ the question to be answered, and let o’ be an answer that is not ruled out by Theo-
rem 6.63. As seen in the proof of Corollary 6.45, the list of remaining situations in N can be expressed
as § ((qla (11), (q2a a2)a IR (kaak))'

Consequently, the list of remaining situations in the child that we reach by following a
can be expressed as 3((q17a1),(gg,a2)7...,(qk,ak),(q’,a’)). Alternatively, we can write this
as § ((CIla al)? (QQ7 a2)a EERE) (Qk7 ak)) ns ((q/’ a/))'

Looking at some fingerprint masks of those — not necessarily the greatest common fingerprint mask —,
we see that the first term is described by (M, m), whereas we can describe the second by (M(q'), m(q’,a’)).

Therefore, a situation s € S is element of that set if and only if F(s) & M = m and F(s) & M(q') =
m(q’,a’).

Since we ruled out all answers that do not adhere to this beforehand, we know that M(¢') & m =
M & m(q’,a’). That is, all bits that are defined both by (M,m) and by (M(¢'), m(q’,a’) are defined the
same way in both of them.

Therefore, we claim that

(F(s) & M=m and F(s) & M(¢) =m(¢,a) = F(s)& (M| M(g))=m|m(g,a) .

For the one direction, let us assume that F(s) & M =m and F(s) & M(q¢') = m(¢’,a’) hold. We perform
a bitwise OR on both sides:

g
:
1yl

For the other direction, let us assume that F(s) & (M | M(q')) = m | m(q’,a’) holds. Then we do a
bitwise AND with M on both sides, and get the first equation using that M & m = m, that M & m(q’,d’) =
M(q') & m, and that X | (X & Y) = X.

F(s) & (M | M(¢")) =m|m(¢",a") =
M&F(s) & (M| M(d)=M& (m|m(d,d) =
F(s)& (M & M) | (M&M())=M&m) | (M&m(d,d) =
F(s) & (M| (M & M(q')))=(m) | (M(¢) &m) =
F(s)&M=m

Almost analogously, we get the other equation by doing a bitwise AND with M (q’) on both sides:

m | m(q',a’) =
=M(d) & (m|m(d,d) =

(M(q') & m) | (M(¢) & m(¢,d")) =
:(M&m( a)) | (m(d,ad) =
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Let us compare the performance of calculating children using fingerprint masks to that of the the straight-
forward implementation.

Lemma 6.67. Let N be a computer node with remaining situations S and question q to be answered.
Let § = |S| and ag = | Aql.
Calculating the children of a computer node directly (without using fingerprint masks) takes O(Sa,) time.

Proof. We could, theoretically, go through the list of answers and then for each answer find all situations
in S that give this answer. Doing this, we would get a runtime of ©(a,$).

We can however also go through the list of situations instead. Obviously, each situation will be added to
exactly one child. Therefore, we can do the following:

We will create lists containing the situations that give the same answer. We start with no lists. For each
situation s, find the answer a = t(s,q). If we already have a list for this answer a, then add s to this list.
Otherwise, create a list for a and add s there.

Adding an element to a list can be implemented to run in O(1) time, and creating a list takes O(1) time
as well. The harder step is to find the list corresponding to some answer a in a short time.

One possible way to do this is to use hash maps that have answers as key and the lists for those answers
as value. Insertion can be implemented to run in O(1) in the worst case, but lookup has a worst-case runtime
of O(ay,) (since there will be at most a, elements in the list). Altogether, this results in a worst-case runtime
of O(8a,) (and expected runtime of O(8)). O

Lemma 6.68. Let N be a computer node with greatest common fingerprint mask (M, m) and question q to
be answered. Let § = |S(M,m)|.

Calculating the children of a computer node using greatest common fingerprint masks takes an effort
of O(aq-5-f+a2). If we do not know the list of remaining situations S(M,m), we additionally need to create
this list for an additional calculation effort of O(s - f).

Proof. If we do not have the list S := S(M,m) yet, we need to calculate it from S and (M,m). This
takes O(s - f) time.

For each possible answer a € A, we have to do the following three steps:

1. We have to calculate M’ and m', which takes O(f) time for the bitwise operations on the masks,

plus O(ag) time for looking up m(g, a).

2. Then, we need to calculate S(M’, m’), which takes O(5 - f) time.

3. Finally, we need to calculate the greatest common fingerprint, which takes O(|S(M’, m’)| - f) time.

In sum over all possible answers, the first step therefore takes O(a,f + ag) time and the second one
takes O(a,sf) time.

For the third step, we know that the subsets of S for different answers are disjoint and their union is S.
Therefore, -, c 4, |S(M'(a),m'(a))] = |S|. Calculating a greatest common fingerprint mask for § situations
takes O(Sf) time, so we get altogether

> O(S(M'(a),m'(@)] - ) = O( Y |S(M'(a),m(a))| - )
a€A, acA,

o(ls]-)
0@ -f)

as the total effort for the third step in sum over all answers.
Altogether, this therefore gives a total runtime of O(ayf + a2 + agsf + 5f) = O(a 5f +a2) (plus potentially
the O(sf) time for creating S(M,m)). O

At first glance, the approach that uses fingerprints appears to behave a lot worse than the original one —
even without having to calculate the list, we get a runtime of O(ag-5-f+a?) instead of O(3a,). However, note
that the factor f is close to constant, since fingerprints will usually not be longer than 2000 bits. (Problems
with larger fingerprints than that are almost impossible to calculate anyway.) Also, ag will in all practical
cases be a lot smaller than f. Assuming f to be constant and ag to be smaller than a,sf, we get O(a,8) as
runtime, and are thus equivalent to the original approach.

We will talk a bit more about performance comparison in Section 6.6.6 and Section 6.6.7.
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6.6.5 Storing and retrieving known results

Last but not least, problem number four: we need a good way to store known results and retrieve them
again.

Since we only store known results for player nodes, storing the list of remaining situations is sufficient to
identify a node.

The naive way to handle this without fingerprints is to store tuples of (situation list, value). However,
this is highly impractical: The lists take a lot of storage space, and for looking up the value for some situation
list S , we need to compare S to all stored situation lists to find a matching one.

What we can do is to define a unique label string for each situation list.

Idea 1: We give each situation a number, and concatenate these with some separator. For example,
if we have & = {3,5,8}, we use 3.5_8 as label. We can enumerate the situations at the beginning of the
program, so looking up the number of one situation takes O(1) time. Therefore, for a list of § situations, it
takes O(S) time to retrieve and concatenate these numbers. Each number is at most [1d(s)] long, resulting
in a total length of at most §- ([1d(s)] +1) — 1 < §- (1d(s) 4+ 2) = O(5 - 1d(s)).

Idea 2: We use one bit per situation to indicate whether it is included in the list. For example, if we
have a total of 10 situations, then S = 3,5,8 would be denoted by 0010100100. Here, we have a constant
length of s. To create the label, we can either simply go through the list of situations S, and check for each
situation whether it is contained in 3, appending 0 or 1 as appropriate. If both lists are already sorted
the same way (which is easy to achieve in our case at no additional cost, since in each node we only use
subsets of situations), then this takes O(s) time. Alternatively, we can initialize the label to 0, and for each
situation in S , we look up the number of the situation and set the corresponding bit to 1. Runtime depends
on how efficiently we can implement setting one bit in that number, but assuming that a runtime of O(1) is
achievable, we can get a total runtime of O(S).

Either way, the runtime is O(S). The storage space is either O(5 - 1d(s)), or O(s).

Once we have these labels, we can store them in some convenient data structure for dictionaries. Since
this is the only really large data structure we will use in the entire program — the lists of situations, questions,
answers and estimates are all tiny by comparison —, choosing a good data structure pays off here. We can
take advantage of the fact that we do not need any deletions or modifications. What we want is good
behaviour for insertion and lookup.

For the further analysis, let us assume that we use a data structure with average runtime O(1) for both
insertion and lookup, such as, for example, a hash map.

For looking up a value for a list of § situations, we therefore need to create the label for the list, and
retrieve the value for that label. The total runtime is O(8).

Now, let us look at greatest common fingerprint masks in contrast to this. Given a mask (M, m), we
can create a unique label by simply concatenating these two. Since they have fixed length, we do not even
need a separator. For example, for M = 1101 and m = 1001, we create the label 11011001. We do not
need strings and can simply use numbers for this: if the length of the fingerprint is f, we can simply shift M
left by f bits and use (M < f) | m as label (where < denotes a left-shift). Creating such a label therefore
takes O(f).

Since we only store greatest common fingerprint masks here, we know that two such masks are identical
if and only if they refer to the same node. Obviously, this now also applies to the labels.

We again use the same data structure for storing these values, with the label defined above as key.
Looking up a value now works in an expected runtime of O(f): we need O(f) time for creating the label from
the fingerprint mask, and expected constant time for retrieving the associated value.

The storage space for each key is O(f).

6.6.6 A critical word on the performance of greatest common fingerprint masks

Let s = |S], g = |Q| and a = max,ecg|A,|.

While it is awesome that greatest common fingerprint masks are sufficient to describe the remaining
situations in a node and in addition even have useful properties for calculating a node’s children, we should
keep in mind that calculating the greatest common fingerprint mask can take a lot of calculation effort,
up to O(s - f). It might therefore occasionally make sense to keep an actual list of remaining situations in
addition to the greatest common fingerprint mask.
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Why keeping both?

For calculating children of a player node, using the greatest common fingerprint mask performs a lot
better than the list of situations, since we do not need to evaluate even a single question, let alone find two
situations that produce different answers. Calculating the children from the fingerprints takes O(f) time (with
a small constant factor), whereas calculating them directly would take O(gs) time (with a large constant
factor). Thus, we want to use fingerprint masks there.

Also, for storing and retrieving known results, fingerprint masks vastly outperform the original approach
with O(1) expected time for insertion and lookup instead of O(s), and O(f) memory usage instead of O(s).

For calculating children of a computer node, however, the effort for calculating the greatest common
fingerprint mask should not be underestimated. Let § be the number of remaining situations in a computer
node. Then the original implementation without fingerprints has a runtime of O(a,$), whereas the method
that uses fingerprints has a runtime of O(a, - § - f) 4+ O(sf).

Explicitly keeping lists of remaining situations around can help to improve this performance by removing
the second part of that sum. Without going into too much detail, we can create the corresponding list of
remaining situations of a child during the calculation of the greatest common fingerprint mask at almost no
additional cost.

Of course, keeping situation lists in addition to fingerprint masks does require some extra storage space.
If we run the algorithm recursively, we have to keep one such list in memory for each level of recursion, that
is, for at most q + 1 levels (which is the maximal height from the root to a leaf that can occur).

Creation time for such lists can by the way be a good place to start tweaking performance — if we really
create a list for each child of a computer node, we will create many such lists over time. Even though we
will not be able to create a list with k elements in less than O(k) time, reducing the constant factor here
really pays off.

6.6.7 Performance comparison

Finally, let us compare those two approaches: In the first approach, we do not use fingerprints, and instead
work directly with the lists of remaining situations. In the second approach, we use fingerprint masks and
keep the lists in addition.

The calculation step itself is the same in both approaches, therefore we only compare the runtimes of
the parts that differ.

Without fingerprints | With fingerprints
Creating children of a player node O(as) O(f)
Creating children of a computer node 0(a45) O(ag8f +a2)
Storing and retrieving known results O(s) (average) O(f) (average)

Storage space is only interesting in the data structure for storing known results. Without fingerprints,
we have O(5-1d(s)) or O(s) per key, with fingerprints we have O(f) per key.

As mentioned before, f is in practice close to constant. If we therefore again assume f to be constant
and a, to be small, we get the following table instead:

Without fingerprints | With fingerprints
Creating children of a player node O(as) O(1)
Creating children of a computer node 0(a45) 0(a45)
Storing and retrieving known results O(5) (average) O(1) (average)

What we cannot see from these asymptotic runtimes yet are the constant factors hidden in them. Looking
at the algorithm in detail, we can see that in the old approach, those “constant” operations were evaluating
questions for situations, moving elements between lists, adding and retrieving things from hash maps, con-
catenating long strings as labels, and so on. All of these take relatively long. In the new approach on the
other hand, the “constant” operations are for the most part bitwise AND, OR and XOR, things that are
very fast on a computer.

Since this is nonetheless a bit handwaving, in Chapter 10 we will look at actual runtimes of these two
algorithms for some small problems.
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6.7 Caching known results

So far, we assumed that we store all known results for player nodes, but hinted already that in practice we
might not have the main memory to do so.

We therefore have to decide which ones we want to store.

One very generic approach would be to set an upper limit for the number of results we can store. For
deciding which ones to keep, we can, for example, keep those that were accessed most recently, or those that
were accessed most often. Good caching strategies are a topic that fills several books and whole lectures, so
we will not go into detail about it here.

We will however have a look at one heuristic approach that performs reasonably well for our particular
problem:

6.7.1 Caching by node size

Let us have a rough look at the shape of the decision set graph. For each node, we define the size of the node
as the number of remaining situations. As seen earlier, outgoing edges of player nodes lead to nodes with
the same size, and outgoing edges of computer nodes to nodes with strictly smaller size. Thus, we can draw
the graph in such a way that the height of each node equals its size, where the root is the highest node with
size s = |S|, and all edges go downward (if we consider computer nodes and estimate leafs to have (size — €)
as height).

Let us estimate how many player nodes of each size we have. There is only one node of size s, the root
itself. There can be at most s nodes of size s — 1 — there are s ways to choose one node not included in the
set. There are at most (;) nodes of size s — 2, and so on. For each size k, there are at most (Z) nodes of
that size. This means that we have very few nodes with very large size, very few nodes with very small size,
and a lot of nodes with medium size.

Let us also look at how many ways there are to reach a node. For the root, there obviously is only one
way: We start there. For nodes with size s — 1, there can exist at most q = |Q| ways to get there, one for
each question. (Since each computer node leads to a node with smaller size and we are only 1 below the
maximum size, there can be at most one computer node on the way there.

For nodes with size s — 2, there can be up to q(q — 1) ways to get there. For nodes with size s — 3 there
can be q(q — 1)(q — 2) ways, and so on. For a node with size s — k, there are (S_S—'k), ways to reach this node.
In the game from Theorem 5.11, we see that this number can really be reached.

Therefore, we basically have three different zones:

e Near the top of the decision set graph we have few nodes with a large size that are accessed few
times,

e In the middle there is a huge number of nodes with a medium size that are accessed moderately
often, and

e Towards the bottom there are few nodes with a small size that are accessed very often.

Ideally we would like to store all known results. However, a typical computer does not provide more than
a few gigabytes of main memory. If we wanted to store more than that, then it would have to go to the hard
disk, and the hard disk is a very uncomfortable place for keeping a cache.

If we therefore have to decide on some nodes for which we will store the values, then we will want to
save those in the lower zone, since this replaces a lot of calculations with simple lookups. (Optionally, we
might want to save a few from the highest zone in addition, since there are also few of them, and every node
cached there spares us the calculation of a rather large subtree. We are however certainly not interested in
caching nodes from the middle zone.)

There are two simple ways to determine the approximate size of a node. Either we use lists of situations
anyway, then we can just look up the size of this list and thereby get the exact size of the node. If we do
not have those lists and work only with greatest common fingerprint masks, then the number of bits in the
bitmask M that are 1 is a good indicator of the size: by and large, the more bits are set, the smaller the
size of the corresponding node.
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Two short lemmata to describe this:

Lemma 6.69. Let (M, m) be a greatest common fingerprint mask and let k be the number of bits in M that
are 0. Then S(M,m) contains at most 2% distinguishable situations. There exist games in which this limit
is reached.

Proof. A situation fingerprint matches (M, m) if it has the same value as m for all bits that are 1 in M.
Thus, all bits that are 1 in M are fixed, and all bits that are 0 in M are free. A bit can be 1 or 0, which
leads to 2¥ different values for the k free bits, so up to 2* situation fingerprints that match (M, m).

Let us look at a game with 2° situations, numbered from 0 to 2° — 1, and b questions of the form “Is
the z-th bit of the situation 17”. Thus, the fingerprint of a situation equals the numbers of that situation
itself, and all possible fingerprint values exist. After having asked k questions, b — k of the bit positions are
fixed, and we indeed have 2°~* distinguishable situations that are still possible. O

Lemma 6.70. Let (M, m) be a greatest common fingerprint mask for which at least one bit in M is O.
Then S(M,m) contains at least 2 distinguishable situations. There exist games in which this limit is reached.

Proof. Let us assume that there existed only one situation s € S that matches (M, m). Since a greatest
common fingerprint mask can be generated from the list of remaining situations it describes, (M, m) can be
generated from {s}. However, if we generate it from only one situation, then all bits in M must be 1, which
contradicts the assumption. Therefore there must exist at least two situations.

For showing that two situations are enough, let us assume that there exists one situation s whose finger-
print equals m for all bits where M is 1, and is O for all bits where M is 0. Let us assume we have another
situation s’ whose fingerprint also equals m for all bits where M is 1, but is 1 for all bits where M is 0.
Then the fingerprints of s and s’ both match (M, m), and if we generated the greatest common fingerprint
mask of {s, s’} we would get (M, m) again. Therefore, these two situations are sufficient to generate (M, m),
no matter how many free bits (M,m) has. It is easy to generate a game in which {s, s’} occurs as set of
remaining situations. O

In the most simple form, we can therefore manually define an upper limit at the beginning of the
calculation that describes up to what size of the node (or up to what number of 1s in the bitmask of the
greatest common fingerprint mask) we store known results.

Alternatively, we can set an upper limit for the number of known results that can be stored at the same
time, and dynamically keep track of the number of the highest allowable size. If we get above the storage
limit, we discard the results for the largest nodes first.

6.8 Distributed calculation

A little anecdote from the thesis author: One day a colleague at Google asked me about my diploma thesis,
so I told him that I work on an NP-hard problem in game theory. I also told him that sadly I will not be able
to calculate the results for the one game I am personally most interested in, because the total calculation
time for it would be several decades. ”So,” he asked, genuinely perplexed, ”why don’t you just run it on a
few thousand machines?”

Sadly, we do not have a few thousand machines at our disposal, but let us look at what we would do if
we had.

Looking back at the first version of the algorithm that did not use any caching or other optimizations,
we can see that we can easily calculate all children in parallel, since there is no interaction between them
at all, and the order of their evaluation does not matter. For using the branch and bound optimization, we
however have to evaluate the children one after the other. For using a cache of known results, we also have
to keep this cache in a central location.

However, we can quickly see that the children of a computer node have disjoint sets of remaining questions.
Consequently, their children will never again access the same node — a computer node effectively splits the
tree below it into disjoint subtrees.
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Theorem 6.71. Let N be a computer node, and let Cy and Cs be two of its children. Then there exists no
node T such that T can be reached both from C1 and from Cy by following forward edges.

Proof. Let us assume that such a node T existed, and let S(T) be the set of remaining situations in 7.
The remaining situations in each node are a subset of the remaining situations in its parent, and therefore
recursively in each of its ancestors. Since Cj and Cy are both ancestors of T', we would get that S(T') € S(C})
and S (T) C S (C3). This, however, is a contradiction to the properties of N, since the children of N have
disjoint sets of remaining situations. O

We therefore can run the calculation for each child on a separate machine with a separate cache of known
results — since they never reach the same player node, storing these results in different locations does not
cause any loss of interesting information.

6.8.1 Splitting after the first few questions

If the root of the decision set graph was a computer node, we could therefore easily split the problem into
around |A| disjoint sub-problems. Unfortunately, the root is a player node, and player nodes do not have
any such properties. Also, we might want to split the problem into more than |.A| parts.

We therefore split the game after the first few questions instead, at the cost of calculating some parts
multiple times.

Let k denote the “layer” at which we want to split. Then we start at the root and find all player nodes
that we can reach with exactly k& questions. That is, we find all nodes for which there exists at least one
path from the root with 2k forward edges (k questions and k answers). Let N be the set of such nodes. If
we know the expected future costs of all of these nodes, then we can calculate the expected future costs of

the root without touching any nodes below this layer.

As seen earlier in Theorem 5.13, for k = 1 there can be at most ga such nodes, for & = 2 at most q(q—1)a?,

for k = 3 at most q(q — 1)(q — 2)a%, and so on. Consequently, there can also be at most qa + q(q — 1)a® +
a(g—1)(q—2)a®+--- + (qﬁi!k)!ak nodes on and above this layer.

In practice, for example, this might mean that we look at all the nodes in which two questions have been
asked and answered already.

What we therefore do is this:

Algorithm 6.72.

e Choose some (rather small) k.

e Starting from the root and doing a simple depth-first search, find all player nodes at a distance of 2k
from the root. This has a runtime of at most O (quak). Let N be the list of such nodes.

e For each node N € N, calculate the expected future costs of N on a separate machine, using all of the
optimizations described above. More precisely, this means solving the subgame with N as root, which
can be defined by the list of remaining situations in N and the list of questions that are still interesting
there. For solving this subgame, we do not even need to know that it originally was part of a larger
game.

e Calculate the expected future costs of the original game, using the values calculated for the nodes in
N whenever we reach one of those nodes. We therefore need to calculate a tree with O (quak) nodes,
which can easily be done on a single machine.

For example, we might want to choose k in such a way that we get around 1000 nodes in N. Then we
run these sub-calculations on 1000 machines, and combine them later again.

Since the sub-problems might have very different running times, we might alternatively want to split it
into 10000 such sub-calculations, for example. Some of the 1000 CPUs might then calculate hundreds of
those, while others will need equally long for one single (harder) sub-calculation.
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6.8.2 Variations of this method

There are many other ways available to define a layer after which we split the calculation. Also, if we find
more nodes in N than we need, we can calculate some of those on the same machine and keep the cache
between the calculations, rather than starting every time from scratch. If doing so, there probably are many
ways to optimize which parts should run on the same machine.

Also, we can try to use a commonly used cache. Sending all requests to this cache is likely to create a
performance bottleneck there, but sharing frequently used values could well pay off. Again, good caching
strategies are a vast topic that would go far beyond the scope of this thesis.

6.9 Summary

A short summary of what we did in this chapter:

After defining the input in Section 6.1 and looking at the most trivial possible implementation of the
recursive calculation in Section 6.2, we optimized this recursive calculation step by step by first making
the decision set graph implicit in Section 6.3, then simplifying the used weights in Section 6.4, and finally
introducing upper bounds that allow us to abort unnecessary calculations in Section 6.5.

After that, the recursive calculation was fairly streamlined, with the last version of it shown in Algo-
rithms 6.25 (for player nodes), Algorithm 6.30 (for average-optimal computer nodes) and Algorithm 6.32
(for worst-case-optimal computer nodes).

What still had been left vague in those algorithms at this point was the exact implementation of:

1. the internal representation of nodes, in particular concerning how they store their lists of remaining
situations;

2. the functions calculateComputerNodeChildren(Node N) and calculatePlayerNodeChildren(Node
N) for calculating the children of a node; and

3. the data structure KnownResults.

In Section 6.6 we introduced fingerprints, which in very much detail described the implementation of the
first two of these points. In Section 6.7.1 finally we looked at possible implementations and caching strategies
for the third, thereby finishing the description of all details needed to implement the algorithm.

Section 6.8 adds a short discussion of possible ways to distribute the calculation onto several machines.
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Chapter 7

Efficiently finding best estimates for
particular games

As mentioned, finding efficient functions p’ and p” is crucial for fast calculations, and depends on the problem
definition. We will therefore now look at our games and try to find good functions for determining the best
estimate for each of them.

One general observation before we start:

We defined p’ as the best possible expected penalty multiplied with the sum of weights. If S is the set of
remaining situations, then the expected penalty for an estimate e € £ is

Sy 2ses™(s) - p(sie)
p (876) - Zseg m(S) .

Therefore we can define

according to Definition 6.1.
Since

el 2(s0) (5~ o

ecé Zses m(s)

= min Zm(s)~p(s,e) ,

ecf ’
SES

we can equivalently say that p’ (5’) is the smallest possible sum of penalties for a fixed estimate € € £ and
all situations in S.
For simplicity, we define
ﬁ/(‘sa 6) = Z 1‘0(3) : p(S, 6)
ses

as the sum of penalties for one estimate, and get

p/(S) = minﬁ/(g, e) .

ecé
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7.1 Situation has to be guessed exactly

We have several games in which guessing the exact value is free, but guessing wrongly has infinite cost:

e Number guessing

e Number guessing with bit questions

e MasterMind

e BattleShips

e Minesweeper

e Minesweeper with free empty fields

e (lassification

e (Classification with different question costs

e Life (first variant, second possible penalty definition)

e Production parameters (first variant)

Fortunately, finding best estimates for these is very simple: if there are still two or more situations
possible, we simply should not guess.

Therefore,

1

00 > 1

5 0o s
S ={ % 3
The same holds of course for the worst case, so p:’(S’) =p/(S).

The calculation effort is O(1) (compared to O(|S| - |€]) when making the computer calculate this with

generic means).

7.2 Part of situation has to be guessed exactly

In the following games, we have to guess some part of the situation S correctly, but do not need to know
anything about the rest of the information in S:

e Life (second variant, second possible penalty definition)
e Production parameters (second variant)

e Scales

In this variant of the Life game, for example, we have to find the best decisions for all choices, but we do
not need to know the importance of the choices. Likewise, for finding the best production parameters, we
want to know how to set these parameters, but do not care how important they are. In the Scales puzzle,
we need to determine which coin is fake, but not whether it is heavier or lighter.

Consequently, we can safely take a guess whenever all remaining situations have the same values for these
parameters, and have infinite costs if there exist two remaining situations with different values for them.

For Life and Production parameters, which both use ¢;(s) to denote the value of choice/parameter 7 in
situation s, we therefore get

p’(3>={ 0 els)=cils) VsseSiel

oo otherwise

where I denotes the set of choices/parameters.
For Scales we similarly get

réy =40 [fake coin in s] = [fake coin in '] Vs,s' € S
piS) = .
oo otherwise

In both cases, we get p”(S) = p'(S). R
The calculation effort is O(|S|) (compared to O(|S| - |€]) when making the computer calculate this with
generic means).
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7.3 Number guessing with finite penalty

While the following would apply to any game with 0 penalty for a correct guess and constant penalty C for a
wrong one (and S = &), the only such game we looked at is number guessing with finite penalty. We would
expect that choosing the most likely estimate is the best choice here, and this is exactly what happens, as
shown below.

Looking at the sum of penalties, we get a fixed penalty of C for each situation we did not choose as an
estimate, so for all situations except for at most one (since we can only choose one as our estimate). More
mathematically, let us look at the sum of penalties for some estimate e € £ = S:

seS

The first term only depends on S and is not influenced at all by the estimate we choose. We can therefore
only try to maximize what we subtract. The best strategy therefore is simple: Choose the number that is
most likely.

However, in the number guessing game all situations have weight 1 anyway. We therefore can just choose
any of them. No matter which one we choose, we get

p(S)=C- (\3| - 1) .

For the worst case, we either get C' if at least two numbers are still possible — there always is the risk to
chose wrongly —, or 0 if only one number remains:

§=1

v(8) = { 1§ > 1

Q<

The calculation effort is O(1) again, assuming we can determine |S| in O(1) time.

7.4 Number guessing with estimates

In the classical number guessing game, we always have a range of consecutive integers that are still possible.
Let us assume that a is the smallest and b the largest number that we have not ruled out (and all numbers
between them are possible).
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We have a cost function of the form C - distance”. Given any estimate z, the sum of penalties p’ is the
following:

F(8,2) = Y w(s) Cfa—s]”

s€$
221~C-|x—s|D
sES
= C-Z|x—s|D
sES

b
=C-) |z—y”
Yy=a

a+b
2

Simple mathematics show that = = { J, the median of this range, is the best choice. If we calculate
this sum directly, this takes O(|S]) time.
For specific values of D, the expected penalty can even be expressed in a closed form. For simplicity we

define [ := L‘%FI’J —a = ngaj , the distance between the first and the middle number in the range. For D =1

we then get the following simplified form:
b
a+b
C'ZI{ ) Jyl
y=a
C- <l+(l—1)+(l—2)+---—|—2+1+0+1+2+~--+(l—1)+l+({ 0~ bracven ))

I+1 b—aodd
B l(1+1) 0 b— a even
=02 +C'<{z+1 b—a odd )

p'(S)

0 b — a even
:c.z(z+1)+c.<{ I+1 b-aodd )

Using this, we have a calculation effort of O(1) (assuming we can find a and b in O(1) time).
For the worst-case-optimal estimate, we trivially again choose the value in the middle of the range. The
worst possible penalty is the one for a value at the end of the range. We therefore get

woan J CHIP (b—a) even
P (‘S){ C-(1+1)" (b—a) odd

7.5 Number guessing with estimates and bit questions

In this game, we might end up with ranges that are not continuous. For example, if we know that the
number is larger than 5, smaller than 23, and has 1 as the third bit from the right, then the set of remaining
situations is S = {6,7,12,13,14, 15,20, 21, 22}.

For D = 1 we have to minimize a simple sum of distances. We can use a neat little trick for this: In the
example above we can see that for any estimate 6 < e < 22 we can choose, we always get |6 —e|+ |22 —e| =
e — 6+ 22 — e = 16 as sum of the penalties for situations 6 and 22; if we choose e outside this range, it
will be higher than that. Likewise, the sum of penalties for situations 7 and 21 is highest if e is outside
the interval [7,21], and constantly at a minimum of 14 if it is within. Looking at the sums of penalties for
situations 12 and 22, this sum is smallest if e is in the interval [12,22], and so on. Therefore, the sum of the
penalties of all situations is minimal if we choose the situation in the middle of this list as estimate.

That is, for D =1 let S = {s1,82,..., sk} be the list of situations ordered by number, then the sum of
penalties is minimal if we choose S|k as estimate. We still have to calculate this sum, so we get a runtime

of O(|S]).

For D = 2 or higher, however, finding such tricks can be very hard. Therefore, we might not have a
better choice here than calculating the sum of penalties for each estimate and choosing the estimate for
which it is lowest, for a runtime of O(|S] - |£]). This shows that it is not necessarily possible for every game
to find something more efficient.
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7.6 BlackBox

In BlackBox we have to guess where the k dots on the n x n grid are by marking any k dots. Using some
mathematics we will show that in BlackBox we get the best average penalty when we choose those k fields
that contain dots in most of the remaining situations — even if this combination of k dots itself is not among

the remaining situations any more.

Let d(s,z,y) € {1,0} denote whether in situation s there is a dot on field (x,y) (where 1 means that

there is a dot, and 0 means the field is empty).
[n x n] to denote that (x,y) is a field on the n x n grid.

write (z,y) €

Even though mathematically a little sloppy, we will

We know that p’ is the minimal sum of the penalties. For the sum of penalties p’ for one estimate e € £

we can transform the sum:

S, e) :Zm(s) p(s,e

565'

= Z 1-5 - #[dots marked in s that are not marked in €]

se8

=5 Z #[dots marked in s that are not marked in ¢]

seS

=5, D

s€8 (z,y)€[nxn]

Let us first simplify the summands:

(

0 otherwise

1 d(s,z,y) =1Ad(e,z,y) =
0 d(s,z,y) =1Ad(e,x,y) =1

(

1 d(s,z,y) =1Ad(e,z,y) =0
0 otherwise

1 d(s,z,y)=1Ad(e,z,y) =0 >

0 d(s,z,y)=0

d(s,z,y) d(s,z,y) =1Ad(e,x,y) =0
= d(s,z,y) =1 d(s,z,y) =1Ad(e,z,y) =1
d(s,z,y) d(s,z,y) =
0 d(s,z,y)=1Ad(e,x,y) =0
=d(s,z,y) — 1 d(s,z,y) =1Ad(e,z,y) =1
0 d(s,z,y)=0
=d(s,z,y) — d(s,z,y)d(e,z,y)

We use this for the calculation of p’:

P(Se)=5> Y.

se8 (z,y)Enxn

SO

s€8 (z,y)€[nxn]

=5, >

se€8 (z,y)€[nxn]

]<{ g(saw,y)

(d(S,ZC,y) -

d(s7x,y)f5z Z

otherwise

d(s, z, y)d(e, ,y))

d(s,z,y)d(e,x,y)

s€8 (z,y)€[nxn]

By definition, in each situation s there are exactly k fields that contain a dot, which means that exactly k
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of the d(s,z,y) are 1 and the others are all 0. This leads to the following;:

S e) = 52 Z d(s,z,y) —52 Z d(s,z,y)d(e,z,y)

s€S (z,y)€[nxn] s€S (z,y)€[nxn]
:5Zk_5z Z d(S,Jf,y)d(€7JI,y)
s€S s€8 (z,y)€[nxn]

=5k-[8]=5Y > d(s,z,y)d(e,x,y)

s€8 (z,y)€[nxn]

Now we simplify the term on the right by changing the order of summation:

P8 e)=5k-[S[=5 Y > d(s,x,y)dle,x,y)

(z,y)E[nxn] s¢8§

=5k-|S| -5 Z d(e,z,y) sta:y

(z,y)€[nxn] s€8
=5k-|S| -5 Z d(e,z,y) - D(S,z,y)
(z,y)E[nxn]

where D(S,x,y) = > scs d(s,,y) denotes the number of situations in S which have a dot on field (z,v).
Again, there can only be k fields (x,y) for which d(e,x,y) = 1. Let {(x1,v1), (z2,¥2),..., (K, xx)} be
the set of fields for which there is a dot in e, then we get

ﬁ/(‘éae) = 5k - ‘$| -5 Z d(67I7y)'D(vaay)
(z,y)€[nxn]
A k A
=5k 8| =5 D(S, i, v:)

=0

The left term and the values of D(S ,x,y) cannot be influenced by the estimate, therefore we can consider
them to be constants. This means that we have a fixed sum from which we can subtract k& constants. To
minimize this, we of course subtract the k highest of the available constants D(S’ T, Y).

(Less mathematically, we can think of it like this: We overlay all remaining situations, that is, we allow
multiple dots on one field, and for each remaining situation we add one dot to each field where this situation
has a dot. Then we are allowed to choose k fields that are free. For each dot that is not on one of these free
fields, we have to pay 5.)

We can calculate this in O(S) time: We start with an empty grid. For each situation, we add its k dots
to the grid. Then we find the k fields with most dots, and calculate the sum of the remaining n? — k fields.
Since k and n are constants, this takes O(S’) time altogether.

(Technically, |S| is of course related to k and n, but since |S| = (7}:), we can consider k£ and n to be so
small that they are almost constant in comparison.)

7.7 Life (both variants, first way to define costs)

In Life, fortunately all choices are independent of each other. After some experiments, for some decisions we
might know for sure what the better choice is. For others, we might not have a definite answer, but might
have indicators that one answer is more likely to be correct than the other. Instinctively we would for each
choice take the decision that is more likely, evaluating the choices independently of each other. Now we just
need some mathematics to prove this to be correct.
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We know that p’ is the minimal sum of the penalties. For the sum of penalties p’ for one estimate e € £
we can transform the sum:

ﬁ/(‘ie) = Zm(s) -p(s7e)

seS

= Z w(s) - 50c(s, €)

s€S
~Sme w3 ({40 57 )
5os§§;m(8) <{ (bf(S) 287:&253 )

({5

ses =1

- 50%2 ({ '(;O(S)bi(S) ;8

=158

i=1 SES

=50 [ D w(s)bi(s) = Y w(s)bi(s)

=1\ se8 seS
ci(s)=ci(e)

:502 Zm(s)bi(s) —502 Z w(s)b;(s)

i=1 \4cd seS
ci(s)=ci(e)

Again, we have no influence at all on the first term. We want the second term that we subtract to be as
large as possible.

That sum is maximal if each summand is maximal. Fortunately, each summand only looks at the values b;
and ¢; for one i. For each i, let ¢ be the value for which

> w(s)bi(s)
se$
ci(s)=c]
is maximal. Then we define an estimate € by setting ¢;(€) = ¢} for each i.

An alternative way to see this: We split the set of situations S into disjoint subsets S’(w) ={s € S \
¢i(s) = x} depending on the correct decision for choice ¢ (where z € {“true”, “false”} in our definition).
Then we set ¢;(€) to the decision that is correct (and important) most often.

Since all ways to set the ¢; are valid estimates, we get € € £. Therefore, € is the best estimate. The sum
of penalties can be calculated as ﬁ/(S ,€). Without going into too much detail, both the calculation of € and
of p/(S) can be done in O(S) time.

The worst case is trickier than the average case here: Let us assume that we have only two situations
left, we have three decisions, and each decision can be expressed as 1 or 0. In one situations the correct
choices are 001, while in the other we should choose 110. Then for each choice, we could decide wrongly,
which would give us a worst case of 1 per choice, so a total penalty of 3. However, if we choose 111, then
the worst penalty we can get is 2.

As we see in this example, minimizing the choices independently is therefore not sufficient. For all
choices in which in all remaining situations the same decision is correct, we can trivially set the estimate
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for that choice to this decision as well. Other than that, there does not seem to exist a very obvious way to
choose a best estimate, other than looking at all estimates. We therefore have a runtime of O(|S| - |€]) for

calculating p”.

7.8 Milk

Again, the Milk “game” is small enough that we can manually calculate best estimates and define them in

a table (assuming tv = 1 for all situations):

~

remaining situations ‘ best estimate on average p

okay use 0

slightly sour throw away 0

very sour throw away 0

mouldy sour throw away 0

okay, slightly sour throw away 20+0=20
very sour, mouldy throw away 0

okay, slightly sour, very sour throw away 20+04+0=20
okay, slightly sour, very sour, mouldy throw away 20+04+0+0=20

The worst-case-optimal estimates look almost the same:

remaining situations best estimate in worst case p”

okay use 0

slightly sour throw away 0

very sour throw away 0

mouldy sour throw away 0

okay, slightly sour throw away max(20,0) = 20
very sour, mouldy throw away 0

okay, slightly sour, very sour throw away max(20,0,0) = 20
okay, slightly sour, very sour, mouldy throw away max(20,0,0,0) = 20

For other weights tv, we might get a different table. Let us look at the following weights where we are

almost certain that the milk is still good:

For those, we get the following table:

w(“okay”) = 120
o (“slightly sour”) = 3
w(“very sour”) = 2
w(“mouldy”) =1

remaining situations \ best estimate on average p
okay use 0
slightly sour throw away 0
very sour throw away 0
mouldy sour throw away 0

okay, slightly sour use 120-0+ 3 - 100 = 300
very sour, mouldy throw away 0
okay, slightly sour, very sour use 120-0+ 3100+ 2 - 500 = 1300

okay, slightly sour, very sour, mouldy

throw away

120-20+3-0+2-0+1-0 = 2400

The worst cases are not influenced by weights, so they look the same as before.
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Chapter 8

Not optimal strategies

All of our algorithms so far find the best possible strategy, but need a lot of calculation effort for doing so.
For performance comparison, we could look on the one hand at three simple heuristic algorithms that are
similar to those used in decision tree learning, and on the other hand try to find out how well the player
would do if he simply played entirely randomly.

8.1 Heuristic methods

For each question ¢ and set of remaining situations S , we can have a look at the sizes of the children that
the corresponding computer node has. For example, if we play number guessing and have numbers from 1
to 100, then for the question “Is the number larger than 157" we have two possible outcomes; there are 15
situations for which the answer is “no”, and 85 situations for which the answer is “yes”.

For the following section, let a; = |.A4| be the number of answers, let A, = {agq), agq)7 . 7a§,§>} be the
set of these answers, and let

B = [{s € S| t(s,q) = a\}|

be the number of situations for each answer 7. Let furthermore

DI 10)

563
t(s,q)=a}"

be the sum of weights of the situations for each answer 4. (If all weights are 1, then bgq) = qu).)

All heuristic methods we look at give a simple way to decide which question to ask next by only looking
at the distribution of the answers in the available questions. That is, rather than calculating the entire
subgame for each question, these strategies look only one question ahead, and then decide on one of the

available questions.

This has several advantages: On the one hand, it is easy to describe the strategy without having to write
a long list what to do in each situation. In contrast, strategies found with our algorithms can often only be
expressed by explicitly saving the next question to be asked in each player node that can be reached in an
optimal strategy.

On the other hand, also calculating their average performance is faster than calculating the average
performance of a perfect strategy, because we only need to evaluate one child for each player node. (That is,
only for one child all those child’s successors are calculated recursively. The other children are only shortly
peeked at to decide which one we take.)

The drawbacks are that obviously this does not give an optimal strategy. Also, many of our optimizations,
the upper bounds for example, do not work any more.
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The basic algorithm that we will use in all three heuristic methods looks roughly like this:

Algorithm 8.1. calculateCostsPlayerNode(Node N) :=

children = calculatePlayerNodeChildren(N);
chosenChild = chooseBestChild(children);
return getCosts(chosenChild);

The differences between the algorithms are in the definition of chooseBestChild(...).
Since we will have to fit estimates into this somehow, we will at the end of the calculation simply check
whether an estimate would have been better:

Algorithm 8.2. calculateCostsPlayerNode(Node N) :=

children = calculatePlayerNodeChildren(N);

chosenChild = chooseBestChild(children);
costs0fChosenChild = getCosts(chosenChild);
costsOfestimate = getBestEstimateCosts(N.getSituations());
return min(costs0fChosenChild, costsOfEstimate);

Note that these heuristics are mostly used for decision tree learning, where usually all questions are
equally expensive, and certainly all answers to one question are equally expensive. Consequently, they do
not handle all of our special qualities very gracefully.

There are in particular some games where questions can have infinite costs. What we can do is checking
at the same time whether we are looking at such a question, and just manually forbid choosing questions
like that.

8.1.1 Greedy
Choose question with smallest largest child

A very simple strategy is to always choose the question for which the largest child is minimal. That is, for
each question ¢ let I(q) = max;c(12,...a,} bgq). Choose the question for which I(g) is minimal.

Choose question with lowest highest weight of a child

Alternatively, we can also use the weighted child sizes: we define I(q) = maX;e(1,2,....a,} ng) and choose the
question for which I(g) is minimal.

8.1.2 Information Gain

Like in the previous chapters, let W(S) = > segt(s), and let S((q,a)) ={s €S| t(s,q) = a}.
We follow the definitions of the information gain from [46] (which is based on [45], but more readable).

For defining the entropy H(S), we need the probability t(s) for each situation s € S. This is calculated
as

g
=
3

Using this, we can define the entropy

where 1d stands for the logarithm of base 2.
The information gain is then defined as
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Choose highest Information Gain

The obvious strategy is to choose the question with the highest information gain.

Choose highest Information Gain per cost

For decision trees, Information Gain Ratio is often used instead of Information Gain. This is however only
to avoid overfitting, which would make generalization harder. As an example, let us assume we have a
customer data base of an online shop and want a decision tree that tells us based on that data whether a
user has bought a computer before. Then we might, for example, ask what the profession of this user is,
what country he lives in, et cetera. That way, we might after some questions be able to take a good guess
whether the user has bought a computer before or not. However, asking for the customer number as first
question instead immediately gives us the desired information with only one question. The problem is that
the former approach can easily be generalized, and is likely to give good estimates for new customers we
might encounter, whereas the latter is useless for this purpose. Therefore, Information Gain Ratio can be
used to favour questions with few different answers.

However, this is the exact opposite of what we want here. If there is one question whose answer can
immediately identify the situation, we really want to use this question, not artificially downgrade it.

Therefore, even though we will also use fractions in the next paragraph, this has nothing to do with
Information Gain Ratio.

What the problem with the question for the customer number could be for our games is that such a
question will usually be very expensive. (If MasterMind had a “Tell me all used colours” question, it would
most probably not be cheap, otherwise the game would become boring.) Our current approach does not
factor in question costs at all.

For simplicity, we simply define the average question cost for a question ¢ as

2ses(s) - ¢(s,9)

C S = A ’
A (S) s
and the Information Gain per cost as
. IG(S
IGc(S,q) = M
Cy(S)

Then we choose the question with the highest Information Gain per cost.

8.1.3 Gini coefficient

As in the previous section, let

. B w(s) _ 1o(s)
)= S v me)

Using the definitions from [56], we define the Gini coefficient as

GC(S,q) =1-) (w(s))?,

seS

and similar to information gain we get a “Gini Gain” defined as

CGS.q) = GC@E) — Y "“(?éla”'-eaé«q,a)» .

a€A, |
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Choose highest Gini Gain

We can again decide on the question with the highest Gini gain.

Choose highest Gini Gain per cost
Again, we can divide this by the expected cost and get

Cy(S) = 53
and (A )
s GG(S,q
GGC(S7Q) - Cq(SA)

as the Gini Gain per cost.
We then choose the question with the highest Gini gain per cost.

8.2 Random

Besides using heuristics, it is also interesting to see how well the player would do if he played entirely
randomly. We restrict “entirely” a little, though, to prevent the user from running into endless loops and
asking pointless questions.

That is, we define a random strategy as follows: “Of all the questions that can still give at least two
different answers, choose one at random, using a uniform random distribution.”

There are three ways to handle estimates:

e Choose estimates with the same probability as each question. (That is, if there are 4 questions, choose
each question with a probability of %, and choose the estimate with probability %)

e Choose estimates with some fixed probability. (For example, choose the estimate with a probability
of 50%, otherwise choose one of the questions with equal probability for each question.)

e Choose to take an estimate if and only if the expected cost of taking an estimate is lower than the
expected cost of asking a random question. (Note that in order to do so, we first need to know —
through calculation or magical intuition — the expected costs when asking a random question.)

One problem we face with calculating these is that in order to calculate the expected average, we now
need to evaluate all children of all player nodes. Also, the upper bounds we used to reduce calculation effort
do not work here. Thus, the calculation effort for finding out how well a random strategy performs is actually
higher than the effort for calculating an optimal strategy.
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Chapter 9

Implementation detalils

A few short words on the implementation that accompanies this thesis:

9.1 BiglntegerInfinity and BigIntegerInfinityFraction

For unfathomable reasons, Java does not provide a way to work with Biglntegers that can be infinite or
NaN (unlike the Double class, which is able to handle them). We therefore provide our own implementation,
called BigIntegerInfinity. (There are various implementations around already that do roughly the same,
but copyright seemed a bit tricky for all of them.)

For fractions we introduce BigIntegerInfinityFraction, which simply consist of a pair of
BigIntegerInfinitys, one representing the numerator and one the denominator. Looking at the
code, all non-integer values we come across in any of the calculations can be expressed as fractions.
Therefore, exact calculations are possible.

9.2 Input

Now for a really practical definition of the input, which is of course directly related to the one in Definition 6.1.

First of all, we have to define some computer-readable way to represent our situations, questions, answers,
evaluation functions, and so on.

We basically provide the input as a set of Java classes: For each game, there has to be one class that
describes a situation, one class that describes a question, and so on. The answer function t, cost function ¢
and estimate penalty function p are all given as Java functions that are implemented separately for each
game. In addition, we need functions that provide lists of all situations, of all questions, et cetera.

As we can see, defining a game in this way requires implementing it directly in Java, as opposed to just
reading it in as a list of values. Thus, running the calculations on a new game actually requires modifying
the program, which might be considered inelegant. However, defining p’ and p” as lists is not necessarily
possible in less than O(2%) space, and therefore usually not desirable.

Without much further ado, let us have a look at the these interfaces:

e Situation contains one situation, and provides the following functions:

o BigInteger getWeight(), the weight () of the situation; and
o String toTinyString(), a very short unique representation of the situation (that may be used
as label for retrieving known results).

e Question<S extends Situation> contains one question, providing the following functions:

o BigInteger getAnswer (S situation), the answer (t) to one question;
o BigIntegerInfinity getAnswerCost(S situation), the cost (c) of that answer;

o BigIntegerInfinity getAnswerCost(BigInteger answer), the cost (c¢) of the given answer;
and

o Iterator<BigInteger> getAvailableAnswers(), a list (A,) of available answers.
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e Estimate<S extends Situation> represents an estimate and provides only one function:

o BigIntegerInfinity getPenalty(S situation), the penalty (p) for the estimate in the given
situation.

e Estimator<S extends Situation> returns best estimates as described in Chapter 7, providing the
following functions:

o BigIntegerInfinity getBestAverageEstimateCosts(Iterator<S> remainingSituations),
the function p’; and
o BigIntegerInfinity getBestWorstCaseEstimateCosts(Iterator<S> remainingSituations),

the function p”, as defined in Definition 6.1.

e Game<S extends Situation, Q extends Question<S>, E extends Estimate<S>> finally repre-
sents the game, providing the following:

o Iterator<S> getSituations(), the list of situations;

o Iterator<Q> getQuestions(), the list of questions;

o Iterator<E> getEstimates(), the list of estimates; and

o Estimator<S> getEstimator(), the estimator for the game.

Note that we use iterators rather than lists so that their contents only have to be created on demand
instead of having to keep the entire lists in memory.

This is the set of classes that have to be provided per game. To allow strict typing without having to
use downcasts anywhere, all classes are parameterized with all other classes used for the same game (which,
as a downside, turns it into quite a Java generics fest at the brink of unreadability).

9.3 Analysis

The whole implementation is written in such a way that it is easy to swap in and out different options
in order to compare their performance. Of course, this does create some overhead, and if one wanted to
implement a really efficient algorithm, it would be much better to decide on one algorithm and implement
only that one (which takes at most a few hundred lines).

The options are:

e Analyzation algorithms (described in Sections 6.2 through 6.5, as well as Chapter 8):

o StandardWeightAnalyzer, the basic algorithm from Section 6.3;
o SimplifiedWeightAnalyzer, the algorithm with simplified weights from Section 6.4;
o SimplifiedWeightAnalyzerWithBounds, the algorithm using upper bounds from Section 6.5;

o SimplifiedWeightAnalyzerWithBoundsAndRandomization, the algorithm using upper bounds
from Section 6.5, and additionally randomizing the order in which questions are evaluated;

o HeuristicAnalyzer, calculating the expected performance when using one of the heuristics from
Section 8.1 for choosing moves; and

o RandomAnalyzer, calculating the expected performance when playing entirely randomly as de-
scribed in Section 8.2.

e Fingerprinting:

o ListNode, storing the set of remaining situations as lists;

o FingerprintNode, describing the set of remaining situations with greatest common fingerprint
masks; and

o FingerprintAndListNode, describing the set of remaining situations with greatest common fin-
gerprint masks and keeping lists in addition.
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e Caching of known results:

o NoResultsCache, turning off caching and thereby downgrading the algorithm to Algorithm 4.36
that worked on the behavioural game tree without making use of the properties of decision set
graphs at all;

o SaveAllResultsCache, saving all results using strings as labels; and
o SaveAllResultsFingerprintedCache, saving all results using fingerprint masks as labels (if avail-
able).

e Caching of known limits:

o NoLimitsCache, turning off caching of known upper limits;
o SaveAllLimitsCache, saving all known upper limits using strings as labels; and
o SaveAllLimitsFingerprintedCache, saving all known upper limits using fingerprint masks as

labels (if available).

As we can see, this gives a fairly large number of options that we can compare.
For the sake of keeping the thesis short, all further documentation relevant to this implementation can
be found in the accompanying JavaDocs.
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Chapter 10

Results

10.1 Upper bounds

First, let us have a look how our multiple upper bounds look like in some games, shown in Tables 10.1
and 10.2. The lowest upper bound for each game is highlighted.

| NG ((10) | NG(100) | MM (4x4) | MM (4x6)

s 10 100 256 1296

q 9 99 256 1296

a 2 2 14 14

25— 1 ~102-10° [ #1.26-10%° | ~1.15-1077 | ~1.36 - 1039°

29s ~512-10° | ~6.33-10°T | ~296-107 | ~1.76-10°%

29s —s+ 1 ~511-10° | ~6.33-10°1 | ~296-107 | ~1.76-10°%

2915+ 5 ~256-10° [ ~3.16-10°T | ~1.48-10" [ ~8.83 107

295 +2 ~256-10° [ ~3.16-10% | ~1.48-10"° [ ~8.83-10%"

224 ~2.62-10° | ~4.01-10° | ~7.78-101078 | ~7.73.10°%01

(14 a)d ~1.96-10"7 | ~1.71-107 | ~1.20-10%°T | =~ 1.63 10"

sqle ~9.86-10% | ~2.53-10™% | = 5.96-10°%9 | ~ 3.91-103%7°

1+s+sT(e+1) | =6.74-10° | ~1.73-10'%° | ~4.08-10°° | ~2.67-103'7

qlades ~1.85-10% | ~591-10' | ~2.19-10%0 | ~2.67-10%98
Table 10.1: Upper bounds for the number of player nodes in the number guessing game and in Master-
Mind. “NG (n)” denotes the number guessing game with the computer choosing values from 1 to n,
“MM (n x k)” denotes the MasterMind game with n positions and & colours.

The first important thing to notice here is that not only is the problem NP-hard, also the input variables
are huge. Even a simple MasterMind game with 4 colours and 4 positions already has 256 situations and
256 questions, which makes upper bounds containing factors like 2%, 29 or q! rather painful. BlackBox (with
the standard configuration of 5 dots on an 8 x 8 grid) has almost 8 million situations, and Minesweeper has
a whopping 1.7 - 103 of them, which is already a large number by itself, before using it as an exponent.

The second interesting observation is that not the same of the upper bounds is optimal in all games;
which one is lowest depends on the configuration of s, q and a. The bounds with 29s are however among the
lower bounds for all games we looked at, whereas 2° is optimal in some and far from it in others.

Even the upper bound sqle, in spite of containing q!, is relatively low in several of the games in the tables.
q!aqef, on the other hand, is fairly high in all games. However, we remember that the bound sqle came
from the standard game tree, whereas q!aqe% came from the behavioural game tree. We also know that the
behavioural game tree has less player nodes than the standard game tree, since each node in the behavioural
tree is equivalent to an entire information set of player nodes in the standard game tree. Therefore, q!aqe%
does not seem to be a very good upper bound for the number of nodes in the behavioural game tree.
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| MS(10x10) | BB(8x5) | BB (5x2) | Life V1 (5) | Life V2 (5)

s 17 310 309 456 440 7624512 300 32 46 656

q 100 32 20 32 32

a 10 34 22 32 46 656

25 _ 1 ~ 100 193092836932 | ~, ()2 287 353 ~ 1070 ~ 10° ~ 1013996

29s ~ 1013 ~ 1016 ~ 10° ~ 10! ~ 10

29s —s+ 1 ~ 108 ~ 1016 ~ 108 ~ 1011 ~ 1014

297 1s + 2 ~ 1042 ~ 10'6 ~ 10° ~ 10! ~ 10

29[5] +2 ~ 10*? ~ 10'° ~ 10° ~ 10" ~ 104

9aq ~ 10300 ~ 1032 ~ 10132 ~ 10397 ~ 1037897

(1 + a)q ~ 10400 ~ 10192 ~ 10100 ~ 10192 ~ 10512

sq!e ~ 10745 ~ 10216 ~ 10110 ~ 10199 ~ 10209

1+s+sd(e+1) ~ 107 ~ 10?16 ~ 10110 ~ 101 ~ 107

q!aqe% ~ 101100 ~ 10384 ~ 10200 ~ 10384 ~ 10704
Table 10.2: Upper bounds for the number of player nodes in Minesweeper, BlackBox, and the Life game.
“MS (n x k)” denotes the Minesweeper game with & mines on an n x n grid, “BB (n x k)” denotes the
BlackBox game with &k dots on an n X n grid, “Life V1 (n)” and “Life V2 (n)” denotes versions one and
two of the Life game with n choices. The numbers are only approximated, since in some cases already
calculating the exact upper bounds can take rather long.

For some small games, we can in addition compare these upper bounds directly to the actual number of
player nodes, shown in Table 10.3.

| NG (100) | MM (3x3) | MM (2x6) | BB(4x3)| BB (5x2)
s 100 27 36 560 300
q 99 27 36 16 20
a 2 10 6 18 22
25— 1 ~1.26-10%° [ ~1.34-10% | ~6.87-10'° | =~ 3.77-10'%® | ~2.03-10%
29s ~6.33-10°T | ~3.62-10° | ~2.47-10"2 ~3.67-107 | ~3.14-10°
29s —s+ 1 ~6.33-10°1 | ~3.62-10° | ~247-10'2 ~ 3.66 - 107 ~3.14-10%
2975+ 2 ~316-10°T | ~181-10° | ~1.23-10"% | ~1.83-10" | ~1.57-10°
29]2] +2 ~316-10% | ~181-10° | ~1.23-10" | ~1.83-10" | ~1.57-10°
234 ~4.01-10°7 | ~1.89-1031 | ~1.05-10% | ~4.97-10% | ~2.83-102
(14 a)d ~1.71-10"7 | ~1.31-10% | ~265-10°0 | ~288-10%° | ~ 1.71-10%
sqle ~2.53-101% | ~7.99-10° | ~3.64-10% | ~3.18- 101 | ~1.98.10%T
1+s+sT(e+1) | ®1.73-101 | ~5.46-10*° | ~248 10" | ~2.17-10'° | ~1.35-10%!
qlades ~5.91-10"° | ~1.08-10% | ~3.83-10% | ~2.54-10% | ~1.71-10%
Actual number | 5050 662 2139 | 73216 14133
Table 10.3: Comparing the upper bounds for the number of player nodes to the actual number of nodes.
(NG = NumberGuessing, MM = MasterMind, BB = BlackBox.)

As we can see, all our upper bounds are still several orders of magnitude away from the actual problem
sizes. Thus, there seems to be still a lot of room for improvement of the upper bounds discussed in Chapter 5.
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10.2 Runtime comparison

As we have seen in Section 9.3, there are many ways to combine optimization options. Comparing the
runtimes for all of them at the same time would be rather unwieldy, so we will instead step by step show
some comparisons of things that we had claimed to make the algorithm faster.

We will compare the runtimes for three games:

e Number guessing, where “NumberGuessing (n)” denotes the number guessing game with the computer
choosing values from 1 to n;

e MasterMind, where “MasterMind (n x k)” denotes the MasterMind game with n positions and k
colours; and

e BlackBox, where “BlackBox (n x k)” denotes the BlackBox game with &k dots on an n x n grid.

Unless stated otherwise, all measured runtimes are for calculating the average-optimal solution. All mea-
surements were performed on a Lenovo W510 with 4GB RAM and 1.73GHz Quad-Core (though calculations
typically use only one core, except for Java’s garbage collection in the background).

10.2.1 Behavioural game tree vs. Decision set graph

Turning off the cache effectively downgrades Algorithm 6.10 (solving the game on the decision set graph)
to Algorithm 4.36 (solving it on the behavioural game tree). This allows us to easily compare these two
algorithms.

The performance gains we can see in Table 10.4 are quite impressive, thereby showing that all the hard
work in Chapter 4 paid off.

Game ‘ Behavioural game tree | Decision set graph
NumberGuessing (10) 157ms 2ms
NumberGuessing (15) 18 302ms 12ms
NumberGuessing (20) 3566 172ms 9ms
MasterMind (2 x 5) 81 487ms 106ms
MasterMind (3 x 3) 13 535ms 110ms
BlackBox (3 x 2) 18 234ms 54ms
BlackBox (6 x 1) 1070 315ms 73ms

Table 10.4: Runtime comparison of Algorithm 4.36 (solving the game on the behavioural game tree)
and Algorithm 6.10 (solving it on the decision set graph).

We can also simply compare the number of player nodes in the behavioural game tree to that in the
decision set graph (by counting how many nodes were calculated in each algorithm), shown in Table 10.5.

Game \ Behavioural game tree \ Decision set graph
NumberGuessing (10) 19 683 55
NumberGuessing (15) 4782 969 120
NumberGuessing (20) 1162261 467 210
MasterMind (2 x 5) 4 489 456 766
MasterMind (3 x 3) 554 677 662
BlackBox (3 x 2) 1229041 578
BlackBox (6 x 1) 29177 585 305

Table 10.5: Comparison of the number of player nodes in the behavioural game tree and in the decision
set graph.
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10.2.2 Original weights vs. Simplified weights

Next, we claimed that simplifying the weights to use only integers improved performance, so let us in
Table 10.6 compare the original weights from Algorithm 6.10 to the simplified ones in Algorithm 6.16.

Game

\ Original weights

| Simplified weights

NumberGuessing (100) 3 393ms 245Tms
NumberGuessing (120) 5 362ms 5 123ms
MasterMind (2 x 6) 1255ms 406ms
MasterMind (5 x 3) 2478 656ms 1826 198ms
BlackBox (5 x 2) 4 379ms 3 531ms
BlackBox (4 x 3) 16 903ms 17 562ms

Table 10.6: Runtime comparison of Algorithm 6.10 (using fractions as weights) and Algorithm 6.16
(using integers as weights).

While being far away from the previous result in terms of impressiveness, we see that the simplified
weights perform slightly better, up to a factor of 3 in some smaller problems.

However, we also see that in case of BlackBox (4 x 3), they seem to perform a little worse than the
original weights; a result that could be reproduced in several test runs. This might be due to the fact that
fractions can be cancelled after every step, whereas the integer weights can become fairly large.

10.2.3 Calculation of all children vs. Upper bounds

After the simplified weights, we introduced upper bounds. What is surprising is that even on the behavioural
game tree, upper bounds by themselves already vastly outperform the naive algorithm. Of course, using
upper bounds and the decision set graph still performs better than either of the optimizations by itself, as
we can see in Table 10.7.

Game | Orig-BGT | UB-BGT | Orig-DSG | UB-DSG
NumberGuessing (20) | 1913 056ms | 9 665ms 31ms 27ms
MasterMind (3 x 3) 13 715ms 396ms 543ms 193ms
BlackBox (6 x 1) 1040 888ms | 1821ms 750ms 160ms
BlackBox (3 x 2) 17090ms | 2430ms 198ms 156ms

Table 10.7: Runtime comparison of upper bounds (UB) to the original algorithm (Orig) on the be-
havioural game tree (BGT) and the decision set graph (DSG). (Simplified weights were used for all
calculations.)

Since the numbers for the decision set graph are all in a very low runtime range, let us in Table 10.8
compare their runtimes for some slightly larger problems.

Game \ Orig-DSG \ UB-DSG
NumberGuessing (100) 2911ms | 2907ms
MasterMind (4 x 3) 9786ms | 4755ms
BlackBox (6 x 2) 27 809ms | 44 215ms

Table 10.8: Runtime comparison of upper bounds (UB) to the original algorithm (Orig) on the decision
set graph (DSG). (Simplified weights were used for all calculations.)

We can see that MasterMind is indeed faster by around 50%, and there is no noticeable change in
NumberGuessing. However, BlackBox is suddenly doing worse by a factor of 1.5. After being a bit puzzled
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by this, we can however see that this result is explained by the amount of player nodes that are calculated:
53 749 without using upper bounds, compared to 134 691 when using them. The problem here is that the
calculations of player nodes are very often aborted because of getting above the limit, thereby preventing
the results for the node from being stored in the cache.

Let us therefore also look at the number of player nodes calculated for each of these games, shown in
Table 10.9.

Game ‘ Orig-DSG ‘ UB-DSG
NumberGuessing (100) 5050 5050
MasterMind (4 x 3) 15 646 14139
BlackBox (6 x 2) 53740 | 134691

Table 10.9: Comparison of the number of player nodes calculated when using upper bounds (UB) and
when using the original algorithm (Orig), both on the decision set graph (DSG).

We see three different situations here:

e For NumberGuessing, exactly the same number of nodes is calculated, and the runtimes are almost
identical.

e For MasterMind, fewer nodes are calculated, and the calculated nodes are aborted earlier, thereby
leading to lower runtimes.

e For BlackBox, more nodes are calculated than before, and the runtimes are a fair bit higher.

Using or not using upper bounds therefore is an important consideration when deciding on an algorithm.

10.2.4 Given question order vs. Randomized question order

We also mentioned in Section 6.5.4 that in practice, randomly changing the order of questions can improve
performance by finding good upper bounds more quickly. Some values supporting that claim are shown in
Table 10.10.

Game Given order Randomized order
Runtime ‘ Nodes Runtime ‘ Nodes
NumberGuessing (100) 3010.3ms 5050 | 21 844.4ms 40 694.3
MasterMind (4 x 3) 4 833.6ms 14 139 4 686.2ms 13484.4
MasterMind (2 x 6) 642.7ms 3708 631.1ms 3579.8
BlackBox (6 x 2) 44 807.3ms | 134691 | 43174.1ms | 126 704.1
BlackBox (4 x 3) 58 914.1ms | 221225 | 53 486.6ms | 193 092.2

Table 10.10: Comparison of runtime and number of calculated player nodes between evaluating questions
in the given order or randomizing their order. (Simplified weights and upper bounds were used for all
calculations. Values are the average of 10 test runs.)

In BlackBox and MasterMind we see very small performance improvements (though in case of BlackBox
by far not enough to outweigh the performance loss compared to not using upper bounds at all).

However, what is an optimization for these games completely obliterates the performance of Number-
Guessing. Once again it has to be pointed out that upper bounds have an advantage and a disadvantage:
the advantage is that unnecessary calculations can be aborted, the disadvantage however is that the results
of calculations that are aborted are not cached, so these calculations potentially have to be repeated. When
evaluating the questions of the number guessing game in the given order from 1 to n — 1, which is actually a
very inefficient order, then the upper bounds for all sub-calculations are so high that no calculation is aborted
ever (so using upper bounds does not help at all, but at least does not harm either). When evaluating the
questions in random order, however, then good upper bounds are found more quickly; and as a consequence,
many calculations are aborted and have to be repeated later.
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10.2.5 Normal question evaluation vs. Question evaluation with fingerprints

In the next step, we started calculating fingerprints. The first advantage that we claimed they had was that
the calculation of the answer to a question would be faster. We therefore in a first experiment use fingerprints
only to evaluate answers, but use the normal lists of remaining situations otherwise. The following runtimes
shown in Table 10.11 do not include the time for calculating the fingerprints.

Game ‘ Normal question evaluation ‘ Question evaluation from fingerprints
NumberGuessing (120) 6 693ms 11 730ms
MasterMind (5 x 3) 916 645ms 839 012ms
BlackBox (4 x 3) 57 953ms 26 824ms
BlackBox (6 x 2) 44 125ms 22 371ms

Table 10.11: Runtime comparison between using the original game, or calculating fingerprints and using
them for evaluating questions. (Simplified weights and upper bounds were used for all calculations.)

As we can see, the performance improvements are most prominent in BlackBox, where evaluating the
path of a light ray takes some time. They are negligible in MasterMind, and in NumberGuessing, fingerprints
even perform worse than direct calculation (which is not surprising, given that evaluating a question there
is a simple comparison).

10.2.6 Lists of remaining situations vs. Greatest common fingerprint masks

A big part of Chapter 6 was about greatest common fingerprint masks as descriptors for the set of remaining
situations. We will compare three options here: using lists of remaining situations, using greatest common
fingerprint masks, and using both. When using greatest common fingerprint masks, we can in addition either
use the original string labels for the results cache, or the integer labels created from the greatest common
fingerprint masks. This gives five combinations that we can compare, all shown in Table 10.12 (using rows
for the options this time, for easier comparability within one game).

Game ‘ NumberGuessing (120) ‘ MasterMind (3 x 5) ‘ BlackBox (6 x 2)
L+S 11 223ms 194 727ms 23 993ms
GCFM + S 18 496ms 2 393 570ms 457 659ms
GCFM + 1 14 867ms 1 939 506ms 442 883ms
L+GCFM + S 12 251ms 198 386ms 32 508ms
L+GCFM + 1 10 996ms 204 496ms 30 100ms

Table 10.12: Runtime comparison between using lists (L), greatest common fingerprint masks (GCFM),
or both (L+GCFM), using either string labels (S) for the cache or integer labels (I) created from the
greatest common fingerprint mask. (Simplified weights and upper bounds were used for all calculations.)

As we can see, fingerprint masks do not perform quite as well as we might have hoped. The runtimes for
using only greatest common fingerprint masks are very high in all scenarios; when using lists in addition,
then the performance in NumberGuessing and MasterMind is at least not worse than before.

For BlackBox, however, the performance suffers a fair bit from using greatest common fingerprint masks.
Thus, scientific honesty demands to acknowledge that while fingerprints seemed like a good idea, they simply
do not meet the expectations we had for them. We may however take solace from the fact that they do reduce
the storage space needed for the label of a known result. In BlackBox (8 x 5), for instance, fingerprints have
a length of 152 bits, whereas saving situation lists directly (as a sequence of bits with one bit per situation,
indicating whether it is included in the set) takes 7 624 512 bits.

Thus, once our problem sizes get to such a range that we cannot store all results in the cache at the same
time any more, fingerprints will start to pay off again by allowing more results to be cached, thereby reducing
the number of nodes that have to be (re-)calculated (while at the same time not being too detrimental to
the calculation effort for each step).
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10.2.7 Summary

The one thing that hugely improved performance was the transformation into the decision set graph. For all
other optimizations, there are different factors that have to be considered; they pay off in some cases, but
harm in others:

e The simplified weights pay off in most cases, though there are some exception where the fractions,
which allow cancelling numerator and denominator after each step, perform better than handling the
large integers we get.

e Upper bounds behave very differently in different games. In some games, they improve performance by
up to 50%. In other games they reduce performance by up to 50%, since they prevent some intermediate
results from being cached.

e Randomization of the order improved performance slightly in two games, but let the runtimes explode
in the third. Again, it it something to be chosen with care.

e Fingerprints, finally, reduce performance for smaller to medium-sized problems, but might help to
improve performance in larger problems where being able to cache more results starts to outweigh
their slightly higher calculation costs.

10.3 Heuristics and random strategies

Let us see how well the heuristic and random strategies presented in Chapter 8 perform compared to the
optimal one. Average scores achieved by these strategies in some games are shown in Table 10.13, and the
corresponding runtimes for calculating them can be found in Table 10.14.

Game | BB(6x2) | BB (4x3) | MM (4x3) | MM (3 x5) | NG (200)
Best solution \ 5.1746 | 6.1839 | 2.0370 | 2.6080 [ 7.7200
Greedy 5.6683 6.7536 2.5679 2.9440 7.7200
Weighted Greedy 5.6683 6.7536 2.5679 2.9440 7.7200
Information Gain 5.6254 6.6571 2.2222 2.8240 7.7200
Information Gain per cost 5.4143 6.2946 2.0741 2.6240 7.7200
Gini Gain 5.5413 6.7571 2.1975 2.8400 | 100.4950
Gini Gain per cost 5.3905 6.5000 2.0741 2.6240 | 100.4950

Table 10.13: Comparison of average scores achieved by several heuristic algorithms, as well as average
scores achieved in the optimal strategy. (BB = BlackBox, MM = MasterMind, NG = NumberGuessing.)

Game \ BB (6 x 2) \ BB (4 x 3) \ MM (4 x 3) \ MM (3 x 5) \ NG (200)
Best solution | 4594lms [ 62786ms |  6304ms [ 204 890ms | 43 682ms
Greedy 238ms 139ms 223ms 61ms 113ms
Weighted Greedy 237ms 134ms 42ms 68ms 73ms
Information Gain 3 367ms 2 155ms 833ms 2 755ms 5 109ms
Information Gain per cost 2 846ms 2 297ms 917ms 2 674ms 5 510ms
Gini Gain 409ms 254ms 112ms 267ms 7 180ms
Gini Gain per cost 365ms 318ms 115ms 267ms 7 346ms

Table 10.14: Comparison of runtimes needed for evaluating the heuristic algorithms from Table 10.13.
(BB = BlackBox, MM = MasterMind, NG = NumberGuessing. For calculating the optimal solution,
simplified weights and upper bounds were used.)

As we can see, those are all fairly close to the optimal results (with the exception of Gini Gain in
NumberGuessing), while allowing much lower runtimes. Already a simple greedy strategy seems to perform
well both in terms of results and in terms of runtime.
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10.4. MASTERMIND (4 x 4)

For comparison, let us in Table 10.15 also have a look at the average costs that a player will have to play
when he plays completely randomly. (As mentioned earlier, calculating these values takes quite some effort,
which is why we can only compare slightly smaller problems than for heuristics.)

We have three options: In option one (A), the player chooses estimates with the same probability as
everything else. In the second (B), he chooses estimates with a probability of 50%. In the third option (C),
he magically knows whether it is better to guess or to ask a random question. That is, he chooses an
estimate if and only if the expected costs of an estimate are lower than the expected costs for asking a
random question.

For comparison, Table 10.15 also includes the optimal and two heuristic strategies.

Game | NG (200) | MM (3 x4) | MM (4 x3) | BB (4x3) | BB (5 x 2)
Best solution 7.7200 2.0370 2.2188 6.1839 4.8100
Greedy 7.7200 2.5679 2.7813 6.7536 5.3033
Information Gain per cost 7.7200 2.0741 2.2500 6.2946 4.9133
Random A 00 00 00 8.4551 6.7359
Random B o0 00 00 11.0099 8.4702
Random C 9.7561 2.7861 3.0050 7.4083 6.2907

Table 10.15: Comparison of average scores achieved by several random algorithms, as well as average
scores achieved in the optimal and in heuristic strategies. (NG = NumberGuessing, MM = MasterMind,
BB = BlackBox; Random A = Random (estimate with same probability as question), Random B =
Random (estimate with probability 50%), Random C = Random (estimate if better than asking).)

(In MasterMind and NumberGuessing, taking an estimate without having a clue gives infinite penalties.)

As we can see, heuristics perform worse than the optimal strategy, but (usually) still better than playing
randomly. By and large, it seems that optimal, heuristic and random strategies are rather close to each
other; even playing these games entirely randomly, the results are in the same order of magnitude as playing
an optimal strategy.

10.4 MasterMind (4 x 4)

We of course have to have a look at the classical MasterMind with 4 pegs and 4 colours. Looking at the

runtime comparisons above, we see that MasterMind does benefit from simplified weights, upper bounds,

and randomized child evaluation order, but not from fingerprints. Using these settings, we therefore get,

within a runtime of a mere 10 hours, the result that the best achievable average score in 4 x 4 MasterMind
649

takes on average gzx ~ 2.535 questions (not counting the last one with the correct code) — a result that

matches the one from [30].

10.5 BlackBox (8 x 5)

Last but certainly not least, we of course want to estimate how long calculating the optimal strategy for the
standard BlackBox game with 5 dots on an 8 x 8 grid would take.

To do so, we look at the player nodes in the behavioural game tree that we can reach with three questions
(and answers), as described in Section 6.8.1 on distributing the calculation. We then try to estimate on the
one hand how many such player nodes there are and how many subgames we consequently would have to
calculate, and on the other hand how long each of these calculations would take.

10.5.1 Calculating fingerprints

In our implementation, calculating fingerprints for all situations takes around 11 minutes (on the computer
described earlier in Section 10.2).
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10.5.2 Estimating the number of nodes after three questions

In order to estimate the number of nodes we can first count, with a calculation effort of around 2 days, that
there are 396 player nodes after asking 1 question (and getting 1 answer), and 61 464 player nodes after
asking 2 questions (and getting 2 answers)?.

For the third layer, we reuse the observations from Section 5.3.5, where we saw that each set of remaining
situations can be described as an intersection of some of the sets of remaining situations reached after asking
one question. In particular, this means that every set of remaining situations that we can reach after asking
three questions can be represented as the intersection of one set we reach after one question and one set
we reach after two questions. (Let N be a player node reached after three questions and answers, and let
(q1,01), (g2,a2) and (g3, a3) be those questions and answers. Using the notations from Section 5.3.5, the
set of remaining situations in N therefore is S’((ql, a1), (g2, a2), (g3, as)). Then there exists one player node
after two questions where S((q1,a1), (g2, az)) is the set of remaining situations, and one player node after
asking one question where S ((gs, as)) is the set of remaining situations. Therefore, by Corollary 5.20 the set
of remaining situations in N can be calculated as the intersection of these two sets.)

If we represent the player nodes after asking one or two questions by their greatest common fingerprint
masks, then we can calculate their intersection directly from the masks:

Theorem 10.1. Let (Mi,m;) and (M3, m2) be two fingerprint masks. We define M := M; | My and
m:=my | ma, as well as M := My & M.
Then

S(My,m1) NS(Ma, ms) = { ‘g(M,m) Z;e%w?fe mo & M
Proof. S’(Ml, my) N S'(Mg, mg) contains those situations in S that match both fingerprint masks, (M7, m;)
and (Ma, ma).

M represents the bits which are fixed in both fingerprints. If they are fixed to different values (and thus,
my & M # mgy & M), then no situation can simultaneously match both fingerprints, so the intersection is
empty.

Otherwise, all bits that are fixed in at least one fingerprint are fixed in the intersection, and have to take
the values to which they are fixed in the two fingerprints. This is a necessary and sufficient condition to

describe the situations that match both fingerprints. O

Note that the fingerprint mask (M, m) defined in this theorem does not necessarily have to be the greatest
common fingerprint mask of & (My,m1) N S (M3, m2); it is only one out of possibly many such fingerprint
masks.

We therefore take each of the 396 greatest common fingerprint masks of player nodes we reach after one
question, and intersect it with each of the 61 464 greatest common fingerprint masks of player nodes we
reach after two questions. From the 24 339 744 fingerprint masks that we get that way, we remove duplicates
and get 11 541 000 different fingerprint masks (though some of them might still represent the same set of
remaining situations, as they are not necessarily greatest common fingerprint masks).

Consequently, each set of remaining situations in a player node reached after three questions is represented
by one of these 11 541 000 fingerprint masks, so there can be at most 11 541 000 such player nodes.

10.5.3 Estimating the calculation time for a subgame after three questions

For estimating the calculation time for each of these subgames, we randomly choose 200 of them and
calculate optimal strategies for them (using simplified weights, no upper bounds, and fingerprints?). In our
experiments, this took on average around 236 seconds.

10.5.4 Estimating the total calculation time

Combining these two estimates — there are at most 11 541 000 player nodes that can be reached by asking
three questions, and calculating the subgame for each of them might on average take around 236 seconds —,
we can therefore estimate that the total calculation time would be around 86 years.

1Lists of those nodes are included on the DVD that is part of this thesis.
2We use fingerprints here in spite of their worse performance, since we need them for storing the list of player nodes after
the first 3 questions efficiently.

186



Chapter 11

Conclusions and outlook

There are basically three conclusions to be drawn here:

The first conclusion is that no matter what we do, the problem stays NP-hard. We might have squeezed
out every little bit of performance improvement we could get!, but at the end of the day, there are still
exponential factors in the asymptotic runtimes, and calculation times for reasonably sized problems are far
out of reach.

The second conclusion is that heuristics might be interesting to look at.

The currently known ones, like Information Gain and Gini coefficient, have two drawbacks: On the one
hand, they cannot take different questions costs into account, and different answer cost even less so. On
the other hand, they have been optimized over decades for problems in artificial intelligence, which have
different properties than deduction games: In artificial intelligence, the most important thing is how well a
decision tree created from some training data classifies new data. From that point of view, a strategy that
needs a bit more questions on average but performs well on test data is much better than a strategy that
needs fewer question, but fails on practical examples. In game theory, on the other hand, we do not care
about such things at all; we simply want a strategy whose average is as low as possible. From the game
theoretic point of view, these heuristics have therefore been fine-tuned for the wrong criteria.

Finding better heuristics than those might therefore be an interesting and mostly uncharted area.

The third conclusion is that maybe our problem statement was too general. Looking at Chapter 2, we see
what a large number of completely different games and problems can be expressed in our model. However,
a too broad problem definition can also be a burden.

Restricting the problem definition one way or the other might therefore allow optimizations that have
not been possible in this very general approach.

I Except maybe for having implemented it in Java. No matter how well Java might do on recent performance benchmarks
for numeric tasks (see [6], for example), it simply is not the first choice when it comes to performance optimization. However,
we chose Java mostly for convenience and readability; the implementation itself (for any fixed choice of optimization options)
is only a few hundred lines long and can easily be ported to any other procedural language, like C++ or Python.
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Appendix A

DVD

Contents of the DVD:
e Folder thesis: EIEXsource and .pdf file of the thesis.

e Folder implementation: Java implementation of the algorithms.
e Folder results:

o Folder fingerprints: Fingerprints (optimized version from Algorithm 6.41) of various games.

o Folder blackbox 8_5: List of the player nodes of BlackBox (8 x 5) after asking at most three
questions.

Missing the DVD?
Just email the author.
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