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Abstract

Hybrid drive concepts compared to conventional concepts provide a signi�cant higher

level of e�ciency. This is possible due to selective load level adjustment of the internal

combustion engine and downsizing. Additionally, the electri�ed power train provides par-

tially brake energy recuperation. Modern hybrid drive concepts use lithium-ion batteries

or ultra-cap modules for energy storage. Both technologies are not adequate for this duty.

Batteries come with marginal power density and cycle consistency and lead to big and

heavy solutions for the required amount of energy. On the one hand ultra-cap mod-

ules provide a much higher power density, but on the other hand the energy density

is not satisfying. Therefore a lot of space is needed for the required amount of energy

which is hard to �nd in vehicles. Additionally, the operation area of both technologies is

limited to critical temperatures and therefore a sophisticated cooling system is inevitable.

A �ywheel combines both, a high power density and a high energy density. Therefore

it represents a useful supplement to present energy storage systems. In order to provide

a high energy density, high rotational speeds are required. To reduce stand-by friction

losses to air at high rotational speeds, the �ywheel is being operated in vacuum. Since

lubrication in vacuum is di�cult and high rotational speeds damage the bearings, a mag-

netic bearing enables rotation nearly without any losses. The maximum rotational speed

is theoretically only limited by the mechanical strength of the rotor that has to bear the

centrifugal load.

A magnetic bearing for a �ywheel energy storage in a vehicle should establish a long

live-span with nearly endless cycles combined with accurate operating costs.
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Kurzfassung

Hybride Antriebskonzepte bieten, im Vergleich zu konventionellen Antriebskonzepten, den

Vorteil eines signi�kant erhöhten Wirkungsgrades. Dies ist durch gezieltes �downsizing�

sowie einer Lastpunktverschiebung der Verbrennungskraftmaschine möglich. Zusätzlich

erlaubt die Elektri�zierung des Antriebsstranges ein elektrisches Bremsen und somit eine

Teilrückgewinnung der Bremsenergie. Aktuelle Hybridlösungen verwenden gröÿtenteils

Lithium-Ionen Batterien oder Ultra-Cap Module als elektrischen Energiespeicher. Beide

Technologien sind jedoch nur bedingt für diese Aufgabe geeignet.

Batterien verfügen über eine geringe Leistungsdichte und Zyklenfestigkeit. Die benötigten

Energiemengen führen zu - für mobile Anwendungen verhältnismäÿig - schweren Lösungen

mit zu groÿem Volumen. Ultra-Caps besitzen zwar eine wesentlich höhere Leistungsdich-

te, jedoch eine vergleichsweise geringe Energiedichte. Damit ergeben sich wiederum groÿe

Volumen und Massen für die geforderten Energiemengen welche im Fahrzeug nur schwer

Platz �nden. Durch den eingeschränkten Arbeitstemperaturbereich benötigen beide Sy-

steme zusätzlich aufwendige Kühlsysteme.

Ein mechanischer Schwungradspeicher kombiniert eine hohe Leistungsdichte mit einer

hohen Energiedichte und stellt damit eine sinnvolle Ergänzung zu bestehenden elektro-

chemischen Energiespeichern dar. Um bei geringem Gewicht verhältnismäÿig groÿe Ener-

giemengen zu speichern, benötigt man sehr hohe Drehzahlen. Um die Leerlaufverluste

dabei möglichst gering zu halten werden, wird das Schwungrad in Vakuum betrieben. Ei-

ne mechanische Lagerung ist aufgrund der begrenzten Schmiermöglichkeiten im Vakuum

schwer realisierbar. Magnetschwebelager hingegen ermöglichen einen Betrieb ohne Lager-

reibungen. Die maximal realisierbare Drehzahl des Schwungrades ist somit theoretisch

nur durch die Festigkeit des Rotors gegenüber den auftretenden Fliehkräften begrenzt.

Der Einsatz eines Magnetschwebelagers in einem KFZ1 soll die mechanischen Belastungen

durch die im Betrieb auftretenden Kräfte bei ausreichender Lebensdauer zu vernünftigen

Kosten ermöglichen.

1Kraftfahrzeug
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Chapter 1

Introduction

In the year of 1900 the �rst hybrid car built by Lohner-Porsche was presented successfully

at the World Exhibition in Paris. This car used an internal combustion engine driving

at constant speed to power an electrical generator which charged several accumulators.

These fed electric current to the electric hub motors in the front wheels.

Figure 1.1: �Lohner-Porsche Mixte� hybrid car, developed in 1899 [2]

The automobile world was astonished by this novelty and other manufacturers followed

producing hybrid cars. The reason for their early success is that other than combustion

cars, the hybrid cars did not need to be started by hand with a crank, which was quite

exhausting at that time. Since cars were only a�ordable for privileged people this comfort

was crucial. When the �rst electric starters for combustion engine vehicles came up



Kinetic Energy Storage

around 1920, the success of hybrid drive technology came to a temporary stop.

1.1 Kinetic Energy Storage

Hybrid drive concepts compared to conventional concepts provide a signi�cant higher

level of e�ciency. This is possible due to selective load level adjustment of the internal

combustion engine and downsizing. Additionally, the electri�ed power train provides par-

tially brake energy recuperation. Modern hybrid drive concepts use lithium-ion batteries

or ultra-cap modules for energy storage. Both technologies are not adequate for this duty.

Batteries come with marginal power density and cycle consistency and lead to big and

heavy solutions for the required amount of energy. On the one hand ultra-cap mod-

ules provide a much higher power density, but on the other hand the energy density

is not satisfying. Therefore a lot of space is needed for the required amount of energy

which is hard to �nd in vehicles. Additionally, the operation area of both technologies is

limited to critical temperatures and therefore a sophisticated cooling system is inevitable.

A �ywheel combines both, a high power density and a high energy density. Therefore

it represents a useful supplement to present energy storage systems. In order to provide

a high energy density, high rotational speeds are required. To reduce stand-by friction

losses to air at high rotational speeds, the �ywheel is being operated in vacuum. Since

lubrication in vacuum is di�cult and high rotational speeds damage the bearings, a mag-

netic bearing enables rotation nearly without any losses. The maximum rotational speed

is theoretically only limited by the mechanical strength of the rotor that has to bear the

centrifugal load. A magnetic bearing for a �ywheel energy storage in a vehicle should

establish a long live-span with nearly endless cycles combined with accurate operating

costs.

1.2 Electric Energy Storage Methods

Electric energy, which features the highest exergy of all sources of energy, has to be

produced demand oriented. For this reason storing electric energy has been a challenge

since several hundreds of years. It all began in the year 1800 with Alessandro Volta, who

constructed the �rst documented electro-chemical energy storage.

The following list summarizes possible methods to store electrical energy. Methods that

are not appropriate for mobile applications were omitted for lucidity.

• Electrical energy storage:

3



Electric Energy Storage Methods

? EDLC1: Based on their low energy density, supercaps require much space

and are expensive which leads to the high capital costs. They can be cycled

several hundred thousands of times and can be loaded or unloaded in seconds.

Self-discharge is beneath 1% per hour and the storage e�ciency is about 90%.

Electrolyte capacitors lead to outstanding capital costs combined with very

low energy density compared to other methods in this list.

? SMES2: The energy density compared to EDLC is ten times higher and the

stored energy is available faster. The investment costs are also lower than

those of EDLC storages. A big disadvantage is that a part of the energy is

needed to cool the coil, which decreases the level of e�ciency.[12]

• Mechanical energy storage: Mechanical energy is either stored as kinetic energy or

potential energy.

? Flywheel: There are two kinds of �ywheels. Mechanical �ywheels and elec-

tromechanic �ywheels. The comparison in table 1.1 features the electro-

mechanic �ywheel, which is discussed further in section 1.3. High speed �y-

wheels, constructed with �ber-reinforced composite materials, can compete

with SMES in power density and feature a high energy density. Additionally,

they enable mobile applications due to light weight construction.

? CAES3: Adiabatic compressed air energy storage solutions to store wind power

reach up to 70% level of e�ciency. This includes regaining the compression

heat losses. For mobile applications regaining compression heat is too di�cult.

The typical level of e�ciency therefore is in the range of 50%.

• Chemical energy: [17]

? Redox �ow accumulator: This method uses an external storage of two di�erent

liquid electrolytes. The energy density is comparable to lead acid batteries but

the cycle consistency is ten times higher. An interesting fact is that this kind

of battery can be refueled with new electrolyte. A typical application could

be refueling for electric cars. The overall level of e�ciency is approximately

70 %.

? Lead-acid accumulator: This most widely used technology has a low energy

density and a low cycle consistency. Beside the application as starter battery

lead acid batteries are often used for grid stabilization, especially at isolated

operation, and for UPS4.

1Electric double layer capacitor, a.k.a. supercap or ultracap
2Superconducting magnetic energy storage
3Compressed air energy storage
4Uninteruptible power supply

4



Electric Energy Storage Methods

? Lithium ion accumulator: Since many di�erent cathode and anode material

con�gurations are existing, lithium ion cells are di�cult to compare. There are

some interesting con�gurations like lithium-titanate, lithium-air and lithium-

iron-phosphate cells that have the potential to compete with the energy den-

sities and power densities of typical steel �ywheels.

? High temperature NaNiCl- and NaS-batteries: Compared to other types these

batteries bene�t from a higher cycle consistency, but they need to be operated

at 290 to 390 ◦C. The Tokyo Electric Power Company runs a 6 MW load

leveling plant with 48 MWh balancing energy [18].

• Thermal energy: Since thermal energy is the lowest of all energy levels, thermal

energy storage is mostly relevant for district heating and warm water supply.

Tabular 1.1 compares the discussed energy storage types based on their speci�c power

(SP), speci�c energy (SE), cycle-time (tcycle), durability, total level of e�ciency η, self-

discharge and capital costs (CC).

type method SP SE tcycle durability η self-discharge CC
W
kg

Wh
kg

cycles % %
h

e
kWh

electric capacitor <10k >0.1 <0.1s 100M ≈95 0.01 >10k
electric EDLC <10k <10 >1s 500k ≈90 0.2 >1k
electric SMES <10k <100 <0.1s 1M ≈90 0 <2k
mechanic �ywheel <2.0k <50 3s-15m 1M ≈90 1 <2k
chemic Pb-acid acc. <4.1k <70 1h <42k 80-90 0.04 <250
chemic Li-ion acc. <1.8k <190 1h >1k 70-90 0.001 <1k

Table 1.1: Energy storage types for mobile applications in comparison

In �gure 1.2 energy storage technologies are compared in the gravimetric ragone chart.

An important fact is that the chart in �gure 1.2 does not take the total level of e�ciency

into account.

5



Existing Flywheel Energy Storages

Figure 1.2: Gravimetric ragone chart of energy storage technologies [16]

1.3 Existing Flywheel Energy Storages

Flywheel energy storages have been built around the world to store and deliver high

power for short periods of time. Static applications are stabilizing power transmission

grids, peak power supply and UPS. The unique mobile application is storing recupera-

tional brake energy. AMB5 technology is commonly used in the latest �ywheel storages.

An exception is the motorsport industry that uses high speed �ywheels with hybrid ce-

ramic bearings due to weight reduction [4]. For high speed �ywheels an evacuated housing

is indispensable to reduce air friction. This means that the rotor's power dissipation has

to be minimal since radiation is the only way to emit heat.

There are three di�erent rotor stator con�gurations for electromechanic �ywheel energy

storage systems:

• Internal rotor: This type bene�ts from a simple construction where the stator repre-

sents the whole evacuated housing and also contains the AMB components. Another

advantage is that the rotor-stator air gap is a minimum at operating temperature

and maximum rotational speeds. Since the rotor's geometry and construction is

prede�ned and thus based on the electric machine, design parameters are limited.

5Active magnetic bearing

6



Existing Flywheel Energy Storages

• External rotor: This con�guration features a larger rotor surface in contrast to

the internal rotor and therefore bene�ts from better heat radiation. Additional

high-strength composite �ber material, surrounding and therefore reinforcing the

rotor, enables high speed operation. A disadvantage is that the construction is more

complex because the evacuated housing has to be built around the external rotor.

• Internal rotor with external �ywheel: This most widely used type combines the

advantages of the previous mentioned types. Additionally, the desired inertia can

be designed independently.

The best electric machines for �ywheels are PMSM6s, also called brushless-DCs, and

switched reluctance machines, also called SRM7s. On the one hand the permanent mag-

net synchronous machine features the highest gravimetric and volumetric power density.

On the other hand its permanent magnets lose their strength when overheated. The

switched reluctance machine provides constant torque at any speed and the rotor is in-

sensitive to overheating, although it cannot compete in power density.

The data in tabular 1.2 cannot always be trusted. Most companies do not provide ex-

act data. For instance the �weight� is not clearly clari�ed as overall system weight, and

therefore sometimes just the rotor weight is mentioned.

6Permanent magnet synchronous motor
7Switched reluctance machine

7



Existing Flywheel Energy Storages

n
a
m
e

co
m
p
a
n
y

n
P

E
M

S
P

S
E

V
P
D

E
D

t
a
p
p
l.

b
ea
ri
n
g

co
n
�
g
.

η

rp
m

kW
kW

h
k
g

W k
g

W
h

k
g

m
3

W l
W

h l
s

%

T
1
[3
]

R
o
ss
et
a

2
5
.5
0
0

1
5
0

2
5
4
0

2
7
8

3
,7

0
,6
5

2
3
0

3
4
8

st
a
t.

ce
r.
+
P
M

a
ex
t.
F
W

b

T
2
[3
]

R
o
ss
et
a

2
5
.0
0
0

5
0
0

4
6
5
0

7
6
9

4
,2

1
,1
2

4
4
7

3
,6

2
9

st
a
t.

ce
r.
+
P
M

ex
t.
F
W

8
9

T
3
[3
]

R
o
ss
et
a

6
.0
0
0

3
0
,0
0
5
8

6
0

5
0

0
,1

0
,1
6
2

1
9

0
,0
3
6

7
st
a
t.

ce
r.
+
P
M

ex
t.
F
W

8
4

T
4
[3
]

R
o
ss
et
a

2
5
.0
0
0

1
0
0

5
4
5
0

2
2
2

1
1

0
,7
4
5

1
3
4

6
,7

1
8
0

st
a
t/
m
o
b
.

ce
r.
+
P
M

ex
t.
F
W

8
8

M
D
S
K
5

A
ls
to
m
,
L
3
-M

M
c

1
2
.0
0
0

2
0
0

2
1
1
2
0

1
7
9

1
,8

3
,3
4

6
0

0
,6

3
6

m
o
b
.

-
-

<
9
0

M
D
S
K
6

A
ls
to
m
,
L
3
-M

M
2
1
.0
0
0

4
5
0

6
1
3
0
0

3
4
6

4
,6

3
,3
4

1
3
5

1
,7
9

4
8

m
o
b
.

-
-

<
9
0

M
D
S
1
2

A
T
Z
,
L
3
-M

M
1
0
.0
0
0

2
5
0

1
0

1
2
0
0

2
0
8

8
,3

0
,9
5

2
6
3

1
0
,5

1
4
4

st
a
t.

H
T
S
M
B
d

ex
t.
F
W

9
2

E
M
A
F
E
R

C
C
M

1
7
.0
0
0

3
0
0

3
,1
1

7
8
3

3
8
3

4
x
x
x

X
X

X
X

3
7

m
o
b
.

k
o
n
v
.

-
-

U
le
v
T
a
p
1

C
C
M

1
5
.0
0
0

3
0
0

4
8
5
0

3
5
3

4
,7

0
,5
7
3

5
2
4

7
4
8

m
o
b
.

co
n
.

-
-

U
le
v
T
a
p
2

C
C
M

2
2
.0
0
0

3
0
0

4
3
7
5

8
0
0

1
0
,7

0
,2
1
5

1
3
9
5

1
8
,6

4
8

m
o
b
.

co
n
.

-
9
6

P
ow

er
B
ri
d
g
e

P
il
le
re

3
.3
0
0

1
2
0
0

4
7
0
0
0

1
7
1

0
,6

3
,5

3
4
0

1
,1

1
2

st
a
t.

co
n
.+
P
M

ex
t.
F
W

9
3

E
x
p
er
im
en
t

D
y
n
a
st
o
re

1
0
.0
0
0

2
0
0
0

1
1

1
2
0
0

1
6
6
6

9
,2

1
,0
6

1
8
8
6

1
0
,3

2
0

st
a
t.

S
M
B

ex
t.

9
4

N
ed
o

J
a
p
a
n

1
5
.8
6
0

1
5

1
0

4
2
5

3
5

2
4

1
,9
7

8
5

2
4
0
0

st
a
t.

A
M
B

in
t.

-
K
E
R
S

C
o
m
p
a
ct

D
y
n
a
m
ic
s

1
0
0
.0
0
0

9
0

0
,7
5

4
0

2
2
5
0

1
9

0
,0
2
3

3
8
5
8

3
2

3
0

m
o
b
.

in
t.

co
n
v
.

-

G
T
X
U
P
S

P
en
ta
d
y
n
ef

5
5
.0
0
0

2
0
0

0
,6
8

5
9
0

3
3
9

1
,2

0
,0
9
4

2
1
2
5

7
,2

1
2
,3

st
a
t.

A
M
B

ex
t.
F
W

-
T
ri
n
it
y

T
ri
n
it
y
g

-
1
2
5

0
,7

1
7
5

7
1
4

4
0
,0
4

2
9
9
8

1
6
,8

2
0

st
a
t.

co
n
.

ex
t.

-

T
ab
le
1.
2:

E
x
is
ti
n
g
�
y
w
h
ee
l
en
er
gy

st
or
ag
e
so
lu
ti
on
s

a
C
er
a
m
ic
b
a
ll
b
ea
ri
n
g
w
it
h
p
er
m
a
n
en
t
m
a
g
n
et

a
x
ia
l
th
ru
st

re
d
u
ct
io
n

b
In
te
rn
a
l
ro
to
r
w
it
h
ex
te
rn
a
l
�
y
w
h
ee
l

c
L
3
C
o
m
m
u
n
ic
a
ti
o
n
s
-
M
a
g
n
et

M
o
to
re
n

d
H
ig
h
te
m
p
er
a
tu
re

su
p
er
co
n
d
u
ct
in
g
m
a
g
n
et
ic
b
ea
ri
n
g

e
P
il
le
r
P
ow

er
S
y
st
em

s
f
P
en
ta
d
y
n
e
P
ow

er
C
o
rp
o
ra
ti
o
n

g
T
ri
n
it
y
P
ow

er
C
o
rp
o
ra
ti
o
n

8



Chapter 2

Basic Theory

2.1 Earnshaws Therorem

The English physicist and mathematician Samuel Earnshaw (1805 - 1888) stated the

Earnshaw Theorem in the year of 1842. It says that an object cannot be levitated freely

and be stabilized by a static magnetic �eld. The Theorem can also be concluded by the

later postulated Maxwell Equations.

2.1.1 Explanation

For an object levitated in a stable equilibrium by a static magnetic �eld, perturbations

in any direction should not break the equilibrium and the object should fall back into

its original position. All surrounding force vector elements, caused by a static magnetic

�eld, should point towards the stable point. This is simply not possible.

∫
Γ

~FdΓ =

∫
Ω
div
(
~F
)
dΩ (2.1)

The Gauss' Theorem, see equation 2.1, says that the integral of the radial component

of the force ~F over the surface Γ must be equal to the integral of the divergence of the

force ~F over the concluded volume Ω. This means a stable equilibrium requires a static

magnetic �eld, that causes a vectorial force ~F that points towards the stable point from

all directions. Therefore the surface integral over ~F would be di�erent from zero which

does not satisfy the Laplace Equation.

Earnshaw proved that for a levitating object, there always is at least one direction, in

which the object cannot be restored into its initial position.



Earnshaws Therorem

2.1.2 Exceptions

Earnshaw's Theorem is only relevant in classical physics which excludes quantum physics.

The following list shows ways around the assumption.

• Diamagnetism: Earnshaw's Theorem does not apply to diamagnetics. External

magnetic �elds induce eddy currents which cancel the external magnetic �eld. Su-

perconductors behave like perfect diamagnetic material. When an external mag-

netic �eld is applied, induced eddy currents �ow resistless through the supercon-

ductor and produce a magnetic �eld that cancels the external �eld completely. The

value of the induced �eld is exactly equal and opposite in direction to the applied

magnetic �eld.

For instance a permanent magnet placed above a super conductor is levitating

in a stable equilibrium. High temperature superconductors at a temperature of

-170◦C are arranged relatively easily with dry ice or liquid hydrogen.

• Oscillating �elds: An oscillating magnetic �eld applied to conducting material in-

duces circular alternating currents. This results in diamagnetic behavior of conduc-

tive material (usually copper and aluminum) due to Lenz's Law. Repulsive e�ects

and even levitation can be realized with oscillating magnetic �elds.

For instance the Japanese train project �JR-Maglev� levitates at speeds above

150km/h using this e�ect.

Figure 2.1: Basic concept of the famous toy �levitron� [9]

• Rotation: Spin stabilized magnetic levitation is possible but within certain restric-

tions. The parameter space for stable levitation is very small. The basic concept

in Fig. 2.1 shows a permanent magnet base plate consisting of an outer axial mag-

netized ring and a permanent magnet rod in the center. The rotating permanent

10



Bearing Components

magnet gyroscope is placed on top. The stabilizing force of the levitating perma-

nent magnet rotor, which keeps it from �ipping over, is produced by the gyroscopic

force. The gyroscope is levitating in its idle state where the repulsing force of the

outer magnet ring and the attractive force of the inner magnet rod equal each other.

Of course there is a minimum critical rotating speed for the gyroscope to remain

in its stable equilibrium. An interesting fact is that there is a maximum rotational

speed as well. [15]

To start the �game�, the gyroscope is twisted on a board placed on top of the

base plate. When the gyroscope is spinning at the center position the board is

carefully lifted up until the gyroscope starts to levitate.

• Ferro�uids: A ferro�uid is a �uid that contains chemically suspended iron-oxide fer-

romagnetic particles. The interaction between a permanent magnet and the mag-

netic �uid can be used to stabilize or levitate objects. For instance, a permanent

magnet, submerged into a ferro�uid, seeks into a stable equilibrium. A restoring

force occurs when the magnet is displaced, however the load capacity is minimal.

The ferro�uid's drag on rotation due to its viscosity limits spinning applications.

• Feedback: If the distance between the levitating object and an actuator is mea-

sureable and the strength of the electro magnet is adjustable, a stable equilibrium

can be achieved with a feedback control system. This is the most common way to

circumvent Earnshaw's Theorem. An adjustable electro magnet is in principle com-

parable to a moving magnet, which is not included in Earnshaw's Theorem either.

2.2 Bearing Components

Basically there are two kinds of bearing components for magnetic bearings or active mag-

netic bearings. The �rst one is the �radial bearing� that has to supply forces in radial

directions. This bearing type can handle two degrees of freedom and there are two basic

implementation types - �homopolar radial bearings� and �heteropolar radial bearings� -

which are explained in chapter 4. The second component is the �thrust bearing� which

supplies axial forces. With two radial bearing components and one thrust bearing com-

ponent a complete magnetic bearing system can handle �ve of the rotor's six degrees of

freedom. The remaining 6th degree is rotation around its axis.

11



Basic Control Loop

2.3 Basic Control Loop

Figure 2.2: Basic active magnetic bearing feedback control loop

Figure 2.2 depicts all basic components of a standard active magnetic bearing system.

In the following paragraphs, these elements and their functionalities are brie�y described.

The rotor is supposed to be levitated freely and contactless at a certain distance yR

from the bearing's electro magnet. A contactless displacement sensor measures the dis-

tance y between the �ywheel's rotor and the bearing's electro magnet and feeds the

information to the digital controller. Stabilizing the rotor at the nominal position yR

is achieved by compensating the gravitational force fg = m · g with the magnetic force

fm. Counteracting external perturbation, caused by movement or internal perturbation

caused by imbalance (∆f), is desired.

Based on a control scheme, the digital controller sends out a control current signal to

the power ampli�er. The ampli�er supplies the ampli�ed control signal which induces

an electric current that is sent through the coil of the electro magnet. The produced

magnetic �ux �ows through the iron core of the electromagnet and spreads through the

air gap into the rotor.

This simpli�cation in Fig. 2.2 of an active magnetic bearing shows just one degree

of freedom. A complete magnetic bearing system needs at least three control loops to

establish a stable equilibrium and a contactless levitation.

12



Chapter 3

The Ampli�er

The ampli�er that was used is a push-pull class AB ampli�er with a maximum voltage of

± 20 Volts and a maximum surge current of ± 3.8 Ampere and a maximum continuous

current of ± 2.8 Ampere. The cut-o� frequency is above 50 kHz which is enough for the

PID control, operated at 16 kHz, and state space control, operated at 1 kHz.

Figure 3.1: Maximum positive and negative control current

Figure 3.1 shows the performance of the ampli�er with an integrating current controller

designed by frequency response analysis. The maximum current slope is 325 Ampere per



second which occurs when the controller tries to reduce the maximum current to zero as

fast as possible and therefore applies the maximum negative voltage to the ohmic induc-

tive load.

An interesting fact that can be seen in �gure 3.1 is that the rise time from 0 to −3

Ampere is signi�cantly shorter than the rise time from 0 to +3 Ampere.
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Chapter 4

The Electro Magnet

The electro magnet is the active component of the control loop and has to produce the

attractive force to stabilize the rotor. It is desired to produce as much force as possible

with a minimum of power. Therefore reducing the air gap results in a higher level of

e�ciency. In contrast the construction and measurement of the displacement gets more

di�cult. To produce as much force as possible, a material that can conduct as much �ux

density as possible without saturating is used.

The major standby losses of an evacuated high-speed �ywheel energy storage, no matter

if loaded or not, are the electromagnet components. For PM1 biased magnetic bearings

the standby losses can be further decreased.

4.1 Magnetic Bearing Components

Basically there are two di�erent kinds of bearing components used in magnetic bearings.

The radial bearing which can handle two degrees of freedom (x, y) and has to stabilize

the rotor in radial directions and the thrust bearing which has to compensate forces in

axial directions (z).

Figure 4.1: Radial and axial directions

1Permanent magnet



Magnetic Bearing Components

In static applications the orientation of the axis determines which bearing component has

to bear the static gravitational load additionally. A vertically aligned axis increases the

thrust load and a horizontally aligned axis increases the radial load in one direction. This

can be inappropriate for hetero-polar radial bearings. A possible way to reduce standby

power is to compensate the static load with permanent magnets. This bearing type is

called PM biased AMB.

Radial electro magnets can be arranged in two di�erent con�gurations, which are ho-

mopolar and heteropolar. Fig. 4.2 shows that the radial electro magnets are all mounted

on a single piece of iron. A big advantage of the heteropolar arrangement is the narrow

design, that allows a shorter rotor which increases �exible mode frequencies. Further-

more, the radial bearing can be manufactured similarly to electric motors which helps

reducing the costs. A major disadvantage is that a single point on the rotor's surface ob-

serves four changes in polarity of the magnetic �eld during one single rotation. This leads

to signi�cantly increased hysteresis losses and eddy current iron losses with increased ro-

tational speeds.

Figure 4.2: Heteropolar radial bearing con�guration [19]

16



Magnetic Force

Figure 4.3: Homopolar radial bearing con�guration [19]

As shown in �gure 4.3 the magnetic �eld lines of the radial electro magnets are parallel to

the rotor's rotational axis. This con�guration is called homopolar. A single point on the

rotor's surface observes just a variation in �eld intensity of the radial bearing's magnetic

�eld during one rotation. The advantage of this con�guration is a substantial reduction

of rotational eddy current iron losses.[19]

High speed �ywheels are levitated in an evacuated housing and therefore the rotor's

only possible heat dissipation is radiation. Hence this con�guration is a critical design

criteria. A disadvantage is the broader design which increases the rotor's length which

subsequently leads to lower �exible mode frequencies. Another disadvantage is that the

radial bearing's electro magnets consist of several single iron cores which increases costs

and complicates construction.

4.2 Magnetic Force

Thanks to numerical multi-physics simulation software, exact analysis of iron loops are

possible. Nevertheless an analytical approximation helps to de�ne the necessary electrical

and geometric characteristics roughly. For the following analytical approximation a few

assumptions have to be made.

• The magnetic �ux runs entirely through the iron and the air gap volume. This

means the leakage �ux in the surrounding air is neglected.

• The iron cross section Afe is constant along the entire magnetic circuit. This

simpli�es computation of the iron resistance, because edges and corners are not

taken into account.

17



Magnetic Force

• The air gap cross section is equal to the iron cross section. This means that the

whole magnetic �eld is homogeneous in the iron and the air gap, as shown in �gure

4.4.

Figure 4.4: E-core electro magnet

Figure 4.4 shows an E-core electro magnet with the average iron length lfe, average iron

cross section Afe, average air cross-section Aa, current I, number of windings n and the

air gap y. ∮
H · ds = lfe ·Hfe + 2 · y ·Ha = n · I = Φ (4.1)

n · I is often called the magnetomotive force. Considering that B = µ0 · µR · H and

remembering the assumption that Bfe = Ba, equation 4.1 can be enhanced.

lfe
B

µ0 · µR
+ 2 · y · B

µ0
= n · I (4.2)

B = µ0
n · I(

lfe
µR

+ 2 · y
) (4.3)

The attraction force of electro magnets is generated at boundaries between di�ering

permeability µ = µ0 · µR. The calculation of the force is based on the partial derivative

of the �eld energy by using the principle of virtual displacement [19]. In equation 4.4 Wa

is the energy stored by the volume of the air gap.

Wa =
1

2
BaHaAa · 2 · y (4.4)

f = −∂Wa

∂y
(4.5)

Inserting equation 4.4 into eq. 4.5 results in

18



Dimensioning

f =
B2
aAa
µ0

(4.6)

Inserting eq. 4.3 into eq. 4.6 provides a good approximation for f .

f = µ0

 n · I
lfe
µR

+ 2 · y

2

Aa (4.7)

To enhance results from equation 4.7 the relative permeability µR can be obtained from

a B-H diagram that belongs to the properties of the used material.

4.3 Dimensioning

To start from scratch the primarily feature is to generate a maximum force fmax with

the ampli�er's maximum current Imax. For a given ampli�er's maximum current and de-

manded maximum force at the nominal displacement yR, the number of turns neglecting

the iron is easy to calculate.

From the number of turns n and Imax the necessary iron cross section run through by

the magnetomotive force Φ = n · I = B ·A can be derived. A useful iron cross section of

the journal, that does not cause too much saturation, determines the coil bobbin's inner

dimensions. E.g. in �gure 4.5 an average magnetic �ux density of 1.5 Tesla for standard

sheeted steel should not be exceeded, since a further increase of the magnetic �eld results

in a relatively small increase of magnetic �ux.

Figure 4.5: B-H diagram of sheeted steel
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Dimensioning

Figure 4.6: Relative permeability µR extracted from Fig. 4.5

The next step is to calculate the coil's cross section Aw, the average winding length lw,

the total length of the enameled copper wire lco and the coil resistance R. The coil cross

section is calculated with the �ll factor F that expresses the ratio of the coil winding's

cross sectional area and the required space.

F =
dw

π
4 · n

aw · bw
, · · · F < 1 (4.8)

Unless the coil's winding is not orthocyclically, which would result in a perfect �ll factor

F , a good approximation for a so-called �wild winding� is given in eq. 4.9. This is the

ratio between the wire cross section and the surrounding rectangular box.

Fwild ≈
d2
w
π
4

d2
w

=
π

4
(4.9)

Independently from the ratio of the coils width aw and the coils height bw, the average

winding length lw can be estimated by equation 4.10.

lw = 4 ·
(√

Afe +
√
Aw

)
(4.10)

With the estimated �ll factor Fwild from equation 4.9 the coil's cross section Aw and the

total copper wire length lcu can be calculated with equation 4.11 and 4.12.

Aw = d2
w · n (4.11)

lcu = lw · n (4.12)

With the copper wire's speci�c resistance ρ the coil's total ohmic resistance R can be

estimated with equation 4.13.
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Winding

R = lcu · ρ (4.13)

Further, the necessary maximum dc-voltage Umax = R · Imax to run the maximum DC-

current Imax through the coil and corresponding maximum power dissipation Pmax =
U2
max
R = I2

max ·R can be calculated. To ensure high dynamic control, the ampli�ers max-

imum DC-voltage Umax should be a multiple of the nominal DC-voltage UR = R · IR
to overcome the inductance as fast a possible. The nominal current IR is the required

current to compensate the gravitational force. An estimation for the possible inductance

L is given in equation 4.14.

L =
n2 · µ0 · µR ·Aw

lfe
(4.14)

The average iron length lfe is used in equation 4.14 as average �ux line length. Hence

the time constant of the electro magnet can be expressed.

τ =
L

R
(4.15)

Since the relative permeability µR = f (y, I) is a function of the magnetic �eld H, caused

by the current I and the rotor displacement y, the results for L and τ are a rough guide.

4.4 Winding

Since copper wire is available in many di�erent diameters, the question is:

�Which is the right one?�. In fact, the electro magnet's dynamic behavior τ and it's power

consumption P are independent from the wire's diameter as long as the same magneto-

motive force (n · I) is run through the iron. The selective criteria is a suitable resistance

that �ts the ampli�ers properties.
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Winding

Figure 4.7: Iron and coil cross sections Figure 4.8: Inner and outer diameter of
enameled copper wire

# dcu dw Acu cu lacquer m′ ρ

mm mm mm2 % % g m-1 Ω m-1

1 0.03 0.032 0.0007 87.9 12.1 0.006 24.2

2 0.036 0.038 0.001 89.8 10.2 0.01 16.8

3 0.045 0.048 0.0016 89.8 10.2 0.02 10.8

4 0.112 0.116 0.0099 93.2 6.8 0.09 1.74

5 0.14 0.145 0.0154 93.2 6.8 0.14 1.11

6 0.2 0.206 0.0314 94.2 5.8 0.29 0.544

7 0.3 0.308 0.0707 95.2 4.8 0.65 0.242

8 0.355 0.364 0.099 95.4 4.6 0.9 0.173

9 0.4 0.409 0.125 95.6 4.4 1.15 0.136

10 0.5 0.51 0.194 96.1 3.9 1.79 0.087

11 0.65 0.662 0.332 96.4 3.6 2.97 0.052

12 0.8 0.813 0.503 96.9 3.1 4.54 0.034

13 0.95 0.964 0.709 97.1 2.9 6.37 0.0243

14 1.0 1.014 0.786 97.3 2.7 7.04 0.022

15 1.06 1.075 0.883 97.2 2.8 7.88 0.0195

16 1.12 1.135 0.985 97.4 2.6 8.92 0.0175

17 1.18 1.196 1.094 97.4 2.6 9.8 0.0158

18 1.25 1.266 1.227 97.6 2.4 10.99 0.0141

19 1.32 1.336 1.369 97.6 2.4 12.34 0.0126

Table 4.1: 19 di�erent copper wires in comparison [5]
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Winding

Tabular 4.1 lists 19 di�erent copper wires, sorted by the wire's copper diameter dcu. dw is

the copper diameter, Acu is the copper wire's cross section area, m′ is the speci�c weight

and ρ is the speci�c resistance.

With varying wire diameter dw and constant magnetomotive force n · I, the coil's cross
section area Aw slightly varies because the smaller the wire diameter dw, the more lacquer

is built into the coil. Table 4.1 shows the percentage by volume of lacquer and copper

for 19 di�erent copper wires. According to the maxim �the more diameter, the better�,

the coil's cross section area Aw and the average iron length lfe decrease slightly, which

increases the force f . Another positive fact is that an orthocyclically winding is easier

to achieve for thicker wires and they can be coiled signi�cantly faster. A disadvantage of

thicker wires though is their lack of �exibility which is critical for the �rst layers of wire

on a rectangular shaped journal.

4.4.1 Example

This example features a given sheeted iron core as seen in �gure 4.9. The core was taken

from an EI-core transformer. The task is to �nd the appropriate winding properties to

match the ampli�ers Imax and Umax and to produce the desired force fmax = m · amax
where amax is the maximum acceleration and m is the rotor weight.

Figure 4.9: Sheeted transformer EI- core:
(a = 13mm, b = 51mm, c = 27mm)

lfe = (2 · a+ b) · 2 = (2 · 13mm + 51mm) · 2 = 154mm = 0.154m (4.16)

Afe = 2 · a · c = 2 · 13mm · 27mm = 702mm2 = 7.02cm2 (4.17)

The maximum number of coil windings is calculated. Then the maximum magnetic force

fmax, the maximum �ux density Bmax, the power dissipation Pmax, the current density

Jmax and the necessary dc-voltage Umax for the maximum current Imax = 2.8 Ampere are

determined. Tabular 4.2 also shows the copper cross section Acu and the wire diameter dw.
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Winding

# dw Acu fmax B Pmax J Umax n R L τ

mm mm2 N T W A ·mm−2 V Ω mH ms

1 0.65 0.28 42 0.27 58 9.9 20.7 781 7.4 53 7.3

2 0.75 0.38 24 0.20 32 7.3 11.6 583 4.1 30 7.3

3 0.78 0.39 20 0.19 27 7.1 9.6 524 3.4 26 7.6

4 0.86 0.50 14 0.16 19 5.6 6.8 451 2.4 18 7.3

5 1.00 0.71 7 0.11 10 4.0 3.5 322 1.2 9 7.4

Table 4.2: 5 appropriate wire diameters in comparison

As one can see, wire diameter number three in tabular 4.2 �ts the ampli�er's properties

best. With the maximum current Imax = 2.8A the electro magnet still causes enough

force at a distance of �ve millimeters. The result in equation 4.18 is calculated using

equation 4.7. The corresponding µR is extracted from the data which �gure 4.6 is based

on.

fmax = 4π ·

(
518 · 2.8

0.154
700 + 2 · 5 · 10−3

)2

· 7.02 · 10−4 = 17.7 N (4.18)

The most important fact is that only half of the maximum voltage of the ampli�er is

necessary to drive the maximum current. The standby current IR to compensate the

gravitational static load, is 0.52 Ampere, see chapter 6. The standby voltage UR = R · IR
and therefore UR = 0.52 A · 3.4 Ω = 1.77 V . This is less than a tenth of the ampli�er's

maximum voltage and allows fast current changes to counteract external perturbation.

The estimated number of turns (nest = 524) from tabular 4.2 complies to the actual

winding that was built into the EI iron core (nact = 518). The magnetic �ux density of

wire number three in tabular 4.2 shows that the sheeted iron is far from being saturated.

The current density at maximum current is not critical either. Since this current is only

expected to occur for short periods of time, current densities weigh above 10 A · mm−2

are acceptable.
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Chapter 5

Displacement Measurement

The contactless measurement of the rotor's displacement from the initial position yR has

several requirements to ful�ll. The range of measurement is 0 ↔ 2 · yR assuming yR

in the middle of the maximum air gap. The output shall be a linear voltage signal that

represents the absolute position of the rotor.

Figure 5.1: Sensor and rotor from the basic control loop in section 2.3

Immunity against static and alternating magnetic �elds is obligatory. Since the control

system operates at a speci�c sampling rate, the dynamic behavior and accuracy have to

meet the speci�cations. The dynamic requirements are determined by the occurring per-

turbation in action. This includes external forces evoked by movement and vibration as

well as internal forces due to the rotor's unbalance. Based on the rotor's critical bending

speed the maximum rotational speed provides an upper limit. Further the system has to

be insensitive to cracks, scratches and any other rough surface deviation. For operation

in evacuated environment the displacement measurement must be una�ected by negative

pressure and oil vapor. The measuring system for the radial bearing component addi-

tionally has to be insensitive to the axle's round shape.



Possible Measurement Methods

5.1 Possible Measurement Methods

5.1.1 Optical Measurement

Optical measurement methods provide both, a high accuracy down to the sub-micrometer

range and a high bandwidth of measureable rotor deviation. With immunity against

electromagnetic �elds this method is clearly state of the art for static active magnetic

bearing systems. Potential problems with dust and condensing oil vapor in the rough

environment of an evacuated high-speed �ywheel is the knock-out criteria for optical

measurement methods. However, if oil vapor is avoidable, there still is the risk of small

particles breaking o� the rotor lamination. If an exceptionally external force occurs dur-

ing the operation, like a small fender bender or an overlooked speed bump, the rotor could

get in contact with the emergency tough-down bearing. An incident like this would, of

course, produce dust. The still functional �ywheel could get inoperative just because of

contaminated optical components.

This obvious disadvantage is not an insurmountable obstacle. If, for any reason, al-

ternating electromagnetic �elds knock out the following electrical competitors, the major

disadvantage, susceptibility of dust, could be compensated for instance with a cleaning

system. The target area of the rotor has to be machined precisely and needs a polished

�nish to establish a continuous re�ection. One single scratch or crack could produce

active vibration proportional to the rotational speed. There are basically two kinds of

possible optical measurement methods.

Figure 5.2: Basic laser triangulation measurement

Laser Triangulation Figure 5.2 shows the method in principle. This is the classical

industrial setup, without optical aids like lenses. The round surface slightly turns the

re�ection plane when the rotor is not centered. Therefore a linearization is mandatory.

An alternative to a laser light source would be a spot light source having a surface of
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a predetermined irradiation area. Therefore the measurement system has to track an

illuminated area on the CCD1 line instead of a point. This modi�cation is more stable

to surface roughness.

Generally CCD sensor lines can be read fast enough to �t the dynamic speci�cations.

The accuracy is depending on the number of pixels built into the CCD line as well as the

surface quality and the light source.

Figure 5.3: Principle of light barrier measurement

Light Barrier Principle Figure 5.3 shows the basic setup. An improvement would be

one light source radiating at a 45◦ angle feeding two orthogonal arranged CCD lines for

the x and y displacement. This method needs a lot of free space and has relatively large

optical paths and is therefore not acceptable for compact mobile applications.

5.1.2 Capacitive Measurement

This method also provides high accuracy down to the sub-micrometer range combined

with high dynamics and immunity against alternating electromagnetic �elds. In�uences

of dust and oil is an issue though. For instance the relative permittivity εR of vacuum is

1. In comparison εR of oil is ≈ 2.5 . . . 5 and εR of water is ≈ 80.

Figure 5.4 shows a typical capacitive measurement electrode. The inner electrode and the

outer protecting ring are of the same electrical potential. The protection ring is used to

provide a homogenous �eld which is essential to resolve the distance as linear as possible.

A much more complicated issue is the radial bearing component. A minimum of two

displacement sensors x and y measuring simultaneously are required. The conductive

1Charged couples device
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Possible Measurement Methods

rotor which can be interpreted as a �oating electrode is connecting both capacities of the

x-channel and the y-channel. A possible workaround would be mounting two electrical

isolated target rings on the rotor. This complicates the manufacturing process and in-

creases costs.

Figure 5.4: Basic capacitive displacement measurement sensor setup

5.1.3 Inductive Measurement

High accuracy down to the micrometer range and high dynamics are achievable. Mag-

netic �elds are not in�uenced by dust and oil because the relative permeability µR of

vacuum is the same as the relative permeability of oil and water.

Figure 5.5: Inductive Measurement

Since the inductance L cannot be measured directly, there are two basic methods to mea-

sure the inductance:

(a) An oscillating R-L-C circle, where a change in inductance is proportional to the
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First Experiment - Inductive Measurement

change in the oscillating circle's resonance frequency.

(b) Current- and voltage-sensing, where the inductance can be calculated from the

inductance's voltage and current signal.

The disadvantages are discussed further in section 5.2.

5.1.4 Eddy Current Measurement

The geometric structure is very similar to the inductive measurement. Instead of the

sheeted iron core a ferrite core is used to enable higher measurement frequencies.

The fundamental di�erence between the inductive measurement and the eddy current

measurement is the cause of a variation in inductance. The change of inductance mea-

sured with inductive measurement is caused by altering the ferromagnetic target's geom-

etry that leads to a di�erent distribution of the magnetic �ux lines and therefore alters

the magnetic properties of the iron loop. An approximation of the rotor to the inductive

sensor therefore leads to an increase of inductance.

The eddy current measurement in contrast measures the amount of induced eddy currents

in an electrical conductive target. The induced eddy currents weaken the sensor's initial

magnetic �eld due to Lenz's Law and therefore an approximation of the rotor towards

the eddy current sensor cancels the �eld even further. The increasing cancellation of the

sensor's alternating magnetic �eld is measured as a reduction of the initial inductance.

5.2 First Experiment - Inductive Measurement

The �rst attempt to build up a measurement system was based on method (b) from

subsection 5.1.3.

Figure 5.6: Circuit for the displacement measurement with inductive iron core sensor
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First Experiment - Inductive Measurement

To supply the 1kHz sinusoidal 10 Vpp voltage U q from �gure 5.6 the �HAMEG Arbitrary

Function Generator HMF2550� was used. The winding on the iron core, represented by

the variable inductance Lx and the associated ohmic resistor RL, is fed by the voltage

source. The resulting current is measured by the ampli�ed voltage at the shunt resistor

RS . The HAMEG function generator keeps the source voltage constant although the

complex resistance varies due to rotor displacement. Since the �dSpace Ds 2002 ADC2

Board� can operate at ±5 V or ±10 V , the shunt's current signal is ampli�ed to 10 Vpp.

To set up a wound sheeted iron core, the smallest available transformer with a two-piece

welded iron core was used. Milling one millimeter into the weld separated the E-core

piece from the corresponding I-bar piece. Although the weld was milled, it still holds the

iron sheets well together.

Figure 5.7: Corresponding vector diagram

The ampli�ed current signal divided by the ampli�cation and divided by Rs implies the

vector iL. The signal U q subtracted with iL ·Rs and subtracted with iL ·RL implies the

vector uL. With the frequency f , the inductance can now be calculated by uL divided

by iL which is XL.

Lx =
XL

j · 2π · f
(5.1)

It is possible to calculate the inductance Lx based on the RMS3 values of uL and iL with

equation 5.2

Lx =

√
u2
L − i2L

2π · f
(5.2)

To gain additional information from the current and voltage signal's phase shift, the fast

Fourier transformation (FFT) was chosen. The complex values were extracted from the

2Analog to digital converter
3root mean square
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First Experiment - Inductive Measurement

Fourier transformation output vector at the corresponding measurement frequency entry.

When the inductance is derived, the rotor position has to be interpolated based on a

lookup table, or by a polynomial approximation. This means a direct calculation of L

is not necessary and is wasting calculation time. It is su�cient to implement a lookup

table from the FFT4 values of both signals and the corresponding rotor position.

An interesting fact is that an external alternating magnetic �eld interferes both signal's

absolute value relation in opposite direction to the measurement signal's phase di�erence.

Based on this knowledge two di�erent lookup tables were implemented relating the ab-

solute values and the angle of the FFT result to the rotor's position. The independent

interpolated position signals were merged to reduce the interference of alternating mag-

netic �elds.

Figure 5.8: Simulink diagram of the measurement signal evaluation

Figure 5.8 shows the two signals �ch1� and �ch2� coming from the dSpace A/D convert-

ers fed into the FFT blocks. The samples converted at a sampling frequency fs of 16

kHz are converted into [16x1] row vectors at 1 kHz before entering this subsystem. The

third vector entry is selected because the measurement signal frequency is 2 kHz. Then

2 di�erent lookup tables are used to obtain the position of the rotor. To avoid jumping

values of the phase di�erence due to the angular range of −π to π, a compensation block

was implemented. The position signal from the absolute value ratio lookup table and the

signal from the phase di�erence lookup table are averaged. The saturation block limits

the signal space to the physical possible boundaries. After that a �rst order LP �lter

with a cut-o� frequency of 150 Hz was used to reduce measurement noise.

Figure 5.9b clearly shows the weakness of the inductive measurement. The measured

inductance is varying with a change in the measurement area's geometry and the mea-

surement area's magnetic properties of the material. The rotor's material properties are

4Fast Fourier transformation
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First Experiment - Inductive Measurement

altered by the bearing's electro magnet due to material saturation. This can be observed

in �gure 5.9c where the rotor's position is deviated by 0.5 mm although the rotor is

�xed. As long as the maximum current is sent through the electro magnet the inductive

measured displacement is deviated. Additionally, the measurement iron core's winding is

sensitive to fast changes in the electro magnet's current. This alternating stray �eld �ux
∂Φ
∂t in�uences the measurement carrier signal and leads to the perturbation in 5.9b

(a) Current of the bearings electro magnet

(b) Rotor displacement signals with current interference

(c) Improvement with averaging and �ltering

Figure 5.9: Inductive measurement with ��xed� rotor at 1.5 mm

Digital low pass �ltering in the controller's bandwidth is not an elegant solution and

causes additional phase shift that deteriorates the controller's performance. In fact the

alternating magnetic �eld perturbation is of low frequency compared to the measurement

frequency. Therefore one possible solution is to increase the measuring frequency and

cancel induced voltages with active �ltering before sampling. Figure 5.10a and 5.10b

show the sensitivity of the iron core's resistance and inductance over frequency. The
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Second Experiment - Eddy Current Measurement

values for R and L are calculated from the complex impedance of the iron core based

on the model Z = R ‖ L. R represents the ohmic losses and the iron losses which

increase dramatically with rising frequency. As one can see in �gure 5.10b the sensitivity

also decreases dramatically with rising frequency. Therefore increasing the measurement

frequency with an iron core is not an option. This leads to the following second experiment

in 5.3.

(a) Resistance of the R||L model (b) Inductance of the R||L

Figure 5.10: Electrical properties of the inductive measurement iron core

5.3 Second Experiment - Eddy Current Measurement

(a) Resistance of the ferrite core (b) Inductance of the ferrite core

Figure 5.11: Electrical properties of the eddy current measurement ferrite core

As one can clearly see in Fig. 5.11 the inductive behavior over the frequency of the ferrite

core is di�erent to the iron in �gure 5.10. With increasing frequency the variation in in-
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Second Experiment - Eddy Current Measurement

ductance due to rotor displacement increases. If no electric conductive target is available

(∞-curve) the inductance remains almost constant. This time the complex impedance

Z is expressed as R-L serial model. The ohmic resistance R also represent losses in the

ferrite material due to polarity change. The curves with 6mm, 8mm and 10mm in �gure

5.11a are not realistic and contribute to a measurement error using the HAMEG Pro-

grammable LCR Bridge HM 8118.

5.3.1 Functional Principle

Figure 5.12: Circuit overview of the eddy current measurement system

To set up a prototype of an eddy current measurement system, one half of a RM-10

ferrite core transformer is used. Aluminum was chosen as target material since it features

a higher physical strength than copper. The winding of enamelled copper wires with a

diameter of 0.05 mm2 is excited with a sinusoidal 10 Vpp signal at 100 kHz supplied by

the �Rohde & Schwarz Arbitrary Function Generator AFGA� (1µHz . . . 20MHz). Thanks

to the high measurement frequency compared to the expected perturbation frequencies

the current signal can easily be �ltered with higher order active �lters. The perturbation

from the bearing's electro magnet due to fast current changes cannot be higher than

half of the control system's operating frequency. Additionally, the electro magnet's time

constant is another limit to fast current changes. A switching ampli�er, which is not

used, would produce noise at 5 ,10 or 20 kHz. The measurement frequency is almost two

decades above the expected interferences. Therefore with a third order active high pass

�lter almost -120 db attenuation to the interference of alternating electromagnetic �elds

can be achieved.
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Second Experiment - Eddy Current Measurement

(a) Power connection (b) Linear voltage regulators

Figure 5.13: Power supply for the eddy current measurement board

The circuit in �gure 5.13a is connected to a modi�ed PC-power supply which provides

±12 V . It features a reverse polarity protection with Schottky diodes and a low pass

�lter with a cut-o� frequency of fc = 1.6 kHz for further voltage ripple rejection. The

linear positive and negative voltage regulator in �gure 5.13b provides ±7 V for the dual

supplied low noise ampli�er �TLC 2272�.

Figure 5.14: Measurement signal converting

On the left side in �gure 5.14 one can see the connection to the ferrite core (SENSOR)

and to the external sine voltage source (V_SIN). The external voltage source is supplied

by the �Rohde & Schwarz Arbitrary Function Generator AFGA�.
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Second Experiment - Eddy Current Measurement

Figure 5.15: Circuit board of the eddy current measurement

The ferrite core is exited at 7.3 Vpp at 100 kHz. The current signal is high pass �ltered with

a third order active Chebyshev I �lter with cut-o� frequency fc = 100 kHz. Subsequently

the current signal is recti�ed with a Schottky diode. The discharge resistor to ground

and the third order low-pass �lter rectify the current signal. After that the DC-voltage

is ampli�ed to �t to the ADCs ±5 V maximum input voltage range.

5.3.2 Statistical Properties

The DC output voltage ranges from 3.5 V to 5 V for a rotor displacement from y = 0 to

approximately 20 mm. The output voltage range covers 15 % of the ADC's maximum

DC-voltage range, which means an improvement by the factor of 6.6̇ is possible with

additional voltage level adjustment. One additional bit in quantization resolution results

in −6 dB quantization noise.

ld (
10

1.5
) = 2.737 (5.3)

Eq. 5.3 shows that more than two bits are virtually not used and that the quantization

noise could be reduced by −16.5 dB as shown in Eq. 5.4

20 · log
(

1

6.6̇

)
= −16.5 db (5.4)
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Second Experiment - Eddy Current Measurement

∆y =
(y2 − y1)

216 − 1
·
(

10 V

(V2 − V1)

)
(5.5)

Figure 5.16: Average resolution at the calibration intervals

Figure 5.16 shows the resolution of the air gap ∆y and the standard deviation sy of the

position signal y of the levitated rotor. The distances where the standard deviation was

determined are marked with stars. The stars on the resolution line mark the middle of

the evaluated interval. Even though the characteristic curves were determined indepen-

dently, both the resolution and the standard deviation show an unexpected curse around

eleven millimeters, where the uptrend is shortly interrupted by a turn-around. First of all

this peculiar point is out of the maximum rotor displacement of 10 mm and second, the

measurement intervals are to far apart for more general statements. Tabular 5.1 displays

the statistical properties of the displacement measurement. The data is sorted by the

measurement points y. The quantization resolution is ∆y and the standard deviation is

sy.
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# y ∆y sy 2 · sy
mm µm µm µm

1 0.02 1.03 2.21 4.42

2 1.17 0.72 2.41 4.82

3 1.98 0.85 2.58 5.16

4 3.57 1.15 3.37 6.74

5 4.60 1.47 4.63 9.26

6 5.64 1.84 6.00 12.00

7 6.70 2.20 6.36 12.72

8 7.74 2.77 8.38 16.76

9 8.71 3.68 9.86 19.72

10 9.87 4.68 13.62 27.24

11 11.29 5.96 18.69 37.38

12 11.71 5.76 17.12 43.25

13 13.05 10.69 24.11 48.22

14 14.02 15.87 49.60 99.20

15 15.12 11.27 32.86 65.72

16 18.02 29.86 44.36 88.72

Table 5.1: Statistical properties of the eddy current displacement measurement

Figure 5.17: Estimation of the power density function of the rotor �xed at y = 3.575 mm

Figure 5.17 shows the estimated power density function and indicates that the values are

normally distributed. Of course one estimation does not proof, but estimations of the
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Second Experiment - Eddy Current Measurement

PDF5 at multiple displacement points were comparable in shape.

Figure 5.18: Corresponding QQ-plot of the measurement data of �gure 5.17

Figure 5.18 con�rms the assumption that the measurement noise is normally distributed.

The QQ-plot compares the empiric sampled data with the theoretical model of the sta-

tistical distribution.

Another good function to go more into the statistical details of the measurement signals

is the FFT represented in Figure 5.19. The fact that the noise �oor of the measurement

noise at 17 mm is approximately ten times (20 dB) higher than the noise �oor at 1 mm

can also be observed in Figure 5.16 where the standard deviation increases equally.

5Power density function
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Second Experiment - Eddy Current Measurement

Figure 5.19: Absolute values of the fast Fourier transformation of several rotor positions

The peaks at 50 Hz are clearly induced by the main power supply, somewhere between

the measurement board and dSpace control unit. After this discovery the main cables

were recon�gured and the measurement signal was shielded.

Figure 5.20: Auto correlation function of the position signal noise at y = 6 mm

The auto-correlation function (ACF) in �gure 5.20 proves that there is a substantial

amount of induced voltage from the main power supply in the measurement noise. The
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Second Experiment - Eddy Current Measurement

percentage of 50 Hz noise is 18 percent of the whole noise power. This means that pre-

venting remaining mains hum in the measurement signal could reduce the SNR6 and the

noise �oor by −7.4 dB as shown in equation 5.6

10 · log
(

18 %

100 %

)
= −7.4 dB (5.6)

The remaining 82 % of the signal noise power is white and therefore consists of thermal

noise and ampli�cation noise.

5.3.3 Dynamic Properties

To investigate the dynamic properties of the eddy current displacement measurement a

linear motor was used to oscillate the rotor.

Figure 5.21: Con�guration to research the dynamic properties

This setup is generally not optimal, because the displacement measurement should be

monitored with another measurement system to verify the data. Figure 5.22 shows a

curve that drops down with a slope of two decades per decade over frequency with a cut-

o� frequency of 25 Hz. This characteristic describes the electromechanic system of the

linear shaker motor and the mass-spring system. The linear motor is a PT1 element with

voltage u(t) as input and position y(t) as output. The mass-spring system is the second

PT1 element. Generally, the frequency response in �gure 5.22 is not a measurement of

the eddy current measurement's bandwidth. Nevertheless the assumption can be made

that the measurement system does not attenuate the position signal.

6Signal to noise ratio
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Second Experiment - Eddy Current Measurement

Figure 5.22: Logarithmic frequency response of the electromechanic rotor measured with
the eddy current displacement measurement
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Chapter 6

Control System

The whole control system, that consisting of the inputs and outputs and the central pro-

cessing unit, is provided by a dSpace �Real Time Interface� system. The digital multi

analog input board ds 2003 features 32 inputs. Two 16 channel multiplexing ADC units

convert each channel with a 16 bit resolution within 5.6 micro seconds. The digital multi

analog output board ds 2103 features 32 channels with a 14 bit resolution and 10 micro

seconds settling time. The multitasking operating system is programmed with Matlab

Simulink. For real time monitoring, measuring and manually controlling, the �dSpace

control desk� software provides the necessary human machine interface. With this soft-

ware any constant, variable or signal, can be displayed, saved, or manipulated in real

time. This hardware is made for �rapid prototyping� which allows simple servicing and

testing.

6.1 Current Controller

To establish attraction experiments with the electro magnet a current controller is a pre-

requisite to �nd acceptable values for the bias current iR. This is done with the rotor

blocked at the nominal displacement yR. Beginning at the maximum current, a negative

current slope decreases the attractive force until the rotor falls down. This experiment is

repeated iteratively, approximating the bias current iR. The lower the current slope, the

more precisely is the obtained value iR.

Since the term �current control� implies a current ampli�er driven by a current signal,

the correct classi�cation for controlling the electro magnet's current with an ampli�ed

voltage signal is called �voltage control�.



Current Controller

The current voltage relationship of the electro magnet is described in equation 6.1.

u = Ri+ L
d

dt
i+ ku

d

dt
y (6.1)

One basic controller design method is the frequency response analysis. For this approach

the �rst two terms of eq. 6.1 lead to the frequency domain transfer function.

Gi (s) =
i (s)

u (s)
=

1

R+ sL
(6.2)

The next step is the determination of the parameters R and L. The resistance R is mea-

sured at room temperature T = 21◦ with the �Keithley 2100 Digital Mulitmeter� using

its four-wire connection. R = 3.23 Ω. The winding's voltage and current is measured

online. This enables the possibility to estimate the winding's temperature in operation.

Figure 6.1: Rising current slopes at di�erent rotor positions
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Figure 6.2: Inductance L as a function of the rotor displacement y

To measure the winding's inductance a voltage step is applied. The time constant of the

rising current slope leads to the inductance L = τ ·R−1. The inductance L of the electro

magnet, of course, is a function of the rotor's displacement y. Figure 6.1 shows current

slopes at di�erent rotor positions. The electro magnet's current curve in the position

y = 0 mm starts with the lowest current slope caused by the �closed� iron loop that

features the highest possible inductance. When the current reaches 0.5 A at t = 0.05 s,

the current slope increases due to the iron's non-linear properties. Figure 6.2 shows the

variation of L as a function of the rotor displacement y.

6.1.1 Frequency Response Control Unit Design

The pro�t of this method is that with small e�ort, a suitable controller can be designed,

which ful�lls the desired speci�cations.

• No static control deviation lim
t→∞

e(t) = 0
∣∣
r(t)=σ(t)

• The desired rise time or control bandwidth speci�ed by the cut-o� angular frequency

ωc

• The desired overshoot speci�ed by the phase margin ΦR

ωR · tr ≈ 1.5 (6.3)

Φc +Mp ≈ 70 % (6.4)
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A big disadvantage of this fast implementation is that this controller consists of constant

values and cannot be adapted. Any changes of the plant in time due to aging or tempera-

ture changes have to be compensated by the controller. The �rst step is to transform the

continuous time transfer function Gi(s) of the plant into a discrete time transfer function.

Figure 6.3: Control loop of the current controller with the corresponding plant

Gi (z) = z−1 ·
(
1− z−1

)
·Z

{
Gi(s)

s

}
(6.5)

To design a controller with the sisotool Matlab function, the discrete time transfer func-

tion Gi(z) needs to be transformed using the bilinear transformation. This is necessary to

shape the controller's open loop frequency response without restrictions. Another reason

to transform Gi(z) into Gi(q) is that the solution of the complex variable z (see eq. 6.6)

is more di�cult than the solution of the complex variable q (see eq. 6.7).

z = ejω·Ts =
1 + jΩTs

2

1− jΩTs
2

(6.6)

q = σ + jΩ =
2 · j
Ts
· tan

(ω
2

)
(6.7)

This leads to the q-transfer function Gi(q).

Gi(q) = Gi(z)
∣∣
z=

1+q Ts
2

1−q Ts
2

(6.8)

After shaping the open loop frequency response, the q-transfer function of the controller

Ci(q) can be transformed inversely into Ci(z) using equation 6.9.

Ci(z) = Ci(q)
∣∣
q= 2

Ts
· z−1
z+1

(6.9)

After this transformation, the open loop transfer function Li(z) and the closed loop

transfer function Ti(z) could be used to design a superior controller. The plant for the

superior controller would be the closed loop transfer function of the subsidiary controller.

Li(z) = Ci(z) ·Gi(z) (6.10)
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Ti(z) =
Li(z)

1 + Li(z)
(6.11)

6.1.2 Simulation and Test of the Current Controllers

(a) Sinus test function generator

(b) Slope test function generator

(c) Pulse test function generator

Figure 6.4: Adjustable functions for current controller testing

First the controller has to prove oneself in a simulation. An important detail is to take

the ADCs and DACs sample-and-hold time and resolution into account. A current pulse

is used to test the controller's step response. The simulation provides the possibility

to adjust the necessary anti-windup loop safely. The anti-windup loop is inevitable be-

cause the current controller's control variable is limited to the ampli�er's minimum and

maximum output voltage.
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Figure 6.5: Step function test simulation of the current controller

The same applies to the PI Controller in Figure 6.6. The reason why the proportional

and the integral part of the controller can be switched on and o� separately, is to explore

the di�erent e�ects. Another advantage is that �ipping between the PI controller and

the frequency response analysis controller is possible. Therefore it is important to fully

deactivate the integration and anti-windup loop and reset the integrator state. This is

necessary to make sure, no remaining values could cause troubles. This enable-variable

enableINT is also linked to the emergency shutdown.

Figure 6.6: Selectable PI controller

The whole control structure can be seen in Figure 6.7.

Figure 6.7: Current Control structure with selectable controller and several adjustable
test functions

48



State Space Control Structure

6.2 State Space Control Structure

The state space representation is well known and commonly used to control electrome-

chanic systems. An advantage is that the derivation of the system's di�erential equations

can be mathematically derived with Lagrange's Formalism. Control structures like state

space controllers are easy to implement once the state space model and the state space

controller has been proved in simulation. Another advantage is that non-measureable

states can be estimated using an observer. Varying parameters like the coil's inductance

and resistance can be taken into account and therefore improve the controller's perfor-

mance. A disadvantage is the preliminary mathematical e�ort.

Every single magnetic bearing component like the axial bearing, horizontal radial bear-

ing or vertical radial bearing can be represented by a SISO1 state space model of the form:

∂x

∂t
= A · x+ b · u (6.12)

y = cT · x+ d · u (6.13)

6.2.1 Derivation of the non-linear partial di�erential equations

For a mechanical system the equations of motion can be derived by inserting the La-

grangian into the Euler-Lagrange Equation. The Lagrangian L describes the dynamics

of the system, where T is kinetic energy and V is the potential energy.

L = T − V (6.14)

d

dt

(
∂L

∂q̇j

)
− ∂L

∂qj
= 0 (6.15)

The Euler-Lagrange equation of second kind is used to describe system where just con-

servative potential forces occur. The extended Euler Lagrange equation of second kind

for non-conservative systems containing non-potential forces is described in equation 6.16

where Q is the generalized force and P is the dissipation function.

d

dt

(
∂L

∂q̇j

)
− ∂L

∂qj
= −∂P

∂q̇j
+ Qj (6.16)

1Single input single output
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Figure 6.8: Electromechanic system with the generalized coordinates

Starting with the electromechanic system illustrated in Fig.6.8 the kinetic energy and the

potential energy can be formulated as:

T =
m · q̇2

1

2
− L (q1) · q̇2

2

2
(6.17)

V = m · g · −q1 (6.18)

Since the coordinate system is upside down, the potential energy is negative. Inserting

T and V into the Lagrangian L in 6.14, L can be expressed as:

L =
mq̇2

1

2
− L (q1) · q̇2

2

2
+m · g · q1 (6.19)

To �nally obtain the extended Euler-Lagrange equation of second kind, the dissipation

function and the generalized force have to be de�ned.

P1 = 0, P2 =
R(ν) · q̇2

2

2
(6.20)

Q1 = 0, Q2 = u (6.21)

Here the dissipation function consists of ohmic losses. The only non-conservative force is

the voltage source. To keep the overview, all derivatives are listed below before inserting

into equation 6.16.

∂L

∂q1
= m · g − 1

2
· L (q1) · q̇2

2

∂q1
(6.22)

d

dt

(
∂L

∂q̇1

)
= m · q̈1 (6.23)
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∂L

∂q2
= 0 (6.24)

d

dt

(
∂L

∂q̇2

)
= L (q1) · q̈2 −

L (q1)

∂q1
· q̇1 · q̇2 (6.25)

− ∂P2

∂q̇2
= R(ν) · q̇2 (6.26)

Inserting equations 6.22 to 6.26 into 6.16, results in 2 partial di�erential equations.

mq̈1 −m · g +
1

2
· L (q1) · q̇2

2

∂q1
= 0 (6.27)

L (q1) · q̈2 −
L (q1)

∂q1
· q̇1 · q̇2 = −R(ν) · q̇2 + u (6.28)

With q1 = y and q̇2 = i equations 6.27 and 6.28 can be converted to:

ÿ = g − ∂L (y)

∂y
· i2

2 ·m
(6.29)

i̇ = −R(ν)

L (y)
· i+

∂L (y)

∂y
· ẏ · i
L (y)

+
u

L (y)
(6.30)

The Inductance L (y) is a non-linear function as seen in Fig. 6.2. Since the non-linear

system has to be linearized in the operating point to set up a linear state-space controller,

the inductance L can also be linearized in the operating point yR:

L (y) = L0 +
∆L · yR

y
(6.31)
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Figure 6.9: Approximation of L(y)

The inductance L (y) is approximated with the inductance L0 and the inductance slope

∆L [13]. The function L (y) shown in Fig. 6.9 is very similar to the measured inductance

L (x) in Fig. 6.2. For values of y close to zero the approximation approaches in�nity. This

is not critical because the valid rotor displacement at yR = 5 mm is ±4 mm. Addition-

ally, the inductance L(y) in the non-linear system will be saturated with the maximum

inductance Lmax = 0.3 H.

∂L (y)

∂y
=

∆L · yR
y2

(6.32)

With the approximated inductance inserted, the equations 6.29 and 6.30 result in:

ÿ = g − ∆L · yR
y2

· i2

2 ·m
(6.33)

i̇ = −R(ν)

L (y)
· i+

∆L · yR
y2

· ẏ · i
L (y)

+
u

L (y)
(6.34)

With the equations (6.33) and (6.34) and the three state variables y = x1, ẏ = x2 and

i = x3 the non-linear system can be summarized:

ẋ1 = x2 (6.35a)

ẋ2 = g − ∆L · yR
x2

1

· x2
3

2 ·m
(6.35b)

ẋ3 = − R(ν)

L(x1)
· x3 +

∆L · yR
x2

1

· x2 · x3

L(x1)
+

u

L(x1)
(6.35c)
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This non-linear system is used to test linear controllers and observers, derived from the

linearized model of subsection 6.2.2ẋ1

ẋ2

ẋ3


︸ ︷︷ ︸
ẋ

=

p1 (x, u)

p2 (x, u)

p3 (x, u)


︸ ︷︷ ︸

p(x,u)

(6.36)

6.2.2 Linearized State Space Model

The linearized system in the operating point xR is obtained from the derivative of the

non-linear system in the operating point with respect of the state variables.

The system matrix A is derived by:

A =
∂p(x, u)

∂x

∣∣∣∣∣
(x=xR,u=uR)

(6.37)

The input vector b is derived by:

b =
∂p(x, u)

∂u

∣∣∣∣∣
(x=xR,u=uR)

(6.38)

To formulate the linearized system, the state variable vector x and the input signal u

have to be substituted with: x1

x2

x3


︸ ︷︷ ︸
x

=

x1R

x2R

x3R


︸ ︷︷ ︸
xR

+

∆x1

∆x2

∆x3


︸ ︷︷ ︸

∆x

(6.39)

u = uR + ∆u (6.40)

y = yR + ∆y (6.41)

The operating point ẋ = 0 = p(x, u)

∣∣∣∣
x=xR,u=uR

with x1R = yR leads to:

x2R = 0 (6.42)

x3R =

√
2 ·m · g · yR

∆L
(6.43)
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LR = L(yR) = L0 + ∆L (6.44)

Now the linearized system can be written as:

∆ẋ1

∆ẋ2

∆ẋ3


︸ ︷︷ ︸

∆ẋ

=


0 1 0

2g

yR
0 −

√
2g ·∆L
m · yR

0

√
2mg ·∆L
yR · L2

R

− R

LR


︸ ︷︷ ︸

A

·

∆x1

∆x2

∆x3


︸ ︷︷ ︸

∆x

+


0

0
1

LR


︸ ︷︷ ︸

b

·∆u (6.45)

∆y =
[
1 0 0

]
︸ ︷︷ ︸

cT

·

∆x1

∆x2

∆x3


︸ ︷︷ ︸

∆x

(6.46)

6.2.3 Discrete Time State Space Model

With the discrete sampling time Td the linear and discrete time state space model can

be described by:

∆xk+1 = Ad ·∆xk + bd ·∆uk (6.47)

∆yk = cTd ·∆xk (6.48)

Ad = eA·Td (6.49)

bd =

∫ Td

0
eA·τ · b · dτ (6.50)

cd = c (6.51)

The discrete state space model's eigenvalues can be prede�ned with the state space con-

troller. To �nd a suitable eigenvalue combination the state space controller is simulated

in Matlab Simulink with the non-linear state space model as simulation plant.

The optimal eigenvalues of the new system matrix (Ad − bd · hT ) are chosen experi-

mentally. Due to stability the eigenvalues of the system matrix have to be inside the unit

circle. With the control signal rk the new discrete system with the feedback controller is
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described by:

∆xk+1 = (Ad − bd · hT )︸ ︷︷ ︸
Φ̂

·∆xk + bd · rk (6.52)

∆yk = cTd ·∆xk (6.53)

To implement the state space controller with its control law ∆uk = −hT ·∆xk, the whole
state vector ∆x has to be determined. The states ∆x1 = ∆y and ∆x3 = ∆i are measured

directly. The state ∆x2 = ẏ which is not measured can either be di�erentiated from ∆x1

or can be estimated using an observer.

6.2.4 Simulation of the state space controller

Figure 6.10: Simulation of the state space controller

The DAC2's quantization noise is simulated as additional random white noise with vari-

ance σ2
u. The standard deviation σu of the n = 16 bit DAC and the voltage range of the

ampli�er of ±20V is calculated by:

σu =
(Umax − Umin)

2n ·
√

12
= 1.76 mV (6.54)

The position signal's standard deviation σy is chosen from tabular 5.1 in section 5.3. The

standard deviation of y = 5 mm is calculated by linear interpolation.

σy = σy
∣∣
y=yR

= 5.14 µm (6.55)

2Digital to analog converter
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The theoretical minimum current signal's variance due to the ADC conversion can be

derived. Since the current signal is provided by the ampli�er's internal current sensor,

the standard deviation σi has to be measured. Eq. 6.57 shows the measured value for

the current signal's standard deviation.

σi,min =
(Imax − Imin)

2n ·
√

12
=

(5− (−5))

216 ·
√

12
= 44.05 µA (6.56)

σi = 673.4 µA (6.57)

Figure 6.11: Simulation results of the state space controller with di�erent eigenvalue
con�gurations

Figure 6.11 shows the results of four di�erent simulation runs. An important fact is that

the state ∆x2 which is not available in the real control scheme was taken from the non-

linear SSM3 to �nd the optimal eigenvalues of the new system matrix Φ̂. The simulation

showed that a con�guration of eig(Φ̂) = [0.8 0.8 0.5] is a good setting.

6.2.5 Estimating the rotor's velocity

There are di�erent options to get a signal that represents the rotor's velocity:

3State Space Model
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• A derivative of the rotor's position signal with a DT14 element

• An estimation of the velocity using a reduced observer

• An estimation of the velocity using a Kalman �lter

Figure 6.12 shows three possible methods to derive the velocity v = ∂y
∂t . The real velocity

v is compared to the derivative of the position y in time. The rotor is deviated by 2 mm

in position at the beginning of the simulation to get this velocity peak.

Figure 6.12: Comparison of the real velocity and the derived velocity

A brief comparison of the standard deviation of the di�erent derived velocities:

• σv = 0.2 · 10−3 m
s

• σẏ = 7.3 · 10−3 m
s

• σẏ PT1 = 3.2 · 10−3 m
s

• σẏ MA = 1.9 · 10−3 m
s

The consequence of deriving the velocity is a tremendous increase of the standard devia-

tion of the velocity signal. This leads to unnecessary voltage noise at the electro magnet

which can be seen in �gure 6.13. To reduce this noise the eigenvalues of the new system

matrix Φ̂ could be changed to slow down the controller.

4First order derivative element
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Figure 6.13: Consequence of deriving the velocity in simulation

The second option, estimating the velocity with a reduced observer is more elegant than

the �rst option. Since the two states ∆x1 and ∆x3 are measured, the second system state

∆x2 can be estimated using the second di�erential equation from 6.45. To describe the

reduced observer's equation 6.45 is enhanced by the correction term. [14]

∆ ˙̂x2 =
2g

yR
·∆x1 +

√
2g ·∆L
m · yR

·∆x3 + f(2) · (∆x̂2 −∆x2)︸ ︷︷ ︸
e(t)

(6.58)

The correction term is the estimation error weighted with the second eigenvalue l(2) =

[0 1 0]T · l of the observer's system matrix (Φ̂− f · cT ). The eigenvalues are speci�ed for

the transposed system, where the observer's system matrix is (Φ̂
T − c · fT ).

An essential prerequisite is that the estimation error ek shall diverge asymptotically,

as de�ned in equation 6.59. This requires that the eigenvalues of the estimator system

matrix Φ̃ = (Φ̂−f ·cT ) have a negative real part. Another prerequisite is that the system

is absolute observable.

lim
t→∞
‖e(t)‖ = ‖∆x2 −∆x̂2‖ = 0 (6.59)
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Furthermore, continuing with equation 6.58 the discrete time observer equation can be

written down as:

∆ ˙̂x2,k =
2g

yR
·∆x1,k +

√
2g ·∆L
m · yR

·∆x3,k + f(2) · (∆x̂2,k −∆x2,k)︸ ︷︷ ︸
ek

(6.60)

lim
k→∞

‖ek‖ = ‖∆x2,k −∆x̂2,k‖ = 0 (6.61)

To evaluate the quality of the reduced observer the estimated velocity is compared to the

actual velocity in simulation.

Figure 6.14: State feedback control loop with the reduced observer

After that the con�gured observer is tested in a simulation with the estimated state ∆x̂2,k

fed back to the state controller. In �gure 6.15 two di�erent starting positions are simu-

lated. The velocity is not estimated perfectly in high dynamic situations, although the

state controller's performance is excellent and there is no unnecessary voltage noise as

shown in �gure 6.16.
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Figure 6.15: Two di�erent extreme starting positions simulated with the reduced observer
in the state feedback

Figure 6.16: Voltage fed to the electro magnet from simulation in �gure 6.15

The third option is to estimate the velocity using a Kalman �lter [8] [7]. The following

equations describe the discrete time state space model with the input noise wk and the

measurement noise vk.

∆xk+1 = Ad ·∆xk + bd ·∆uk + wk (6.62)

∆yk = cTd ·∆xk + vk (6.63)
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The measurement noise vk and the input noise wk are uncorrelated, which is expressed

in eq.6.64

E {vk · wj} = 0 , ∀ k, j (6.64)

And both vk and wk are zero-mean.

E {vk} = 0 , ∀ k (6.65)

E {wk} = 0 , ∀ k (6.66)

To de�ne the covariance matrix of the measurement noise R and the covariance matrix

of the input noise Q, the measurement noise vk and the input noise wk can be written in

vector format.

vk =


vk

vk−1

...

v0

 , wk =


wk

wk−1

...

w0

 (6.67)

E
{
wk · wTj

}
=

{
Q ∀ k = j

0 ∀ k 6= j

}
(6.68)

E
{
vk · vTj

}
=

{
R ∀ k = j

0 ∀ k 6= j

}
(6.69)

Continuing with the idea of a classical asymptotic observer, the original system from

equation 6.63 is reproduced.

∆x̂k = Ad ·∆x̂k−1 + bd ·∆uk−1 + wk−1 (6.70)

This leads to the �a-priori estimate value� ∆x∗k

∆x∗k = Ad ·∆x̂k−1 + bd ·∆uk−1 (I) (6.71)

Equation 6.71 is number (I) of the �ve Kalman equations. Further P ∗k is the covariance

matrix of the predicated estimation error ∆x∗k −∆xk

P ∗k = E
{

(∆x∗k −∆xk) · (∆x∗k −∆xk)
T
}

(6.72)
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Without proof the second Kalman equation is de�ned by 6.73 and can be derived from

eq. 6.72 [8] [7].

P ∗k = Ad · P̃ k−1 ·ATd +Q (II) (6.73)

With the covariance matrix of the predicated estimation error, the Kalman vector Kk

can be calculated with the third Kalman equation.

Kk = P ∗k · cd ·
(
cTd · P ∗k · cd +R

)−1
(III) (6.74)

This leads directly to the fourth Kalman equation which de�nes the �a-posteriori estima-

tion value�.

∆x̂k = ∆x∗k +Kk ·
(
∆yk − cTd ·∆x∗k

)
(IV) (6.75)

Finally Kalman equation number �ve describes the update of the error covariance matrix

P̃ k.

P̃ k =
(
I −Kk · cTd

)
· P ∗k (V) (6.76)

Before the recursion starts, the initial error covariance matrix and the initial �a-priori

estimated value�, which is the initial state of the delay element in Figure 6.19, is de�ned.

P ∗0 = E
{

(∆x∗0 −∆x0) · (∆x∗0 −∆x0)T
}

(6.77)

P ∗0 =


(

0.0025
2

)2
0 0

0 1 · 10−6 0

0 0 0.2

 (6.78)

This means that at the beginning of the simulation, the di�erence between the real state

space vector ∆x0 of the linearized system and the predicated state space vector x∗0 of the

linearized system is 2.5 mm in position, and an in�nitesimal value in velocity and zero

point two Ampere in current.

x∗0 =

0

0

0

 (6.79)

An important fact is that the Kalman equations (II), (III) and (V) can be computed

independently before the simulation starts. Hence in simulation, the Kalman �lter is

only consisting of the two Kalman equations (I) and (IV).

With the idea of a classical observer containing the copy of the original system - Kalman

equation (I) - and the correction term, the implementation for simulation is described by

equation 6.80.
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∆x∗k+1 = Ad ·∆x∗k + bd ·∆uk︸ ︷︷ ︸
copy

+ ĥ · (∆yk − cd ·∆x∗k)︸ ︷︷ ︸
correction if ∆yk 6=∆yk

(6.80)

Assuming ĥ = Ad ·K∞ with K∞ = lim
k→∞

Kk

Figure 6.17: Signal �owchart of equation 6.80

Figure 6.18: Adapted signal �owchart with implemented Kalman equation (IV)

Figure 6.18 contains all �ve Kalman equations [1]. The �rst and the fourth equation

describe the �owchart and the other equations describe the calculation of Kk. Since Kk

is variant in time, it has to be calculated for each time step. This means with a sampling

time of Td = 1 ms, Kk has to be calculated with the Kalman equations (II), (III) and

(IV) 1000 times. This is quite a lot of overhead.

The variableM in �gure 6.19 isK∞ and was calculated using the Matlab-function �kalmd�

and hardly di�ers from K1000.

K1000 =

0.11046

6.46547

2.43438

 , M =

0.11046

6.46544

2.43438

 (6.81)
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Figure 6.19: Simulink block diagram of the switchable optimal and suboptimal Kalman
�lter

Figure 6.20: Suboptimal and optimal Kalman �lter compared to real simulation values
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Figure 6.21: Recursion of the estimated velocity with the suboptimal and optimal Kalman
�lter

Figure 6.22: Simulation using the estimated velocity in the state feedback

Figure 6.20 shows that the additional calculation e�ort of the optimal Kalman �lter gains

control performance at the beginning of the control sequence. After one second, as can be
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seen in equation 6.81, the Kalman vector Kk can be replaced by M . Additionally �gure

6.22 depicts that the third state ∆x3 = ∆i has been estimated exactly. An application

could be the replacement of the sensor signal by the estimated value, if the current sensor

is defect. Another possible application could be a plausibility check of the current sensor's

signal, to detect deviations.

6.3 State Space Controller in Operation

Figure 6.23: Control loop with state feedback using the Kalman �lter

The test in �gure 6.24 shows the excellent performance of the state space controller with

the estimated state ∆x2. The rotor was upheld until t = −0.2 seconds and then was

suddenly released. The controller stops the falling rotor ideal and holds it in the nominal

position yR = −5 mm.

Figure 6.24: Kalman �lter test with falling rotor

The test in �gure 6.25 is similar to the test in �gure 6.24. This time the rotor was held

down until t = −0.1 seconds and then was suddenly released. The end position is not
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exactly yR = −5 mm and depends on the exact determination of the state space model's

parameters ( mass m, inductance ∆L and stand-by current iR).

Figure 6.24 and �gure 6.25 clearly show the advantage of the state space controller.

Dynamic processes can be stopped ideally. A disadvantage is that the control error e∞

is not zero if a perturbation force ∆f occurs.

Figure 6.25: Kalman �lter test with rising rotor

Figure 6.26: Kalman �lter test with excessive perturbation

The rotor was pressed downward and upward multiple times. The test in �gure 6.26

ended abrupt at t = 6.8 seconds. The restoring performance is great when the external

67



PID Control Structure

force is gone, nevertheless the rotor's deviations due to external forces should not occur

in the �rst place. To prevent the rotor from deviating, even though an external force ∆f

occurs, an integrating controller is necessary.

6.4 PID Control Structure

To build up a standard PID5 controller the �rst step is to �nd acceptable parameters

for the proportional gain Kp, the integral gain Ki and the di�erential gain Kd. This is

much easier in simulation since the the non-linear electromechanical plant is di�cult to

control. To start with the simulation the derived plant from section 6.2.1 is used. The

PID controller is operated at a sampling frequency of 16 kHz.

Figure 6.27: Simulink block diagram of the PID control loop

Figure 6.28: Simulink block diagram of the PID controller

The control variable enableINT in �gure 6.28 exists to safely deactivate the integrating

part. As already mentioned in subsection 6.1.2. It is important to fully deactivate the

5Proportional-integral-derivative
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integration and anti-windup loop to stop the integration of the control error.

Both, the integrating anti-windup loop and the integrating control loop, need to be

scaled with the sampling time Td to establish independency of the control frequency for

the integral gain Ki and the anti-windup gain aw. With this con�guration the control

frequency of the PID controller can easily be changed at any time. The derivative sub-

system in �gure 6.28 is of the same type as the derivative ∂y
∂t with subsequent low pass

�ltering in �gure 6.12 in section �Estimating the rotor's velocity� (section 6.2.5).

Elegant ways to adjust acceptable control parameters are summarized in [11] and this

is for instance the tuning method from �Ziegler-Nichols� [6] or the �Autotuning� method

[10]. Since those tuning methods did not work in simulation, comparing di�erent PID

parameter sets is an optimization task. Therefore the simulation is repeated with a cer-

tain step size for one parameter, while the other two parameters are not altered.

Figure 6.29: Simulation with di�erent values of Kp
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For this kind of optimization the simulation starts with a deviated position of 1 mm.

x0 = xR =

0.001

0

0

 (6.82)

At t = 1.5 seconds, a perturbation step function ∆f = 5 Newton is added to the value ẍ2

which is the acceleration of y. The simulation proves that the magnetic bearing controlled

by a standard controller is capable of handling sudden accelerations. Figure 6.29 shows

an improvement in performance by a variation of the proportional gain value Kp.

6.5 PID Controller in Operation

Figure 6.30: PID control loop

Section 6.3 showed that the state space controller is ideal to restore the rotor in its initial

position yR = −5 mm. E.g. the magnetic bearing is powered up. A big disadvantage of

the state space controller is that the rotor's position is deviated as long as an external

force ∆f occurs.
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Figure 6.31: PID Controller performance with excessive perturbation ∆f

The test in �gure 6.31 starts with the rotor in its initial position. What cannot be seen

is that the rotor is already loaded with a 0.38 kg-weigh. At t = 2 seconds the weight

is removed quickly. As a result the rotor moves up and the controller counteracts this

movement. At t = 2.8 seconds the weight is restored at the rotor again. This proves

is repeated at t = 3.6 seconds. The test in �gure 6.31 shows that an external force of

∆f = ±3.8 N results in a maximum rotor displacement of ±0.3 mm. Therefore an inte-

grating control structure is indispensable for an active magnetic bearing.

Figure 6.32: PID controller performance

Figure 6.32 shows the performance of the PID controller with the rotor held down until

t = −0.1 seconds. This test clearly shows the disadvantage of the PID control structure.

Dynamic processes are not handled easily because the rotor's velocity v is di�erentiated

from the position signal y. Therefore a combination of the PID control structure with
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the state space control structure would be the best con�guration.
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Chapter 7

Conclusion & Perspective

The primary purpose of this Diploma Thesis was to become acquainted with the active

magnetic bearings and its challenges. A subsequent doctoral thesis will intensify my

knowledge and experience in this �eld. In general I realized a simpli�ed active magnetic

bearing component that can restore the rotor into it's nominal position yR when deviated.

A complete active magnetic bearing is obviously more di�cult to achieve. For instance

the air gap between the electro magnet and the levitated rotor yR is 5 mm. To enhance

the level of e�ciency the air gap yR has to be reduced dramatically. A nominal air gap

of yR = 1 mm or yR = 0.5 mm would be satisfying.

100.000 rpm→ 1.6̇ kHz → fc ≥ 3.3̇ kHz (7.1)

Control System Since a complete magnetic bearing features contrarily oriented pairs

of electro magnets the plant of each bearing component therefore is less non-linear, be-

cause a magnetic force fm can be generated in both directions. To damp possible rotor

unbalance the more sophisticated control system needs at least a control frequency that is

two or three time higher than twice the rotor's maximum rotational frequency. Equation

7.1 shows that a high speed �ywheel operated at a maximum of n = 100k rpm requires

at least a control frequency fc of 3.3̇ kHz.

Displacement Measurement : The reduced air gap of 0.5 to 1 mm will result in

a smaller geometry of the measurement ferrite core. To establish a sampling frequency

fs of ≈ 3.3 kHz the ferrite core will be excited with at least 333 kHz. Therefore a

sophisticated high frequency iron powder ferrite core will be necessary. Ferrite cores that

feature low iron losses up to 500 kHz are available and can be melt in any desired shape.

This also requires HF1 measurement ampli�ers and recti�ers that will have to be designed

1High frequency



and optimized.

Electromagnet : The sheeted iron core electro magnet is optimal for the basic mag-

netic bearing component. To enable active rotor damping for a high speed �ywheels

(HSFWs) the electromagnet should be capable of supplying a 3.3 kHz alternating mag-

netic �eld nearly without iron losses. Therefore a sophisticated high magnetic �ux iron

powder ferrite material will be needed.
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AC Alternating current

ACF Auto-correlation function

ADC Analog to digital converter

AMB Active magnetic bearing

CAES Compressed air energy storage

CC Capital costs

CCD Charged couples device

CFC Carbon �ber composite

DC Direct current

DT1 First order derivative element

DAC Digital to analog converter

ED Energy density

EDLC Electric double layer capacitor, a.k.a. supercap or ultracap

EMAFER Electro mechanical accumulator for energy re-use

FFT Fast Fourier transformation

FW Flywheel
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HF High frequency

HP High pass

HSFW High speed �ywheel

KFZ Kraftfahrzeug

LP Low pass

NaS Sodium-sulfur battery

NaNiCl Sodium-nickel-chlorine

PMSM Permanent magnet synchronous motor

QQ Quantile-Quantile

PD Power density

PDF Power density function

PID Proportional-integral-derivative

PM Permanent magnet

PT1 First order lag element

RMS root mean square

SE Speci�c energy

SISO Single input single output

SMB Superconducting magnetic bearing

SMES Superconducting magnetic energy storage

SNR Signal to noise ratio

SP Speci�c power

SRM Switched reluctance machine

SSM State Space Model

UPS Uninteruptible power supply
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