
 
 

 

 

Ali Shiehnejadhesar MSc 

Improved gas phase CFD simulation of biomass packed bed 
combustion  

DOCTORAL THESIS 

to achieve the university degree of 

Doktor der technischen Wissenschaften  

submitted to 

Graz University of Technology 

 
Supervisor 

Dipl.-Ing. Dr.techn. Univ.-Doz. Prof., Ingwald Obernberger 

Institute of Process and Particle Engineering 

Graz, October 2015 





 
 

Acknowledgement 

Without a doubt, this thesis would never have been finished without professional and 
emotional support of a number of people. I would like to express my sincere gratitude to all 
of them. 

Foremost, I would like to acknowledge the head of Thermal Biomass Utilisation Group at the 
Institute of Process and Particle Engineering, Prof. Dr. Ingwald Obernberger for the 
continuous support of my Ph.D. study and research, for his invaluable guidance, enthusiasm, 
and immense knowledge. His guidance helped me in all the time of research and writing of 
this thesis. I am very grateful to the reviewer of this work Prof. Dr. Brink from Åbo Akademi 
University for carefully reviewing my thesis. My sincere thanks go to my scientific advisor  
Dr. Robert Scharler for his valuable assistance, unconditional support and encouraging 
discussions on combustion modelling throughout my study. 

I would like to thank all my colleagues at BIOENERY 2020+ GmbH for the enjoyable working 
atmosphere. I thank Dr. Mehrabian for his close friendship and his constructive discussions 
during the most tedious parts of this work. 

Last but not least, I am very much indebted to my wife SAMANEH for her kind support in 
every possible way to see the completion of this work.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

Abstract 

CFD modelling is becoming increasingly important for the development and optimisation of 
biomass combustion plants. Here, gas phase combustion models play a key role concerning 
predictions of flow, temperature, and gaseous emissions (e.g. CO). The eddy break-up 
models (EBU) are the most prevalent Reynolds Averaged Navier–Stokes (RANS) based 
combustion models which have been successfully applied for a variety of combustion plants. 
However, in the region above the fuel bed and in small-scale biomass combustion 
applications (size-range < 500 kWth), the gas phase mixing and reaction progress is highly 
influenced by laminar and low turbulence zones. Here, the EBU gas phase combustion 
models, which are originally developed for highly turbulent flows, are not valid, leading to 
wrong predictions of the reaction progress and wrong concentrations of gas species  
(CO, NOx species, etc.).  

Therefore, an advanced hybrid gas phase reaction model was developed which is sensitive 
regarding local flow conditions. The hybrid model benefits from the combined finite rate 
kinetics (FRK) (i.e. the effects of turbulent fluctuations are neglected in the reaction rate 
prediction) as well as Eddy Dissipation Concept (EDC) (i.e. the effects of turbulent 
fluctuations are considered in the reaction rate prediction) models by means of the 
weighting functions in dependence of turbulent Reynolds number of the flow. The weighting 
functions determine the influence of turbulence on the overall reaction rate prediction. 
Therefore, the reaction rate prediction in low turbulence zones is mainly controlled by the 
FRK model while, in highly turbulence areas the performance of the model is identical to 
EDC. The hybrid model has been extensively validated for a series of diffusion methane jet 
flames covering laminar (Flame A), moderately turbulent (Flame B), and highly turbulent 
flow (Sandia Flame D) conditions. The simulation results showed that the prediction of a 
flame can be improved with the proposed hybrid combustion model. The weighting factors 
in the hybrid model are a function of the turbulent Reynolds number of the flow. This 
imposes problems in the near wall region, where the flow cannot be sufficiently resolved. It 
is the case in most of the real-scale combustion applications with wall-bounded flows. The 
reaction rate in the near wall cells is mainly controlled by the contribution of viscous and 
Reynolds stresses. Therefore, the hybrid model was further extended to account the near 
wall combustion condition. 

Generally, the gas phase combustion models are very sensitive to the boundary conditions. 
In terms of biomass combustion, they are more sensitive to the boundary conditions at the 
surface of the fuel bed (turbulence and mixing degree) which are commonly provided by 
state-of-the-art CFD-based packed bed models. State-of-the-art packed bed models supply 
continuous concentration profiles as boundary conditions for subsequent CFD simulations of 
gas phase, leading to pre-mixed combustion conditions. However, in reality the “porous” 
nature of the packed bed leads to streak formation influencing gas mixing and combustion. 
Therefore, in order to account for the influence of the streaks on gas phase combustion, a 
gas streak model which is a correlation between the local gas residence time and a mixing 
time was developed based on numerical simulations. Moreover, the hybrid model was linked 
with the streak formation model and applied for the simulations of a pilot-scale grate 
furnace (nominal boiler load: 155 kWth) and a small-scale under-feed stoker furnace 
(nominal boiler load: 20 kWth). The predicted results are in good agreement with the 
measured values concerning CO and NOx emissions. The streak formation model in 
combination with the hybrid gas phase combustion model showed a clear potential for an 



 
 

improved NOx prediction since it considers species mixing and reaction processes above the 
fuel bed with a higher accuracy. 

Additionally, as a part of this thesis, a basic design tool for the automatic performance of 
parameter studies for the optimisation of biomass combustion plants was developed. The 
model consists of parameterisation and optimisation routines linked with an empirical 
packed bed combustion model as well as gas phase CFD models especially adapted for 
biomass grate furnaces. The CFD models applied for the simulation of turbulent reactive flow 
include: the Realizable k-ε Model for turbulence, the Discrete Ordinates Model for radiation 
and the Eddy Dissipation Model in combination with a global methane 3-step mechanism. 
This approach is numerically robust and reasonably accurate for most industrial applications, 
especially, it is very fast in terms of calculation time which is very important at the initial 
stage of design process for furnace manufactures. Finally, the routine developed was applied 
for the optimisation of a pilot-scale biomass grate furnace (nominal boiler load: 180 kWth). 
The main focus was on the minimisation of CO emissions and the pressure loss by changing 
the diameter and angle of the secondary air nozzles. In order to combine the two 
optimisation variables (CO emissions and pressure loss over the secondary air nozzles) a 
weight function was defined according to their respective limits in a common function. The 
simulation results showed that the time of the optimisation process can be reduced 
considerably by the automatic routine developed and the evaluation of several independent 
design parameters is possible. This new procedure forms an important milestone towards 
automatic CFD-based furnace and boiler optimisations in the future. 
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.s
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iJ


 [kg.m
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.s
-1

] diffusion flux of species i 
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] forward rate constant for reaction r 
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] backward rate constant for reaction r 
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2
.s
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] turbulent kinetic energy 
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-1

] mass flow rate 

Mw,i [kg.kmol
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MS [-] mixing state 
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NR [-] number of reactions 
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] net rate of production of species i by chemical reaction 
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-3

.s
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] molar rate of creation/destruction of species i in reaction r 
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T [K] temperature 
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-1
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.s
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Subscripts: 

b,r backward reaction 

EDC Eddy dissipation concept 

EDM Eddy dissipation model 

FRK Finite rate kinetics 

f,r forward reaction 

i species index 

r reaction 
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1 Introduction and objectives 

The production and supply of energy is one of the greatest concerns of human society. 
With regard to the facts that the fossil fuel resources are depleting rapidly, the necessity 
to find new energy resources is indispensable. During recent decades, the share of energy 
production by biomass combustion plants has been growing, because biomass is a CO2 
neutral source of energy in a sustainable agriculture/forestry system. A better 
understanding of the conversion processes involved in biomass combustion is necessary 
due to the increasing interest in improving the efficiency of combustion systems and 
reducing pollutant emissions. However, the combustion of biomass fuels in comparison 
with fossil fuels leads to higher emissions of particulate matter and higher NOx emissions, 
the latter originating mainly from the fuel-bound nitrogen. Moreover, the general 
tendency towards the utilisation of agricultural biomass fuels with higher fuel-nitrogen 
content worsens the situation. Therefore, the further development and optimisation of 
biomass combustion technology is important and is not an easy task. This is due to the 
complex biomass conversion in the fuel bed on the grate, the reactive flow in the 
freeboard, and the intensive interaction between them. The increasing efficiency of 
computers and numerical methods is making the application of computational fluid 
dynamics (CFD) more attractive as a predictive tool among engineers for design and 
optimisation of biomass combustion plants.  

The present work aims at the development and validations of advanced CFD based 
engineering tools suitable for simulation and optimisation of biomass packed-bed 
furnaces, whereas the following objectives were desired: 

1. Development and validation of advanced gas phase combustion models for an 
improved gas phase prediction in biomass combustion plants including: 

a) Hybrid gas phase combustion model suitable for low as well as high turbulence 
conditions 

b) Streak formation model to account for the effect of flue gas streaks arising from 
the packed bed 

2. Development of a basic design tool for the automatic performance of parameter 
studies for the optimisation of biomass combustion plants 

At first, it should be noted that in packed-bed combustion the term “combustion” 
denotes both the thermal conversion of solid fuel in the packed bed and the combustion 
of the product gas released from the packed bed in the combustion chamber. In reality 
these processes interact. However, the interaction is usually not accounted for in the CFD 
modelling of the combustion process in the biomass packed bed furnaces [1], [2], [3] and 
[4]. The thermal conversion of solid fuel in the packed bed and the combustion processes 
in the gas phase are treated separately. Hence, the surface of the packed bed represents 
only the boundary of the problem for the subsequent numerical simulation of gas phase 
combustion. The work performed in this thesis concerned the modelling of the processes 
related to the gas phase only, while an empirical packed-bed model was used for the 
description of the thermal conversion of solid biomass [5]. In the gas phase, the 
combustion models play an important role as models concerning flow, temperature and 
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gaseous emissions prediction. The eddy break-up models (EBU) are the most prevalent 
Reynolds Averaged Navier–Stokes (RANS) based combustion models which have been 
successfully applied for a variety of combustion plants [6], [7], [8]. The popularity of the 
EBU combustion models come from their low computational costs especially for industrial 
applications in the context of RANS simulations. However, the empirical constants in the 
EBU models are not universally valid and need to be adapted depending on the 
application [4] and [9]. The EBU model first was proposed by Spalding [10] and later 
modified by Magnussen and Hjertager [11]. The main assumption of the EBU model is 
based on infinitely fast chemistry and assumes that the reaction rate is controlled by 
turbulent mixing [11]. The Eddy Dissipation Concept (EDC) is an extended version of the 
EBU model by Magnussen [12] which can incorporate detailed chemistry in the turbulent 
combustion calculation. However, in the region above the fuel bed and in small-scale 
biomass combustion applications (size-range < 500 kWth), the gas phase mixing and 
reaction progress is highly influenced by laminar and low turbulence zones. Here, the EBU 
gas phase combustion models, which are originally developed for highly turbulent flows, 
are not valid, leading to wrong predictions of the reaction progress and wrong 
concentrations of gas species (CO, NOx species, etc.). Moreover, in biomass combustion 
plants, combustion normally takes place above the fuel bed in the primary combustion 
zone and in the front of incoming secondary air jets in the secondary combustion zone as 
well as in interaction with the surrounding walls. This flame-wall interaction is of great 
importance in turbulent combustion. The presence of the wall can cause several problems 
that are relevant to combustion. For example, a wall may quench the flame which may 
lead to undesired effects such as unburned hydrocarbons.  

Therefore, the first goal of this thesis was mainly focused on the development of a hybrid 
gas phase combustion model to be applicable for low as well as high turbulent 
combustion since it was shown that the EDC is not valid below turbulent Reynolds 
number of 64 [13]. The model calculates the reaction rate with the finite rate kinetics and 
the EDC and finally an effective reaction rate is calculated with weighting factors in 
dependence of the turbulent Reynolds number of the flow. The model validation was 
performed based on the simulation of measured methane jet flames [14] covering 
laminar (Flame A), moderately turbulent (Flame B), and highly turbulent flow (Sandia 
Flame D) conditions. The weighting factors in the hybrid model are a function of the 
turbulent Reynolds number of the flow. This imposes problems in the near wall region, 
when the flow cannot be sufficiently resolved, which is true in most of the real-scale 
combustion applications with wall-bounded flows involved. The reaction rate in the near 
wall cells is mainly controlled by the contribution of viscous and Reynolds stresses. 
Therefore, the hybrid model was further extended to also account for the near wall 
combustion condition. 

Generally, the gas phase combustion models are very sensitive to the boundary condition. 
In terms of biomass combustion, they are more sensitive to the boundary conditions at 
the surface of the fuel bed (turbulence and mixing degree) which is commonly provided 
by state-of-the-art CFD-based packed bed models. An empirical packed-bed model is 
usually being used for the calculation of composition, temperature and flue gas leaving 
the surface of the solid biomass fuel bed [5]. The empirical packed bed model, as most of 
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the common packed bed models, calculates profiles of partially premixed flue gas 
compositions not considering spatial concentration gradients of oxygen and volatiles 
since the fuel particles and the surrounding space cannot be resolved. However, in reality, 
the amount and distribution of combustibles and oxidiser in the gas released from the 
biomass particles in the fuel bed are locally strongly differing. Therefore, the “porous” 
nature of the packed bed leads to streak formation influencing gas mixing and 
combustion, which is not described by state-of-the-art CFD-based packed bed models.  

Consequently, the second goal of the thesis was concentrated on the model development 
to account for the influence of the streaks on gas phase mixing and reactions 
(combustion, NOx formation). The streak formation model is based on a correlation 
between the local gas residence time and mixing time, whereas the mixing time is defined 
as the necessary residence time to reach the fully mixed condition above the packed bed. 
A CFD case study with an ideally packed bed with spheres as fuel particles and non-
reacting flow was performed to numerically derive the mixing time. The particle diameter 
was derived from the volume to surface area ratio of pellets according to EU standard. 
The volatiles were represented by CO2 released from the surface of the particles. The 
volatiles release rate from a single particle was approximated by the value of an in-house 
developed model [15] for single particle conversion. The influence of relevant 
parameters, like bed height, volatiles mass flow rate and particle Reynolds number 
(calculated with the bulk flow velocity of primary air below the bed and the particle 
diameter), on mixing time was investigated. The results of this case study served as look-
up table for the calculation of the mixing time in dependence of different influencing 
parameters.  

Finally, the streak formation model was linked with the hybrid gas phase combustion 
model and tested for a pilot-scale biomass grate furnace (nominal boiler load: 150 kWth) 
as well as an under-feed pellet stoker furnace (nominal boiler load: 20 kWth) concerning 
the simulation of gas phase combustion and NOx formation.  

Moreover, CFD models are being successfully applied for the optimisation of existing 
biomass combustion plants in order to design and improve the plants with respect to 
lower CO emissions, the reduction of flue gas temperature peaks, as well as increased 
plant efficiencies. CFD can be applied for geometry optimisation or optimisation of plant 
operation (e.g. variation of air staging and simulation of CO-lambda-characteristics as a 
basis for an optimised plant control). However, even experienced scientific personnel 
need a large number of time-consuming simulations during a CFD-based design cycle. A 
“real” optimum typically cannot be found due to the complex interactions of the 
influencing parameters in the plant. While automatic CFD optimisation methods have 
been applied for the design of cyclones [16], [17], [18] and [19], the combustion chamber 
of engines [20], [21] and in the field of turbo machinery [22], [23] and [24] only manual 
optimisation methods have been applied in the field of biomass combustion plants [25], 
[26] and [27] due to the high degree of complexity of the processes in the plant and thus 
the higher number of influencing parameters. 
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Hence, the third goal of this thesis was the development of a design tool for the 
automatic performance of CFD-based parameter studies for the optimisation of biomass 
combustion plants. The model development consists of the parametrisation routines and 
optimisation functions that have been linked with a developed empirical packed bed 
combustion model as well as gas phase CFD models especially adapted for biomass grate 
furnaces. The CFD models applied for the simulation of turbulent reactive flow include: 
the Realizable k-ε Model for turbulence, the Discrete Ordinates Model for radiation and 
the Eddy Dissipation Model in combination with a global methane 3-step mechanism. This 
approach is numerically robust and reasonably accurate for most industrial applications, 
especially, it is very fast in terms of calculation time which is very important at the initial 
stage of design process for furnace manufactures. A pilot-scale grate furnace (nominal 
boiler load: 180 kWth) was used to test and verify the efficiency of the optimisation 
routine developed. The main focus was on the minimisation of carbon monoxide 
emissions and the energy demand of the secondary air fan by changing the diameter and 
angle of secondary air nozzles. Additionally, a weight function was introduced to combine 
the two optimisation variables (CO emissions and pressure loss over the secondary air 
nozzles) according to their relevance in a common function. 

 

2 Methodology 

An overview about state-of-the-art CFD models usually applied for the simulation of 
biomass combustion plants is given in section 2.1. The models include the packed bed 
combustion model for the thermal conversion of solid biomass described in section 2.1.1 
and the CFD models for modelling of turbulent reactive flows in the freeboard presented 
in section 2.1.2. In the context of gas phase combustion models, the well-known Eddy 
Dissipation Model (EDM) and the Eddy Dissipation Concept (EDC) that are generally used 
for the simulation of the gas phase combustion in biomass combustion plants are 
explained in sections 2.1.2.1 and 2.1.2.2. However, both the EDM and the EDC models 
were developed for high turbulent flows and the constants of the models need to be 
tuned dependent on the application, therefore, the idea of having a general hybrid gas 
phase combustion model that is valid for a broad range of applications is proposed in 
section 2.2. In this context, the limitation of the EDC model at low turbulent Reynolds 
conditions is discussed in section 2.2.1. Then, the hybrid gas phase combustion model is 
introduced in section 2.2.2 which combines the finite rate kinetics (FRK) and the EDC 
model with weighting factors in dependence of the local turbulent Reynolds number of 
the flow. The hybrid model gives results which are close to the FRK model when 
approaching the laminar regime, while the results are close to the EDC in the high 
turbulence region. The weighting factors in the hybrid model are a function of the 
turbulent Reynolds number of the flow. This imposes problems in the near wall region, 
when the flow cannot be sufficiently resolved, which is true in most of the real-scale 
combustion applications with wall-bounded flows involved. In the near wall zones, the 
reaction rate is mainly depending on the contribution of the viscous and Reynolds 
stresses. Therefore, a further extension of the hybrid model to account for the near wall 
combustion conditions is presented in section 2.2.3.  



5 

Generally, the gas phase combustion models are very sensitive to boundary conditions. In 
terms of biomass combustion, they are more sensitive to the boundary conditions at the 
surface of the fuel bed (turbulence and mixing degree) which is commonly provided by 
state-of-the-art CFD-based packed bed models. However, the “porous” nature of the 
packed bed leads to streak formation influencing gas mixing and combustion, which is not 
described by state-of-the-art CFD-based packed bed models. Hence, a streak formation 
model which explicitly considers the effects of streaks on the mixing is presented in 
section 2.3.  

Finally, a CFD-based design tool for automatic optimisation of biomass combustion plants 
is introduced in section 2.4. The state-of-the-art CFD models applied for the simulation of 
biomass grate furnaces are explained in section 2.4.1. Then, an optimisation function is 
presented in section 2.4.2 to combine the optimisation target variables in a common 
function according to their relevance. 

2.1 State-of-the-art CFD modelling of biomass combustion plants 

In the following, state-of-the-art CFD models applied for the simulation of biomass 
combustion plants are described. The simulation of biomass combustion plants can be 
described by the biomass conversion in the fuel bed on the grate and the reactive flow in 
the freeboard whereas, the thermo-chemical conversion processes taking place in the 
fuel bed were treated separately by means of an empirical packed-bed model [5]. In this 
context, firstly the empirical packed bed model used for the calculation of composition, 
temperature and velocity of the flue gas released from the surface of the solid biomass 
fuel is described. Secondly, two model combinations usually applied for the simulations of 
turbulent reacting flows inside the combustion chamber are explained. 

2.1.1 Packed bed combustion modelling 

An empirical packed bed model [5] serves for the calculation of composition, temperature 
and velocity of the flue gas leaving the surface of the solid biomass fuel bed. The model 
consists mainly of three parts. The definition of one-dimensional profiles along the grate 
concerning the degradation of the fuel components as well as fuel drying (part 1: based 
on assumptions and experimental data from test runs). In combination with the definition 
of the conversion parameters (based on assumptions as well as experimental and 
literature data), which describe the formation of the most important flue gas components 
CH4, CO, CO2, H2, H2O, O2 as well as the NOx precursors NH3, HCN and NO (part 2), the 
stepwise balancing of mass and energy fluxes released from the fuel bed is possible (part 
3) [5], [28] and [29]. The calculation results are used as boundary profiles for subsequent 
CFD simulations of the turbulent reactive flow in the furnace.  

Experimental data of the combustion and release behaviour for a variety of solid biomass 
fuels have been gained through several measurement campaigns in a lab-scale packed 
bed pot furnace reactor [30] and [31]. These experimental data include the concentration 
profiles of the N containing species NO, NH3, HCN, NO2 and N2O released from the fuel 
bed over time. The measured profiles are utilised for the derivation of release functions 
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for the most relevant NOx precursors measured. The release functions of fuel nitrogen 
depend on the local air ratio (lambda), the nitrogen content of the fuel as well as the N 
binding in the fuel (the kind of biomass fuel). The release functions were implemented in 
an in-house developed empirical packed bed combustion model [30] and [31], which 
serves as a basis for the subsequent CFD gas phase simulation of N species conversion. 

When compared to more detailed fuel bed models based either on Euler-Euler approach, 
e.g. [32] and [33] or Euler-Lagrange approach, [34], the applied packed-bed model 
describes the complex in-bed thermal conversion processes in a very simple way. 
However, the results of the simulation applications [5], [35], [4], [36] and [37] showed 
that the empirical packed bed combustion model is sufficiently accurate for the 
calculation of the boundary conditions for the CFD simulation of flow and gas phase 
combustion in the furnace when only looking for qualitative results concerning 
combustion chamber and air nozzle design as well as the influence of air staging and 
biomass fuel on NOx formation. However, it is noted, that the processes of solid biomass 
combustion on the grate itself cannot be described by the empirical packed bed 
combustion model. 

2.1.2 Gas phase combustion modelling 

Two model combinations are usually used for the simulation of turbulent reacting flow in 

the combustion chamber. The first model combination consists of the Realisable k- 
model for turbulence and the EDM turbulence chemistry interaction model which is 
adapted for biomass combustion with a global 3-step methane mechanism [5] and [38]. 
This model combination is commonly used for engineering applications in terms of its 
simplicity and time saving calculations. The second model combination consists of the 

Realisable k- Model for turbulence and the EDC turbulence chemistry interaction model 
with C-H-O subset of the Skeletal Kilpinen97 mechanism (12 species and 25 reactions) 
[39],which has extensively been validated for grate furnaces [40]. 

For both model combinations, the Discrete Ordinates model (DO) together with the 
Weighted-Sum-of-Gray-Gases (WSGG) method [41] was used to consider the effect of 
radiation in the simulations. 

To sum up, the simulations of turbulent reactive flows in biomass packed-bed furnaces 
were performed in the following sequence: 

o Simulation of the turbulent reactive flow using EDM, which is specially adapted for 
biomass grate furnaces with a global 3-step reaction mechanism [5] and [38]. This 
simulation provided a starting solution for the next step. 

o Simulation of the turbulent reactive flow using EDC and the C-H-O subset of the 
Skeletal Kilpinen97 mechanism (12 species and 25 reactions) [39]. 

o Simulation of NOx formation in a post-processing step applying the EDC with a 
detailed reaction mechanism (28 species and 102 reactions in total) [40].  
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Here, it is worth to mention that the EDM in combination with global reaction 
mechanisms is not able to describe complex interactions of turbulence and multi-step 
reaction kinetics as given in the case of NOx formation in biomass combustion plants. 

The In-Situ Adaptive Tabulation (ISAT) algorithm by Pope [42] has been used to speed-up 
the CPU-intensive treatment of the detailed reaction kinetics for the EDC simulations. 

A detailed description of the EDM and the EDC models is provided in sections 2.1.2.1 
and 2.1.2.2. 

2.1.2.1 The Eddy Dissipation Model (EDM) 

The EDM model by Magnussen and Hjertager [11] is a turbulence chemistry interaction 
model based on the Eddy Break-Up model of Spalding [10]. The EDM provides a closure 
for the chemical source term under the assumption of mixing limited combustion. The 
latter means that the chemical reactions are fast and the overall rate of reaction is 

controlled by the turbulent mixing rate. Hence, the eddy dissipation rate /k is 
proportional to the mixing and reaction rate, respectively. At first, the EDM was 
formulated for a single-step, infinitely fast irreversible reaction. The model was extended 
later on to take into account global reaction kinetics. 

For a multi-component system, the species mass conservation equation is defined as 
follows: 

    iiii RJYvY
t




 
..   

Eq. 2-1 

where   is the mixture density, Yi is the mass fraction of species i, v


 is the velocity 

vector, Ri is the net rate of production of species i by the chemical reactions, and iJ


 is the 

diffusion flux of species i due to concentration gradients defined as: 
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Eq. 2-2 

where the first term on the right-hand side of Eq. 2-2 is the molecular diffusion and the 
second term expresses the turbulent diffusion. The term, Di,m is the mass diffusion 

coefficient for species i in the mixture, and ttt DSc  /  is the turbulent Schmidt 

number (where t  is the turbulent viscosity and Dt is the turbulent diffusivity). 

In ANSYS FLUENT, the net rate of production of species i due to reaction r, Ri, is given by 
the minimum of two rates: 

 FRKiEDMii RRR )(,)(min  
Eq. 2-3 
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where EDMiR )(  stands for the eddy dissipation rate and FRKiR )(  denotes the Arrhenius 

rate. The net reaction source of chemical species i is computed as the sum of the 
Arrhenius reaction sources over the NR reactions that the species participates in: 
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Eq. 2-4 

Where iwM ,  is the molecular weight of species i and riR ,  is the Arrhenius molar rate of 

creation/destruction of species i in reaction r. The molar rate of creation/destruction of 

species i in reaction r ( riR ,  in Eq. 2-4) is determined: 
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Eq. 2-5 

where N is the number of chemical species in the system, ri ,   is the stoichiometric 

coefficient for reactant i in reaction r, ri ,   is the stoichiometric coefficient for product i in 

reaction r, rfk ,  is the forward rate constant for reaction r and rbk ,  is the backward rate 

constant for reaction r, rjC ,  is the molar concentration of species j in reaction r, and ri ,  

is the rate exponent for reactant species j in reaction r. 

The eddy dissipation rate is determined as the lowest (i.e., limiting) value of the mixing 
rates: 
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Eq. 2-6 

where 're' denotes a particular reactant species and 'pr' stands for any product species in 

reaction r, PY  is the mass fraction of any product species P and YR is the mass fraction of a 

particular reactant R. The expression above is a more general formulation of a simple 'fuel 
and oxidiser to product' system. In case of a single step global reaction, the eddy 
dissipation rate is related either to the break-up of the 'fuel' eddies or to the break-up of 
the 'oxidiser' eddies or to the decay of the 'product' eddies. Hence, the availability of the 

fuel, oxidiser or hot reaction products limits the reaction rate. The Arrhenius rate FRKiR )(  

is determined without taking turbulent fluctuations into account. The Arrhenius rate was 
included (Eq. 2-3) as the rate-limiting step solely to prevent the rapid reaction progress at 
the inlet boundary of a premixed combustion problem. 

The EDM is numerically robust and reasonably accurate for most industrial applications 
but cannot account for the strong coupling between turbulence and reaction kinetics. 
Furthermore, only global reaction mechanisms restricted to a few reaction steps can be 
meaningfully treated by EDM. Therefore, the EDM in combination with global reaction 
mechanisms is not able to describe complex interactions of turbulence and multi-step 
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reaction kinetics as given in case of NOx formation in biomass combustion plants. Another 
important disadvantage of EDM is that the model constants, Amag = 4 and Bmag = 0.5 are 
not universally valid. Usually, the model constant Amag needs to be tuned in order to 
obtain reasonable results for a problem of interest. 

2.1.2.2 The Eddy Dissipation Concept (EDC) 

The EDC by Magnussen [12] represents an advancement of the EDM. The EDC is a more 
general model that allows detailed reaction kinetics to be considered. The EDC is based 
on the turbulent energy cascade, which means that larger eddies break up into smaller 
eddies and the reactions take place in the so-called fine structures, where the fluid is 
mixed on a micro-scale. In the EDC, the fluid is divided into the volume fraction of the fine 
structures γ* = γ3, where the reactions take place and the volume fraction γ0 = (1- γ3) of 
the surroundings, which are considered as inert. Hence, all reactions in the surrounding 
fluid are neglected. This assumption is the main simplification of the model [43]. 

The length fraction γ of fine scales is modelled as: 
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Eq. 2-7 

where Cγ is 
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Eq. 2-8 

The time scale for the mass transfer from the fine structures to the surrounding fluid (i.e. 
the reactor residence time) is: 
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Eq. 2-9 

Here, ν is the kinematic viscosity; ε is the turbulent dissipation rate and k the turbulent 
kinetic energy.  

The length fraction and the time scale sizes in terms of turbulent Reynolds number (Ret = 

k2/) can be written as follows: 

  4/1
Re


 tC

 

Eq. 2-10 

and 
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Eq. 2-11 
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There are two different approaches for the calculation of the mass exchange between the 
fine structures and the surroundings. The first one is γ3/τEDC [12], while the expression γ2/ 
τEDC has been used in recent papers [43] and [44]. The latter expression is derived 
assuming that the fine structures exchange mass mainly with fine structure regions and 
not with the whole surrounding flow [44]. The latter expression is used because it has 
shown better agreement with experimental data [43] and [44]. The fraction of fine 
structure is larger using latter expression rather that the first one. This is more realistic in 
situations with low turbulence level and slow chemistry [43]. Therefore, the source term 
in the species mass conservation equation (Eq. 2-1) for the mean species i based on the 
recent formulation is modelled as [44]; 

   0*
2

ii

EDC

EDCi YYR 





 

Eq. 2-12 

where Y0 is the surrounding mass fraction of species i and Y* is the fine structure mass 
fraction of species i. The term χ designates the fraction of the fine structure that is heated 
sufficiently and may react. The parameter χ accounts for finite-rate chemistry effects 
when the fast chemistry assumption is used. Since chemical kinetics (detailed and 
reduced) are used in this thesis the value of χ = 1 is used. Gran [44] and [45] proposed 
that by setting the value of χ = 1, the amount of reaction is controlled by chemistry. 

The relation between the mass-averaged state and the surrounding species mass fraction 
is computed as [45]: 

  03*3 1 iii YYY    

Eq. 2-13 

The surrounding species mass fraction can be obtained from Eq. 2-13 as following: 
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Eq. 2-14 

Now by substituting the surrounding species mass fraction (Eq. 2-14) into Eq. 2-12, the 
final expression for the mean chemical reaction rate can be re-written as following: 

 
 

 ii

EDC

EDCi YYR 


 *

3

2

1 



 

Eq. 2-15 

In the original formulation of the EDC [11] and [12] the fine structures are treated as 
perfectly stirred reactors (PSR). This circumstance may lead to convergence problems 
during the iterative solution of the highly non-linear algebraic equation system and 
causes a considerable numerical effort. It was shown [46] that a plug flow reactor (PFR) 
model can be implemented in the EDC instead of a PSR, which leads to a considerable 
simplification of the numerical solution process. An integration of the reaction rates over 
the residence time (or reaction time) in the fine structures via a time-stepping method 
can then be used for the calculation of the fine structure values. This is the formulation of 
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the EDC implemented in the CFD code ANSYS FLUENT. The EDC in this form is robust and 
can be used with detailed reaction mechanisms. However, the model has been developed 
for highly turbulent flows. Besides, the EDC model constants, indeed, have a strong effect 
on the local combustion-rate predictions. Therefore, the applicability of the EDC in low 
turbulent flow is, strictly seen, not valid. The direct integration (DI) of the stiff ODE system 
of Eq. 2-15 is very time-consuming due to the disparity of time-scales involved in the 
reaction mechanism. Therefore, in combination with the EDC, ANSYS FLUENT employs the 
In-Situ Adaptive Tabulation (ISAT) algorithm by Pope [42] to speed-up the CPU-intensive 
treatment of the detailed reaction kinetics.  

2.2 Hybrid gas phase combustion model 

In this section, the limitation of the EDC especially at low turbulent Reynolds conditions is 
investigated. Then, in the bulk flow the hybrid model is introduced which combines the 
finite rate kinetics and the EDC model with weighting factors in dependence of the local 
turbulent Reynolds number of the flow. Finally, the hybrid model is further extended to 
account for the near wall combustion conditions in turbulent reacting wall bounded 
flows. 

2.2.1 EDC model sensitivity analysis 

The EDC was originally developed for high Reynolds combustion flows. The main 
assumption of the model is that the reaction takes place in the so-called fine structures, 
which are in the order of the Kolmogorov eddy scale, where the dissipation occurs. The 
EDC model was derived based on the turbulent energy cascade model for highly turbulent 
flows. Magnussen [11] and [12] presented the EDC cascade model with a characteristic 
frequency or strain rate, whereas the mechanical energy transfers from the mean flow to 
heat. In the EDC cascade model for the transport of mechanical energy and thermal 
energy from the preceding level to the following one, a constant [47] has been 
introduced. In [47] it is argued that since the turbulent energy cascade is an 
approximation, the model constants are a compromise in order to allow for the model to 
be representative for flows at different Reynolds numbers. Since in a turbulent model the 
constants are linked together, the constants of the turbulent cascade model have to 
depend on the constants of the other parts of the general model. In this context, the 
value of CD1 was chosen in [47] using an approximation in the turbulent cascade model so 

that 1
3

2
DC  equals to C, while for the latter the value 0.09 (Standard k- Model) was 

taken. However, the applicability of the k- turbulence model in low Reynolds number 
flows is limited [48]. Moreover, the choice of the numerical values for the EDC model 
constants, indeed, affects the local combustion-rate prediction [47]. 

The main difference between two turbulent flows with different Reynolds numbers but 
with the same integral length scale is the size of smallest eddies. A turbulent flow at a 
relatively low Reynolds number has a relatively “coarse” small-scale structure [49]. 
Hence, at low Reynolds flow conditions, where large and small scales of turbulence are 
very close to each other, the applicability of the EDC model should be revised. 



12 

The influence of the EDC model constants has been reported in a few recent works [13], 
[50], [51], [52], [53] and [54]. Rehm et. al [50] reported the capability of the EDC for 
gasification modelling. They found that Cτ had almost no impact, whereas Cγ had a strong 
impact on the mean reaction rate and their results were improved by increasing the Cγ 
constant. De et al. [13] performed a systematic EDC model sensitivity concerning the 
model constants. The outcomes of their study indicated that the EDC is not valid below a 
turbulent Reynolds number of 64. They performed a numerical investigation of turbulent 
natural gas combustion for a jet in a coflow of lean combustion products in the Delft-Jet-
in-Hot-Coflow (DJHC) burner which emulates MILD (Moderate and Intense Low Oxygen 
Dilution) combustion at different jet Reynolds numbers (Re = 4100 and Re = 8800) and 
found too early ignition with the standard EDC model constants. They showed that the 

predictions could be improved if Cτ is increased to 3 and Cγ is decreased to 1.0. Graça et 
al. [51] made a simulation of turbulent natural gas combustion in a reversed flow small-
scale combustor with the EDC and found a delayed ignition with the standard model 
constants. They demonstrated the dominating role of Cγ to improve the results in 
comparison with experiments. Shabanian et al. [52] confirmed the outcomes of De et al. 

[13] and used the modified Cτ constant proposed by [13] , [53] and [54] for the simulation 
of an ethylene jet flame in diluted and heated oxidant stream combustion conditions. 
They displayed that a modified EDC leads to reasonable results with relatively low 
computational effort. Hence, when the EDC model is used in CFD calculations, it turns out 

that the constants C and C must be “tuned” within a wide range in order to obtain 
reasonable results for a particular problem. 

Therefore, it is of interest to investigate the sensitivity and the validity of the EDC to the 

model constants C and C. The model constant C appears as a multiplication factor in the 
EDC time scale (Eq. 2-11) as well as in the reaction rate term (Eq. 2-15). In the EDC, the 
reaction rate for the chemical species was assumed to be a linear function of the mass 
transfer between the fine structures and the surroundings [47]. However, it is clear from 

(Eq. 2-15) that the characteristic time scale in the EDC model is larger than EDC: 
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Eq. 2-16 

Now, by definition of the time scale ratio (Tratio), Eq. 2-16 can be re-arranged as following: 
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Eq. 2-17 

From a physical point of view, the mixing time scale τmix should be greater than the EDC 
time scale. Therefore, for consistency, T (and γ) should be lower than one:  
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Eq. 2-18 



13 

This implies that the fine scale length fraction (Eq. 2-7) should be less than 0.75. Now by 
re-arranging Eq. 2-7 in terms of turbulent Reynolds number (Eq. 2-10), the following 
expression can be obtained: 

  64Re75.0Re
4/1




ttC  

Eq. 2-19 

Figure 2.1 shows the sensitivity of γ and the time scale ratio on the turbulent Reynolds 
number. It can be inferred from the figures that the model is limited to turbulent 
Reynolds numbers larger than 64. Besides, supposing that the maximum value for the fine 
scale length fraction is one (reaction takes place in the whole CFD computational cell), the 
model still has no value for the fine scale length fraction at turbulent Reynolds numbers 
lower than 20 (see Figure 2.1). 

 
Figure 2.1: Dependence of γ (Eq. 2-10) (left) and Tratio (Eq. 2-17) (right) on turbulent Reynolds number 

 

As explained earlier, the assumptions of the EDC model at low turbulence flow are no 

longer valid. The model has no value for  at turbulent Reynolds numbers lower than 64. 
Moreover, it is not an easy task to tune the model constants to be used universally since 
it might be changed for a particular application. Therefore, a general hybrid gas phase 
combustion model that is valid over a wide range of turbulent Reynolds numbers is 
proposed in section 2.2.2. 

2.2.2 Bulk flow 

Based on the outcomes of the EDC sensitivity analysis (see section 2.2.1), the necessity of 
a model which should be valid for all flow conditions is inevitable. The idea of such a 
reaction model which utilises the benefits of both the FRK and the EBU model first was 
proposed by Spalding [10]. The concept is to develop a hybrid reaction model to be 
sensitive to the local turbulent Reynolds number of flow. Therefore, a hybrid reaction 
model as a combination of both FRK as well as EDC models has been introduced based on 
the idea of Spalding [10]. In the hybrid model, the mean chemical reaction (second term 
in the right hand side of Eq. 2-1) is modelled as: 
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Eq. 2-20 

where (Ri)FRK is the FRK mean reaction rate (Eq. 2-4) and the term (Ri)EDC is the mean 
reaction rate calculated by the EDC model (Eq. 2-15).  

In the laminar range the reaction rate is calculated with pure finite rate kinetics and in the 
highly turbulent region with the EDC. In the transition region around Ret = 64, the overall 
reaction rate is calculated as the sum of the weighted reaction rates of finite rate kinetics 
and the EDC. In other words, the overall reaction rate is determined as a linear 
combination of the two reaction rates. 

The weighting factors ((1/1+Ret) and (Ret/1+Ret)) are model parameters of a weight 
function which gave the best agreement with measurements for flames A, B and D (see 
Paper I). The effect of weighting factors in Eq. 2-20 on the reaction rate as a function of 
turbulent Reynolds number is shown in Figure 2.2. For instance, at zero turbulence  
(Ret  0), the transition parameter (Ret/1+Ret  0) while the transition parameter 
(1/1+Ret  1) and the reaction rate in controlled by the chemistry and vice versa. 

 
Figure 2.2: Effect of turbulent Reynolds number on the weighting factors in the hybrid model 

2.2.3 Near wall combustion approach 

In the hybrid gas phase reaction model, the overall reaction rate is calculated by a 
weighted reaction rate. The hybrid model gives results which are close to the FRK model 
when approaching the laminar regime, while the results are close to the EDC in the high 
turbulence region. The weighting factors in the hybrid model are a function of the 
turbulent Reynolds number of the flow. This imposes problems in the near wall region, 
when the flow cannot be sufficiently resolved, which is true in most of the real-scale 
combustion applications with wall-bounded flows involved. One challenge in CFD is how 
to treat the thin near-wall sublayer, where viscous effects are important. Generally, in 
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turbulent wall flows, two distinct zones exist near the wall. Firstly, the viscous sublayer 
which is completely dominated by viscous effects. The so-called “outer region” shows a 
nearly constant velocity with distance from the wall. Figure 2.3 (left) shows the distinct 
areas existing near the wall in turbulent wall flows. A non-dimensional wall distance (y+) is 
used to differentiate the regions that exist near the wall. The y+ can be interpreted as a 
local Reynolds number with the wall distance as length scale, so its magnitude defines 
also the relative importance of viscous and turbulent processes [55]. To support this 
hypothesis, Figure 2.3 (right) shows the fractional contributions of viscous and Reynolds 
stresses to the total stress in the near-wall region of a channel flow taken from [55] and 
[56]. When the stresses are plotted against y+, the profiles depicted for two Reynolds 
numbers almost collapse. The viscous contribution drops from 100% at the wall (y+=0) to 
50% at y+=12 and is less than 10 at y+=50.  

Therefore, an accurate resolution of this layer can be crucial. This is due to the steep 
gradient of the mean values (e.g. transport of mean momentum and other parameters) 
that occur in the boundary layer. There are two approaches to model the near-wall-
region. The most reliable way is to use modified turbulence models (e.g. low-Re-number 
turbulence models) to resolve viscosity-affected region (i.e. near wall regions) with a 
mesh which is fine enough to resolve the steep gradients near the wall, including the 
viscous sublayer. However, this can be computationally very expensive, particularly in 3D 
cases. Hence, the traditional industrial solution is to use wall-functions for flow modelling. 
Enhanced wall treatment is a near-wall modelling method that combines a two-layer 
model (i.e. linear (laminar) and logarithmic (turbulent)) with enhanced wall functions. The 
method formulates the law-of-the-wall as a single wall law for the entire wall region. 
ANSYS® FLUENT® achieves this by blending the linear (laminar) and logarithmic 
(turbulent) laws-of-the-wall using a function suggested by Kader [57] as follows: 

  turbulent

1
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Eq. 2-21 

where Γ  is a blending function in dependence of y+ and is given by: 
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Eq. 2-22 

where u+
laminar and u+

turbulent are the dimensionless velocities. 

The definitions of y+, u+
laminar and u+

turbulent can be found in [55]. Figure 2.4 shows the 
trend of the blending factors in dependence of the non-dimensional wall distance (y+). 
This formula also guarantees the correct asymptotic behaviour for large and small values 
of y+ and a reasonable representation of velocity profiles in the cases where y+ falls inside 
the wall buffer layer.  

In the hybrid combustion model defined in Eq. 2-20, close to the wall, the turbulent 
Reynolds number of the flow approaches unity and the reaction rate is mainly calculated 
by the FRK model, despite the fact that the larger fraction of the flow in the wall near cell 
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is influenced by inertial forces (Reynolds stresses). Concluding, in reacting flows, it is also 
a problem of not sufficiently resolving the wall, which leads to the consideration of a flow 
regime when calculating the reacting rate, while in reality there is a rapid change of the 
flow regimes in the boundary layer. To avoid this, the reaction rate has to be weighted in 
dependence of the flow regime inside the wall cell. Therefore, the mean chemical 
reaction rate for the near wall cells can be adjusted by blending the FRK and EDC models 
using a function suggested by Kader [57] as follows: 

EDCiFRKiwalli ReReR )()()(

1

   

Eq. 2-23 

where Γ  is a blending function as defined in Eq. 2-22. The usage of y+ in the blending 
function represents the concept of the local Reynolds number of the flow as earlier 
explained [55]. In this formulation, the FRK and the EDC are weighted according to the 
fractional contributions of the viscous and Reynolds stresses in the near-wall region and 
the overall reaction rate in the wall cell is calculated as the sum of the weighted reaction 
rates of the FRK and the EDC. As shown in Figure 2.4, in the laminar range (y+ < 5) the 
reaction rate is calculated with the pure finite rate kinetics and in the turbulent region  
(y+ > 30) with the EDC. In the transition region around y+ = 10 (i.e. buffer layer), the 
contribution of viscous and Reynolds stresses is interchanging, therefore, the overall 
reaction rate in the wall cell is calculated by a combination of the two terms. Hence, the 
overall reaction rate is weighted by two terms as a function of y+. 

This near wall combustion approach was implemented in the hybrid model (test and 
verification see Paper II and III).  

 

 
Figure 2.3: Areas of turbulent wall flows (left) and fractional contributions of viscous and Reynolds stresses to total 
stress in the near-wall region of a channel flow (right) (adapted from Chapter 7 in [55]) taken from [56] (dashed lines, 
Re = 5600; solid lines, Re = 13750) 
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Figure 2.4: Trend of blending factors in dependence of y+ 

2.3 Streak formation model 

State-of-the-art packed bed models supply continuous concentration profiles as boundary 
conditions for subsequent CFD simulations of gas phase, leading to pre-mixed combustion 
conditions. However, in reality the “porous” nature of the packed bed leads to streak 
formation influencing gas mixing and combustion. 

Therefore, in order to account for the influence of the streaks on gas phase combustion, a 
gas streak model based on a correlation between the local gas residence time and a 
mixing time has been developed based on numerical simulations. The model is based on a 
mixing time, where the gas streaks arising from the fuel bed are fully mixed and a 
correlation with the residence time of the flue gas released from the fuel bed. In order to 
describe the mixing process above the packed bed, a criterion has been defined to 
calculate the mixing state (MS) as follows: 
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Eq. 2-24 

Here, Cfm is the tracer gas concentration (here CO2) in the fully mixed gas and C(t) is the 
local tracer gas (CO2) concentration in dependence of the mixing time. The residence time 
which is necessary to reach the defined mixing state (here, 0.99 < MS < 1.01 has been 
defined) is the mixing time tfm. Finally, the mixing function (MF) is the combination of the 
mixing time tfm and the gas residence time tgas: 
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Eq. 2-25 

where 

MF = 0 (completely unmixed) 
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e1/
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MF = 1 (completely mixed) 

The mixing function provides information about the mixing quality of the volatiles and the 
primary air, it varies between 0 (no mixing) and 1 (fully mixed). The mixing time (tfm) is 
derived from the packed bed case studies and is a constant value (see section 2.3.1). 
Therefore, Eq. 2-25 can be considered as a linear correlation of tgas which is bounded 
between 0 and 1. 

A user-defined scalar approach (UDS) is used to calculate the gas residence time inside 
the combustion unit. The approach proved to be valid for use in modelling heating, 
ventilation, air conditioning and hydraulic systems [58] and [59]. 
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Eq. 2-26 

where, k  is the coefficient and 
k

S  is the source term. 

The diffusivity of the UDS is defined to be the same as of the flue gas since the residence 
time is transported and mixed with the gas flow. Therefore, in turbulent combustion 
flows, the diffusivity of the UDS is a function of the binary diffusivity, the turbulent and 
laminar viscosity, and the turbulent Schmidt number and is defined as follows [59]: 
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Eq. 2-27 

where,   is the density of the flue gas, bD  is the binary diffusivity of the flue gas (with a 

value of 2.88 × 10-5 which is also applied for the diffusion coefficient of each species in the 

mixture), l  and t  are the laminar and turbulent viscosities of the flue gas and Sct is the 

turbulent Schmidt number (with a value of 0.7 which is also applied for the species 
transport equation) is defined as: 
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Eq. 2-28 

where tD  is the turbulent diffusivity of the flue gas. The effect of turbulence fluctuations 

is taken into account in the calculation of residence time implicitly since the effect of 
turbulent viscosity is considered in the diffusivity of the scalar transport equation. 

At time t the mass flowrate of a fluid into a cell is m , therefore, the value of the scalar 

when it enters the cell is tm . When the fluid leaves the cell, its age is increased by t , 

therefore, the value of the scalar when it leaves the cell is )( ttm 
. In order to find the 

time at which the fluid leaves, a source term is required equivalent to: 
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Eq. 2-29 

where, m  is the mass flow rate and V is the volume of the computational cell. 

The source term is divided by the cell volume since it is applied on a volumetric basis. 
Since neither the time nor the mass flow rate through the cell is known, the following 
relationship could be applied to simplify the source term: 

  VAum   
Eq. 2-30 

where A is the area of the cell and V  is the volumetric flowrate. 

By re-arranging Eq. 2-30 we have 
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Eq. 2-31 

and since 
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Eq. 2-32 

by substituting Eq. 2-31 into Eq. 2-32 we have 
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Eq. 2-33 

Now, by substituting Eq. 2-33 into Eq. 2-29, the source term can be found as follows: 

 
k

S  
Eq. 2-34 

Eq. 2-26 has been implemented by a user-defined function (UDF) in ANSYS® FLUENT®. 

Finally, the effective reaction rate is calculated by multiplying the mixing function, which 
defines the macro-mixing state, with the reaction rate, calculated by the hybrid 
combustion model as following: 

HybridistreakHybridi RMFR )()(   
Eq. 2-35 

Therefore, at positions where mixing is poor the rates of homogeneous reactions are 
damped which leads to streaks above the bed. The term “streaks” is used to represent 
the definition of the mixing function. 
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2.3.1 Derivation of streak formation model constants 

A CFD study with an ideally packed bed with spheres as fuel particles and non-reacting 
flow has been performed in order to numerically derive the mixing time (i.e. tfm). The SST 
k-ω low Reynolds turbulence model is applied to cover the whole range of flow conditions 
from laminar to turbulent flows in biomass grate furnaces. It should be noted that the SST 
k-ω low Reynolds turbulence model was applied as suitable turbulence model above the 
packed bed to predict the mixing time since the flow is weakly turbulent. In the furnace 
simulation, the mixing delay due to the streaks, which is assumed to be dominating over 
the turbulent mixing above the bed, is considered with the streak model. Moreover, the 

Realizable k- model gives considerably better results concerning the mixing of round jets 
in gas streams [5] and [60] than the SST k-ω model. Therefore, for the furnace simulations 

the Realizable k- model is used as a turbulence model. 

The volatiles were represented by CO2 released from the surface of the particles in the 
bed. The volatiles release rate from single particles was approximated by developed layer 
model [15] for the conversion of thermally thick biomass particles. In this parameter 
study, the following influencing parameters have been investigated for a packed bed: bed 
height, volatile mass flow rate and bulk flow velocity of primary air below the bed. The 
bed height was varied by particle layers from 5 to 15 layers. During typical biomass 
combustion conditions with air staging the most relevant components released are H2O, 
CO2, CO, H2 and CH4 [61], [62] and [63]. However, during packed bed combustion, the 
dominant gas volume flux comes from the primary air passing through the packed bed. In 
CFD simulations the density of the mixture is usually considered as incompressible ideal-
gas (due to the low pressure changes) and mainly depends on the temperature inside the 
combustion chamber that influences the volume flow rate of the volatiles released from 
the biomass particles. Furthermore, to qualify the effect of mixing between primary air 
and volatiles the volatiles composition plays no role, while the released volume flow 
(which depends on temperature) is important. Moreover, since a non-reacting simulation 
is performed, for the release rates only an average value can be estimated. Therefore, a 
sensitivity analysis concerning the influence of the volatiles release rate was performed. 
In order to cover the possible range of released volume fluxes, the estimated value of the 
reference case was multiplied by a factor x. A typical volatiles release rate was estimated 
with the layer model; for the investigation of the sensitivity of the results on the release 
rates, this value has been varied between a factor of 1 to 1.7. It could be shown that the 
influence of the release rate is comparably low. 

Bulk flow velocity of primary air below the bed was varied between 0.1 and 7 (m/s). In 
biomass grate furnaces, the flow above the fuel bed is typically in the low Re range. 
Usually, the primary air velocity fed below the grate may vary between 0.1 and 7 (m/s). 
The values are gained from developed empirical packed bed model [5] and [29]. 
Therefore, to cover all ranges of flow conditions for small to large-scale biomass 
combustion plants, a sensitivity analysis has been performed. 

The diameter of the spheres was approximated based on the volume to surface area ratio 
of pellets according to the respective EU standard [64] and [65]. As mentioned, the study 
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has been performed for pellets as fuel. However, the simulation results can be applied for 
all particle sizes by applying the particle Reynolds number for the look-up table where the 
results are summarised. Here, three parameter studies with an ideally packed bed with 
the different bed heights and number of particle layers, respectively, were performed in 
order to calculate the mixing time in dependence of the influencing parameters. 
Figure 2.5 shows the CFD domain of the packed bed for 5 layers considered in this study. 
An unstructured computational grid with 2, 4 and 6 million cells in total was used for the 
simulation of the packed bed with 5, 10 and 15 numbers of layers, respectively. On the 
surface of the particles, a number of layers with prismatic grid (10 layers) are used to 
resolve the viscous sublayer. It has been assured that the first grid point (the thickness of 
the first layer of the prismatic cells was about 0.007 mm) is located in the viscous sublayer 
(y+ < 1). The primary air was injected below the bed with an even distribution and the 
volatiles represented by CO2 as tracer gas were released from the surface of the spheres. 
Moreover, different planes above the bed were defined to evaluate the mixing state and 
mixing time. In the definition of the packed bed, the reference plane and the other planes 
above it are fixed at a certain height for each number of layers studied. This means that 
all the layers are arranged below the reference plane (see also Figure 2.5). 

A simulation matrix was built for each layer to derive the mixing time based on the 
primary air velocity and volatiles mass flow rate. The flow simulation was performed for 
all primary air velocities and volatile mass flow rates. Then, the mixing state was 
calculated at each plane defined above the bed. Finally, the mixing time was derived 
based on the estimated gas residence time which is necessary to reach the defined mixing 
state (here, 0.99 < MS < 1.01). 

Therefore, the mixing time can be represented by influencing parameters like primary air 
velocity and number of layers considered in the simulations. To make the model 
applicable for all fuel particle sizes, the mixing time can be represented as a function of 
the particle Reynolds number instead of the primary air velocity. The particle Reynolds 
number can be defined as follows: 

air

vairprimary 

p
ν

dV
Re 

 

Eq. 2-36 

where Vprimary air is the primary air released below the particles, air is the air kinematic 
viscosity and dv is the volume diameter. 

The volume diameter dv [66] can be derived based on the diameter of a sphere having 
the same volume as the biomass particles. The biomass particle volume can be estimated 
from the average size of the biomass particles. 
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Figure 2.5: CFD domain and boundary conditions for the evaluation of the mixing time above a packed bed  

An initial case study was performed to investigate the effect of the number of layers  
(bed height) on mixing. Figure 2.6 shows the mixing state (Eq. 2-24) variations in 
dependence of bed height for different numbers of layers. In the parametric case studies, 
the mixing state is calculated as a scalar field variable and evaluated in several planes 
defined above the packed bed. One can evaluate for each plane the maximum or 
minimum value of the tracer gas concentration for the definition of the mixing state. In 
the present study, the maximum value of the mixing state is determined at each plane. By 
doing this, the mixing state is derived in dependence of the height above the bed. 

The results show a strong effect of the number of layers (bed height) on mixing. Hence, it 
was considered as an independent parameter. Afterwards, a simulation matrix was 
defined in order to investigate the effect of primary air velocity and volatiles mass flow 
rate variations on the mixing (mixing state) for each number of particle layers defined  
(5, 10 and 15 layers). 

Primary air

Volatile release rate 

from particle surface

Reference plane h = 0

Mixing state, mixing time 

and gas residence time are 

calculated at these planes
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Figure 2.6: Maximum mixing state above the bed (-) evaluated for different numbers of layers  

Figure 2.7 shows the mixing state in dependence of bed height for different volatiles mass 
flow rate variations at two selected primary air velocities and under consideration of 10 
layers. The results confirm that the effect of volatiles is insignificant on the mixing in 
comparison to the effect of primary air mass flow rate since the fraction of the volatiles 
release rate to the primary air is low (e.g. 0.1-0.3). Because the mass flow of volatiles 
compared to the primary air mass flow is low and hence was expected to have an 
insignificant effect on mixing in comparison to the primary air flow rate, a value 
considerably higher than the reference value was investigated first. Since it showed 
nearly no difference to the results with the reference value, a reduction of the amount of 
flue gas below the reference value was expected to have even less effect and it was thus 
not investigated. 

The effect of primary air velocity variations on the mixing state for different numbers of 
layers (10 and 15 layers) is shown in Figure 2.8. The results in Figure 2.8 are shown in 
dependence of particle Reynolds number instead of velocity. The results indicate that the 
mixing state strongly depends on the particle Reynolds number and, therefore, primary 
air velocity. The change of the slope in Figure 2.8 in the range of 15 -20 mm could be 
explained by a change in the flow regime from laminar to turbulent conditions  
(i.e. transition regime) in the range between Rep = 237 – 947 (-) (i.e. the primary air 
velocity is in the range between 0.7 - 1 (m/s)). Hence, the length of the streaks in 
dependence of particle Reynolds number (defined by the criterion for fully mixed 
conditions) is oscillating in this range. As already explained, the mixing function is a linear 
correlation between the mixing time and the gas residence time. The mixing time is a 
constant, which is a value of the gas residence time at fully mixed conditions (MS = 1). 
Since the mixing state as a function of the height above the bed shows an asymptotic 
behaviour (fully mixed conditions with MS = 1 will never be reached) a certain tolerance 
has to be defined to achieve the mixing time. The tolerance has to be in a certain range in 
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order to minimize its influence. Therefore, on the one hand the value of the mixing state 
(for fully mixed conditions) has to be close to one. On the other hand (as can be seen in 
Figure 2.8) it should be on the branch of an individual curve with a rapid change of the 
mixing state, since on the flat branch the mixing time and hence the mixing function 
strongly changes when varying the tolerance and hence the mixing state. The evaluation 
of mixing time (tfm) was done based on a certain error tolerance (here 1%) since the 
mixing state has asymptotic behaviour that means it never reaches the perfect mixing 
condition (i.e. MS = 1). The red line in Figure 2.8 represents the error tolerance used to 
derive the mixing time. It has been confirmed that 1% error tolerance is fine enough for 
all cases considered to derive the mixing time. 

 
Figure 2.7: Maximum mixing state (-) evaluated for different volatiles release rates for 10 layers (left: primary air 
velocity 1 (m/s), right: primary air velocity 7 (m/s)) 

 
Figure 2.8: Maximum mixing state (-) evaluated for different primary air velocities (left: 10 layers, right: 15 layers) 
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Figure 2.9 shows the mixing time behaviour in dependence of the particle Reynolds 
number as well as the number of layers. For all layers considered, a trend concerning the 
mixing time in dependence of the particle Reynolds number was found. The non-
monotonic behaviour in Figure 2.9 could also be explained by a change in flow regime 
from laminar to turbulent conditions (i.e. the transition regime) (see Figure 2.8). Hence, 
the length of the streaks in dependence of particle Reynolds number (defined by the 
criterion for fully mixed conditions) is oscillating in this range. The results showed that the 
mixing time of the streaks increases as the particle Reynolds number increases. Generally, 
at lower particle Reynolds numbers the mixing time is lower. This attributes to a higher 
residence time of the flue gas due to lower primary air velocities which results in a 
shorter streak length above the packed bed. The mixing time increases as the particle 
Reynolds number (i.e. primary air velocity) rises due to a higher streak length above the 
packed bed. Moreover, the mixing time for all particle Reynolds numbers is lower for a 
larger packed bed height since a higher residence time inside the packed bed improves 
mixing of primary air and volatile matter. The results of this case study serve as look-up 
table for the calculation of the mixing time in dependence of the different influencing 
parameters. For practical application (e.g. the furnace simulation with the streak 
formation model see Paper II and Paper III) the mixing time (tfm) can be retrieved by a 
linear interpolation between the calculation points through an estimation of the local 
values of particle Reynolds number and the number of layers. The particle Reynolds 
number can be easily calculated from the velocity profile specified by the empirical 
packed bed model along the grate and the average particle diameter (e.g. volume 
diameter [66]). Furthermore, the number of layers can be estimated by the estimated 
initial height of the packed bed and the diameter of the fresh biomass fuel fed. The 
number of layers represents the number of particles that can be stacked in that length 
(e.g. length divided by the diameter of particles). Since the total number of particles on 
the bed remains constant on average for a certain operating condition, also the number 
of layers remains constant over the grate length. However, the entrainment of the 
particles from the grate and the fragmentation of the particles are neglected with this 
approach. 

 
Figure 2.9: Mixing time (sec) for different particle Reynolds numbers and different number of particles 
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2.4 Routine for automatic CFD optimisation of biomass combustion plants 

The classical way of biomass furnace design for industrial applications comprises as 
iteration between the design engineer and the measurement or computation 
department. Implementing automatic optimisation methods into the development 
process has the potential of shortening this iteration significantly. Such methods are 
based on a parametric geometry or frame work description of the plants and 
automatically yield a design that is optimal with respect to the desired properties and to 
the imposed constraints. In this context, an automatic optimisation routine has been 
developed for the optimisation of biomass combustion plants. The routine consists of 
parametrisation routines and an optimisation function that have been linked with an 
empirical packed bed combustion model and gas phase CFD models especially adapted 
for biomass combustion. 

2.4.1 CFD model for biomass grate furnaces 

CFD simulations are applied for the development and optimisation of furnaces and 
boilers. However, the simulation of biomass combustion plants is especially difficult due 
to highly complex and interacting processes of solid biomass combustion and the 
turbulent reacting flow in the combustion chamber. Therefore, BIOS together with 
researchers of Graz University and Technology have developed a CFD model for the 
development and optimisation of biomass grate furnaces [5] and [4]. The model comprise 
an in-house developed empirical fixed bed combustion model as well as CFD models 
especially adapted and validated for turbulent reactive flows in biomass combustion 
plants. The sub-models and the gas phase models together with the empirical packed bed 
combustion model have been experimentally validated [5] and [29] successfully applied 
for several plants. 

An empirical model was used for the description of solid biomass combustion on the 
grate [5], [28] and [29]. The model describes the mass and energy fluxes on the grate as 
boundary conditions for the following CFD simulation of the turbulent reactive flow in the 
combustion chamber.  

For the simulation of the gas phase, the Realizable k-ε Model for turbulence, the Discrete 
Ordinates Model for radiation and the EDM by Magnussen and Hjertager [11] in 
combination with a global methane 3-step mechanism (CH4, CO, H2, CO2, H2O, O2) [5] and 
[38] are applied. This approach is numerically robust and reasonably accurate for most 
industrial applications, especially, it is very fast in terms of calculation time which is very 
important at the initial stage of design process for furnace manufactures. 

2.4.2 Optimisation function 

Optimisation is a procedure of finding and comparing feasible solutions until no better 
solution can be found. Solutions are termed good and bad in terms of an optimisation 
variable (i.e. objective), which is often the cost of fabrication, amount of harmful gaseous 
emissions, efficiency of process or other factors. A significant portion of research and 
application in the field of optimisation considers a single optimisation variable, although 
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most real-world problems involve more than one optimisation variable. The presence of 
multiple optimisation variables (such as simultaneously minimising the CO emissions and 
minimising the pressure loss that is performed in this thesis) is natural in many problems 
and makes the optimisation problem interesting to solve.  

Besides, identification of relevant system (design and operation) parameters is of high 
relevance since they have strong influences on the target optimisation variables. Usually, 
the design parameters are identified depending on the needs of the users. For example, 
In terms of biomass combustion plants optimisation, the design parameters can be the 
effect of primary air factor, total air factor, the biomass fuel type or the effect of 
geometric characteristics of the appliance. 

As an example, the secondary are nozzles are identified as a design parameter in this 
thesis for the biomass grate furnace (nominal boiler load: 180 kWth) studied. The 
secondary air nozzles are of special importance when designing and optimising a biomass 
furnace. They are the key factor for efficient air staging without backflow in the primary 
combustion zone (NOx reduction by primary measures), for a good turbulent mixing and 
CO burnout, to reduce furnace volume and to lower the amount of excess air (increased 
efficiency). Therefore, the diameter and the angle of the secondary air nozzles have been 
selected as design parameters in order to achieve the best geometric configuration 
concerning low CO emissions and pressure losses over the secondary air nozzles. 

A common difficulty with a multi-optimisation variables problem is the conflict between 
the optimisation variables. One of the most classical methods is the method of 
optimisation variables weighting. Therefore, a weight function is defined to combine the 
two optimisation variables (CO emissions and pressure loss over the secondary air 
nozzles) according to their relevance in a common function. While the energy demand of 
the fan linearly increases with the pressure loss over the secondary air nozzles, the 
relevance of the CO emissions substantially increases if a certain level of CO emissions is 
exceeded. Eq. 2-37 shows the weight function: 
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Eq. 2-37 

where W is the weight function, YCO is the CO mole fraction (LL-1), A,  and B are 

constant values and P is the pressure loss (Pa). 

Here, for the pressure drop a linear correlation to the weight function has been assumed 
(proportional to the energy demand of the fan). Regarding the CO emissions, a 
polynomial function with a strong increase at a chosen emission limit  

(20 LL-1 in the present case) was supposed. The constants A and B of the second order 

polynomial function ( = 2) have been determined in a way to achieve roughly the same 
contribution of the pressure loss and the CO emission to the weight function at the 

respective limits of the output variables (P = 2500 Pa - maximum allowable pressure for 

fan design; CO emissions = 20 LL-1 - emission limit). The values for the constants are 
given in Table 2.1. 
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Table 2.1: Values of the model constants used in the weight function 

Constants Value Units 

A 10 Consistent unit (mLL-1)-2 

 -2 - 

B 1 Consistent unit (Pa-1) 

 

Within the optimisation process the design parameters are varied and the optimisation 
variables are evaluated using the weight function. The optimisation cycle for a selected 
combination of design parameters works as follows: 

o Parameterisation of the geometry and definition of design points based on design 
parameters selected 

o Automatic performance of CFD simulations with ANSYS FLUENT for the defined 
design points within the ANSYS Workbench 

o Evaluation of the optimisation variables and calculation of the weight function for 
the design points 

o Minimisation of the weight function to find the optimum geometric configuration 
(input parameters) 

Figure 2.10 shows the entire workflow. The CAD was the only external step in the entire 
process whereas all the other steps were performed within the Workbench framework. 

 
Figure 2.10: Workflow of a developed automatic optimisation routine 
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3 Modelling results – executive summary 

The main contribution of this work is five papers which are published in peer-review 
journals and conferences. In this section, a summary of each paper is given. 

3.1 Hybrid gas phase combustion model (Paper I) 

In paper I the hybrid model validation was done based on the simulation of measured jet 
flames by Barlow et. al [67] covering laminar (flame A with a jet Re number of 1100), 
moderately turbulent (flame B with a jet Reynolds number of 8200), and highly turbulent 
flow conditions (Sandia flame D with a jet Reynolds number of 22400). The burner, 
consisting of a main round jet and a concentric pilot, was placed in a wind tunnel. The 
main jet consists of a mixture of CH4 with air. The pilot is a lean fuel/air mixture and is 
active only for flame B and D for the purpose of flame stabilization. Detailed information 
concerning the operating conditions for flames A, B and D can be found in [67], [68], and 
[69].  

A detailed description of the CFD boundary conditions and the models applied in the 
simulations can be found in Paper I. 

3.1.1 Grid independency and effect of kinetic mechanisms 

Two sets of structured grids with 4 and 10k elements are studied. The grids are refined 
close to the nozzle and in the axial direction. A modified version of the k- ε turbulence 
model with the constant Cε1 set to 1.58 (instead of 1.44) is used for the simulation of 
flame D to compensate for the round jet anomaly [70], [71] and [53]. However, this 
modification leads to an over-prediction of the flame temperature in the axial direction of 
the flame. In this region, the temperature along the axis is determined by the mixing of 
the cold air with the post-combustion gases. So, it strongly depends on the spreading rate 
determined by the turbulence model applied [72], [73] and [60].  

The results obtained with both grids exhibited the same performance (Paper I), therefore, 
the grid with 4k cells was selected in order to save calculation time for subsequent 
simulations (Flames A and B). 

The influence of the reaction mechanism on the predictions for flame D was studied by 
using two different kinetic mechanisms. DRM-22 [74] is a reduced version of GRI1.2. [75]. 
It consists of 24 species and 104 reversible reactions. The mechanism GRI2.11 [76] is a full 
kinetic mechanism, which consists of 49 species and 277 reversible reactions. 

The results showed that the performance of the DRM-22 mechanism (Paper I) is identical 
to the detailed GRI2.11 mechanism. Hence, the DRM-22 was used for the further 
simulations in order to save calculation time. 
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3.1.2 Molecular diffusion effect 

In combustion at low Reynolds numbers the effect of molecular diffusion on mixing 
becomes comparable to the turbulent diffusion in certain regions in the flame. This is 
mainly due to the laminarisation of the flow caused by high temperatures in the reaction 
zones [77]. This is supposed to be caused by the following mechanism. The increase of 
kinematic viscosity due to high temperature decreases local turbulence Reynolds number 
in flames. The balance between generation and dissipation of turbulence existing in high 
Reynolds number regions in not preserved in low Reynolds number regions and the 
dissipation rate is superior to the generation rate, which results in suppression of 
turbulence. The effect of molecular diffusion becomes more important when there is H2 
in the fuel jet stream and the jet Reynolds number is lower than 10,000 [14]. In order to 
highlight the effect of differential diffusion on the accuracy of the prediction, the 
simulation of flame B (using EDC with DRM-22 mechanism) is performed with and without 
the effect of molecular diffusion. To account for the effect of differential diffusion in the 
simulation, diffusion coefficients for each species were represented as a fourth-order 
polynomial function of temperature. The results showed the significant role of differential 
diffusion in the accuracy of predictions (Paper I). As a result, the effect of differential 
diffusion at combustion of low and moderate Reynolds numbers cannot be disregarded. 
For all the simulations performed for the flame A and B, the effect of differential diffusion 
was taken in to account. In the next step, flame A and B were simulated with the EDC 
model to further verify and investigate the performance of the model at low Reynolds 
conditions. 

3.1.3 Evaluation of the standard EDC at low Reynolds conditions 

For the evaluation of the standard EDC at low and moderate Reynolds numbers, flame  
A (laminar) and B (moderately turbulent) were simulated. Flame A was chosen for the 
evaluation of the standard EDC due to its similar flow conditions prevailing above the fuel 
bed in biomass combustion plants. As explained, in the region above the fuel bed the gas 
phase mixing and reaction progress is highly influenced by laminar and low turbulent 
zones. As shown in 2.2.1, the standard EDC is not valid in regions with turbulent Reynolds 
number less than 64. Therefore, the standard EDC model can be tested for model 
evaluation at a low turbulent regime in case of flame A. 

Figure 3.1 shows the simulation results for flame B in comparison with measurement data 
at x/d =15 and x/d=30, respectively. The mean mixture fraction is computed using Bilger’s 
formula [78]. The results are in good agreement with measurement data at both heights. 
The results show that the standard EDC together with the differential diffusion approach 
gave satisfactorily results in comparison with experimental data even at moderate 
Reynolds number conditions. 

For the simulation of flame A, the flame was piloted artificially by means of a small fluid 
zone attached to the nozzle outlet with a fixed high temperature value. This zone acted as 
an ignitor to establish the flame. However, flame A could not be simulated with the 
standard EDC even with artificial piloting. Figure 3.2 demonstrates the simulation results 
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obtained with the finite rate kinetics (FRK) model against experimental data for flame A. 
The results are in good agreement with experimental data even for minor species (H2 and 
OH) profiles. This clearly indicates a good performance of the DRM-22 mechanism and 
the diffusion model used in this study. However, the flame temperature as well as species 
mass fraction profiles are somewhat over-predicted on the fuel lean side of the flame. 
The diffusion model plays, indeed, an important role to predict the flame characteristics 
properly. 

 

 
Figure 3.1: Radial profiles of temperature and species mass fractions at different normalised heights of flame B (the 
EDC model with modified k-ε turbulence model and DRM-22 mechanism, differential-diffusion effect included) 

 
Figure 3.2: Radial profiles of temperature and species mass fractions for flame A at x/d = 10 (-) (FRK model with 
modified k-ε turbulence model and DRM-22 mechanism, differential-diffusion effect included) 
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3.1.4 Test of the hybrid combustion model 

In this section the results of the simulation of flame A, B and D with the hybrid model are 
presented. Figure 3.3 shows the predicted temperature and species mass fraction profiles 
for flame A with the hybrid model in comparison with the pure FRK model as well as 
experimental data. The results obtained with the hybrid model are similar to the pure FRK 
model. This implies that at low Reynolds conditions the model performs approximately 
like the FRK model since the weight factor of the FRK model in the hybrid model has the 
main contribution in the overall reaction rate calculation in the hybrid model (Paper I). 

 
Figure 3.3: Radial profiles of temperature and species mass fractions for flame A at x/d = 10 (-) calculated with FRK 
and the hybrid model (modified k-ε turbulence model, DRM-22 mechanism and differential-diffusion effect included) 
Circles: experiment, solid lines: FRK model dashed dotted lines: hybrid model 

The results predicted with the hybrid model for flame B at two different heights are 
shown in Figure 3.4. The results were also compared with the standard EDC and the FRK 
models. Generally, the predictions with the hybrid model lie between the FRK and the 
EDC results. The predictions with the hybrid model show a slightly better performance 
than the EDC model due to the sensitivity of the model to the locally too low turbulent 
Reynolds number of the flow (Paper I). Additionally, the predictions with the FRK model 
are quite similar to the predictions with the hybrid and the EDC except in terms of radical 
predictions. 

The characteristics of reacting radicals are of high relevance for an in-depth 
understanding of the formation process of combustion emissions. Therefore, both 
reaction mechanism and gas phase reaction model play an important role for the better 
prediction of radicals in the combustion simulation.  

The results show that both H2 and OH mass fraction profiles at both heights are slightly 
improved with the hybrid model. This is mainly because of the lower turbulent Reynolds 
number than the critical value (Paper I) at these heights, therefore, the contribution of 
the FRK part in the hybrid model becomes more relevant. However, in case of FRK 
simulation results the radicals are better predicted since the effect of turbulence 
fluctuations are not considered in the model. 
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Figure 3.5 shows the evaluation of the hybrid model for flame D in comparison to the 
standard EDC as well as the FRK model along the normalised axial direction of the flame. 
The results show that the temperature and species mass fractions are over-predicted with 
the pure FRK model. The results with the EDC model indicate that by considering the 
effect of turbulence in the reaction rate calculation, the over-prediction of temperature 
and consequently the species mass fractions caused by the FRK model are supressed. 
Although the turbulent Reynolds number is by far higher than Ret = 64, the FRK part in the 
hybrid model has a small contribution to the reaction rate calculation due to the effect 
FRK weighting factor in the hybrid model (Paper I). The results obtained with the hybrid 
model show a slight improvement on the prediction. This is mainly due to the 
contribution of the FRK part in the overall reaction rate calculation, where the predicted 
CO and O2 species are improved, respectively. The same behaviour is true also for the 
predicted CO2 and H2O species calculated with the hybrid model. 

 
Figure 3.4: Radial profiles of temperature and species mass fractions for flame B at different heights calculated with 
EDC, FRK and the hybrid model (modified k-ε turbulence model, DRM-22 mechanism and differential-diffusion effect 
included) Circles: experiment, solid lines: EDC model, dashed lines: FRK and dashed dotted lines: hybrid model 
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Figure 3.5: Temperature and species mass fractions predictions for flame D at different normalised axial distances 
calculated with EDC, FRK and hybrid model (modified k-ε turbulence model, DRM-22 mechanism) Circles: 
experiment, solid lines: EDC model, dashed lines: FRK model and dashed dotted lines: hybrid model 

 

3.2 Development of a streak formation model for an improved prediction of gas 
phase combustion in biomass grate furnaces (Papers II and III) 

In paper II and III, the streak formation model in order to account the effect of gas 
streaks arising from the packed bed influencing gas phase mixing and reaction progress 
was introduced. Moreover, the hybrid gas phase reaction model was further extended to 
account for the near wall combustion effect (Paper III) since the reaction progress in the 
near wall regions is mainly influenced by the contribution of the viscous and Reynolds 
stresses. Additionally, the streak formation model was linked with the hybrid gas phase 
reaction model. The link of the hybrid gas phase reaction model and the streak formation 
model was termed as hybrid-streak model in the papers and in the thesis. Therefore, the 
effective reaction rate in the hybrid model is achieved by multiplying the mixing function, 
which considers macro mixing, with the reaction rate predicted with the hybrid model (as 
described in section 2.3). Finally, the application and verification of the hybrid-streak 
model were performed for the simulation of a pilot-scale grate furnace  
(nominal boiler load: 150 kWth) (Paper II) and an under-feed stoker furnace  
(nominal boiler load: 20 kWth) (Paper III) in terms of gas phase combustion and NOx 
formation. Under the assumption that NOx formation reactions do not significantly 
influence the flow pattern in the furnace, a time saving 2-step approach is applied for CFD 
simulations. The basic gas phase combustion simulation has been performed using the 
hybrid and hybrid-streak combustion models with the C-H-O subset of the Skeletal 
Kilpinen97 mechanism (12 species and 25 reactions) [40], which has extensively been 
validated for grate furnaces [40]. The subsequent CFD simulation of gas phase fuel NOx 
formation in a post-processing mode has been done using the hybrid and hybrid-streak 
models in combination with a detailed reaction mechanism (28 species and 102 reactions 
in total) [40]. In Paper II and III, for cases that consider the effect of streaks on 
combustion the particle Reynolds number and the number of layers (fuel bed thickness) 
are calculated from the velocity profile specified by the empirical packed bed model as 
well as the assumed height of the fuel bed, respectively. Then, to derive a mixing time 
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profile along the grate the values were retrieved from the look-up table for the mixing 
time (as describes in section 2.3.1). Finally, two transport equations were solved, one for 
the gas residence time and the other for the mixing time, to derive the local mixing 
function as defined in Eq. 2-25. 

3.2.1 Model validation and application for a 150 kWth grate furnace (paper II) 

In paper II, the streak formation model to account for the effect of flue gas streaks arising 
from the packed bed on the gas phase mixing and reaction progress is presented. 
Additionally, to investigate and verify the influence of the streak formation model on gas 
phase mixing and reactions, a CFD simulation was performed for a pilot-scale moving 
grate furnace equipped with a hot water fire tube boiler (150 kWth) using wood chips as 
fuel. The most relevant operating conditions, the fuel composition and description of the 
biomass combustion plant can be found in Paper II. 

To see and to be able to evaluate the effect of streaks on the gas phase reactions 
concerning temperature and species (e.g. CO and NOx formation), two simulations were 
performed, without and with the streak formation model. The hybrid gas phase 
combustion model applicable for laminar to turbulent flow situations was used for both 
simulations.  

Figure 3.6 shows the contour plots of gas residence time (left) and the mixing function 
(right) derived from Eq. 2-25. 

 
Figure 3.6: Gas residence time [sec] (left), and mixing function [-] (right) 

The predicted O2 mass fractions calculated with both models are depicted in Figure 3.7. 
The oxygen concentration above the bed is predicted slightly different in both cases. The 
O2 concentrations are influenced by the streaks above the fuel bed especially in the 
locations where they are highlighted (location 1 and 2).  

However, concerning the temperature and CO concentrations (Paper II), there are no big 
differences between the two models. This can be explained by a staged combustion with 
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(primary combustion zone << 1) and sufficient residence time in the primary combustion zone 
for a full consumption of O2 and, hence a flue gas composition at the entrance to the 
secondary combustion zone, which is approximately independent from the combustion 
model. Furthermore, the reaction progress is not influenced by the streaks arising from 
the packed bed anymore and the residence time in the secondary combustion zone is 
high enough for an almost complete CO burnout. Therefore, the effect of streak 
formation on the combustion process (flue gas temperature and CO burnout) for this 
specific case is not distinctive. Moreover, in the present test case, the CO emissions 
measured at boiler outlet were very low. Therefore, in this specific case study, the 
influence of the models applied in the simulation (hybrid and hybrid-streak formation 
model) on CO emissions could not be validated. Therefore, further validation simulations 
were performed for other biomass combustion plants (Paper III), see section 3.2.2. 

The characteristics of reacting radicals (e.g. OH and O) are of high relevance for an  
in-depth understanding of the combustion and NOx formation processes [60], [79] and 
[80]. These radicals are of high relevance especially for the formation of NOx. The 
calculated OH and O species with hybrid and hybrid-streak formation models are shown 
in Figure 3.8. The concentrations of OH and O species are generally predicted lower with 
the hybrid-streak formation model. This is mainly due to the contribution of the streak 
formation model (i.e. the spatial distribution of oxygen concentrations (see Figure 3.7) in 
which the rates of production or destruction of the species are slowed downed by the 
streak formation model (see Eq. 2-35)). This could also be explained by a lower oxygen 
concentration in the primary combustion zone above the packed bed caused by the 
streak formation model. 

 
Figure 3.7: Iso-surfaces of the O2 mass fraction [-] in the mid plane of the computational domain calculated with the 
hybrid model (left) and the hybrid-streak formation model (right) 
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Figure 3.8 : Iso-surfaces of O concentration [ppmv] (left), and OH concentration [ppmv] (right) calculated with the 
hybrid (top) and the hybrid-streak formation model (bottom) 

Figure 3.9 shows the NOx profiles predicted with the hybrid and the hybrid-streak model. 
Table 3.1 provides the NOx concentrations predicted with the hybrid and the  
hybrid-streak model in comparison with NOx emission measurements at boiler outlet. The 
results indicate that the prediction is improved with the hybrid-streak formation model. 
This can be argued with the more accurate prediction of the species mixing process above 
the fuel bed and, therefore, of the radicals, that are important for the NOx formation 
processes or for NOx formation and reduction mainly in the primary combustion zone is of 
relevance. 

 

 
Figure 3.9: Iso-surfaces of NOx concentration [mg/Nm

3
 d.b., 13 vol% O2] calculated with the hybrid model (left) and 

the hybrid-streak formation model (right) 
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O OH

>



38 

 
Table 3.1: Predicted NOx concentrations with the hybrid and the hybrid-streak formation model in comparison to 
measurements 

Parameter Unit Value Deviation [%] 

Experiment [mg/Nm
3
 d.b., 13 vol% O2] 129 - 

Hybrid [mg/Nm
3
 d.b., 13 vol% O2] 141 9 

Hybrid-streak [mg/Nm
3
 d.b., 13 vol% O2] 125 3 

 

The results from the pilot-scale biomass grate furnace with and without the effect of 
streaks showed that in the present case, the streaks had no big influence on the 
combustion process including flue gas temperature and CO emissions but a certain 
improvement concerning NOx formation prediction could be seen (Paper II). Therefore, 
further validation simulation was performed for a small scale grate furnace (see Paper III). 

 

3.2.2 Model validation and application for a 20 kWth under-feed stoker furnace  
(paper III) 

In paper III, a detailed description of the streak formation model is given. Moreover, a 
further extension of the hybrid model to consider the effect of combustion in the near 
wall regions is discussed. As explained in section 3.2.1, sine the effect of the streak 
formation model on the combustion process (temperature and CO emissions) had no big 
influence for the pilot-scale biomass grate furnace presented in Paper II, the simulation of 
a small-scale biomass under-feed stoker furnace was performed. The application of the 
streak formation model can be pronounced in small-scale packed bed biomass furnaces 
since the flow regime inside the primary combustion chamber is usually laminar or weakly 
turbulent which results to have a lower residence time that leads to streak formation. 
Again the hybrid gas phase combustion model suitable for laminar as well as moderately 
to highly turbulent combustion conditions was used as in small-scale biomass packed bed 
combustion applications gas phase mixing and reaction progress is highly influenced by 
laminar and low turbulence zones in the regions above the fuel bed. 

In order to highlight the advantages of the hybrid model and the streak formation model 
for the simulation of small-scale furnaces in terms of combustion and emissions 
prediction, additional simulations were performed with different CFD gas phase reaction 
models like the EDM [11] and the EDC [12]. For the purpose of model evaluation, the 
simulation results were compared with CO and NOx emission measurements. 

The simulations were performed for two biomass fuels, wood pellets and straw pellets, 
for which experimental data concerning CO and NOx emissions were available. The most 



39 

relevant operating conditions, the fuel composition and a description of the biomass 
combustion plant can be found in Paper III. 

Figure 3.10 shows the contour plots of gas residence time (left) and the mixing function 
(right) derived from Eq. 2-25. The mixing function indicates that a major part of the 
reaction zone above the packed bed is influenced by streak formation. The mixing 
function as defined shows the degree of mixing above the grate. The value 0 means no 
mixing and 1 means fully mixed. As can be seen from Figure 3.10 (right), the mixing 
function varies between 0 and 1. Moreover, the main part of the primary combustion 
zone is influenced by streak formation (air lean region in the core). 

 

 
Figure 3.10: Gas residence time (sec) (left), and mixing function (-) (right) evaluated for wood pellets as fuel 

 

Flue gas temperatures calculated with all models for both wood pellets (top) and straw 
pellets (bottom) are shown in Figure 3.11. The simulations show for both cases high flue 
gas temperatures (see Figure 3.11) in the major reaction zone above the fuel bed in the 
primary combustion zone as well as close to the secondary air injection. Here, also the 
peak flue gas temperatures can be observed.  

The regions addressed correspond to increased combustion progress which is more 
pronounced in case of EDC and hybrid simulations than in case of the EDM simulation. 
The higher flue gas temperatures predicted with the EDC compared to the EDM are 
attributed to the Magnussen constant of the EDM model [11] which has been 
systematically adapted for biomass grate furnaces by a comparison with CO emission and 
temperature measurements [5] and [4]. Accordingly, a reduction of the mixing and the 
reaction rate compared to the original model is achieved. Therefore, the EDC, where no 
tuning is done, predicts higher reaction rates, which rise the temperatures. The higher 
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temperatures predicted with the hybrid model compared to the EDC are due to the 
influence of the selection of the combustion models (e.g. finite rate kinetics (FRK) or EDC 
model) by the hybrid model which depends on the local turbulent Reynolds number of 
the flow. Hence, it is of interest to investigate the flow regime in the combustion 
chamber. Figure 3.12 shows the flue gas temperatures and the turbulent Reynolds 
number obtained with different gas phase reaction models for wood pellets as fuel. The 
figure shows that the turbulent Reynolds number is lower than 64 in the major reaction 
zones that are indicated by high temperature zones above the fuel bed at the outer edge 
of the grate as well as close to secondary air injection and, therefore, the reaction rate in 
the hybrid model is calculated mostly with the FRK model in these regions. The flue gas 
temperatures predicted with the hybrid-streak model are somewhat different. It can be 
seen that the major part of the reaction zone above the packed bed is also influenced by 
streak formation (i.e. the mixing function) (see Figure 3.10). It is clear that the combustion 
progress is slowed down by the hybrid-streak model in the regions where the streaks 
exist (above the grate).  

Significant differences can also be observed in the prediction of CO concentrations with 
the EDM, the EDC, the hybrid model and the hybrid-streak model as shown in Figure 3.13. 
Generally, the EDC and hybrid model resulted in a much faster CO oxidation, especially in 
the regions of intense mixing in the primary combustion zone and in the region directly 
after the secondary air injection, while the EDM with the mixing parameter applied leads 
to a generally slower CO oxidation. Therefore, EDC and hybrid led to significantly lower 
CO levels further downstream in the secondary combustion zone and at boiler inlet. 
Moreover, the slight differences in the CO concentrations between the EDC and the 
hybrid model are mainly due to a higher reaction rate caused by a higher contribution of 
the FRK model, where micro-mixing plays no role (see Table 3.2 and Table 3.3). The CO 
prediction with the hybrid-streak model is higher than for the EDC and the hybrid model 
since the combustion progress is delayed due to the presence of streaks (see Figure 3.10) 
mainly in the primary combustion zone. The predicted CO concentrations at boiler outlet 
for both wood and straw pellets are given in Table 3.2 and Table 3.3. For wood pellets 
(see Table 3.2), the calculated CO value predicted with the hybrid-streak model is in best 
agreement with the measured values. The better prediction with the hybrid-streak model 
can be explained by a delay in the CO oxidation, since the net reaction rate in the hybrid-
streak model is multiplied by the mixing function, therefore, the regions above the major 
flue gas release zone and the reaction fronts are mainly influenced by mixing function. 
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Figure 3.11: Iso-surfaces of flue gas temperatures (°C) in a vertical cross-section of the furnace for wood pellets (top) 
and straw pellets (bottom) 

 

 
Figure 3.12: Iso-surfaces of flue gas temperatures (°C) predicted with different gas phase reaction models (left) and 
turbulent Reynolds number (-) (right) in a vertical cross section of the furnace (up to the upper edge of the refractory 
lining) evaluated for wood pellets as fuel 

The CO values calculated with the EDC model are in better agreement with measured 
values than the hybrid and the EDM model. The hybrid model results in a much faster CO 
oxidation, since the major part of the reaction progress is calculated with the FRK, while 
in the EDM the reaction rate is mainly controlled by the mixing constant, Amag [8] which is 
tuned [5] and [4]. In case of straw pellets, the CO values predicted with the hybrid-streak 

EDM EDC Hybrid Hybrid-streak

HybridEDM

Low Reynolds area / major reaction zone 

Flue gas temperature [ C] Turbulent Reynolds 
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model are in better agreement than the EDC and hybrid model (i.e. the deviation with 
respect to the measured value is positive) due to a more accurate prediction of mixing 
processes above the packed bed. The CO values predicted with the EDC and hybrid model 
are too low in comparison with the measured values. The EDM gives the best agreement 
with the measured CO values. As already explained, the eddy dissipation rate is directly 
proportional to the value of the modelling constant Amag [11] and to the mean eddy 

lifetime, k/ where the value of Amag is lowered from the originally proposed value, Amag = 
4, to Amag = 0.8 for the simulation of small-scale biomass combustion plants [11] and [14]. 
Besides, there is no explicit modelling of streaks with the EDM model and the model is 
valid for highly turbulent flows which means the best agreement in this case is due to 
good tuning for grate combustion plants but a model which can predict reliable CO 
burnout rates without tuning would be preferable. A clear drawback of the EDM in 
combination with global reaction mechanisms is that it is not able to describe complex 
interactions of turbulence and multi-step reaction kinetics. Besides, when modelling gas 
phase combustion with the EDM basically we are already tuning the model constant Amag 
by nearly an order of magnitude. This is actually not satisfactory since tuning of model 
constants over such a wide range may lead to a limited validity range linked with wrong 
predictions under deviating conditions (e.g. the effect of mixing may be overestimated 
especially in kinetically limited zones). In order to avoid this, the EDC and the Hybrid 
model, which provide a more fundamental prediction of gas phase reactions, have been 
applied. However, they are more sensitive to the boundary conditions at the surface of 
the fuel bed (turbulence and mixing degree) and hence need an additional model, which 
explicitly considers the effects of streaks on the mixing. By introducing this model, no 
tuning of the gas phase combustion model to fixed bed combustion is necessary. 

In a next step, NOx simulations have been performed in a post-processing approach based 
on the solution obtained from the combustion simulations. The distribution of the NH3, 
HCN and NO profiles show that streak formation has a strong influence on the spatial 
distributions of these species (see Paper III). Figure 3.14 shows the NOx profiles predicted 
with the different models for wood pellets (top) and straw pellets (bottom). The 
predicted NOx concentrations at boiler outlet for both wood pellets and straw pellets are 
given in Table 3.4 and Table 3.5. According to the hybrid model, the major part of the 
reaction zones is located above the grate as well as in front of the secondary air jets, 
where the turbulent Reynolds number is lower than 64. Therefore, the reaction progress 
is mainly calculated with the FRK model, whereas micro-mixing plays no important role. 
This causes a higher net reaction rate of NO in these regions (see Paper III). However, in 
the EDC, the reaction progress is always influenced by micro-mixing. According to this 
model, the fluid is in any case mixed on a micro-scale and the reactions finally take place 
in the fine structures [12] of the fluid, where the reactants are mixed on a molecular level. 
Hence, the EDC fails to predict reactive flows in laminar and moderately turbulent 
situations. Therefore, in this case, the EDC leads to a higher NOx reduction (see Paper III), 
since NOx formation in the outer air-rich zone in the primary combustion zone is stronger 
decreased than the NOx reduction in the air lean zone of the primary combustion zone 
(see Table 3.4 and Table 3.5). The NOx formation processes according to the hybrid-streak 
model are completely different from the EDC and the hybrid model. Here, it is shown that 
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the spatial distributions of NO, NH3 and HCN are different especially above the fuel bed 
(see Paper III). These differences are mainly attributed to the different oxygen and radical 
(O and OH) concentrations (see Paper III) that are influenced by streak formation (i.e. 
mixing function). A detailed discussion on the NOx formation and reduction processes 
predicted with different gas phase reaction models has been given in Paper III. The 
results for both cases show that the predictions are improved with the hybrid-streak 
model. 

 

 
Figure 3.13: Iso-surfaces of CO concentrations (ppmv) in a vertical cross-section of the furnace for wood pellets (top) 
and straw pellets (bottom) 

 
Table 3.2: Predicted CO concentrations with the EDM, EDC, hybrid and hybrid-streak model in comparison to 
measurements for wood pellets 

  Simulations  

Average CO concentration Unit EDM EDC Hybrid Hybrid-

streak 

Measurement 

Boiler outlet [ppm dry] 16 19 5 30 38 

Boiler outlet [mg/Nm
3
 13 Vol% O2 dry] 10 15 3 22 29 

Deviation (percentage error with 

respect to measured value) 
[%] -65 -48 -89 -24  

 

EDM EDC Hybrid Hybrid-streak
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Table 3.3: Predicted CO concentrations with the EDM, EDC, hybrid and hybrid-streak model in comparison to 
measurements for straw pellets 

  Simulations  

Average CO concentration Unit EDM EDC Hybrid Hybrid-

streak 

Measurement 

Boiler outlet [ppm dry] 13 4 3 29 16 

Boiler outlet [mg/Nm
3
 13 Vol% O2 dry] 10 3 2 27 13 

Deviation (percentage error with 

respect to measured value) 
[%] -23 -76 -84 107  

 
Table 3.4: Predicted NOx concentrations with the EDC, hybrid and hybrid-streak model in comparison to 
measurements for wood pellets as fuel 

  Simulations  

Average NOx concentration Unit EDC Hybrid Hybrid-

streak 

Measurement 

Boiler outlet [ppm dry] 118 132 110 105 

Boiler outlet [mg/Nm
3
 13 Vol% O2 dry] 146 165 135 130 

Deviation (percentage error with 

respect to measured value) 
[%] 12 26 5 

 

 
Table 3.5: Predicted NOx concentrations with the EDC, hybrid and hybrid-streak model in comparison to 
measurements for straw pellets as fuel 

  Simulations  

Average NOx concentration Unit EDC Hybrid Hybrid-

streak 

Measurement 

Boiler outlet [ppm dry] 167 186 352 286 

Boiler outlet [mg/Nm
3
 13 Vol% O2 dry] 220 247 466 380 

Deviation (percentage error with 

respect to measured value) 
[%] -41 -34 23 
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Figure 3.14: Iso-surfaces of NOx concentrations (ppmv dry) in a vertical cross-section of the furnace for wood pellets 
(top) and straw pellets (bottom) 

 

3.3 Automatic CFD optimisation of biomass combustion plants (Papers IV and V) 

In Paper IV and V, an automatic optimisation routine is developed for the optimisation of 
biomass combustion plants. The routine consists of parametrisation routines and an 
optimisation function that have been linked with a developed empirical packed bed 
combustion model as well as gas phase CFD models especially adapted for the 
optimisation of biomass grate furnaces. The CFD models applied for the simulation of 
turbulent reactive flow include: the Realizable k-ε Model for turbulence, the Discrete 
Ordinates Model for radiation and the Eddy Dissipation Model (EDM) in combination with 
a global methane 3-step mechanism [5], [27] and [4]. The EDM is used as a gas phase 
combustion model in the present optimisation study instead of the Eddy Dissipation 
Concept (EDC) or hybrid models since it is numerically robust and reasonably accurate for 
most industrial applications especially, it is very fast in terms of calculation time which is 
very important at the initial stage of design process for furnace manufactures. Besides, in 
the present case study since the CO emissions and pressure losses (i.e. target variables) 
should be evaluated over a wide range of secondary air nozzle diameter and angle 
variations therefore a qualitative representation (i.e. trend identification) of the target 

>

>

EDC Hybrid Hybrid-streak
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variables would be sufficient and thus the EDM combustion model is applied in the 
simulations. 

To investigate the efficiency of the method developed as described in section 2.4, a 
design optimisation for a pilot-scale moving grate furnace equipped with a hot water fire 
tube boiler (nominal boiler load: 180 kWth) using Miscanthus as fuel has been carried out. 
The most relevant operating conditions, the fuel composition and a description of the 
biomass combustion plant can be found in Paper IV and V. The diameter and angle of the 
secondary air nozzle were parametrised as design parameters. The variation range of the 
design parameters is shown in Table 3.6. 

 
Table 3.6: Design parameters and their variation range 

Design parameter Range 

Diameter (mm) 10-35 

Angle (deg) 1-30 

To verify the efficiency of the optimisation strategy concerning the reduction of the 
overall time for the performance of the case study in comparison to conventional manual 
methods, at first a manual optimisation run was carried out (as a reference). Since this 
method is very time-consuming, only the diameter of the nozzles has been changed (for 
10 design points). A computational grid with 700,000 cells in total was used in the manual 
optimisation study. In the next step, the automatic optimisation routine was performed 
for the two selected design parameters for 80 design points. The number of 
computational cells was about 1 million for the automatic optimisation study using the 
tetrahedral cell type. Figure 3.15 and Figure 3.16 show the calculated results concerning 
CO emissions and pressure losses for the manual and the automatic optimisation method. 
The black circles in the diagrams represent the evaluated design points within the 
automatic CFD simulations for each pair of design parameters (diameter and angle). The 
red line in the diagrams represents the results obtained with the manual optimisation 
method. Based on the results of the automatic CFD simulation (black circles), a response 
surface was created by a second order polynomial fit. The trends for both methods 
generally are in good agreement for comparable design points. 
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Figure 3.15: Response surface plot of CO emissions calculated with the automatic optimisation method (Explanation: 
[mLL

-1
] corresponds to [ppmv] in non-SI unit) 

 
Figure 3.16: Response surface plot of pressure losses calculated with the automatic optimisation method 

Figure 3.17 shows the values of the weight function calculated according to Eq. 2-37 for 
different combinations of nozzle angles and diameters. By screening through the weight 
surface, many local minima can be detected. These local minima represent the smallest 
values in a certain investigated area, while the global minimum represents the smallest 
value within the total definition range of the variation parameters. The absolute 
minimum represents the optimum combination of nozzle diameter and nozzle angle  
(15 mm diameter and 5° nozzle angle in the present case). While in the automatic 

Manual optimisation
Automatic optimisation

Manual optimisation
Automatic optimisation
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optimisation study the whole parameter range is investigated systematically, only a few 
simulations based on trial-and-error can be performed during a manual optimisation 
study. Therefore, the automatic optimisation provides a considerably higher possibility to 
find the global optimum. 

 
Figure 3.17: Weight surface from automatic optimisation calculations based on 80 design points (tetrahedral mesh 
type with 1 million grid cells) 

In Figure 3.18 the CO emissions are plotted against the pressure loss for all design points. 
Here, the Pareto front represents the design points which have the lowest CO emission 
for a chosen pressure loss and the lowest pressure loss for a chosen CO emission, 
respectively. Hence, by the Pareto front not only the global optimum can be found but 
also the best possible design for a certain restriction e.g. concerning the pressure loss or 
CO emissions. 

 
Figure 3.18: Results for design points with Pareto front (Explanation: [mLL

-1
] corresponds to [ppmv] in non-SI unit) 
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Additionally, a further automatic parameter study has been carried out to investigate the 
influence of the grid type on computation time and accuracy. For this purpose, two sets 
of grid have been studied: a tetrahedral mesh and a polyhedral mesh. While the first grid 
type has been used as reference grid with 1 million cells (high resolution), the polyhedral 
type was generated by a conversion of the tetrahedral mesh type. This method reduces 
the number of mesh cells to approximately 250,000 cells.  

The influence of the different grids on the results is shown in Figure 3.19. The CO 
emissions calculated with the polyhedral mesh show deviations from results which have 
been achieved with the tetrahedral mesh for diameters larger than 20 mm, since the 
penetration of the secondary air is underestimated due to large cell sizes in the region of 
the nozzles. The calculated weight function for the different meshes is shown in 
Figure 3.20. While for a diameter of approximately 15 mm the pressure drop is below 200 
Pa, the CO concentrations at the outlet of the secondary combustion chamber are still 
below 8 (μLL-1) (see Figure 3.19). Although the CO emissions calculated with the 
polyhedral mesh show deviations from the values calculated with the tetrahedral mesh, 
the optimum of the weight function (point H) is located approximately at the same 
position (point G) (see Figure 3.20). The main reason for the difference between the 
obtained global minimum from the manual optimisation study (point K) in comparison to 
the automatic optimisation studies (points G and H) is due to the effect of angle 
variations which has not been considered in the manual study. 

In case of the tetrahedral mesh type the overall optimisation time took one month under 
consideration of two optimisation parameters (diameter and angle for 80 design points). 
By using the polyhedral mesh, the optimum of the parameter study was found within 6 
days. In contradiction, a manual design study would need approximately 8 months due to 
the comprehensive number of person-hours to create the numerical grid and to set-up 
the calculations for each design point. 

 
Figure 3.19: Effect of mesh type on the calculated CO emissions and pressure losses for the pilot-scale grate furnace 
(Explanation: [mLL

-1
] corresponds to [ppmv] in non-SI unit) 

Circles – Tetrahedral cells

Crosses – Polyhedral cells
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Figure 3.20: Weight function for different mesh types 

Despite deviations in CO emission predictions from the referenced grid, the polyhedral 
mesh shows a great potential to accelerate the optimisation cycle. A local mesh 
refinement in the region of secondary air jets is needed for an improved CO prediction 
and is expected to just slightly increase the mesh size and hence computation time.  

The developed routine has proved the applicability of the automatic optimisation 
procedures in the context of biomass furnace industry by using CFD for the furnace 
simulation and optimisation. The integration of the automatic CFD-based optimisation 
routine developed in the design phase allows engineers to interact with the other design 
groups without excessive delays. Moreover, the reduction of industrial costs is significant 
since it is no longer needed to build many different models to be tested for an optimised 
model building with respect to the optimisation targets. 

The new automatic CFD-based optimisation routine has demonstrated to work effectively 
in terms of qualitative representation of targeted optimisation variables  
(e.g. CO emissions) when state-of-the-art EDM combustion model is applied in the 
simulations. However, it is possible to couple the optimisation routine with a newly 
developed gas phase combustion models (e.g. the hybrid and hybrid-streak model) when 
the quantitative representation of the optimisation variables are of high relevance like in 
case of NOx formation processes. 

 

 

Manual optimisation (700.000 tetrahedral cells)
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Polyhedral cells (250.000 cells)

G
dmin = 15.15 (mm) 

H
dmin = 15.78 (mm)

K
dmin = 17 (mm) 



51 

4 Summary and conclusions 

The present work aimed at the development and validation of CFD-based design tools for 
an improved simulation of gas phase related processes as wells as CFD-based simulations 
coupled with optimisation routines to find the optimal design in biomass packed bed 
furnaces.  

As far as the gas phase related processes are concerned, the gas phase combustion 
models play an important role as predictive models concerning flow, temperature and 
gaseous emission prediction. The well-known Eddy Dissipation Model (EDM) and Eddy 
Dissipation Concept (EDC) are the most prevalent gas phase combustion models usually 
being applied for the simulation of biomass packed bed furnaces. However, both models 
are developed for high Reynolds flows and the constants of the models need to be tuned 
for particular applications. In biomass grate furnaces, in particular above the fuel bed, the 
flow is in low Reynolds range. Here, the flue gas velocity varies from 0.5 to 2 (m/s). 
Moreover, in small-scale combustion plants even the exit Reynolds number of the 
secondary air jets may be in the laminar to transition region. Therefore, the prediction of 
the flue gas species and temperature strongly depends on the CFD gas phase combustion 
model applied. Here, it is important to simulate the combustion progress by the pure 
finite rate kinetics model. It was shown that the EDC is not valid for turbulent Reynolds 
numbers lower than 64 which makes the model impractical to be used in laminar and 
weakly turbulent regions. Besides, it is not an easy task to tune the EDC model constants 
to be used universally since it might be changed for a particular application. Therefore, a 
general hybrid gas phase combustion model which is valid in low and high turbulent 
Reynolds numbers is developed and verified. The hybrid model is a combination of finite 
rate kinetics (FRK) and EDC models, where the reaction rate is weighted by the local 
turbulent Reynolds number of the flow. The lower the turbulent Reynolds number of the 
flow, the greater the contribution of the FRK model to the overall reaction rate 
calculation in the hybrid model and vice versa. The hybrid model was extensively 
validated for a series of diffusion methane jet flames covering laminar (flame A with a jet 
Reynolds number 1100), moderately turbulent (flame B with a jet Reynolds number 
8200), and highly turbulent (Sandia flame D with a jet Reynolds number 22400) flow 
conditions. The CFD results obtained for flames A and B showed that the differential 
diffusion has profound effect on the accuracy of the predictions at low Reynolds 
combustion flows. Moreover, it was found that the EDC was not able to establish flame A, 
where most of the reaction zones were located outside of the validity range of the EDC 
model (see Paper I). The results with the hybrid model for all flames showed good 
agreements with measurement data. The results obtained with the hybrid and the FRK 
models for flame A outlined that the hybrid model performed very similarly to the FRK 
model, since the reaction zones for this flame were out of the EDC validity range. The 
simulation results for flame B with the EDC model showed good agreements with 
experimental data. However, the simulation with the hybrid model exhibited better 
performance to predict the radicals (e.g. OH and H2). The better performance of the 
hybrid model in case of flame B can be explained by a greater contribution of the FRK 
model to the overall reaction rate calculation (see Paper I). Moreover, the simulated 
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results with the hybrid model for flame D showed a better performance of the hybrid 
model in comparison to the EDC and the FRK models. 

In the hybrid combustion model, close to the wall, the turbulent Reynolds number of the 
flow approaches unity and the reaction rate is mainly calculated by the FRK model, 
despite the fact that the larger fraction of the flow in the wall near cells is influenced by 
inertial forces (Reynolds stresses). Thus, in reacting flows, the reaction rate prediction in 
the boundary layer should be controlled depends on the contribution of viscous or inertial 
forces. Therefore, the hybrid model was further extended to account for the near wall 
combustion conditions. In this context, the mean chemical reaction rate for the near wall 
cells was adjusted by blending the FRK and the EDC models using weighting factors  
(see Paper III). 

Concluding, the hybrid model shows a great potential for the application in all ranges of 
flow conditions (i.e. from laminar to turbulent flow) and can be applied for an improved 
prediction of gas phase combustion in biomass combustion plants. The model can also be 
applied for an improved NOx prediction since it captures radicals with better accuracy 
than the EDC model.  

The streak formation from the packed bed is another gas phase related process that 
needs to be considered when modelling biomass packed bed furnaces when no detailed 
simulations of the biomass conversion in the packed bed are considered but release 
profiles from the bed are defined as boundary conditions. State-of-the-art packed bed 
models calculate profiles of partially premixed flue gas compositions not considering 
spatial concentration gradients of oxygen and volatiles since the fuel particles and the 
surrounding space cannot be resolved. However, in reality, the amount and distribution 
of combustibles and oxidiser in the gas released from the biomass particles in the fuel bed 
are locally strongly differing. Therefore, the “porous” nature of the packed bed leads to 
streak formation influencing gas mixing and combustion, which is not described by state-
of-the-art CFD-based packed bed models. Therefore, a streak formation model was 
developed to account for the effects of gas streaks arising from the fuel bed on gas mixing 
and reactions. The streak formation model was based on a correlation between the local 
gas residence time and a mixing time in which the latter is the necessary time to reach 
the fully mixed condition in the gas phase above the fuel bed. 

A mixing state definition was introduced in order to evaluate the degree of mixing above 
the packed bed. The gas residence time introduced in the streak formation model is 
obtained by solving a scalar transport equation. A series of packed bed CFD case study 
simulations were carried out to derive the mixing time introduced in the streak formation 
model. The primary air velocity, volatile mass flow rate and number of particles  
(bed thickness) were identified as influencing parameters for the derivation of the mixing 
time. The results of the CFD packed bed case study serves as look-up table for the 
calculation of the mixing time in dependence of the different influencing parameters. The 
mixing time can be retrieved by a linear interpolation between the calculation points in 
dependence of the particle Reynolds number and the number of fuel layers. Then, the 
streak formation model was linked with the hybrid gas phase reaction model. The link of 
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the hybrid gas phase reaction model and the streak formation model was termed as 
hybrid-streak model. Therefore, the effective reaction rate in the hybrid model is 
achieved by multiplying the mixing function, which considers macro mixing, with the 
reaction rate predicted with the hybrid model. Furthermore, application and verification 
of the hybrid-streak model were performed by the simulations of a pilot-scale grate 
furnace (nominal boiler load: 150 kWth) (Paper II) and an under-feed stoker furnace 
(nominal boiler load: 20 kWth) (Paper III) regarding gas phase combustion and NOx 
formation. 

The results from the pilot-scale biomass grate furnace (Paper II) showed that the streaks 
had no big influence on the combustion process including flue gas temperature and CO 
emissions. The low oxygen concentrations in the primary combustion zone  

(i.e. primary combustion zone << 1) and rather high flue gas residence time in the primary 
combustion chamber resulted in a full CO burnout at furnace exit as well as a full 
conversion of oxygen before the secondary combustion zone. However, the formation of 
reacting radicals (e.g. O and OH), especially, in the region above the fuel bed were 
influenced by the streak formation model since the reaction progress was delayed caused 
by the incomplete mixing. Moreover, the distribution of NH3, HCN and NO profiles 
showed that the streak formation model has a strong influence on the spatial distribution 
of these species which is mainly due to the slowdown of the reaction rate predictions 
caused by the streak formation model. 

The second verification of the streak formation model was done for a small-scale under-
feed stoker furnace (nominal boiler load: 20 kWth) for two biomass fuels (Paper III). The 
EDM, EDC, hybrid gas phase reaction models as well as the new hybrid-streak model were 
used for the simulation of turbulent reactive flow in the combustion chamber. The results 
from the under-feed stoker case studies showed that for both fuels investigated, the 
streaks has a relevant influence on the combustion process regarding flue gas 
temperature, O2 distribution and CO emissions. Moreover, the formation of radicals  
(e.g. O and OH), especially in the region above the bed is influenced by the mixing of the 
streaks which delays the reaction progress. The NOx emissions calculated with the hybrid-
streak model show the best agreement with measured values.  

Concluding, the streak formation model in combination with the hybrid gas phase 
combustion model shows a clear potential for an improved NOx prediction since it 
considers species mixing and reaction processes above the fuel bed with a higher 
accuracy. 

Finally, a basic CFD-based design tool for the automatic performance of parameter 
studies for the optimisation of biomass combustion plants was developed. The routine 
consists of parametrisation routines and optimisation functions that have been linked 
with an empirical packed bed combustion model and gas phase CFD models especially 

adapted for biomass combustion. For the simulation of the gas phase, the Realizable k- 
turbulence model for turbulence, the Discrete Ordinate Model for radiation and  
state-of-the-art EDM gas phase combustion model in combination with a global 3-step 
mechanism are used. The approach is numerically robust and computationally fast for 
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engineering applications which is important in the design phase for biomass furnace 
industry when trend identifications of targeted optimisation variables are necessary. 
However, the optimisation routines could also be coupled with the newly developed 
hybrid-streak model in future for better evaluation of NOx formation processes. To test 
and verify the model developed, it was applied for the optimisation of a pilot-scale 
biomass grate furnace (nominal boiler load: 180 kWth) with the main objective to 
minimise the CO emissions at an acceptable pressure loss by changing the diameter and 
angle of the secondary air nozzles. A common difficulty with a multi-optimisation 
variables problem is the conflict between the optimisation variables. One of the most 
classical methods is the method of optimisation variables weighting. Therefore, a weight 
function is defined to combine the two optimisation variables (CO emissions and pressure 
loss over the secondary air nozzles) according to their relevance in a common function. 
For the biomass grate furnace studied, a linear correlation to the weight function has 
been assumed (proportional to the energy demand of the fan) for the pressure drop. 
Regarding the CO emissions, a polynomial function with a strong increase at a chosen 

emission limit (20 LL-1 in the present case) was supposed. 

The sensitivity analysis performed underlines the high impact of the nozzle diameter on 
the pressure losses and CO emissions in comparison to the nozzle angle (Paper IV and V). 
The parameter variation performed automatically is by far more efficient than the manual 
case study due to the considerably lower simulation time and personnel demand. The 
overall simulation time for the calculation of 80 design points could be reduced by a 
factor of 8 in case of the tetrahedral mesh type and by a factor of 32 in case of the 
polyhedral mesh type (Paper IV and V). Although the CO emission trends were slightly 
differing for the two studied grid types, the global minima are located nearly at the same 
positions (Paper IV and V). The new CFD optimisation routine proofed to work efficiently 
in terms of nozzle design optimisation and time demand. Concluding, the new automatic 
CFD optimisation routine works well and shows a large potential concerning targeted 
geometry optimisation of biomass furnaces as well as a substantial reduction of 
manpower needed. 

To sum up, the thesis contributes with two relevant inputs to the improved simulation of 
packed bed biomass combustion plants. On the one hand with a development of an 
advanced hybrid gas phase combustion model that is valid over a wide range of turbulent 
Reynolds numbers as well as a streak formation model to account for the effect of streaks 
from the packed bed when state-of-the-art packed bed models are used to describe the 
release profiles of the bed as boundary conditions and no detailed simulations of the 
biomass conversion in the packed bed are considered. On the other hand with a 
development of automatic CFD-based optimisation routines and optimisation functions 
linked with the CFD models adapted for biomass combustion for an optimised model 
building with respect to the input optimisation parameters and constraints which are 
specified by the users. 
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h i g h l i g h t s

� The limitation of the EDC combustion model in low turbulence conditions is argued.
� A hybrid combustion model applicable over the whole Reynolds range is introduced.
� The importance of molecular diffusion at low Reynolds number is shown.
� The simulation results are in good agreement with experimental data.
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a b s t r a c t

A novel hybrid gas phase combustion model suitable for low as well as high turbulent combustion con-
ditions is proposed. In particular, in the region above the fuel bed of small-scale biomass combustion
plants, gas phase mixing is highly influenced by laminar and low turbulence zones. Here, the eddy
break-up combustion models are not valid because they were originally developed for highly turbulent
flows. Therefore, a CFD gas phase reaction model applicable over the whole Reynolds range from laminar
to turbulent flows is developed. It is a hybrid Eddy Dissipation Concept/finite rate kinetics model which
calculates the effective reaction rate from laminar finite rate kinetics and the turbulent reaction rate and
weights them depending on the local turbulent Reynolds number of the flow. To validate the proposed
model, comparisons are made with experimental data for a series of jet flames covering laminar, transi-
tional, and turbulent flow conditions. The simulation results show that the prediction of flame can be
improved with the proposed hybrid combustion model.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The production and supply of energy is one of the greatest
concerns of human society. With regard to the facts that the fossil
fuel resources are depleting rapidly, the necessity to find new en-
ergy resources is indispensable. During recent decades, the share
of energy production by biomass combustion plants has been
growing, because biomass is a CO2 neutral source of energy in a
sustainable agriculture/forestry system [1]. CFD modelling is

becoming increasingly important for the development and optimi-
sation of biomass combustion plants. Here, gas phase combustion
models play a key role concerning predictions of flow, tempera-
ture, and gaseous emissions (e.g. CO).

The eddy break-up models (EBU) are the most prevalent Rey-
nolds Averaged Navier–Stokes (RANS) based combustion models
which have been successfully applied for a variety of combustion
plants [2–4]. The popularity of the EBU combustion models come
from their low computational costs especially for industrial appli-
cations in the context of RANS simulations. However, the empirical
constants in the EBU models are not universally valid and need to
be adapted depending on the application [5,6]. The EBU model first
was proposed by Spalding [7] and later modified by Magnussen
and Hjertager [8]. The main assumption of the EBU model is based
on infinitely fast chemistry and assumes that the reaction rate is

http://dx.doi.org/10.1016/j.fuel.2014.02.040
0016-2361/� 2014 Elsevier Ltd. All rights reserved.

⇑ Corresponding author at: Institute for Process and Particle Engineering, Graz
University of Technology, Inffeldgasse 21b, 8010 Graz, Austria. Tel.: +43 316
8739230; fax: +43 316 8739202.

E-mail addresses: ali.shienejadhesar@gmail.com, ali.shiehnejad@bioenergy
2020.eu (A. Shiehnejadhesar).

Fuel 126 (2014) 177–187

Contents lists available at ScienceDirect

Fuel

journal homepage: www.elsevier .com/locate / fuel

http://crossmark.crossref.org/dialog/?doi=10.1016/j.fuel.2014.02.040&domain=pdf
http://dx.doi.org/10.1016/j.fuel.2014.02.040
mailto:ali.shienejadhesar@gmail.com
mailto:ali.shiehnejad@bioenergy2020.eu
mailto:ali.shiehnejad@bioenergy2020.eu
http://dx.doi.org/10.1016/j.fuel.2014.02.040
http://www.sciencedirect.com/science/journal/00162361
http://www.elsevier.com/locate/fuel


controlled by turbulent mixing [8]. The Eddy Dissipation Concept
(EDC) is an extended version of EBU model developed by Magnus-
sen [9] which can incorporate detailed chemistry calculations in
turbulent combustion. However, in the region above the fuel bed
and in small-scale biomass combustion applications (size-ran-
ge < 500 kWth), the gas phase mixing and reaction progress is
highly influenced by laminar and low turbulence zones. Here, the
EBU gas phase combustion models, which are originally developed
for highly turbulent flows, are not valid, leading to wrong predic-
tions of the reaction progress and wrong concentrations of gas spe-
cies (CO, NOx species, etc.).

The EDC, which enables the consideration of the complex
interaction of turbulence and detailed reaction kinetics, was ta-
ken as a basis for the development of a general gas phase com-
bustion model applicable for the entire Reynolds-number range
of flows. However, gas phase combustion models like the EDC
are originally developed for high-Reynolds-number conditions.
The EDC is based on the turbulent energy cascade, which means
that larger eddies break up into smaller eddies, and the reactions
take place in the so-called fine structures, where the fluid is
mixed on a micro-scale.

In biomass grate furnaces, in particular above the fuel bed,
the flow is in the low Re range. Here, the flue gas varies from
0.5 to 2 (m/s). Moreover, in small-scale combustion plants (up
to 100 kW), even the exit Reynolds number of the secondary
air jets may be in the laminar to transition region. Therefore,
the prediction of the flue gas species and temperature strongly
depends on the CFD gas phase combustion model applied. In
the EDC, the prediction mainly depends on the turbulent quanti-
ties k and e, where a large error on the predictions is imposed
when the flow approaches low Reynolds conditions. Here, it is
important to simulate the combustion progress by the pure fi-
nite rate kinetics model.

Therefore, an advanced gas phase reaction model has to be
developed which is sensitive regarding local flow conditions. The
model should reliably distinguish between the mixing or
kinetically dominated zones. Hence, a novel hybrid gas phase

combustion model which utilizes combined finite rate kinetics
and EDC combustion models is presented in this work. The hybrid
model was implemented in ANSYS� FLUENT�.

The model development was done based on the simulation of
measured jet flames by Barlow and Frank [10] (Sandia flame D as
well as flame A with a jet Re number of 1100 and flame B with a
jet Re number of 8200). Since it is well-known that k–e models
over-predict the spreading rate of round jets, the model constants
were modified in order to minimize additional effects influencing
gas phase combustion modelling. Furthermore, at low-turbulent
combustion regimes the description of the reaction kinetics is of
high relevance since it has a considerable influence on the simula-
tion results.

During typical biomass combustion conditions with air staging
the most relevant components released are H2O, CO2, CO, H2, and
CH4 [11–13]. All these species are also relevant during Methane
combustion [14,15]. Moreover, the combustion model developed
can be applied together with any reaction mechanisms, which of
course has to be validated for the target application. Currently,
the Skeletal Kilpinen97 mechanism [16] which has extensively
been validated for biomass combustion conditions is being applied
[17] for biomass grate furnaces. Hence, the reduced DRM-22 reac-
tion mechanism [15] was selected based on the simulation of San-
dia flame D.

At low-Re conditions the influence of molecular diffusion on
mixing becomes comparable to the influence of turbulent diffu-
sion. Therefore, the diffusion of each gas species in the mixture
was taken into account and compared with the conventional ap-
proach (constant value for the diffusion of the species in the mix-
ture) for the simulation of flame A (Re = 1100) and B (Re = 8200).
While the EDC together with the differential-diffusion (diff-diff)
approach gave a good agreement with measurements for flame B
with moderate turbulence, it failed to predict the laminar flame
A. With finite rate kinetics (FRK) good results could be achieved
for flame A. Since it could be shown that the EDC is not valid below
turbulent Reynolds number of 64 [18], a hybrid EDC/FRK model is
introduced. The model calculates the reaction rates with the FRK

Nomenclature

Cj,r molar concentration of each reactant and product
species j in reaction r (kg mol m�3)

Cc EDC model constant (–)
CD1 EDC model constant (–)
CD2 EDC model constant (–)
Cs EDC model constant (–)
d jet diameter (m)
Di,m diffusion coefficient for species i in the mixture (m2 s�1)
Dt turbulent diffusivity (m2 s�1)

J
!

i diffusion flux of species i (kg m�1 s�1)
Kf,r forward rate constant for reaction r (s�1)
Kb,r backward rate constant for reaction r (s�1)
k turbulent kinetic energy (m2 s�2)
Mw,i molecular weight (kg kmol�1)
N number of species
NR number of reactions
Re Reynolds number (–)
Ret turbulent Reynolds number (–)
Ri net rate of production of species i by chemical reaction

(kg m�3 s�1)
Ri;r molar rate of creation/destruction of species i in reac-

tion r (kg mol m�3 s�1)
Sct Schmidt number (–)
T temperature (K)

Tr time scale ratio (–)
Yi mass fraction of species i (–)

Greek symbols
e turbulent dissipation rate (m2 s�3)
c length fraction of EDC fine scales (–)
m kinematic viscosity (m2 s�1)
m0i;r stoichiometric coefficient for reactant i in reaction r (–)
m00i;r stoichiometric coefficient for product i in reaction r (–)
q density (kg m�3)
sEDC EDC time scale (s)
~t velocity vector (m s�1)
lt turbulent viscosity (kg m�1 s�1)

Subscript
b,r backward reaction
EDC Eddy Dissipation Concept
FRK finite rate kinetics
f, r forward reaction
i species index
r reaction
t turbulent
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and the EDC and finally an effective reaction rate is calculated with
weight functions in dependence of the turbulent Reynolds number.

2. Methodology

Since the hybrid model is a combination of the FRK and the EDC
model, a brief description of both models is given first. Next, the
limitation of the EDC especially at low turbulent conditions is
investigated. Finally, the hybrid model is introduced which com-
bines the FRK and the EDC model with a weighting factor in depen-
dence of the local turbulent Reynolds number of the flow.

2.1. Finite-rate kinetics

The FRK model computes the chemical source terms using
Arrhenius expressions, and ignores the effects of turbulent fluctu-
ations [19]. For a multi-component system, the species mass con-
servation equation is defined as follows;

@

@t
ðqYiÞ þ r � ðq t!YiÞ ¼ �r � Ji

!þ Ri ð1Þ

where q is the mixture density, Yi is the mass fraction of species i,~t
is the velocity vector, J

!
i is the diffusion flux of species i due to con-

centration gradients, and Ri is the net rate of production of species i
by the chemical reactions. The net reaction source of chemical spe-
cies i is computed as the sum of the Arrhenius reaction sources over
the NR reactions that the species participates in [19]:

ðRiÞFRK ¼ Mw;i

XNR

r¼1

Ri;r ð2Þ

where Mw,i is the molecular weight of species i and Ri;r is the Arrhe-
nius molar rate of creation/destruction of species i in reaction r.

The molar rate of creation/destruction of species i in reaction r
(Ri;r in Eq. (2)) is determined:

Ri;r ¼ m00i;r � m0i;r
� �

kf ;r

YN
j¼1

½Cj;r�g
0
j;r � kb;r

YN

j¼1

½Cj;r �m
00
j;r

" #
ð3Þ

where N is the number of chemical species in the system, v 0i;r is the
stoichiometric coefficient for reactant i in reaction r, v 00i;r is the stoi-
chiometric coefficient for product i in reaction r, kf,r is the forward
rate constant for reaction r and kb,r is the backward rate constant
for reaction r, Cj,r is the molar concentration of species j in reaction
r, and g0j;r is the rate exponent for reactant species j in reaction r.

2.2. EDC gas phase combustion model

The EDC is based on the turbulent energy cascade, which means
that larger eddies break up into smaller eddies and the reactions
take place in the so-called fine structures, where the fluid is mixed
on a micro-scale. In the EDC the fluid is divided into the volume
fraction of the fine structures c⁄ = c3, where the reactions take
place and the volume fraction c0 = (1 � c3) of the surroundings,
which are considered as inert.

The length fraction c of fine scales is modelled as:

c ¼ Cc
me
k2

� �0:25

ð4Þ

where Cc is

Cc ¼
3CD2

4C2
D1

 !0:25

¼ 2:1377; with CD1 ¼ 0:134; CD2 ¼ 0:5 ð5Þ

The time scale for the mass transfer from the fine structures to
the surrounding fluid (and the residence time in the fine scales) is:

sEDC ¼ Cs
m
e

� �0:25
with Cs ¼

CD2

3

� �1=2

¼ 0:4082 ð6Þ

Here, m is the kinematic viscosity; e is the turbulent dissipation
rate and k the turbulent kinetic energy.

The length fraction and the time scale sizes in terms of turbu-
lent Reynolds number (Ret = k2/me) can be written as following:

c ¼ CcðRetÞ�1=4 ð7Þ

and

sEDC ¼ CsRe�1=2
t

k
e

ð8Þ

There are two different approaches for the mean average reac-
tion rate. The first one is c3/s [9], while the expression c2/s has
been used in recent papers [20,21]. The later expression is derived
assuming that the fine structures exchange mass mainly with fine
structure regions and not with the whole surrounding flow [20].
Therefore, the source term in the species mass conservation equa-
tion (Eq. (1)) for the mean species i based on the recent formulation
is modelled as [20];

ðRiÞEDC ¼ q
c2v
sEDC

Y�i � Y0
i

� �
ð9Þ

where the term v is a parameter that expresses the probability that
the conditions are suitable for reaction to occur in the fine struc-
tures. Y0 is the surrounding mass fraction of species i and Y⁄ is the
fine structure mass fraction of species i. Gran [20–22] proposed that
by setting the value of v = 1, the amount of reaction is controlled by
the chemistry. The relation between the mass-averaged state and
the surrounding species mass fraction is computed as [20]:

Yi ¼ c3Y�i þ ð1� c3ÞY0
i ð10Þ

The surrounding species mass fraction can be obtained from Eq.
(10) as following:

Y0
i ¼

Yi � c3vY�i
ð1� c3vÞ ð11Þ

Now by substituting the surrounding species mass fraction (Eq.
(11)) into Eq. (9), the final expression for the mean chemical reac-
tion rate can be re-written as following:

ðRiÞEDC ¼
qc2

sEDCð1� c3Þ Y�i � Yi
� �

ð12Þ

The reactor condition in (Eq. (12)), is found from the mean values of
mass fractions and enthalpy, assuming no pressure changes be-
tween surrounding and fine structure [23]. In the original formula-
tion of the EDC [8,9] the fine structures are treated as well stirred
reactors (WSR). This circumstance may lead to convergence prob-
lems during the iterative solution of the high non-linear algebraic
equation system and causes a considerable numerical effort. It
was shown [23] that a plug flow reactor (PFR) model can be imple-
mented in the EDC instead of a WSR, which leads to a considerable
simplification of the numerical solution process. An integration of
the reaction rates over the residence time (or reaction time) in
the fine structures via a time-stepping method can then be used
for the calculation of the fine structure values. This is the current
formulation of the EDC implemented in the CFD code ANSYS�

FLUENT�.

2.3. EDC model sensitivity analysis

The EDC was originally developed for high Reynolds combus-
tion flows. The main assumption of the model is that the reaction
takes place in the so-called fine structures, which are in the order
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of the Kolmogorov eddy scale, where the dissipation occurs. The
EDC model was derived based on the cascade model for highly tur-
bulent flows. Magnussen [8,9] presented the EDC cascade model
with a characteristic frequency or strain rate, whereas the mechan-
ical energy transfers from the mean flow to heat. In the EDC cas-
cade model for the transport of mechanical energy and thermal
energy from preceding level to the following one, a constant [24]
has been introduced. However, for simplicity, the model assumed
all constants at each level are the same. Besides, the numerical val-
ues for the model constants are derived based on an analogy with
the k–e turbulence model constants [24]. However, the applicabil-
ity of the k–e turbulence model in low Reynolds number flows is
with uncertainties [25]. Thus, the choice of numerical values for
the EDC model constants, indeed, affects the local combustion-rate
predictions [24].

The main difference between two turbulent flows with different
Reynolds numbers but with the same integral scale is the size of
smallest eddies. A turbulent flow at a relatively low Reynolds num-
ber has a relatively ‘‘coarse’’ small-scale structure [26]. Hence at
low Reynolds flow conditions, where large and small scales of tur-
bulence are very close to each other, the applicability of the EDC
model should be revised.

The influence of the EDC model constants has been reported in a
few recent works [18,27–30]. Rehm et al. [27] reported the capabil-
ity of the EDC for gasification modelling. They found that Cs had al-
most no impact whereas the Cc had a strong impact on the mean
reaction rate and their results were improved by increasing of
the Cc constant. De et al. [18] performed a systematic EDC model
sensitivity concerning the model constants. The outcomes of their
study indicated that the EDC is not valid below the turbulent Rey-
nolds number of 64. They simulated a jet in a hot co-flow and
found too early ignition with the standard EDC model constants.
They showed that the predictions could be improved if the Cs is in-
creased to 3 and Cc is decreased to 1.0. Graça et al. [28] simulated a
reversed flow small-scale combustor with the EDC and found a de-
layed ignition with the standard model constants. They demon-
strated the dominating role of Cc to improve the results in
comparison with experiments. Shabanian et al. [29] confirmed
the outcomes of De et al. [18] and used the modified Cs constant
proposed by [18,30] for the simulation of an ethylene jet flame in
diluted and heated oxidant stream combustion conditions. They
displayed that a modified EDC leads to reasonable results with rel-
atively low computational effort.

Therefore, based on the above explanation, it is of interest to
investigate the sensitivity of the predicted reaction rate to the
model constants Cs and Cc. The model constant Cs appears as a
multiplication factor in the EDC time scale (Eq. (6)) as well as in
the reaction rate term (Eq. (12)). In the EDC model, the reaction
rate for the chemical species was assumed to be a linear function
of the mass transfer between fine structures and surroundings

[24]. However, it is clear from (Eq. (12)) that the characteristic time
scale in the EDC model is larger than sEDC:

1
smix
¼ c2

ð1� c3Þ
1

sEDC
ð13Þ

Now, by definition of the time scale ratio (Tratio), Eq. (13) can be
rearranged as following:

Tratio ¼
sEDC

smix
¼ c2

ð1� c3Þ ð14Þ

From a physical point of view, the mixing time scale smix should
be greater than the EDC time scale. Therefore, for consistency, T
(and c) should be lower than one:

Tratio ¼
c2

ð1� c3Þ < 1) c < 0:75 ð15Þ

This implies that the fine scale length fraction (Eq. (4)) should
be less than 0.75. Now by re-arranging Eq. (4) in terms of turbulent
Reynolds number (Eq. (7)), the following expression can be
obtained:

CcðRetÞ�1=4
< 0:75! Ret > 64 ð16Þ

Fig. 1 shows the sensitivity of c and the time scale ratio on the
turbulent Reynolds number. It can be inferred from the figures that
the model is limited to turbulent Reynolds numbers larger than 64.
Besides, supposing that the maximum value for the fine scale
length fraction is one (reaction takes place in the whole CFD com-
putational cell), the model still has no value for the fine scale
length fraction at turbulent Reynolds numbers lower than 20
(see Fig. 1 left).

As explained earlier, the assumptions of the EDC model at low
turbulence flow are no longer valid. The model has no value for c
at turbulent Reynolds numbers lower than 64.

2.4. Hybrid gas phase combustion model

Based on the outcomes of the EDC sensitivity analysis, the
necessity of a model which should be valid for all flow conditions
is inevitable. The idea of such a reaction model which utilises the
benefits of both the FRK and the EBU model first was proposed
by Spalding [7]. The concept is to develop a hybrid reaction model
to be sensitive to the local turbulent Reynolds number of flow.
Therefore, a hybrid reaction model as a combination of both FRK
as well as EDC models has been introduced. In the hybrid model,
the mean chemical reaction (second term in the right hand side
of Eq. (1)) is modelled as:

ðRiÞHybrid ¼
1

1þ Ret

� �
ðRiÞFRK þ

Ret

1þ Ret

� �
ðRiÞEDC ð17Þ

= 0.75
Ret = 64

Ret (-) Ret (-)

T r
at

io
(-)

Fig. 1. Dependence of c (Eq. (7)) (left) and Tratio (Eq. (14)) (right) on turbulent Reynolds number.
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where (Ri)FRK is the FRK mean reaction rate (Eq. (2)) and the term
(Ri)EDC is the mean reaction rate calculated by the EDC model (Eq.
(12)).

In the laminar range the reaction rate is calculated with pure fi-
nite rate kinetics and in the highly turbulent region with the EDC.
In the transition region around Ret = 64, the overall reaction rate is
calculated as the sum of the weighted reaction rates of finite rate
kinetics and the EDC. In other words, the overall reaction rate is
determined as a linear combination of the two reaction rates.

The weighting factors ((1/1 + Ret) and (Ret/1 + Ret)) are model
parameters of a weight function which gave the best agreement
with measurements for flames A, B and D.

The effect of weighting factors in Eq. (17) on each reaction rate
as a function of turbulent Reynolds number is shown in Fig. 2.

For instance, at zero turbulence (Ret = 0), the transition param-
eter (Ret/1 + Ret = 0) while the transition parameter (1/1 + Ret = 1)
and the reaction rate in controlled by the chemistry and vice versa.

3. Validation cases and numerical set-up

Three round jet flames are chosen for model validations which
were measured by Barlow and Frank [10]. The flames cover lami-
nar (flame A), transition (flame B) and turbulent (flame D) combus-
tion conditions. The burner, consisting of a main round jet and a
concentric pilot, was placed in a wind tunnel. The main jet consists
of a mixture of CH4 with air. The pilot is a lean fuel/air mixture
which is active just for flames B and D for the purpose of flame sta-
bilization, while there is no mass flow rate through the pilot for
flame A. A detailed information concerning the operating condi-
tions for flames A, B and D can be found in [10,31,32].

For all simulations, a 2D axisymmetric domain was used due to
the symmetry of the burner. The computational domain extended
from 10d behind the nozzle exit plane to 100d in the axial direction
and 50d in the radial direction, where d is the main jet diameter. In
order to estimate the velocity and turbulence quantity profiles at
inlet boundaries (main jet and pilot) according to the experiments,
the nozzle with a length of 10d was included in the computational
domain. The applied CFD boundary conditions as well as the flame
configuration are shown in Fig. 3.

The governing equations consist of incompressible Favre-aver-
aged transport equations of continuity, momentum, energy, spe-
cies conservation and the standard k–e equations. The discrete
ordinates (DO) radiation model [33] together with the Weighted-
Sum-of-Gray-Gases (WSGG) method was used to solve the radia-
tive heat transfer equation. A second-order upwind discretisation

scheme was used to solve all governing equations. Solution conver-
gence has been determined by two criterions. Firstly, all the resid-
uals of the solved equations fall below the value of 10�6. The
second convergence criterion is to monitor the concentration of
some species (e.g. CO concentration) at a specified location in the
computational domain which has to be stabilised and does not
change with iterations. The direct integration (DI) of the stiff
ODE system of Eqs. (2) and (12) is very time-consuming due to
the disparity of time-scales involved in the reaction mechanism.
Therefore the In-Situ Adaptive Tabulation (ISAT) algorithm by Pope
[34] has been used to speed-up the CPU-intensive treatment of the
detailed reaction kinetics. In the calculations reported here the
ISAT error tolerance was set to 10�5.

4. Results and discussion

The simulation results for flames A, B and D are presented in
this section. Firstly, flame D is used for validating the CFD grid as
well as the reaction mechanism applied for the subsequent simu-
lations. The importance of differential (molecular) diffusion at
low Reynolds turbulent flames is explained later. Then, it is shown
that flame A could not be simulated with the standard EDC model.
The validity range of the EDC for the simulation of flames A and B is
discussed and finally the simulation results with the hybrid model
for all flames are shown.

4.1. Grid independence and effect of kinetic mechanisms

Two sets of structured grids of 4 and 10 k elements are studied.
The grids are refined close to the nozzle and in the axial direction.
A modified version of the k–e turbulence model with the constant
Ce1 set to 1.58 (instead of 1.44) is used for the simulation of flame D
to compensate for the round jet anomaly [35–37]. However, this
modification leads to an over prediction of the flame temperature
in the axial direction of the flame (see Fig. 4). In this region, the
temperature along the axis is determined by the mixing of the cold
air with the post combustion gases. So, it strongly depends on the
spreading rate determined by the turbulence model applied [38–
40].

The results obtained with both grids exhibited the same perfor-
mance (not shown here), therefore, the grid with 4 k cells was se-
lected to guarantee computational accuracy and to save calculation
time for subsequent simulations (flames A and B).

The influence of the reaction mechanism on the predictions for
flame D is studied by using two different kinetic mechanisms.
DRM-22 [15] is a reduced version of the GRI1.2. [41]. It consists
of 24 species and 104 reversible reactions. The GRI2.11 [14] is a full
kinetic mechanism, which consists of 49 species and 277 reversible
reactions.

Fig. 4 exhibits the results obtained for flame D with both reac-
tion mechanisms. The results are obtained with the EDC on the
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Fig. 2. Effect of turbulent Reynolds number on the weighting factors in the hybrid
model.
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benchmark CFD grid (4k cells) with a modified k–e turbulence
model. The results show that the performance of the DRM-22
mechanism is identical to the detailed GRI2.11 mechanism. Hence,
the DRM-22 is used for the further simulations.

4.2. 2Molecular diffusion effect

In turbulent flows the turbulent diffusion generally overwhelms
laminar diffusion, and the specification of detailed laminar diffu-
sion properties in turbulent flows is usually not necessary. The dif-
fusion flux (Ji) in Eq. (1) is defined as

Ji ¼ � qDi;m þ
lt

Sct

� �
rYi ð18Þ

where the first term on the right-hand side of Eq. (18) is molec-
ular diffusion and the second term expresses the turbulent diffu-
sion. The term, Di,m is the mass diffusion coefficient for species i
in the mixture, and Sct = lt/qDt is the turbulent Schmidt number
(where lt is the turbulent viscosity and Dt is the turbulent diffu-
sivity). However, under combustion conditions at low Reynolds
numbers the effect of molecular diffusion on mixing becomes
comparable to the turbulent diffusion at certain regions in the
flame. This is mainly due to the laminarisation of the flow caused
by high temperatures in the reaction zones [42]. The effect of
molecular diffusion becomes more important when there is H2

in the fuel jet stream and the jet Reynolds number is lower than
10,000 [43]. In order to highlight the effect of differential

diffusion (diff-diff) on the accuracy of the predictions, the simula-
tion of flame B (using EDC with DRM-22 mechanism) is per-
formed with and without the effect of molecular diffusion. To
account for the effect of differential diffusion in the simulation,
diffusion coefficients for each species were represented as a
fourth-order polynomial function of temperature. Fig. 5 shows
the temperature and species mass fraction profiles which have
been compared with experimental data at x/d = 30. The mean
mixture fraction is computed using Bilger’s formula [44]. The re-
sults show the significant role of differential diffusion in the
accuracy of predictions. It is evident that the flame temperature
is underestimated considerably (25%) in case of complete exclu-
sion of molecular diffusion in the simulation. The minor species
(H2 and OH) mass fraction predictions are remarkably improved
by more than 80% when the molecular diffusion is considered
in the simulation. Ignoring differential diffusion has also caused
peak H2O and CO values being under-predicted by 20% and
60%, respectively. As a result, the effect of differential diffusion
at combustion of low and moderate Reynolds numbers cannot
be disregarded.

Fig. 4. Effect of chemical mechanism on the accuracy of prediction for flame D. Circles: experiment, solid lines: GRI 2.11 mechanism, dashed dotted lines: DRM-22
mechanism.

Fig. 5. Effect of differential diffusion (diff-diff) on the prediction of temperature and species mass fractions for flame B at x/d = 30 (–) (EDC with modified k–e turbulence
model and DRM-22 mechanism). Circles: experiment, solid lines: diff-diff effect included, dashed dotted lines: diff-diff effect excluded in the simulation.

Table 1
Modified Ce1 values used in the simulations for flames A and B.

Flame A B

Ce1 11 4
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4.3. 3Evaluation of the standard EDC at low Reynolds conditions

For the evaluation of the standard EDC at low and moderate
Reynolds number, the simulation results for flames A (laminar)
and B (transitional) are presented. Flame A was mainly chosen
for the evaluation of the standard EDC due to its similar flow
conditions prevailing above the fuel bed in biomass combustion
plants. As explained, in the region above the fuel bed the gas
phase mixing and reaction progress is highly influenced by lam-
inar and low turbulent zones. As shown in Section 2.3, the stan-

dard EDC model is not valid in regions with turbulent Reynolds
number less than 64. Therefore, the standard EDC model can be
tested for model evaluation at a low turbulent regime in case of
flame A.

It is worth mentioning, that the experimental data were avail-
able at only two different positions (x/d = 15 and x/d = 30) for flame
B and at one position for flame A (x/d = 10) including the temper-
ature and species mass fraction profiles [10]. The standard k–e tur-
bulence model with a modified Ce1 constant is used in the
simulations. The modified constants are given in Table 1.

Fig. 6. Radial profiles of temperature and species mass fractions at different normalised heights of flame B (the EDC model with modified k–e turbulence model and DRM-22
mechanism, diff-diff effect included).

Fig. 7. Radial profiles of temperature and species mass fractions for flame A at x/d = 10 (–) (FRK model with modified k–e turbulence model and DRM-22 mechanism, diff-diff
effect included).
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Fig. 6 shows the simulation results for flame B in comparison
with measurement data at x/d = 15 and x/d = 30, respectively. The
results are in good agreements with measurement data at both
heights. The results show that the standard EDC together with
the differential diffusion approach gave satisfactorily results in

comparison with experimental data even in moderate Reynolds
number conditions.

For the simulation of flame A, the flame was piloted artificially
by means of a small fluid zone attached to the nozzle outlet with a
fixed high temperature value. This zone acted as an ignitor to
establish the flame. However, flame A could not be simulated with
the standard EDC even with artificial piloting. Fig. 7 demonstrates
the simulation results obtained with the FRK model against exper-
imental data for flame A. The results are in good agreement with
experimental data even for minor species (H2 and OH) profiles.
This clearly indicates a good performance of the DRM-22 mecha-
nism and the diffusion model used in this study. However, the
flame temperature as well as species mass fraction profiles are
somewhat over-predicted on the fuel lean side of the flame. The
diffusion model plays, indeed, an important role to predict the
flame characteristics properly.

The EDC sensitivity analysis presented in Section 2.3 confirmed
that the model is not valid below the turbulent Reynolds number
of 64. Therefore, flames A and B are chosen to analyse the validity
range of the model. Fig. 8 shows the distribution of the turbulent
Reynolds number (Ret) and the fine scale length fraction c (Eq.
(4)) in radial direction at x/d = 10 for flame A. Since flame A could
not be simulated with EDC, the fine scale length fraction was cal-
culated according to Eq. (4) from the turbulent quantities k and e
(simulation with the FRK model together with the modified k–e
turbulence model). It is obvious that for flame A Ret is lower than
64 in the whole reaction zone, therefore, the EDC is not valid.

x/d = 10 (-)

Fig. 8. Radial profiles of Ret (left vertical axis) and, c (Eq. (7)) (right vertical axis) for
flame A at x/d = 10 (–) (FRK model with modified k–e turbulence model and DRM-22
mechanism, diff-diff effect included).

x/d = 15 (-) x/d = 30 (-)

Fig. 9. Radial profiles of Ret (left vertical axis) and, c (Eq. (7)) (right vertical axis) for flames B (EDC with modified k–e turbulence model and DRM-22 mechanism, diff-diff
effect included).

Fig. 10. Radial profiles of temperature and species mass fractions for flame A at x/d = 10 (–) calculated with FRK and the hybrid model (modified k–e turbulence model, DRM-
22 mechanism and diff-diff effect included). Circles: experiment, solid lines: FRK model, dashed dotted lines: hybrid model.
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The distribution of both turbulent Reynolds number (Ret) and
the fine scale length fraction at two different heights are also pre-
sented in Fig. 9 for flame B. The turbulent Reynolds number even
for flame B is generally low. Furthermore, it could be shown that
the implemented EDC model in ANSYS� FLUENT� truncates the
fine scale length fraction value to 0.75 for any value of Ret lower
than 64, in order to avoid non-physical values of this quantity.

It can be concluded that the standard EDC model performs well
even in moderate turbulence regimes. However, the results for
flame B showed that the unphysical behaviour of the mean

reaction rate is prevented by clipping the fine scale length fraction
to 0.75. This behaviour of the EDC model is also reported in [18],
whereas the jet Reynolds number is lower than 5000.

In case of flame A, the EDC model even cannot simulate the
flame since the whole reaction domain is out of the EDC validity
range.

4.4. Test of the hybrid combustion model

Fig. 10 shows the predicted temperature and species mass frac-
tion profiles for flame A with the hybrid model in comparison with
the pure FRK model as well as experimental data. The results ob-
tained with the hybrid model are similar to the pure FRK model.
This implies that at low Reynolds conditions the model performs
approximately as the FRK model.

The effect of weighting factors on the reaction rate calculations
is also shown in Fig. 11 at x/d = 10 for flame A. The figure shows
that the term (1/(1 + Ret)) in the reaction zone takes the value of
unity, therefore, the reaction rate is calculated based on the FRK
part in the hybrid model.

The results predicted with the hybrid model for flame B at two
different heights are shown in Fig. 12. The results were also com-
pared with the standard EDC and the FRK models. The predictions
with the hybrid model show better performance than the EDC
model due to the sensitivity of the model to the locally too low tur-
bulent Reynolds number of the flow.

The characteristics of reacting radicals are of high relevance for
an in-depth understanding of the formation process of combustion
emissions. Therefore, both reaction mechanism and gas phase

1/(1+Re t)

Ret /(1+Ret)
x/d = 10 (-)

Fig. 11. Effect of weighting factors on the reaction rate calculation for flame A at x/
d = 10 (–).

Fig. 12. Radial profiles of temperature and species mass fractions for flame B at different heights calculated with EDC, FRK and the hybrid model (modified k–e turbulence
model, DRM-22 mechanism and diff-diff effect included). Circles: experiment, solid lines: EDC model, dashed lines: FRK and dashed dotted lines: hybrid model.
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reaction model play an important role for the better prediction of
radicals in the combustion simulation.

The results show that both H2 and OH mass fraction profiles at
both heights are slightly improved with the hybrid model. This is
mainly because of the lower turbulent Reynolds number than the
critical value (see Fig. 9) at these heights, therefore, the contribu-
tion of the FRK part in the hybrid model becomes more relevant.
The effect of weighting factors on the reaction rate calculation is
also presented in Fig. 13 for flame B at two different heights. The
figure shows that the FRK weighting term (1/(1 + Ret)) has a small
effect (maximum value of 0.12 at the height of x/d = 15 and 0.18 at
the height of x/d = 30) on the overall reaction rate calculation at
both heights.

Fig. 14 shows the evaluation of the hybrid model for flame D in
comparison to the standard EDC as well as the FRK model along the
normalised axial direction of the flame. The results show that the
temperature and species mass fractions are over-predicted with
the pure FRK model. The obtained results with the EDC model indi-
cate that by considering the effect of turbulence in the reaction rate
calculation, the over-prediction of temperature and consequently
the species mass fractions caused by the FRK model are supressed.
Although the turbulent Reynolds number is by far higher than
Ret = 64, the FRK part in the hybrid model has a small contribution
to the reaction rate calculation. The results obtained with the hy-
brid model show a slight improvement on the predictions. This is
mainly due to a contribution of the FRK part in the overall reaction
rate calculation, where the predicted CO and O2 species are im-
proved, respectively. The same behaviour is true also for the pre-
dicted CO2 and H2O species calculated with the hybrid model.

5. Summary and conclusion

A new hybrid gas phase combustion model suitable from lami-
nar to turbulent combustion flows is presented. The hybrid model
is a combination of FRK and EDC models, where the reaction rate is
weighted by the local turbulent Reynolds number of the flow. The
lower the turbulent Reynolds number of the flow, the greater the
contribution of the FRK model to the overall reaction rate calcula-
tion in the hybrid model and vice versa. The hybrid model was pro-
grammed in C and coupled with ANSYS� FLUENT�. Also, the
limitation of the EDC at low Reynolds turbulent combustion was
shown. The EDC sensitivity analysis regarding model constants
showed that the EDC is not valid for turbulent Reynolds numbers
lower than 64. Furthermore, the CFD results obtained for flames
A (Re = 1100) and B (Re = 8200) confirmed that the differential dif-
fusion has a profound effect on the accuracy of predictions at low
Reynolds combustion flows. It was found that the standard EDC
was not able to establish flame A, where most of the reaction zones
are located outside of the validity range of the EDC model. The re-
sults with the hybrid model for all flames showed good agreements
with measurement data. The results obtained with hybrid and FRK
models for flame A outline that the hybrid model performs very
similarly to the pure FRK model, since the reaction zones for this
flame are out of the EDC validity range.

The simulation results for flame B with the standard EDC model
show good agreements with experimental results. However, the
simulation with the hybrid model exhibited better performance
to predict the radicals (e.g. OH and H2). The better performance
of the hybrid model in case of flame B can be explained by a greater

1/(1+Ret)

Ret/(1+Ret)

1/(1+Ret)

Ret /(1+Ret)

x/d = 15 (-) x/d = 30 (-)

Fig. 13. Effect of weighting factors on the reaction rate calculation for flame B at different heights.

Fig. 14. Temperature and species mass fractions predictions for flame D at different normalised axial distances calculated with EDC, FRK and hybrid model (modified k–e
turbulence model, DRM-22 mechanism). Circles: experiment, solid lines: EDC model, dashed lines: FRK model and dashed dotted lines: hybrid model.
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contribution of the FRK model to the overall reaction rate calcula-
tion. Moreover, the simulated results with the hybrid model for
flame D show a better performance of the hybrid model in compar-
ison to the EDC and the pure FRK models.

Concluding, the hybrid model displayed a great potential for
application in all ranges of flow conditions and can be applied for
an improved prediction of gas phase combustion in biomass com-
bustion plants. The model can also be applied for an improved NOx

prediction since it captures radicals with better accuracy than the
standard EDC model.
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Abstract 

State-of-the-art packed bed models supply continuous concentration profiles as boundary conditions 
for subsequent CFD simulations of gas phase, leading to pre-mixed combustion conditions. However, 
in reality the “porous” nature of the packed bed leads to streak formation influencing gas mixing and 
combustion. Therefore, in the present work, in order to account for the influence of the streaks on gas 
phase combustion, a gas streak model based on a correlation between the local gas residence time 
and a mixing time has been developed based on numerical simulations and tested for a real-scale 
grate furnace. The streak model is based on the mixing function to describe the mixing process above 
the fuel bed. The mixing function is a combination of the mixing time, the necessary residence time to 
reach the fully mixed condition, and the flue gas residence time in the region above the fuel bed. 

A CFD case study with an ideally packed bed with spheres as fuel particles and non-reacting flow was 
performed to numerically derive the mixing time. The particle diameter was derived from the volume to 
surface area ratio of pellets according to Austrian standard. The volatiles were represented by CO2 
released from the surface of the particles. The volatiles release rate from a single particle was 
approximated by the value of an in-house developed model for single particle conversion. The 
influence of relevant parameters, like bed height, volatiles mass flow rate and particle Reynolds 
number (calculated with the bulk flow velocity of primary air below the bed and the particle diameter), 
on mixing time was investigated. 

The results showed a strong influence of the number of layers (bed height) on mixing. Hence, it was 
considered as independent parameter. As a next step, three different heights with different numbers of 
particle layers (5, 10 and 15 layers) were chosen to investigate the influence of particle Reynolds 
number and volatiles release rates. The results show a negligible effect of the volatiles release rate on 
mixing. However, the particle Reynolds number has a significant effect on the mixing time. For all 
layers considered, a trend concerning the mixing time in dependence of the particle Reynolds number 
was found. The results of this study serve as look-up table for the calculation of the mixing time in 
dependence of the different influencing parameters. 

Finally, the model was linked with an in-house developed hybrid gas phase combustion model suitable 
for low as well as highly turbulent combustion conditions and tested for a 180 kW th pilot-scale grate 
furnace. The results in comparison with a simulation without the streak formation model show, that the 
temperature and flue gas species prediction can be improved with the proposed streak formation 
model. Especially, in the region above the fuel bed (in the primary combustion chamber), this is of 
special importance for NOx reduction by primary measures. 
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CFD modelling, biomass, combustion, grates furnace, streak formation model, hybrid model 
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1. Introduction and objectives 

CFD modelling is becoming increasingly important for the development and optimisation of biomass 
grate furnaces. Here, gas phase combustion models play a key role concerning predictions of flow, 
temperature, and gaseous emissions (e.g. CO and NOx). 

The mode of gas combustion in a grate furnace can be classified as partially premixed with a locally 
different mixing degree of oxidiser and fuel, whereas in this context the combustible gases released 
from the solid biomass fuel bed are to be understood as (gaseous) fuel.  

An empirical packed-bed model developed by TU Graz in cooperation with BIOS [ 1] is usually being 
used at BIOENERGY 2020+ for the calculation of composition, temperature and flue gas leaving the 
surface of the solid biomass fuel bed. The empirical packed-bed model, as most of the common 
packed bed models, calculates profiles of partially premixed flue gas compositions not considering 
spatial concentration gradients of oxygen and volatiles since the fuel particles and the surrounding 
space cannot be resolved. However, in reality, the amount and distribution of combustibles and 
oxidiser in the gas released from the biomass particles in the fuel bed are locally strongly differing. 
Therefore, the “porous” nature of the packed bed leads to streak formation influencing gas mixing and 
combustion, which is not described by state-of-the-art CFD-based packed bed models.  

Therefore, in this paper a model which accounts for the influence of the streaks on gas phase mixing 
and reactions (combustion, NOx formation) is introduced. The streak model is based on a correlation 
between the local gas residence time and mixing time, whereas the mixing time is defined as the 
necessary residence time to reach the fully mixed condition. The mixing time was derived based on a 
series of numerical simulations with an ideally packed bed with spheres representing the biomass 
particles.  

Finally, the streak model was linked with an in-housed developed hybrid gas phase combustion model 
suitable for laminar to highly turbulent combustion conditions and applied for a pilot-scale grate 
furnace (180 kWth) of BE2020+ concerning the simulation of gas phase combustion and NOx 
formation. For the purpose of model evaluation, the simulation results were compared with CO and 
NOx emission measurements and simulations without the application of the streak formation model. 

2. Methodology 

The paper is structured as following: Firstly, an overview of the models applied for the case studies is 
given in the modelling part. Then, the non-reacting packed bed simulations to derive the streak 
formation parameters are described. Finally, the case study (pilot-scale grate furnace of BE2020+) for 
the application of the streak formation model is introduced. 

2. 1 Modelling 

In this chapter, all the models used for the non-reacting packed bed simulations as well as the grate 
furnace simulations are explained. Then, the hybrid gas phase combustion model which is utilised for 
the grate furnace simulations is introduced. Finally, the streak formation model is presented. 

2.1.1 Model overview 

For the derivation of streak formation parameters, non-reacting multi-species simulations with an 
ideally packed bed with spheres have been performed. The SST k-ω low Reynolds turbulence model 
is applied to cover the whole range of flow conditions from laminar to turbulent flows in biomass grate 
furnaces. The primary air is injected uniformly below the fuel particles whereas the grate has been 
neglected. CO2 is taken as trace species representing the volatiles release through the particle 
surface. To estimate the degree of mixing, a mixing state is defined (see section  2.1.3). The mixing 
time is evaluated based on an estimated residence time to achieve a certain degree of mixing. The 
gas residence time is calculated by solving a scalar transport equation.  

For the simulation of the pilot-scale grate furnace of BE2020+, the following models have been 
applied: an empirical model developed by TU Graz in cooperation with BIOS [ 1] is used to describe 
the thermal decomposition of the solid biomass fuel. The model consists mainly of three parts. The 
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definition of one-dimensional profiles along the grate concerning the degradation of the fuel 
components as well as fuel drying (part 1 based on assumptions and experimental data forms the 
basis). In combination with the definition of conversion parameters (based on assumptions as well as 
experimental and literature data), which describe the formation of the most important flue gas 
components CH4, CO, CO2, H2, H2O O2 as well as NH3, HCN and NO (part 2), the stepwise balancing 
of mass and energy fluxes released from the fuel bed is possible (part 3) [ 1,  2, and  3]. The calculation 
results are used as boundary profiles for subsequent CFD simulations of the turbulent reactive flow in 

the furnace. For modelling of the turbulent reactive flow in the combustion chamber the Realizable k- 
model (turbulence), the Discrete Ordinates Model (radiation) as well as the Hybrid model (gas phase 

combustion) have been applied. Together with the Realizable k- model, the enhanced wall treatment 
model is used, which covers a two-layer turbulence approach combined with enhanced wall functions 
[ 4]. The model is valid throughout the near-wall region (i.e., laminar sub-layer, buffer region, and fully-
turbulent outer region). Therefore, the model is supposed to be valid for low and high Reynolds wall-
bounded flows.  

Under the assumption that NOx formation reactions do not significantly influence the flow pattern in the 
furnace, a time saving 2-step approach is applied for CFD simulations. The basic gas phase 
combustion simulation has been performed using the hybrid combustion model (two simulations 
without and with the effect of streaks) with a C-H-O subset of the Skeletal Kilpinen97 mechanism (12 
species and 25 reactions) [ 5], which has extensively been validated for grate furnaces [ 6]. The 
subsequent CFD simulation of gas phase fuel NOx formation in a post-processing mode has been 
done using the hybrid model in combination with a detailed reaction mechanism (28 species and 102 
reactions in total) [ 6]. 

2.1.2 Hybrid gas phase reaction model 

An in-house developed hybrid gas phase reaction model suitable for laminar to highly turbulent flows 
has been applied for the simulation of the reacting gas flow. In particular, in the region above the fuel 
bed and in small-scale biomass combustion plants, gas phase mixing is highly influenced by laminar 
and low turbulence zones. Here, the Eddy Break-Up combustion models are not valid because they 
were originally developed for highly turbulent flows. Therefore, a hybrid Eddy Dissipation Concept 
(EDC) / Finite Rate Kinetics model (FRK) has been developed, which calculates the effective reaction 
rate from laminar finite rate kinetics and the turbulent reaction rate and weights them depending on the 
local turbulent Reynolds number of the flow. 

For a multi-component system, the species mass conservation equation is defined as follows; 

iiii RJYuY
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Where ρ is the mixture density, Yi is the mass fraction of species i, u


 is the velocity vector, iJ


is the 

diffusion flux of species i due to concentration gradients, and R i is the net rate of production of species 
i by chemical reactions. 

In the hybrid model, the mean chemical reaction (second term in the right hand side of Eq. (1)) is 
modelled as: 
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where (Ri)FRK is the FRK mean reaction rate, the term (Ri)EDC is the mean reaction rate calculated by 

the EDC model and Ret is the turbulent Reynolds number (
νε

ρk
Re

2

t  ). The hybrid model has been 

extensively validated for a series of diffusion jet flames covering laminar, transitional, and turbulent 
flow conditions. A detail description of the hybrid gas phase reaction model can be found in [7]. 
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2.1.3 Streak formation model 

A streak formation model has been developed  The model is based on a mixing time, where the gas 
streaks arising from the fuel bed are fully mixed, and a correlation with the residence time of the flue 
gas released from the fuel bed. In order to describe the mixing process above the packed bed, a 
criterion has been defined to calculate the mixing state (MS) as following: 
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Here, Cfm is the tracer gas concentration (here CO2) in the fully mixed gas and C(t) is the local tracer 
gas (CO2) concentration in dependence of the mixing time. The residence time which is necessary to 
reach the defined mixing state (here, 0.99 < MS < 1.01 has been defined) is the mixing time tfm. 
Finally, the mixing function (MF) is the combination of the mixing time tfm and the gas residence time 
tgas: 
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MF = 0 (completely unmixed) 

MF = 1 (completely mixed) 

A scalar transport equation has been solved to calculate the gas residence time as following [ 8]: 
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Here, ρ and u


 are density and velocity of the flue gas; J


 is a component of diffusion flux; Dm and 
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D  are molecular and turbulent diffusivity; where, t  is the turbulent viscosity and Sct is the 

turbulent Schmidt number (with a value of 0.7 which is also applied for the species transport equation). 
After the flow field is solved with CFD simulations, the values of residence time are approximated by 
solving Eq. (5). The first and second terms on the left hand side of Eq. (5) represent the convection 
and diffusion fluxes, the density on the right hand side represents the source term. The later means, 
that the residence time in each computing cell will be added to the residence time calculated by the 
transport equation. Eq. (5) has been implemented by a user-defined function (UDF) in ANSYS 
FLUENT.  

As a first approximation, a linear correlation between the gas residence time tgas and the mixing 
function MF has been chosen. A CFD-based case study with an ideally packed bed has been defined 
in order to numerically derive the mixing time (tfm). 

Finally, the effective reaction rate is calculated by multiplying the mixing function, which defines the 
macro-mixing state, with the reaction rate, calculated by the hybrid combustion model as following: 

HybridiformationstreakHybridi )(RMF)(R   (6) 

 

2. 2 Case study for the derivation of the streak formation model constants 

A CFD-based case study with an ideally packed bed with spheres as fuel particles and non-reacting 
flow has been performed in order to numerically derive the mixing time. The volatiles were represented 
by CO2 released from the surface of the particles in the bed. The volatiles release rate from single 
particles was approximated by an in-house developed layer model [ 9] for the conversion of thermally 
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thick biomass particles. In this parameter study, the following influencing parameters have been 
investigated for a packed bed: 

o Bed heights: variation by particle layers (from 5 to 15 layers) 

o Volatiles mass flow rate: During typical biomass combustion conditions with air staging the 
most relevant components released are H2O, CO2, CO, H2 and CH4 [ 10 , 11 and  12]. However, 
during packed bed combustion, the dominant gas volume flux is from the primary air passing 
through the packed bed. In CFD simulations the density of the mixture is usually considered 
as incompressible (due to the low pressure changes) and mainly depends on the temperature 
inside the combustion chamber that influences the volume flow rate of the volatiles released 
from the biomass particles. Moreover, since a non-reacting simulation is performed, for the 
release rates only an average value can be estimated. Therefore, a sensitivity analysis 
concerning the influence of the volatiles release rate was performed. In order to cover the 
possible range of released volume fluxes, the estimated value of the reference case was 
multiplied by a factor x. A typical volatiles release rate was estimated with the layer model; for 
the investigation of the sensitivity of the results on the release rates, this value has been 
varied between a factor from 1 to 1.7. It could be shown that the influence of the release rate 
is comparably low. 

o Bulk flow velocity of primary air below the bed (0.1 -7 m/s): In biomass grate furnaces, the flow 
above the fuel bed is typically in the low Re range. Which primary air velocities varying from 
0.1 to 3 (m/s). The values are gained from an in-house developed empirical packed bed model 
of TU Graz and BIOS. Therefore, to cover all ranges of flow conditions for small to large-scale 
biomass combustion plants, the sensitivity analysis has been performed. 

The diameter of the spheres was approximated based on the volume to surface area ratio of pellets 
according to the respective EU standard. As mentioned, the study has been performed for pellets as 
fuel. However, the simulation results can be applied for all particle sizes by applying the particle 
Reynolds number for the look-up table where the results are summarised. Here, three parameter 
studies with an ideally packed bed were performed in order to calculate the mixing time in dependence 
of the influencing parameters. Figure 1 shows the CFD domain of the packed bed for 5 layers 
considered in this study. The primary air was injected below the bed with an even distribution and the 
volatiles represented by CO2 as tracer gas were released from the surface of the spheres. Moreover, 
different planes above the bed were defined to evaluate the mixing state and mixing time. A simulation 
matrix was built for each layer to derive the mixing time based on the primary air velocity and volatiles 
mass flow rate. The flow simulation was performed for all primary air velocities and volatile mass flow 
rates. Then, the mixing state was calculated at each plane defined above the bed. Finally, the mixing 
time was derived based on the estimated gas residence time which is necessary to reach the defined 
mixing state (here, 0.99 < MS < 1.01). 

Primary air

Volatile release rate 

from particle surface

Reference plane h = 0

Mixing state, mixing time 

and gas residence time are 

calculated at these planes

 

Figure 1: CFD domain and boundary conditions for the evaluation of the mixing time above the packed 
bed 
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Therefore, the mixing time can be represented by influencing parameters like primary air velocity and 
number of layers considered in the simulations. To make the model applicable for all fuel particle 
sizes, the mixing time can be represented as function of the particle Reynolds number instead of 
primary air velocity. The particle Reynolds number can be defined as particle diameter times primary 

air velocity divided by the kinematic viscosity of air (
air

vairprimary 
p

ν

dV
Re  ). The volume diameter dv [ 13] 

can be derived based on the diameter of a sphere having the same volume as the biomass particles. 
The biomass particle volume can be estimated from the average size of the biomass particles.  

2. 3 Test and verification of the streak formation model 

To investigate and verify the influence of the streak formation model on gas phase mixing and 
reactions, a CFD simulation was performed for a pilot-scale moving grate furnace equipped with a hot 
water fire tube boiler (180 kW th) using wood chips as fuel. Table 1 provides the most relevant 
operating conditions of the furnace and the fuel composition. 

The pilot-scale moving grate furnace used for the test of the streak formation model is shown in Figure 
2. The simulation domain comprises the combustion chamber above the fuel bed till the exit of the hot 
water fire tube boiler. Recirculated flue gas can be supplied below the grate and through six nozzles 
above the fuel bed. The furnace has been designed to switch between a short and a long primary 
combustion zone. The short primary combustion chamber is achieved by activating the first secondary 
nozzle row and closing the second secondary air nozzle row and vice versa for the long primary 
combustion zone. 

In this case study the first secondary air nozzles (eight nozzles) were closed and secondary air was 
injected through six nozzles at the entrance to the third horizontal duct. Besides, there was no flue gas 
recirculation applied neither below the grate nor trough the flue gas recirculation nozzles. False air 
leaking into the combustion chamber due to non-perfect sealing of the fuel feeding system was 
injected via the fuel supply. A certain amount of leakage air (10% of primary air), obtained from the 
measurements during the test run, was taken into account in the simulation as false air. Due to the 
symmetry of the furnace, only half of the furnace was simulated. Therefore, the symmetry boundary 
condition was used in the mid plane of the furnace. 

false air

fuel bed

flue gas 

recirculation 

nozzles

secondary air 

nozzles (closed)

flue gas 

outlet

furnace

(insulated walls)

boiler

flue gas path

secondary 

air nozzles 

(open)

emission measurements (CO and NOx) 

were performed at boiler outlet 

 

Figure 2: Geometry of the pilot-scale moving grate biomass furnace of BIOENERGY2020+ with a fire-
tube hot water boiler 
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The water side of the fire tube boiler walls was not included in the simulation. A convection boundary 
condition with 85°C (average water temperature) and a typical heat transfer coefficient for water in 
forced convection (6000 W/m

2
K) was used for the fire tube boiler walls. 

 

Table 1: Operating conditions and fuel characteristics of the pilot-scale grate furnace  

Operating conditions Unit Value

Nominal boiler load kW 155

Adiabatic flame temperature °C 1325

Flue gas reciculation ratio - 0

Prim - 0.52

total - 1.41

Fuel composition Unit Value

Ash Mass fraction d.b. 0.76

C Mass fraction d.b. 49.70

H Mass fraction d.b. 6.00

O Mass fraction d.b. 43.50

N Mass fraction d.b. 0.08

S mg/kg d.b. 62.00

Moisture content Mass fraction w.b. 41.90

GCV MJ/kg d.b 19.9

NCV MJ/kg w.b 9.8

Explanations: w.b.: wet basis; d.b.: dry basis; GCV: gross calorific value; NCV: net 

calorific value; prim: primary air ratio related to primary air supplied below the grate; 

total: total air ratio related to total amount of air supplied  

 

3. Discussion of results 

3. 1 Derivation of streak formation model constants 

An initial case study showed a strong effect of the number of layers (bed height) on mixing (not shown 
here). Hence, it was considered as an independent parameter. Afterwards, a simulation matrix was 
defined in order to investigate the effect of primary air velocity and volatiles mass flow rate variations 
on the mixing (mixing state) for each number of particle layers defined (5, 10 and 15 layers). 
Moreover, to reduce the number of independent parameters (here, particle diameter and primary air 
velocity) from two to one, the particle Reynolds number was defined (see section  2. 2). 

The results showed a negligible effect of the volatiles release on mixing (not shown here). However, 
the primary air velocity and particle Reynolds number respectively, had a significant effect on mixing. 
Figure 3 shows the mixing time behaviour in dependence of the particle Reynolds number as well as 
the number of layers. For all layers considered, a trend concerning the mixing time in dependence of 
the particle Reynolds number was found. The results showed that the mixing time of the streaks 
increases as the particle Reynolds number increases. Generally, at lower particle Reynolds numbers 
the mixing time is lower. This attributes to a higher residence time of the flue gas due to lower primary 
air velocities that improve the mixing of primary air and volatile matter. The mixing time increases as 
the particle Reynolds number (i.e. primary air velocity) rises. moreover, the mixing time at all particle 
Reynolds numbers is lower for a packed bed with larger height since a higher residence time inside 
the packed bed improves mixing of primary air and volatile matter. The results of this case study serve 
as look-up table for the calculation of the mixing time in dependence of the different influencing 
parameters. For practical application (e.g. the furnace simulation with the streak formation model - see 
section  3. 2) the mixing time (tfm) can be retrieved by a linear interpolation between the calculation 
points through an estimation of the particle Reynolds number and the number of layers. The particle 
Reynolds number can be easily calculated from the velocity profile specified by the empirical packed 
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bed model along the grate and the particle diameter (e.g. volume diameter [ 13]). Besides, the number 
of layers can be estimated by the initial estimated height of the packed bed and the diameter of the 
fresh biomass fuel fed. The number of layers represents the number of particles that can be stacked in 
that length (e.g. length divided by the diameter of particles). Since the total number of particles on the 
bed remains constant on an average, also the number of layers remains constant over the grate 
length. 

 

Figure 3: Mixing time [sec] for different particle Reynolds numbers and different numbers of particle 
layers 

3. 2 Test of the streak formation model for a biomass grate furnace 

In this section, the results for the simulation of the 180 kW biomass grate furnace of BIOENERGY 
2020+ are shown. To see the effect of streaks on the gas reactions concerning temperature and 
species (e.g. CO and NOx formation), two simulations were performed, without and with the streak 
formation model. Figure 4 (left) shows the calculated particle Reynolds number as well as the number 
of layers along the grate. The particle Reynolds number was calculated based on the velocity profile 
calculated with the empirical packed bed model (the maximum primary air velocity is about 0.5 [m/s] in 
the present case). The particle diameter was estimated from the volume diameter (see section  2. 2) 
(the wood chips particles were assumed as spheres with a dv = 25 [mm]). Besides, the number of 
layers can be estimated by the initial estimated height of the packed bed and the diameter of the fresh 
wood chips fed. To derive a mixing time profile along the grate, (Figure 4 [right]) the values were 
retrieved from the look-up table for the mixing time (as described in section  3. 1). 

The shrinkage of particles was implicitly considered in the simulations by the assumption of the shape 
of the fuel bed and the assumption of a constant number of particle trajectories along the grate length. 
For example, the particle size changes as the particles move along the grate (i.e. the diameter of 
particles decreases). However, the number of particles remains constant during the conversion 
processes along the grate which is considered in the simulations. Hence, the particle size variation 
affecting the particle Reynolds number along the grate is considered in the simulations.  

Finally, two transport equations were solved, one for the gas residence time and the other for the 
mixing time, to derive the local mixing function defined in Eq. 4. Figure 5 shows the contour plots of 
gas residence time (left) and the mixing function (right) derived from Eq. 4. 
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Figure 4: Particle Reynolds number [-] and number of particle layers [-] (left) as well as estimated 
mixing time [sec] interpolated from calculation points of Figure 3 (right) 

 

 

Figure 5: Gas residence time [sec] (left), and mixing function [-] (right) 

Figure 6 shows the flue gas temperature predicted with the hybrid model (left) and the hybrid-streak 
formation model (right). The calculated CO concentrations for both hybrid and hybrid-streak formation 
model are shown in Figure 7. As can be seen from both figures (temperature and CO concentrations), 
there are no big differences between the two models. This can be explained by a staged combustion 

with PCZ < 1 and sufficient residence time in the primary combustion zone for a full consumption of O2 
and, hence a flue gas composition at the entrance to the secondary combustion zone, which is 
approximately independent from the combustion model. Furthermore, the reaction progress is not 
influenced by the streaks from the packed bed anymore and the residence time in the secondary 
combustion zone is high enough for an almost complete CO burnout. Therefore, the effect of streak 
formation on the combustion process (flue gas temperature and CO burnout) for this specific case is 
not distinctive. Moreover, in the present test case, the CO emission’s measured at boiler outlet was 
very low. Therefore, in this specific case study, the influence of the models applied in the simulation 
(hybrid and hybrid-streak formation model) on CO emissions could not be validated. Therefore, further 
validation simulations are currently being performed for other cases. The predicted O2 mass fraction 
calculated with both models is depicted in Figure 8. The oxygen concentration above the bed is 
predicted slightly different in both cases. The O2 concentrations are influenced by the streaks above 
the fuel bed especially in the locations where they are highlighted (location 1 and 2). The 



10
th

 European Conference on Industrial Furnaces and Boilers – Porto, Portugal, April 2015 

10 

characteristics of reacting radicals (e.g. OH and O) are of high relevance for an in-depth 
understanding of the combustion and NOx formation processes [ 14]. These radicals are of high 
relevance especially for the formation of NOx. The calculated OH and O species with hybrid and 
hybrid-streak formation models are shown in Figure 9. The OH and O species are generally lower 
predicted with the hybrid-streak formation model.  

This is mainly due to the contribution of the streak formation model (i.e. the spatial distribution of 
oxygen concentrations (see Figure 8)) in which the rates of production or destruction of the species 
are slowed downed by the streak formation model (see Eq. 6). Since the net reaction rate in the streak 
formation model is multiplied by the mixing function, the region above the major flue gas release zone 
and the adjacent shear layers / reaction fronts are mainly influenced by mixing of the streaks.  

 

 

Figure 6: Flue gas temperature field calculated by the hybrid model [°C] (left) and the hybrid-streak 
formation model (right) 

 

>

 

Figure 7: Iso-surfaces of CO concentration [ppmv] in the mid plane of the computational domain 
calculated by the hybrid model (left) and the hybrid-streak formation model (right) 
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Figure 8: Iso-surfaces of the O2 mass fraction [-] in the mid plane of the computational domain 
calculated with the hybrid model (left) and the hybrid-streak formation model (right) 

 

> >
O OH

 

Figure 9: Iso-surfaces of O concentration [ppmv] (left), and OH concentration [ppmv] (right) calculated 
with the hybrid (top) and the hybrid-streak formation model (bottom) 

As already mentioned, a skeletal reaction mechanism (28 species and 102 reactions in total) was 
applied [ 6] for the simulation of the NOx formation process, whereas the simulation was performed in a 
post-processing step. The initial conditions were taken from the previous solution data (combustion 
simulation with hybrid and hybrid-streak formation model, respectively).  

Experimental data of the combustion and release behaviour for a variety of solid biomass fuels have 
been gained through several measurement campaigns in a lab-scale pot furnace reactor (packed bed 
batch reactor) [15, 16]. These experimental data include the concentration profiles of the N containing 
species NO, NH3, HCN, NO2 and N2O over time. The measured profiles are utilised for the derivation 
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of release functions for the most relevant NOx precursors measured. The release functions of fuel 
nitrogen depend on the local air ratio (lambda) and the nitrogen content of the fuel. The most 
important NOx precursor detected above the fuel bed under fuel rich conditions is NH3, while HCN is 
almost insignificant. NO is detected mainly under air rich conditions. Furthermore, the experimental 
data are utilised to derive release functions for the relevant NOx precursors NO, NH3 and HCN. The 
release functions were implemented in an in-house empirical packed bed combustion model [ 15 and 
 16], which serves as a basis for the subsequent CFD gas phase simulation of N species conversion. 
Figure 10 shows the NO, NH3 and HCN profiles calculated with the hybrid and the hybrid-streak 
formation model. Generally, distinct areas can be observed, where the release of NO, HCN and NH3 
takes place. NO is released in the air-rich zones at the beginning and the end of the fuel bed. NO is 
formed in regions of simultaneously high temperature and high concentrations of O and OH radicals 
[ 17 and  18]. The locations, where the NO has been released are in line with the high concentrations of 
O and OH radicals above the bed (see Figure 9). In contrast, NH3 and HCN are primarily released 
from the main in-bed devolatisation/gasification zone. These differences result from the local 
differences in the in-bed availability of oxidiser (see Figure 8), which in turn depends on the 
distribution of the primary air under the grate as well as on the in-bed thermal conversion processes. 
At the beginning and at the end of the fuel bed high in-bed availability of oxygen primarily leads to the 
release of the fuel-bound nitrogen in form of NO (see Figure 8), while NH3 and HCN are formed at low 
in-bed availability of oxygen in the main in-bed devolatisation/gasification zone. The distribution of the 
N-containing species in the gas phase results from the simultaneous formation and reduction 
processes, taking place in different regions of the combustion chamber and depending on many 
factors. Here, by taking into account the effect of the streak formation model, it can be seen that the 
spatial distribution of NO and NH3, specially, above the fuel bed are different (see Figure 10). These 
differences are mainly attributed to the different oxygen and radical (O and OH) concentrations that 
are influenced by the streak formation model (see Figure 8 and Figure 9). Figure 11 shows the NOx 
profiles predicted with the hybrid and the hybrid-streak model. Table 2 provides the NOx 
concentrations predicted with the hybrid and the hybrid-streak model in comparison with NOx emission 
measurements at boiler outlet. The results indicate that the prediction is improved with the hybrid-
streak formation model. This can be argued with the more accurate prediction of the species mixing 
process above the fuel bed and, therefore, of the radicals, that are important for the NOx formation 
processes. 

> > >HCN NH3 NO

 

Figure 10: Iso-surfaces of HCN concentration [ppmv] (left), NH3 concentration [ppmv] (middle) and NO 
concentration [ppmv] (right) calculated with the hybrid model (top) and the hybrid-streak formation 
model (bottom) 
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Figure 11: Iso-surfaces of NOx concentration [mg/Nm
3
 d.b., 13 vol% O2] calculated with the hybrid 

model (left) and the hybrid-streak formation model (right) 

 

Table 2: Predicted NOx concentrations with the hybrid and the hybrid-streak formation model in 
comparison to measurements 

Parameter Unit Value Deviation [%]

Experiment [mg/Nm
3
 d.b., 13 vol% O2] 129 -

Hybrid [mg/Nm
3
 d.b., 13 vol% O2] 141 9

Hybrid-streak [mg/Nm
3
 d.b., 13 vol% O2] 125 3  

4. Summary and conclusions 

A streak formation model has been developed to account for the effects of gas streaks arising from the 
fuel bed on gas mixing and reactions. The streak formation model is based on a correlation between 
the local gas residence time and a mixing time in which the mixing time is the necessary time to reach 
the fully mixed condition above the packed bed. A mixing state definition was introduced in order to 
evaluate the degree of mixing and the fully mixed condition, respectively, above the packed bed. The 
gas residence time introduced in the streak formation model was obtained by solving a scalar 
transport equation. A series of packed bed CFD case study simulations has been carried out to derive 
the mixing time introduced in the streak formation model. The primary air velocity, volatile mass flow 
rate and number of particles (bed thickness) were identified as influencing parameters for the 
derivation of mixing time. The number of layers was considered as independent parameter since it had 
considerable influence on the mixing. Then, the effect of primary air velocity and volatile mass flow 
rate variations on the mixing were studied for a defined number of layers (5, 10 and 15 layers). The 
results showed a negligible effect of the volatile release rates on mixing. However, the primary air 
velocity and particle Reynolds number, respectively, had a significant effect on mixing. The particle 
Reynolds number definition was applied in terms of particle diameter and primary air velocity. This 
definition helped to reduce the number of independent parameters and to make the model applicably 
for any fuel particle size. The results of the CFD packed bed case study served as look-up table for 
the calculation of the mixing time in dependence of the different influencing parameters. The mixing 
time can be retrieved by a linear interpolation between the calculation points in dependence of the 
particle Reynolds number and the number of fuel layers. Furthermore, the application of the streak 
formation model has been verified for a pilot-scale grate furnace. Two simulations have been 
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performed, with and without the effect of the streak formation model. An in-house developed hybrid 
gas phase combustion model applicable for laminar to turbulent flow situations was used for both 
simulations (hybrid model). For the case that considers the effect of streaks on combustion, the 
particle Reynolds number and the number of layers (fuel bed thickness) have been calculated from the 
velocity profile specified by the empirical packed bed model as well as the assumed height of the fuel 
bed, respectively. The mixing time profile for the pilot-scale grate furnace was then evaluated by an 
interpolation through the values retrieved as a function of the particle Reynolds number and the bed 
height. Two scalar transport equations have been solved for gas residence time as well as mixing time 
to derive the local mixing function defined in the streak formation model. The effective reaction rate 
within the hybrid model was achieved by multiplying the mixing function, which considers macro-
mixing, with the reaction rate predicted with the hybrid model. The results from the pilot-scale biomass 
grate furnace with and without the effect of streaks showed that in the present case, the streaks had 
no big influence on the combustion process including flue gas temperature and CO emissions. The 
low oxygen concentrations in the primary combustion zone and high flue gas residence time result in a 
full CO burnout at furnace exit as well as a full conversion of oxygen before the secondary combustion 
zone. However, the formation of reacting radicals (e.g. O and OH), especially, in the region above the 
bed are influenced by the streak formation model since the reaction progress is delayed caused by the 
incomplete mixing. 

In the next step, NOx simulations have been performed in a post-processing approach based on the 
solution obtained from the combustion simulations. The NOx precursor species release profiles have 
been calculated with an empirical packed bed model. The distribution of the NH3, HCN and NO 
profiles showed that the streak formation model has a strong influence on the spatial distributions of 
the aforementioned species. This is mainly due to the slowdown of the reaction rate predictions 
caused by the streak formation model. Finally, the NOx emissions calculated with the streak formation 
model showed a better agreement with measured values due to the superiority of the model for the 
prediction of the reacting radicals above the packed bed. Concluding, the streak formation model in 
combination with the hybrid gas phase combustion model displayed a potential for an improved NOx 
prediction since it considers species mixing and reaction processes above the fuel bed with a higher 
accuracy. In the future, extensive validation simulations for real-scale plants are foreseen in order to 
validate and evaluate the model in more detail and for different framework conditions. 
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State-of-the-art packed bed models supply continuous concentration profiles as boundary conditions for
subsequent CFD simulations of gas phase, leading to pre-mixed combustion conditions. However, in reality the
“porous” nature of the packed bed leads to streak formation influencing gas mixing and combustion. Therefore,
in the present work, in order to account for the influence of the streaks on gas phase combustion, a gas streak
model based on a correlation between the local gas residence time and a mixing time has been developed
based on numerical simulations. Finally, the streak model was linked with an in-housed developed hybrid gas
phase combustion model suitable for laminar to highly turbulent flow conditions and applied for an under-
feed pellet stoker furnace (20 kWth) concerning the simulation of gas phase combustion and NOx formation.
The results in comparison with a simulation without the streak formation model show that the flue gas species
prediction can be improved with the proposed streak formation model. Especially, in the region above the fuel
bed (in the primary combustion chamber), this is of special importance for NOx reduction by primary measures.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction and objectives

CFD modelling is becoming increasingly important for the deve-
lopment and optimisation of biomass grate furnaces. Here, gas phase
combustionmodels play a key role concerning predictions of flow, tem-
perature, and gaseous emissions (e.g. CO and NOx).

The mode of gas combustion in a grate furnace can be classified as
partially premixed with a locally differing mixing degree of oxidiser
and fuel, whereas in this context the reactive gases released from the
combusting biomass particles in the fuel bed are to be understood as
(gaseous) fuel.

An empirical packed bed model developed by BIOS in cooperation
with TU Graz [1–3] is usually being used at BIOENERGY 2020+ for the
calculation of composition, temperature and velocity of the flue gas
leaving the fuel bed. The empirical packed bed model, as most of the
common packed bed models, calculates profiles of partially premixed
flue gas compositions not considering spatial concentration gradients
of oxygen and volatiles, since the fuel particles and the surrounding
space cannot be resolved. However, in reality, the amount and distribu-
tion of combustibles and oxidiser in the gas released from the biomass

particles in the fuel bed are locally strongly differing, which is termed
here as streak formation, influencing gas mixing and combustion.

Therefore, in this paper, a model which accounts for the influence of
the streaks on gas phasemixing and reactions (e.g. combustion and NOx

formation) is introduced. The streakmodel is based on a correlation be-
tween the gas residence time and mixing time above the fuel bed,
whereas the mixing time is defined as the necessary residence time to
reach the fully mixed condition.

To derive the mixing time, a CFD case study with an ideally packed
bedwith spheres as fuel particles and non-reacting flowwas performed
to numerically derive the mixing time in dependence of relevant
influencing parameters. The particle diameterwas derived from the vol-
ume to surface area ratio of pellets according to EU standard [4,5]. The
volatiles were represented by CO2 released from the surface of the par-
ticles. The volatile release rate from a single particle was approximated
with an in-house developed model [6] for single particle conversion.
The influence of relevant parameters, like bed height, volatile mass
flow rate and particle Reynolds number (calculated with the bulk flow
velocity of primary air below the bed and the particle diameter), on
mixing time was investigated.

In the next step, themodelwas linkedwith an in-housedevelopedhy-
brid gas phase combustion model suitable for laminar as well as moder-
ately to highly turbulent combustion conditions [7] and tested for a
20 kWth under-feed pellet stoker furnace concerning the simulation of
gas phase combustion and NOx formation. The gas phase mixing and
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reaction progress is highly influenced by laminar and low turbulence
zones in the regions above the fuel bed and in small-scale biomass com-
bustion applications in general. Therefore, the application of the hybrid
model is relevant.

In order to highlight the advantages of the hybrid model and the
streak formation model for the simulation of small-scale furnaces in
terms of combustion and emission predictions, additional simulations
were performed with different CFD gas phase reaction models like the
eddy dissipation model (EDM) [8] and the eddy dissipation concept
(EDC) [9]. All the simulations were performed with ANSYS® FLUENT®
release 15.0. For the purpose ofmodel evaluation, the simulation results
were compared with CO and NOx emission measurements.

2. Methodology

Firstly, an overview of the models applied for the case studies is
given in the modelling section. Then, the non-reacting packed bed sim-
ulations for the derivation of the parameters of the streak formation
model are described. Finally, the case study with the under-feed pellet
stoker grate furnace for the test and evaluation of the streak formation
model is introduced.

2.1. Modelling

In this chapter, the models used for the non-reacting packed bed
simulations as well as the grate furnace simulations are explained.
Then, the hybrid gas phase combustion model which is utilised for the
grate furnace simulations is introduced. Finally, the streak formation
model is presented.

2.1.1. Model overview

2.1.1.1. Case study with ideally packed bed. For the derivation of streak
formation parameters, non-reacting multi-species simulations with an
ideally packed bed with spheres have been performed. The SST k–ω
low Reynolds turbulence model is applied to cover the whole range of
flow conditions from laminar to turbulent flows in biomass grate
furnaces. The primary air is injected uniformly below the fuel particles
whereas the grate has been neglected. CO2 is taken as trace species
representing the volatiles release through the particle surface. To
estimate the degree of mixing, a mixing state is defined (see
Section 2.1.3). The mixing time is evaluated based on an estimated
residence time to achieve a certain degree of mixing. The gas resi-
dence time is calculated by solving a scalar transport equation.

2.1.1.2. Furnace simulation. For the simulation of the under-feed stoker
furnace, the following models have been applied: an empirical model
developed by BIOS in cooperationwith TUGraz [1–3] is used to describe
the thermal decomposition of the solid biomass fuel. Themodel consists
mainly of three parts. The definition of one-dimensional profiles along
the grate concerning the degradation of the fuel components as well
as fuel drying (part 1: based on assumptions and experimental data
from test runs). In combination with the definition of conversion pa-
rameters (based on assumptions as well as experimental and literature
data),whichdescribe the formation of themost important flue gas com-
ponents CH4, CO, CO2, H2, H2O, and O2 as well as the NOx precursors
NH3, HCN and NO (part 2), the stepwise balancing of mass and energy
fluxes released from the fuel bed is possible (part 3) [1–3]. The calcula-
tion results are used as boundary profiles for subsequent CFD simula-
tions of the reactive flow in the furnace.

The EDM, the EDC and hybrid gas phase reaction models were used
for the simulations of turbulent reactive flow in the combustion cham-
ber. The solution of the EDM simulation, which is specially adapted for
biomass grate furnaces with a global 3-step reaction mechanism [1,10,
11], was used as starting solution for the subsequent EDC and hybrid
model simulations. In the case of the hybrid model, an additional

simulation was performed by taking into account the effect of streak
formation. The latter will be referred to as hybrid-streak model
throughout the paper.

The In-Situ Adaptive Tabulation (ISAT) algorithm by Pope [12] has
been used to speed-up theCPU-intensive treatment of thedetailed reac-
tion kinetics for the EDC, hybrid and hybrid-streak simulations. The dis-
crete ordinate model (DOM) model was applied to simulate radiative
heat transfer in the furnace. A domain based weighted-sum of gray-
gases model (WSGGM) was used to calculate the absorption coefficient
of the gas phase. Since the temperature and flue gas species specified by
the empirical packed bed model are fixed at the surface of the fuel bed,
there is no feedback from the freeboard on the bed model. The Realiz-
able k–ε turbulence model was used for turbulence. Together with the
Realizable k–ε model, the enhanced wall treatment model is used,
which is a two-layer turbulence approach combined with enhanced
wall functions [13]. The model is valid throughout the near-wall region
(i.e., laminar sub-layer, buffer region, and fully-turbulent outer region).
Therefore, the model is supposed to be valid for low and high Reynolds
wall-bounded flows. It should be noted that the SST k–ω low Reynolds
turbulence model was applied as suitable turbulence model above the
packed bed to predict the mixing time since the flow is weakly turbu-
lent. In the furnace simulation, the mixing delay due to the streaks,
which is assumed to be dominating over the turbulent mixing above
the bed, is considered with the streak model. Moreover, the Realizable
k–ε model gives considerably better results concerning the mixing of
round jets in gas streams [1,14] than the SST k–wmodel. The governing
equations consist of incompressible Favre-averaged transport equations
of continuity, momentum, energy, radiation, turbulence and species
conservation equations. A second-order upwind discretisation scheme
was used to solve all governing equations. Mass diffusion coefficients
are required whenever species transport equations in multi-
component flows are solved. The constant dilute approximation meth-
od with a value of 2.88 × 10−5 was used for the diffusion coefficient
of each species in the mixture. An overview of the solution algorithm
used for the furnace simulations with different gas phase reaction
models is shown in Fig. 1. Under the assumption that NOx formation re-
actions do not significantly influence the flow pattern in the furnace, a
time saving 2-step approach is applied for CFD simulations. The basic
gas phase combustion simulation has been performed using the EDC,
hybrid and hybrid-streak combustion models with the C\\H\\O subset
of the Skeletal Kilpinen97 mechanism (12 species and 25 reactions)
[15], which has extensively been validated for grate furnaces [15]. The
subsequent CFD simulation of gas phase fuel NOx formation in a post-
processing mode has been done using the EDC, hybrid and hybrid-
streak models in combination with a detailed reaction mechanism (28
species and 102 reactions in total) [15]. Here, it is worth to mention
that, the EDM in combination with global reaction mechanisms is not
able to describe complex interactions of turbulence and multi-step reac-
tion kinetics as given in the case of NOx formation in biomass combustion
plants. Therefore, the NOx simulations reported in this paper were only
performed with the EDC, the hybrid and the hybrid-streak model.

2.1.2. Hybrid gas phase reaction model

2.1.2.1. Bulk flow. An in-house developed hybrid gas phase reaction
model, suitable for laminar to highly turbulent flows, has been applied
for the simulation of the reacting gas flow. In particular, in the region
above the fuel bed and in small-scale biomass combustion plants, gas
phase mixing is highly influenced by laminar and low turbulence
zones. Here, the eddy break-up combustion models are not valid be-
cause they were originally developed for highly turbulent flows. There-
fore, a hybrid eddy dissipation concept (EDC)/finite rate kinetics model
(FRK) has been developed, which calculates the effective reaction rate
from laminar finite rate kinetics and the turbulent reaction rate and
weights them depending on the local turbulent Reynolds number of
the flow.
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For amulti-component system, the speciesmass conservation equa-
tion is defined as follows;

∂
∂t

ρYið Þ þ ∇ � ρ υ!Yi

� �
¼ −∇ � J

!
i þ Ri ð1Þ

where ρ is the mixture density, Yi is the mass fraction of species i, υ! is

the velocity vector, J
!

i is the diffusion flux of species i due to concentra-
tion gradients, and Ri is the net rate of production of species i by chem-
ical reactions.

In the hybridmodel, themean chemical reaction (second term in the
right hand side of Eq. (1)) is modelled as:

Rið ÞHybrid ¼ 2
1þ Ret

� �
Rið ÞFRK þ Ret−1

1þ Ret

� �
Rið ÞEDC ð2Þ

where (Ri)FRK is the FRKmean reaction rate, the term (Ri)EDC is themean
reaction rate calculated by the EDC model and Ret is the turbulent
Reynolds number which is defined as follows:

Ret ¼ ρk2

νε
: ð3Þ

In the laminar range, the reaction rate is calculated with pure finite
rate kinetics and in the highly turbulent region with the EDC. In the
transition region around Ret= 64, the overall reaction rate is calculated
as the sum of the weighted reaction rates of finite rate kinetics and the
EDC. In other words, the overall reaction rate is determined as a linear
combination of the two reaction rates. The hybrid model has been ex-
tensively validated for a series of diffusion jet flames covering laminar,
transitional, and turbulent flow conditions. A detail description of the
hybrid gas phase reaction model can be found in [7].

2.1.2.2. Near-wall combustion. In the hybrid gas phase reaction model,
the overall reaction rate is calculated by a weighted reaction rate. The
hybrid model gives results which are close to the FRK model when ap-
proaching the laminar regime, while the results are close to the EDC in
the high turbulence region. The weighting factors in the hybrid model
are a function of the turbulent Reynolds number of the flow. This im-
poses problems in the near wall region, when the flow cannot be suffi-
ciently resolved, which is true in most of the real-scale combustion

applications with wall-bounded flows involved. One challenge in CFD
is how to treat the thin near-wall sublayer, where viscous effects are im-
portant. Generally, in turbulent wall flows, two distinct zones exist near
thewall. Firstly, the viscous sublayer which is completely dominated by
viscous effects. The so-called “outer region” shows a nearly constant ve-
locity with distance from the wall. Fig. 2 (left) shows the distinct areas
existing near the wall in turbulent wall flows. A non-dimensional wall
distance (y+) is used to differentiate the regions that exist near the
wall. The y+ can be interpreted as a local Reynolds number with the
wall distance as length scale, so its magnitude defines also the relative
importance of viscous and turbulent processes [16]. To support this hy-
pothesis, Fig. 2 (right) shows the fractional contributions of viscous and
Reynolds stresses to the total stress in the near-wall region of a channel
flow taken from [16,17]. When the stresses are plotted against y+, the
profiles depicted for two Reynolds numbers almost collapse. The vis-
cous contribution drops from 100% at the wall (y+ = 0) to 50% at
y+ = 12 and is less than 10 at y+ = 50.

Therefore, an accurate resolution of this layer can be crucial. This is
due to the steep gradient of themean values (e.g. transport ofmeanmo-
mentum and other parameters) that occur in the boundary layer. There
are two approaches to model the near-wall-region. The most reliable
way is to use modified turbulence models (e.g. low-Re-number tur-
bulence models) to resolve viscosity-affected region (i.e. near wall
regions)with ameshwhich isfine enough to resolve the steep gradients
near the wall, including the viscous sublayer. However, this can be very
computationally expensive, particularly in 3D cases. Hence, the tradi-
tional industrial solution is to use wall-functions for flow modelling.
Enhanced wall treatment is a near-wall modelling method that com-
bines a two-layer model (i.e. linear (laminar) and logarithmic (turbu-
lent)) with enhanced wall functions. The method formulates the law-
of-the-wall as a single wall law for the entire wall region. ANSYS®
FLUENT®achieves this by blending the linear (laminar) and logarithmic
(turbulent) laws-of-the-wall using a function suggested by Kader [13]
as follows:

uþ ¼ eΓuþ
laminar þ e

1
Γuþ

turbulent ð4Þ

where Γ is a blending function in dependence of y+ and is given by:

Γ ¼ −
0:01 yþð Þ4
1þ 5yþ

ð5Þ

Fig. 1. Overview of the solution algorithm.
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where u+laminar and u+turbulent are the dimensionless velocities. The def-
initions of y+, u+laminar and u+turbulent can be found in [16]. Fig. 3 shows
the trend of the blending factors in dependence of the non-dimensional
wall distance (y+). This formula also guarantees the correct asymptotic
behaviour for large and small values of y+ and reasonable representa-
tion of velocity profiles in the cases where y+ falls inside thewall buffer
layer.

In the hybrid combustion model, close to the wall, the turbulent
Reynolds number of the flow approaches zero and the reaction rate is
mainly calculated by the FRKmodel, despite the fact that the larger frac-
tion of the flow in the wall near cell is influenced by inertial forces
(Reynolds stresses). In conclusion, in reacting flows, it is also a problem
of not sufficiently resolving thewall, which leads to the consideration of
flow regimewhen calculating the reacting rate,while in reality there is a
rapid change of the flow regimes in the boundary layer. To avoid this,
the reaction rate has to be weighted in dependence of the flow regime
inside the wall cell. Therefore, the mean chemical reaction rate for the
near wall cells can be adjusted by blending the FRK and EDC models
using a function suggested by Kader [13] as follows:

Rið Þwall ¼ eΓ Rið ÞFRK þ e
1
Γ Rið ÞEDC ð6Þ

where Γ is a blending function as defined in Eq. (5). The usage of y+ in
the blending function represents the concept of local Reynolds number
of the flow as earlier explained [16]. In this formulation, the FRK and the
EDC are weighted according to the fractional contributions of the

viscous and Reynolds stresses in the near-wall region and the overall re-
action rate in thewall cell is calculated as the sum of theweighted reac-
tion rates of the FRK and the EDC. As shown in Fig. 3, in the laminar
range (y+ b 5) the reaction rate is calculated with pure finite rate kinet-
ics and in the turbulent region (y+ N 30) with the EDC. In the transition
region around y+ = 10 (i.e. buffer layer), the contribution of viscous
and Reynolds stresses is interchanging. Therefore, the overall reaction
rate in the wall cell is calculated by a combination of the two terms.
Hence, the overall reaction rate is weighted by two terms as a function
of y+.

This nearwall combustion approachwas implemented in the hybrid
model. The cases that have been simulated with the hybrid and the
hybrid-streak model in this paper utilise the near wall combustion ap-
proach embedded in the hybrid model.

2.1.3. Streak formation model
A streak formation model has been developed. The model is based

on a mixing time, where the gas streaks arising from the fuel bed are
fully mixed, and a correlation with the residence time of the flue gas re-
leased from the fuel bed. In order to describe the mixing process above
the packed bed, a criterion has been defined to calculate the mixing
state (MS) as follows:

MS ¼ 1−
Cfm−C tð Þ

Cfm
: ð7Þ

Here, Cfm is the tracer gas concentration (here CO2) in the fully
mixed gas and C(t) is the local tracer gas (CO2) concentration in depen-
dence of the mixing time. The residence time which is necessary to
reach the definedmixing state (here, 0.99 bMS b 1.01 has been defined)
is themixing time tfm. Finally, themixing function (MF) is the combina-
tion of the mixing time tfm and the gas residence time tgas:

MF ¼ min
tgas
tfm

;1
� �

ð8Þ

where

MF 0 (completely unmixed)
MF 1 (completely mixed).

The mixing function provides information about the mixing quality
of the volatiles and the primary air, it varies between 0 (no mixing)
and 1 (fully mixed). The mixing time (tfm) is derived from the packed
bed case studies and is a constant value. Therefore, Eq. (8) can be con-
sidered as a linear correlation of tgas which is bounded between 0 and 1.

A user-defined scalar approach (UDS) is used to calculate the gas
residence time inside the combustion unit. The approach proved to be

Fig. 2. Areas of turbulent wall flows (left) and fractional contributions of viscous and Reynolds stresses to total stress in the near-wall region of a channel flow (right) (adapted from
Chapter 7 in [16]) taken from [17] (dashed lines, Re = 5600; solid lines, Re = 13,750).

Fig. 3. Trend of blending factors in dependence of y+.
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valid for use in modelling heating, ventilation, air conditioning and hy-
draulic systems [18,19].

For an arbitrary scalar, φk (here gas residence time), the steady state
transport equation to be solved is given by [18,19]:

∂
∂xi

ρuiφk−Γk
∂φk

∂xi

� �
¼ Sφk

ð9Þ

where, Γk is the diffusion coefficient and Sφk
is the source term.

The diffusivity of the UDS is defined to be the same as of the flue gas
since the residence time is transported and mixed with the gas flow.
Therefore, in turbulent combustion flows, the diffusivity of the UDS is
a function of the binary diffusivity, the turbulent and laminar viscosities,
and the turbulent Schmidt number and is defined as follows [19]:

Γk ¼ Dbρþ μ l þ μt

Sct
ð10Þ

where, ρ is the density of the flue gas, Db is the binary diffusivity of the
flue gas (with a value of 2.88 × 10−5 which is also applied for the diffu-
sion coefficient of each species in themixture), μl and μt are the laminar
and turbulent viscosities of the flue gas and Sct is the turbulent Schmidt
number (with a value of 0.7 which is also applied for the species trans-
port equation) defined as:

Sct ¼ μt

ρDt
ð11Þ

where Dt is the turbulent diffusivity of the flue gas. The effect of turbu-
lence fluctuations is taken into account in the calculation of residence
time implicitly since the effect of turbulent viscosity is considered in
the diffusivity of the scalar transport equation.

At time t the mass flow rate of a fluid into a cell is m•, therefore, the
value of the scalar when it enters the cell is m•t. When the fluid leaves
the cell, its age is increased by Δt, therefore, the value of the scalar
when it leaves the cell is m•(t + Δt). In order to find the time at
which the fluid leaves, a source term is required equivalent to:

Sφk
¼ m•Δt

V
ð12Þ

where,m• is themass flow rate and V is the volume of the computation-
al cell.

The source term is divided by the cell volume since it is applied on a
volumetric basis. Since neither the time nor the mass flow rate through
the cell is known, the following relationship could be applied to simplify
the source term:

m• ¼ ρAu ¼ ρV• ð13Þ

where A is the area of the cell and V• is the volumetric flow rate.
By rearranging Eq. (13) we have

V• ¼ m•

ρ
ð14Þ

and since

Δt ¼ V
V• ð15Þ

by substituting Eq. (14) into Eq. (15) we have

Δt ¼ Vρ
m• : ð16Þ

Now, by substituting Eq. (16) into Eq. (12), the source term can be
found as follows:

Sφk
¼ ρ: ð17Þ

A second-order upwind discretisation scheme was used to solve
Eq. (9). Eq. (9) has been implemented by a user-defined function
(UDF) in ANSYS® FLUENT®.

Finally, the effective reaction rate is calculated by multiplying the
mixing function, which defines the macro-mixing state, with the re-
action rate, calculated by the hybrid combustion model as follows:

Rið ÞHybrid‐streak ¼ MF� Rið ÞHybrid: ð18Þ

Therefore, at positions where mixing is poor the rates of homoge-
neous reactions are damped which leads to streaks above the bed. The
term “streaks” is used to represent the definition of themixing function.

2.2. Case study for the derivation of the streak formation model

ACFD studywith an ideally packed bedwith spheres as fuel particles
and non-reacting flow has been performed in order to numerically de-
rive the mixing time. The volatiles were represented by CO2 released
from the surface of the particles in the bed. The volatile release rate
from single particles was approximated by an in-house developed
layer model [6] for the conversion of thermally thick biomass particles.
In this parameter study, the following influencing parameters have
been investigated for a packed bed: bed height, volatile mass flow rate
and bulk flow velocity of primary air below the bed. The bed height
was varied by particle layers from 5 to 15 layers. During typical biomass
combustion conditions with air staging the most relevant components
released are H2O, CO2, CO, H2 and CH4 [20–22]. However, during packed
bed combustion, the dominant gas volume flux is from the primary air
passing through the packed bed. In CFD simulations the density of the
mixture is usually considered as incompressible ideal-gas (due to the
low pressure changes) and mainly depends on the temperature inside
the combustion chamber that influences the volume flow rate of the
volatiles released from the biomass particles. Furthermore, to qualify
the effect of mixing between primary air and volatiles the volatile com-
position plays no role, while the released volume flow (which depends
on temperature) is important. Moreover, since a non-reacting simula-
tion is performed, for the release rates only an average value can be es-
timated. Therefore, a sensitivity analysis concerning the influence of the
volatile release rate was performed. In order to cover the possible range
of released volume fluxes, the estimated value of the reference case was
multiplied by a factor x. A typical volatile release rate was estimated
with the layer model; for the investigation of the sensitivity of the re-
sults on the release rates, this value has been varied between a factor
of 1 to 1.7. It could be shown that the influence of the release rate is
comparably low.

Bulk flow velocity of primary air below the bed was varied between
0.1 and 7 (ms−1). In biomass grate furnaces, the flowabove the fuel bed
is typically in the low Re range. Usually, the primary air velocity fed
below the grate may vary between 0.1 and 7 (m s−1). The values are
gained from an in-house developed empirical packed bed model
[1–3]. Therefore, to cover all ranges of flow conditions for small to
large-scale biomass combustion plants, a sensitivity analysis has been
performed.

The diameter of the sphereswas approximated based on the volume
to surface area ratio of pellets according to the respective EU standard
[4,5]. As mentioned, the study has been performed for pellets as fuel.
However, the simulation results can be applied for all particle sizes by
applying the particle Reynolds number for the look-up table where
the results are summarised. Here, three parameter studies with an ide-
ally packed bed with the different bed heights and number of particle
layers, respectively, were performed in order to calculate the mixing
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time in dependence of the influencing parameters. Fig. 4 shows the CFD
domain of the packed bed for 5 layers considered in this study. An un-
structured computational grid with 2, 4 and 6 million cells in total was
used for the simulation of the packed bed with 5, 10 and 15 numbers
of layers, respectively. On the surface of the particles, a number of layers
with prismatic grid (10 layers) are used to resolve the viscous sublayer.
It has been assured that the first grid point (the thickness of the first
layer of the prismatic cells was about 0.007 mm) is located in the vis-
cous sublayer (y+ b 1). The primary air was injected below the bed
with an even distribution and the volatiles represented by CO2 as tracer
gas were released from the surface of the spheres. Moreover, different
planes above the bed were defined to evaluate the mixing state and
mixing time. In the definition of the packed bed, the reference plane
and the other planes above it are fixed at a certain height for each num-
ber of layers studied. This means that all the layers are arranged below
the reference plane (see also Fig. 4).

A simulation matrix was built for each layer to derive the mixing
time based on the primary air velocity and volatile mass flow rate. The
flow simulationwas performed for all primary air velocities and volatile
mass flow rates. Then, themixing state was calculated at each plane de-
fined above the bed. Finally, the mixing time was derived based on the
estimated gas residence time which is necessary to reach the defined
mixing state (here, 0.99 b MS b 1.01).

Therefore, the mixing time can be represented by influencing pa-
rameters like primary air velocity and number of layers considered in
the simulations. To make the model applicable for all fuel particle
sizes, the mixing time can be represented as function of the particle
Reynolds number instead of the primary air velocity. The particle Reyn-
olds number can be defined as follows:

Rep ¼ Vprimary airdv

νair
ð19Þ

where Vprimary air is the primary air released below the particles, νair is
the air kinematic viscosity and dv is the volume diameter.

The volume diameter dv [23] can be derived based on the diameter
of a sphere having the same volume as the biomass particles. The bio-
mass particle volume can be estimated from the average size of the bio-
mass particles.

2.3. Test and verification of the streak formation model for small-scale
biomass under-feed stoker furnaces

To investigate and verify the influence of the streak formationmodel
on gas phasemixing and reactions, a CFD simulation was performed for
an under-feed stoker furnace (20 kWth).

The under-feed stoker furnace used for the test of the streak forma-
tion model is shown in Fig. 5. The simulation domain comprises the
combustion chamber above the fuel bed till the exit of the hot water
fire tube boiler. For the furnace simulation, an unstructured computa-
tional grid with 2 million cells in total was used while 7 layers are
used with prismatic grid with initial prism height of 2 mm to resolve
the viscous sublayer. It is necessary to resolve the viscous sublayer for
small-scale plants since the low Reynolds regions are of high relevance.
However, in larger plants the flow is fully turbulent and it is not eco-
nomic to resolve the viscous sublayer due to high computational costs.
The fuel is fed on the grate from below and is transported towards the
outer edge of the grate. Primary air is supplied through the grate by noz-
zles at the bottom which form a concentric ring with the fuel feeding
tube in the centre. The secondary air is injected through the secondary
air inlet channel and is distributed in annular space of secondary air sup-
ply (see Fig. 6). There are twelve secondary air nozzles located on the
circumference of the burner. However, every third nozzle is blocked
and only eight nozzles are open in this case study. The secondary com-
bustion zone is located after the secondary air is introduced. Moreover,
there is no flue gas recirculation considered in this case study. More-
over, false air supply into the combustion chamber due to the ash re-
moval system is considered. A certain amount of leakage air (10% of
primary air), obtained from measurements during test runs, was taken
into account in the simulation as false air.

The water side of the fire tube boiler walls was not included in the
simulation. A convection boundary condition with 75 °C (average
water temperature) and a typical heat transfer coefficient for water in
forced convection (2000 W/m2 K) are used as framework conditions
for the fire tube boiler walls.

The simulationswere performed for two biomass fuels, wood pellets
and straw pellets, for which the experimental data concerning CO and
NOx emissions were available. Table 1 provides the most relevant oper-
ating conditions of the furnace and fuel composition.

3. Discussion of the results

3.1. Derivations of the streak formation model constants

An initial case study was performed to investigate the effect of the
number of layers (bed height) on mixing. Fig. 7 shows the mixing
state (Eq. (7)) variations in dependence of bed height for different num-
bers of layers. In the parametric case studies, themixing state is calculat-
ed as a scalar field variable and evaluated in several planes defined
above the packed bed. One can evaluate for each plane the maximum
or minimum value of the tracer gas concentration for the definition of

Fig. 4. CFD domain and boundary conditions for the evaluation of themixing time above a
packed bed. Fig. 5. Geometry of the under-feed stoker furnace with a fire-tube hot water boiler.
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themixing state. In the present study, themaximumvalue of themixing
state is determined at each plane. By doing this, the mixing state is de-
rived in dependence of the height above the bed.

The results show a strong effect of the number of layers (bed height)
on mixing. Hence, it was considered as an independent parameter. Af-
terwards, a simulationmatrixwas defined in order to investigate the ef-
fect of primary air velocity and volatile mass flow rate variations on the
mixing (mixing state) for each number of particle layers defined (5, 10
and 15 layers).

Fig. 8 shows themixing state in dependence of bed height for differ-
ent volatile mass flow rate variations at two selected primary air veloc-
ities and under consideration of 10 layers. The results confirm that the
effect of volatiles is insignificant on the mixing in comparison to the ef-
fect of primary airmassflow rate since the fraction of the volatile release
rate to the primary air is low (e.g. 0.1–0.3). Because themassflowof vol-
atiles compared to the primary air mass flow is low and hence was ex-
pected to have an insignificant effect on mixing in comparison to the
primary air flow rate, a value considerably higher than the reference
value was investigated first. Since it showed nearly no difference to
the results with the reference value, a reduction of the amount of flue
gas below the reference value was expected to have even less effect
and it was thus not investigated.

The effect of primary air velocity variations on the mixing state for
different numbers of layers (10 and 15 layers) is shown in Fig. 9. The re-
sults in Fig. 9 are shown in dependence of particle Reynolds number in-
stead of velocity. The results indicate that the mixing state strongly

depends on the particle Reynolds number and, therefore, primary air
velocity. The change of the slope in Fig. 9 in the range of 15–20 mm
could be explained by a change in the flow regime from laminar to tur-
bulent conditions (i.e. transition regime) in the range between Rep =
237–947 (−) (i.e. the primary air velocity is in the range between 0.7
and 1 (m s−1)). Hence, the length of the streaks in dependence of par-
ticle Reynolds number (defined by the criterion for fully mixed condi-
tions) is oscillating in this range. As already explained, the mixing
function is a linear correlation between themixing time and the gas res-
idence time. The mixing time is a constant, which is a value of the gas
residence time at fully mixed conditions (MS = 1). Since the mixing
state as a function of the height above the bed shows an asymptotic be-
haviour (fully mixed conditions with MS = 1 will never be reached) a
certain tolerance has to be defined to achieve the mixing time. The tol-
erance has to be in a certain range in order to minimise its influence.
Therefore, on the one hand the value of the mixing state (for fully
mixed conditions) has to be close to one. On the other hand (as can be
seen in Fig. 9) it should be on the branch of an individual curve with a
rapid change of the mixing state, since on the flat branch the mixing
time and hence the mixing function strongly changes when varying
the tolerance and hence the mixing state. The evaluation of mixing
time (tfm) was done based on a certain error tolerance (here 1%) since
the mixing state has asymptotic behaviour that means it never reaches
the perfect mixing condition (i.e. MS = 1). The red line in Fig. 9 repre-
sents the error tolerance used to derive the mixing time. It has been

Fig. 6. Close-up of the primary and secondary air supplies.

Table 1
Operating conditions and fuel characteristics of the furnace.

Operating conditions Unit Wood pellets Straw pellets

Nominal boiler load kW 21 19
Adiabatic flame temperature °C 1501 1360
Flue gas recirculation ratio – 0 0
λPrim – 0.64 0.69
λtotal – 1.58 1.71

Fuel composition Unit Wood pellets Straw pellets

Ash Mass fraction d.b. 0.40 7.30
C Mass fraction d.b. 50.10 46.10
H Mass fraction d.b. 5.70 5.80
O Mass fraction d.b. 43.77 40.20
N Mass fraction d.b. 0.07 0.54
S Mass fraction d.b. 0.0 0.17
Moisture content Mass fraction w.b. 8.10 8.10
GCV MJ/kg d.b. 20.24 18.56
NCV MJ/kg w.b. 17.24 15.69

Explanations: w.b.: wet basis; d.b.: dry basis; GCV: gross calorific value; NCV: net calorific
value;λprim: primary air ratio related to primary air supplied below the grate including the
false air; λtotal: total air ratio related to total amount of air supplied. Fig. 7.Maximummixing state above the bed (–) evaluated for different numbers of layers.
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confirmed that 1% error tolerance is fine enough for all cases considered
to derive the mixing time.

Fig. 10 shows the mixing time behaviour in dependence of the par-
ticle Reynolds number aswell as the number of layers. For all layers con-
sidered, a trend concerning the mixing time in dependence of the
particle Reynolds number was found. The non-monotonic behaviour
in Fig. 10 could also be explained by a change in flow regime from lam-
inar to turbulent conditions (i.e. the transition regime) (see Fig. 9).
Hence, the length of the streaks in dependence of particle Reynolds
number (defined by the criterion for fully mixed conditions) is oscillat-
ing in this range. The results showed that themixing time of the streaks
increases as the particle Reynolds number increases. Generally, at lower
particle Reynolds numbers the mixing time is lower. This attributes to a
higher residence time of the flue gas due to lower primary air velocities

which results in a shorter streak length above the packed bed. The
mixing time increases as the particle Reynolds number (i.e. primary
air velocity) rises due to a higher streak length above the packed bed.
Moreover, the mixing time for all particle Reynolds numbers is lower
for a larger packed bed height since a higher residence time inside the
packed bed improves mixing of primary air and volatile matter. The re-
sults of this case study serve as look-up table for the calculation of the
mixing time in dependence of the different influencing parameters.
For practical application (e.g. the furnace simulationwith the streak for-
mation model— see Section 3.2) the mixing time (tfm) can be retrieved
by a linear interpolation between the calculation points through an es-
timation of the particle Reynolds number and the number of layers. The
particle Reynolds number can be easily calculated from the velocity pro-
file specified by the empirical packed bedmodel along the grate and the

Fig. 8.Maximummixing state (–) evaluated for different volatile release rates for 10 layers (left: primary air velocity 1 (m s−1), right: primary air velocity 7 (m s−1)).

Fig. 9. Maximummixing state (–) evaluated for different particle Reynolds numbers (left: 10 layers, right: 15 layers).
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average particle diameter (e.g. volume diameter [23]). Also, the number
of layers can be estimated by the initial estimated height of the packed
bed and the diameter of the fresh biomass fuel fed. The number of layers
represents the number of particles that can be stacked in that length
(e.g. length divided by the diameter of particles). Since the total number
of particles on the bed remains constant on average for a certain operat-
ing condition, also the number of layers remains constant over the grate
length.

3.2. Test of the steak formation model for a biomass under-feed
stoker furnace

In this section, the results for the simulation of the 20 kW biomass
under-feed stoker furnace are shown. The mixing function needs to be
evaluated for the present case to investigate the effect of the streak for-
mation model on the combustion simulation. Therefore, the mixing
function evaluation is presented for the case wood pellets. However,
the same approach was applied to derive the mixing function for
straw pellets (not shown here). Fig. 11 (left) shows the calculated par-
ticle Reynolds number as well as the number of layers along the grate
for wood pellets as fuel. The particle Reynolds number was calculated
based on the velocity profile calculated with the empirical packed bed
model (the maximum primary air velocity was about 2.5 [m s−1] in
the present case). The particle diameterwas estimated from the volume

diameter (see Section 2.2) (the wood pellet particles were assumed as
spheres with a dv = 6 [mm]). The number of layers can be estimated
by the initially estimated height of the packed bed and the diameter of
the fresh wood pellets fed. The kinematic viscosity of the flue gas was
taken from the CFD simulation results stored in the centre of the cells
along the grate surface. A tetrahedral mesh was applied, which results
in different distances from the grate surface (boundary of the simulation
domain). Since the temperature profile values calculated with the em-
pirical packed bed model and applied as boundary condition of the
CFD simulation are not the same as the gas temperatures stored in the
centre of the adjacent cells, the varying cell centre distances from the
surface of the grate causes fluctuations in gas temperature and, there-
fore, of the viscosity as a function of the gas temperature. Therefore,
the particle Reynolds number profile shows disturbances (Fig. 11
(left)). To derive a mixing time profile along the grate (Fig. 11 (right))
the values were retrieved from the look-up table for the mixing time
(as described in Section 3.1). In the present case the mixing time
could also be simplified by a constant value. But since using release pro-
files with varying influencing parameters on themixing time, the range
of the mixing time is not known in advance. Therefore, a method is
needed for the calculation of mixing time profiles. Hence, the profile
of themixing time is used as an initial boundary condition at the surface
of the fuel bed. Then a transport equation is solved to obtain the mixing
time as a field variable in the CFD domain. Therefore, the mixing time
has a higher relevance in comparison to the initial conditions.

The shrinkage of the particles along the grate is implicitly considered
in the simulations since the shape of the fuel bed and the path of parti-
cles along the grate is assumed based on visual observation. Further-
more, it is assumed, that the number of particles (i.e. 5) and the
horizontal velocity on the grate remain constant along the grate, since
the initial values of mass flux, particle size and particle density are
held constant, and moreover, the entrainment of particles from the
grate and the fragmentation of the particles are neglected. With the in-
formation of the locally assumedbedheight and the initial values of par-
ticle density, porosity and particle mass flux, the local particle volume
and shrinkage respectively, can be estimated (the diameter change is
thus implicitly considered).

Finally, two transport equations were solved, one for the gas resi-
dence time and the other for themixing time, to derive the local mixing
function defined in Eq. (8). Fig. 12 shows the contour plots of gas resi-
dence time (left) and the mixing function (right) derived from Eq. (8).

Finally, the mixing function defined is linked with the hybrid com-
bustionmodel. Themixing function indicates that amajor part of the re-
action zone above the packed bed is influenced by streak formation. The
mixing function as defined shows the degree of mixing above the grate.
The value 0 means no mixing and 1 means fully mixed. As can be seen
from Fig. 12 (right), the mixing function varies between 0 and 1. The

Fig. 10.Mixing time (s) for different particle Reynolds numbers and different numbers of
particles.

Fig. 11. Particle Reynolds number (–) and number of particle layers (–) (left) as well as estimated mixing time (s) interpolated from calculation points of Fig. 10 (right).
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mixing function is non-uniform, especially, above the grate up to the
secondary air nozzles.

Flue gas temperature and O2 concentrations calculated with all
models for both wood pellets (top) and straw pellets (bottom) are
shown in Figs. 13 and 14, respectively. The simulations show for
both cases low O2 concentrations (see Fig. 14) and high flue gas
temperatures (see Fig. 13) in the major reaction zone above the
fuel bed in the primary combustion zone as well as close to the sec-
ondary air injection. Here, also the peak flue gas temperatures can
be observed.

The regions addressed correspond to increased combustion progress
which is more pronounced in the case of EDC and hybrid simulations
than in the case of the EDM simulation. The higher flue gas tempera-
tures predicted with the EDC compared to the EDM are attributed to
the Magnussen constant of the EDM model [8] which is systematically
adapted for biomass grate furnaces by a comparison with CO emission

and temperature measurements [11,14]. Accordingly, a reduction of
the mixing and the reaction rate compared to the original model is
achieved. Therefore, the EDC, where no tuning is done, predicts higher
reaction rates, which rise the temperatures. The higher temperatures
predicted with the hybrid model compared to the EDC are pertaining
to influence of the combustion models (e.g. FRK or EDC model) in the
hybrid model which depend on the local turbulent Reynolds number
of the flow. Hence, it is of interest to investigate the flow regime in the
combustion chamber. Fig. 15 shows the flue gas temperatures and the
turbulent Reynolds number obtained with different gas phase reaction
models for wood pellets as fuel. The figure shows that the turbulent
Reynolds number is lower than 64 in the major reaction zones that
are indicated by high temperature zones above the fuel bed at the
outer edge of the grate as well as close to secondary air injection and,
therefore, the reaction rate in the hybrid model is calculated mostly
with the FRK model in these regions.

Fig. 12. Gas residence time (s) (left), and mixing function (–) (right) evaluated for wood pellets as fuel.

Fig. 13. Iso-surfaces of flue gas temperatures (°C) in a vertical cross-section of the furnace for wood pellets (top) and straw pellets (bottom).
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The flue gas temperatures predicted with the hybrid-streak model
are somewhat different. Itwas shown that themajor part of the reaction
zone above the packed bed is also influenced by streak formation (i.e.
the mixing function) (see Fig. 12). It is clear that the combustion prog-
ress is slowed down by the hybrid-streak model in the regions where
the streaks exist (above the grate). The same trend can be found for
the O2 concentration fields. As can be seen from Fig. 14, the O2 concen-
trations calculated with the hybrid-streak model are higher, especially
in the primary combustion zone, because the combustion progress is
delayed due to a poor mixing caused by the presence of streaks.

Significant differences can also be observed in the prediction of CO
concentrations with the EDM, the EDC, the hybrid model and the
hybrid-streak model as shown in Fig. 16. Generally, the EDC and hybrid
model resulted in a much faster CO oxidation, especially in the regions
of intense mixing in the primary combustion zone and in the region di-
rectly after the secondary air injection, while the EDMwith the mixing
parameter applied leads to a generally slower CO oxidation. Therefore,

EDC and hybrid led to significantly lower CO levels further downstream
in the secondary combustion zone and at boiler inlet.

Moreover, the slight differences in the CO concentrations between
the EDC and the hybrid model are mainly due to a higher reaction rate
caused by a higher contribution of the FRK model, where micro-
mixing plays no role (see Tables 2 and 3).

The CO prediction with the hybrid-streak model is higher than for
the EDC and the hybridmodel since the combustion progress is delayed
due to the presence of streaks (see Fig. 12) mainly in the primary com-
bustion zone. The predicted CO concentrations at boiler outlet for both
wood and straw pellets are given in Tables 2 and 3. For wood pellets
(see Table 2), the calculated CO value predicted with the hybrid-
streakmodel is in best agreement with the measured values. The better
prediction with the hybrid-streak model can be explained by a delay in
the CO oxidation, since the net reaction rate in the hybrid-streak model
is multiplied by the mixing function, therefore, the regions above
the major flue gas release zone and the reaction fronts are mainly

Fig. 14. Iso-surfaces of O2 concentrations (vol.% dry) in a vertical cross-section of the furnace for wood pellets (top) and straw pellets (bottom).

Fig. 15. Iso-surfaces of flue gas temperatures (°C) (left) and turbulent Reynolds number (–) (right) in a vertical cross-section of the furnace (up to the upper edge of the refractory lining)
evaluated for wood pellets as fuel.
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influenced by mixing function. The CO values calculated with the EDC
model are in better agreement with measured values than the hybrid
and the EDM model. The hybrid model results in a much faster CO oxi-
dation, since the major part of the reaction progress is calculated with
the FRK, while in the EDM the reaction rate is mainly controlled by
the mixing constant, Amag [8] which is tuned [11,14]. In the case of
straw pellets, the CO values predicted with the hybrid-streak model
are in better agreement than the EDC and hybrid model due to a more
accurate prediction of mixing processes above the packed bed. The CO
values predictedwith the EDC and hybridmodel are too low in compar-
ison with themeasured values. The EDM gives the best agreement with
themeasured CO values. As already explained, the eddy dissipation rate
is directly proportional to the value of the modelling constant Amag [8]
and to the mean eddy lifetime, k/ε where the value of Amag is lowered
from the originally proposed value, Amag= 4, to Amag= 0.8 for the sim-
ulation of small scale biomass combustion plants [11,14]. Besides, there
is no explicit modelling of streaks with the EDMmodel and themodel is
valid for highly turbulent flows which mean that the best agreement in
this case is due to good tuning for grate combustion plants but a model
which can predict reliable CO burnout rates without tuning would be
preferable. A clear drawback of the EDM in combination with global re-
actionmechanisms is that it is not able to describe complex interactions
of turbulence andmulti-step reaction kinetics. Besides, whenmodelling
gas phase combustionwith the EDM basically we are already tuning the
model constant Amag by nearly an order of magnitude. This is actually
not satisfactory since tuning of model constants over such a wide
range may lead to a limited validity range linked with wrong predic-
tions under deviating conditions (e.g. the effect of mixing may be
overestimated especially in kinetically limited zones). In order to

avoid this, the EDC and the Hybrid model, which provide a more funda-
mental prediction of gas phase reactions, have been applied. However,
they are more sensitive to the boundary conditions at the surface of
the fuel bed (turbulence and mixing degree) and hence need an addi-
tional model, which explicitly considers the effects of streaks on the
mixing. By introducing this model, no tuning of the gas phase combus-
tion model to fixed bed combustion is necessary.

The characteristics of reacting radicals (e.g. OH and O) are important
for an in-depth understanding of the combustion and NOx formation
processes [14]. These radicals are of high relevance especially for the
formation of NOx. The OH and O species calculatedwith the EDC, hybrid
and hybrid-streak model for straw pellets are shown in Fig. 17. The OH
and O species are generally predicted highest with the hybrid-streak
model since the rates of production or destruction of the species
are slowed down due to multiplication of the mixing function (see
Eq. (18)).

As known from already performed research [24,25], NOx formation
infixed bed biomass combustion plants is dominated by fuel NOx.More-
over, NO is the clearly dominating species formed [25].

As already mentioned, a skeletal reaction mechanism (28 species
and 102 reactions in total) was applied [15] for the simulation of NOx

formation, and the simulation was performed in a post-processing step.
Experimental data of the combustion and release behaviour for a va-

riety of solid biomass fuels have been gained through several measure-
ment campaigns in a lab-scale packed bed pot furnace reactor [24,25].
These experimental data include the concentration profiles of the N
containing species NO, NH3, HCN, NO2 and N2O released from the fuel
bed over time. The measured profiles are utilised for the derivation of
release functions for the most relevant NOx precursors measured. The

Fig. 16. Iso-surfaces of CO concentrations (ppmv) in a vertical cross-section of the furnace for wood pellets (top) and straw pellets (bottom).

Table 2
Predicted CO concentrationswith the EDM, EDC, hybrid and hybrid-streakmodels in com-
parison to measurements for wood pellets.

Average CO
concentration

Unit Simulations Measurement

EDM EDC Hybrid Hybrid-
streak

Boiler outlet [ppm dry] 16 19 5 30 38
Boiler outlet [mg/Nm3 13

vol.% O2 dry]
10 15 3 22 29

Deviation
(percent error)

[%] −65 −48 −89 −24

Table 3
Predicted CO concentrationswith the EDM, EDC, hybrid and hybrid-streakmodels in com-
parison to measurements for straw pellets.

Average CO
concentration

Unit Simulations Measurement

EDM EDC Hybrid Hybrid-
streak

Boiler outlet [ppm dry] 13 4 3 29 16
Boiler outlet [mg/Nm3 13

vol.% O2 dry]
10 3 2 27 13

Deviation
(percent error)

[%] −23 −76 −84 107
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release functions of fuel nitrogen depend on the local air ratio (lambda),
the nitrogen content of the fuel as well as the N binding in the fuel (the
kind of biomass fuel). The most important NOx precursor detected
above the fuel bed for wood (spruce) and straw pellets under fuel rich
conditions is NH3, while HCN is almost insignificant. NO is detected
mainly under air rich conditions (charcoal burnout) [25]. Furthermore,

the experimental data are utilised to derive release functions for the rel-
evant NOx precursors NO, NH3 and HCN. The release functionswere im-
plemented in an in-house developed empirical packed bed combustion
model [24,25], which serves as a basis for the subsequent CFD gas phase
simulation of N species conversion. Figs. 18 and 19 show the NO, NH3

and HCN profiles calculated with the EDC, hybrid and the hybrid-

Fig. 17. Iso-surfaces of OH concentration (ppmv dry) (top) and O concentration (ppmv dry) (bottom) for straw pellets in a vertical cross-section of the furnace.

Fig. 18. Iso-surfaces of HCN concentrations (ppmv) (left), NH3 concentrations (ppmv) (middle) and NO concentrations (ppmv) (right) calculated with the EDC model (top), the hybrid
model (middle) and the hybrid-streak model (bottom) for wood pellets.
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streak model for wood pellets and straw pellets, respectively. Generally,
distinct areas can be observed, where the release of NO, HCN and NH3

takes place. NO is released in the air-rich zone towards the outer edge
of the grate. NO is formed in regions where high temperatures and high
concentrations of O and OH radicals prevail [26,27]. The locations,
where the NO has been released are co-located with high concentrations
of O and OH radicals above the bed (see Fig. 17 for straw pellets). In con-
trast, NH3 and HCN are primarily released from the main in-bed
devolatisation/gasification zone. These differences result from the local
differences in the in-bed availability of the oxidiser (see Fig. 14), which
in turn depends on the amount and distribution of primary air under
the grate as well as on the in-bed thermal conversion processes. The dis-
tribution of N-containing species in the gas phase results from the simul-
taneous formation and reduction processes, taking place in different
regions of the combustion chamber and depends on many factors.

The regions, where NO reduction takes place in the combustion
chamber, can be observed by looking at reaction N2 + O ⇔ NO + N

[14] (NO reduction) as shown in Figs. 20 and 21 for both wood pellets
and straw pellets. Generally, NO released from the fuel bed as well as lo-
cally formed in the gas phase is primarily consumed in the primary com-
bustion zone (see Fig. 13, O2 distribution). Here, products of NH3 (and
HCN) breakdown act as reducing agents, as can be seen by comparing
profiles of NO, NH3 andHCN (see Figs. 18 and 19) and the kinetic reaction
rate of N2 (see Figs. 20 and 21 (left)). The regions of high NH3 concentra-
tions and low availability of O2 overlap with the regions of an increased
NO reduction. Simultaneously, NO is locally produced in the primary
combustion zone in the outer grate zones, above the fuel bed, as well as
in front of the secondary air jets at the oxygen rich side of the flame
(see Fig. 13). Processes related to NO formation and reduction are also
relevant close to the area affected by the injection of secondary air.

Generally, the higher NO formation in the case of straw pellets (see
Tables 4 and 5), especially in the primary combustion zone, is mainly
attributed to the higher fuel nitrogen content (approximately seven
times higher than wood pellets) (see Table 1). Fig. 22 shows the NOx

Fig. 19. Iso-surfaces of HCN concentrations (ppmv) (left), NH3 concentrations (ppmv) (middle) and NO concentrations (ppmv) (right) calculated with the EDC model (top), the hybrid
model (middle) and the hybrid-streak model (bottom) for straw pellets.

Fig. 20. Iso-surfaces of reaction rates for the reaction N+NO→ N2 + O (reduction to N2) (kmol/(m3 s)) (left), for the reaction N2 + O→ N+NO (NO formation from N2) (kmol/(m3 s))
(middle) and for the net reaction rate of NO formation (kg/(m3 s)) (right) calculatedwith the EDCmodel (top), thehybridmodel (middle) and the hybrid-streakmodel (bottom) forwood
pellets as fuel.
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emissions in dependence of the fuel nitrogen content for different bio-
mass fuels. The experimental data are from different plants fired with
different fuels [28,29]. The intention is to show the trends of NOx emis-
sions in dependence of different biomass fuels usedwith varying fuel ni-
trogen contents and to check if the simulated values predicted are in the
correct range. The simulation results (NOx simulation with the hybrid-
streak model) are also provided in the figure. The results indicate that
a higher N content of the fuel leads to higher NOx emissions in the gas
phase during the combustion process.

The simulation results with the EDC, the hybrid and the hybrid-
streak model show substantial differences in terms of NOx profiles for
wood pellets and straw pellets. Fig. 23 shows the NOx profiles predicted
with the different models for wood pellets (top) and straw pellets (bot-
tom). The predicted NOx concentrations at boiler outlet for both wood
pellets and straw pellets are given in Tables 4 and 5. According to the
hybrid model, the major part of the reaction zones is located above
the grate aswell as in front of the secondary air jets, where the turbulent
Reynolds number is lower than 64. Therefore, the reaction progress is
mainly calculated with the FRK model, whereas micro-mixing plays
no important role. This causes a higher net reaction rate of NO in
these regions (see Figs. 20 and 21 (middle)). However, in the EDC, the
reaction progress is always influenced by micro-mixing. According to
this model, the fluid is in any casemixed on a micro-scale and the reac-
tions finally take place in the fine structures [9] of the fluid, where the
reactants are mixed on amolecular level. Hence, the EDC fails to predict
reactive flows in laminar and moderately turbulent situations. There-
fore, in this case, the EDC leads to a higher NOx reduction, since NOx for-
mation in the outer air-rich zone in the primary combustion zone is
stronger decreased than the NOx reduction in the air lean zone of the

primary combustion zone (see Tables 4 and 5). Furthermore, the NOx

formation processes according to the hybrid-streak model are
completely different from the EDC and the hybrid model.

Here, it can be seen that the spatial distributions of NO, NH3 andHCN
are different especially above the fuel bed (see Figs. 18 and 19). These
differences are mainly attributed to the different oxygen and radical
(O and OH) concentrations that are influenced by streak formation
(i.e. mixing function).

The results for both cases show that the predictions are improvedwith
the hybrid-streak model. This can be explained with the more accurate
prediction of the speciesmixing process above the fuel bed and, therefore,
of the radicals, that are important for NOx formation processes. This
means that in the case for straw pellets with a high fuel nitrogen content,
where the NOx formation is dominated by the reaction progress in the re-
duction zone, which is slowed down by the mixing function since it is
multiplied by the net reaction rate in the hybrid-streak model, higher
NOx emissions are predicted than with the other models. For wood pel-
lets with a very low nitrogen content and hence a low concentration
of the NOx reducing agent NH3, the overall NOx reaction progress is
dominated by the NOx formation in the air rich zone of the primary
combustion zone, which is again slowed down by the presence of
streaks, leading to lower NOx emissions than for the other models.

4. Summary and conclusions

A streak formation model has been developed to account for the ef-
fects of gas streaks arising from the fuel bed of grate combustion plants
on gas mixing and reactions. The streak formation model is based on a
correlation between the local gas residence time and a mixing time in

Fig. 21. Iso-surfaces of reaction rates for the reaction N+NO→ N2 + O (reduction to N2) (kmol/(m3 s)) (left), for the reaction N2 + O→ N+NO (NO formation from N2) (kmol/(m3 s))
(middle) and for the net reaction rate ofNO formation (kg/(m3 s)) (right) calculatedwith the EDCmodel (top), thehybridmodel (middle) and thehybrid-streakmodel (bottom) for straw
pellets as fuel.

Table 4
Predicted NOx concentrations with the EDC, hybrid and hybrid-streak models in
comparison to measurements for wood pellets as fuel.

Average NOx

concentration
Unit Simulations Measurement

EDC Hybrid Hybrid-
streak

Boiler outlet [ppm dry] 118 132 110 105
Boiler outlet [mg/Nm3 13

vol.% O2 dry]
146 165 135 130

Deviation
(percent error)

[%] 12 26 5

Table 5
Predicted NOx concentrations with the EDC, hybrid and hybrid-streak models in
comparison to measurements for straw pellets as fuel.

Average NOx

concentration
Unit Simulations Measurement

EDC Hybrid Hybrid-
streak

Boiler outlet [ppm dry] 167 186 352 286
Boiler outlet [mg/Nm3 13

vol.% O2 dry]
220 247 466 380

Deviation
(percent error)

[%] −41 −34 23
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which the mixing time is the necessary time to reach the fully mixed
condition in the flue gas. A mixing state definition is introduced in
order to evaluate the degree of mixing above the packed bed. The gas
residence time introduced in the streak formation model is obtained
by solving a scalar transport equation. A series of packed bed CFD case

study simulations has been carried out to derive the mixing time to be
considered in the streak formation model. The primary air velocity, vol-
atile mass flow rate and number of particles (bed thickness) were iden-
tified as influencing parameters for the derivation of the mixing time.
The results of the CFD packed bed case study serves as look-up table

Fig. 22. NOx emissions in dependence of the fuel nitrogen content for different biomass fuels [25,28,29]. Explanations: SRC: short rotation coppice.

Fig. 23. Iso-surfaces of NOx concentrations (ppmv dry) in a vertical cross-section of the furnace for wood pellets (top) and straw pellets (bottom).
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for the calculation of the mixing time in dependence of the different
influencing parameters. Themixing time can be retrieved by a linear in-
terpolation between the calculation points in dependence of the particle
Reynolds number and the number of fuel layers. Furthermore, the appli-
cation of the streak formationmodel has been verified for anunder-feed
stoker grate furnace for wood and straw pellets.

The EDM, EDC and hybrid gas phase reactionmodels are used for the
simulation of turbulent reactive flow in the combustion chamber. In the
case of the hybrid model, an additional simulation has been performed
where, the hybrid and streak formation model have been coupled.

The results from the under-feed stoker case studies show that for
both fuels investigated, the streaks have relevant influence on the com-
bustion process regarding flue gas temperature, O2 distribution and CO
emissions. Moreover, the formation of reacting radicals (e.g. O and OH),
especially, in the region above the bed are influenced by streak formation
since the reaction progress is delayed caused by the incomplete mixing.

In a next step, NOx simulations have been performed in a post-
processing approach based on the solution obtained from the combus-
tion simulations. The distribution of the NH3, HCN and NO profiles
shows that streak formation has a strong influence on the spatial distri-
butions of the aforementioned species. This is mainly due to the slow-
down of the reaction rate predictions caused by the streaks. The NOx

emissions calculatedwith the hybrid-streakmodel show the best agree-
ment with measured values. In conclusion, the streak formation model
in combination with the hybrid gas phase combustion model shows a
clear potential for an improvedNOx prediction since it considers species
mixing and reaction processes above the fuel bed with a higher accura-
cy. In the future, extensive validation simulations for real-scale plants
are foreseen in order to validate and evaluate the model in more detail
and for different framework conditions.
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Nomenclature

Cfm: tracer gas concentration in the fully mixed gas (–)
C(t): local tracer gas (–)
Db: molecular diffusivity (m2 s−1)
Dt: turbulent diffusivity (m2 s−1)
dv: volume diameter (m)
J
!

i: diffusion flux of species i (kg m−1 s−1)
m•: mass flow rate (kg s−1)
MS: mixing state (–)
MF: mixing function (–)
Rep: particle Reynolds number (–)
Ret: turbulent Reynolds number (–)
Ri: net rate of production of species i by chemical reaction (kg m−3 s−1)
Sφk

: source term (kg m−3)
Sct: Schmidt number (–)
t: residence time (s)
Δt: time step (s)
u: fluid velocity (m s−1)
UDF: user-defined function
UDS: user-defined scalar
V: volume (m3)
V•: volumetric flow rate (m3 s−1)
Yi: mass fraction of species i (–)

Greek symbols

ε: turbulent dissipation rate (m2 s−3)
ν: kinematic viscosity (m2 s−1)
ρ: density (kg m−3)
υ!: velocity vector (m s−1)
φk: scalar quantity (residence time) (s)
Γk: diffusion coefficient (m2 s−1)
μt: turbulent viscosity (kg m−1 s−1)
μl: laminar viscosity (kg m−1 s−1)

Subscript

EDC: eddy dissipation concept
FRK: finite rate kinetics
i: species index
t: turbulent
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a b s t r a c t

In this paper, the work on the development and test of a basic design tool for the automatic

performance of parameter studies for the optimisation of biomass combustion plants is

presented. The model consists of parameterisation and optimisation routines linked with

an in-house developed empirical packed bed combustion model as well as gas phase CFD

models especially adapted for biomass grate furnaces.

To test and verify the routine developed, it has been applied to the optimisation of a

180 kWth pilot-scale grate furnace. The main focus was on the minimisation of CO emis-

sions and the pressure loss by changing the diameter and angle of the secondary air

nozzles. The simulation results show that the time of the optimisation process can be

reduced considerably by the automatic routine developed and the evaluation of several

independent design parameters is possible. This new procedure forms an important

milestone towards automatic CFD-based furnace and boiler optimisations in the future.

ª 2013 Elsevier Ltd. All rights reserved.

1. Introduction

CFD models are being successfully applied for the simulation

of biomass combustion plants in order to design and improve

the plants with respect to lower CO emissions, the reduction

of flue gas temperature peaks, additionally increased plant

efficiencies. However, even experienced scientific personnel

needs a large number of time-consuming simulations during a

CFD-based design cycle. A “real” optimum typically cannot be

found due to the complex interactions of the influencing pa-

rameters in the plant. While automatic CFD-optimisation

methods have been applied for the design of cyclones [1e4],

the combustion chamber of engines [5,6] and in the field of

turbo machinery [7e9], only manual optimisation methods

have been applied in the field of biomass combustion plants

[10e12] due to the high degree of complexity of the processes

in the plant and thus the high number of influencing

parameters.

Therefore, at BIOENERGY 2020þ a tool for the automatic

CFD-optimisation of biomass grate furnaces has been devel-

oped. The model consists of parameterisation and optimisa-

tion routines linked with an in-house developed model for

biomass grate furnaces (empirical packed bed combustion

model and gas phase CFD models especially adapted for

biomass combustion). In order to test and verify the efficiency

of the routine developed, the procedure has been applied to a

pilot-scale grate furnace (180 kWth). The main focus was on

the minimisation of carbon monoxide emissions and the

energy demand of the secondary air fan by changing the

diameter and angle of the secondary air nozzles.
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2. Methodology

As already explained, parameterisation routines and optimi-

sation functions have been linkedwith an in-house developed

model for biomass grate furnaces (empirical packed bed

combustion model and gas phase CFD models especially

adapted for biomass combustion).

2.1. CFD model for biomass grate furnaces

An empirical model was developed for the description of solid

biomass combustion on the grate [13e15]. The model de-

scribes the mass and energy fluxes on the grate as boundary

conditions for the following CFD simulation of the turbulent

reactive flow in the combustion chamber. The empirical

packed bed combustion model consists of three parts:

- 1D-profiles along the grate, which describe fuel drying and

the thermal degradation of the fuel components C, H, O as

well as profiles of the primary air and re-circulated flue gas

supplied below the grate are the basis of the model.

- By the definition of conversion parameters based on liter-

ature data and experiments, which describe the conversion

of the fuel components C, H, and O to the flue gas compo-

nents CH4, CO, CO2, H2, H2O and O2 which are dependent on

the local fuel composition and the stoichiometric air ratio

on the grate. Then the local composition of the flue gas

released from the packed bed can be described. Nitrogen

species have not been considered since the CFD simulation

of NOx formation was not within the scope of this work.

- Finally, the local mass and energy profiles and hence, the

profiles of flue gas velocity, temperature and composition

along the grate are calculated.

The results of the simulation applications (e.g. Refs.

[13,16e19]) showed that the empirical packed bed combustion

model is sufficiently accurate for the calculation of the

boundary conditions for the CFD simulation of flow and gas

phase combustion in the furnace. However, it is noted that

the processes of solid biomass combustion on the grate

cannot be described by the empirical packed bed combustion

model. For the simulation of the gas phase, the Realizable keε

Model for turbulence, the Discrete Ordinates Model for radi-

ation and the Eddy Dissipation Model (EDM) by Magnussen

and Hjertager [20] in combination with a global methane

3-step mechanism (CH4, CO, H2, CO2, H2O, O2) [21] are applied.

The sub-models and the gas phase models together with the

empirical packed bed combustion model have been experi-

mentally validated [13,15] and successfully applied for several

plants.

2.2. Selection of the design parameters

The secondary air nozzles are of special importance when

designing and optimising a biomass furnace. They are the key

factor for efficient air staging without backflow in the primary

combustion zone (NOx reduction by primary measures), for a

good turbulent mixing and CO burnout, to reduce furnace

volume and to lower the amount of excess air (increased

efficiency). Therefore, the diameter and the angle of the sec-

ondary air nozzles have been selected as design parameters in

order to achieve the best geometric configuration concerning

low CO emissions and pressure losses over the secondary air

nozzles.

2.3. Optimisation function

A weight function has to be defined to combine the two opti-

misation variables (CO emissions and pressure loss over the

secondary air nozzles) according to their relevance in a com-

mon function. While the energy demand of the fan linearly

increases with the pressure loss over the secondary air noz-

zles, the relevance of the CO emissions substantially increases

if a certain level of CO emissions is exceeded. Equation (1)

shows the weight function:

W ¼ A,

�
1

YCO

�g

þ B,DP (1)

where W is the weight function, YCO is the CO mole fraction

(mL L�1), A, g and B are constant values and DP is the pressure

loss (Pa).

Here, for the pressure drop a linear correlation to the

weight function has been assumed (proportional to the energy

demand of the fan). Regarding the CO emissions, a polynomial

function with a strong increase at a chosen emission limit

(20 mL L�1 in the present case) was supposed.

The constants A and B of the second order polynomial

function (g ¼ �2) have been determined in a way to achieve

roughly the same contribution of the pressure loss and the CO

emission to the weight function at the respective limits of the

output variables (DP¼ 2500 Paemaximumallowable pressure

for fan design; CO emissions¼ 20 mL L�1 e emission limit). The

values for the constants are given in Table 1.

Within the optimisation process the design parameters are

varied and evaluated using the weight function. The optimi-

sation cycle for a selected combination of design parameters

works as following:

- Parameterisation of the geometry and definition of design

points based on design parameters selected (the variation

range of the design parameters is shown in Table 2)

- Automatic performance of CFD simulations with ANSYS�

FLUENT� for the defined design points within the ANSYS�

Workbench�
- Evaluation of the output variables and calculation of the

weight function for the design points

- Minimisation of the weight function to find the optimum

geometric configuration (input parameters)

Table 1 e Values of the model constants used in the
weight function.

Constant Value Units

A 10 Consistent unit (mL L�1)�2

g �2 e

B 1 Consistent unit (Pa�1)
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2.4. Case study description

To investigate the efficiency of the method developed, a

design optimisation for a pilot-scale moving grate furnace

equipped with a hot water fire tube boiler (180 kWth) using

Miscanthus as fuel has been carried out. Table 3 provides the

most relevant operating conditions of the furnace and the fuel

composition.

Fig. 1 illustrates the different sections of the biomass

combustion plant considered. The simulation domain com-

prises the combustion chamber from above the fuel bed up to

the exit of the radiative fire tube. While the primary com-

bustion zone is equipped with six flue gas recirculation noz-

zles, eight secondary air nozzles are located at the entrance

of the secondary air combustion chamber.

3. Results and discussion

To verify the efficiency of the optimisation strategy concern-

ing the reduction of the overall time for the performance of

the case study in comparison to conventional manual

methods, at first a manual optimisation run was carried out

(as a reference). Since this method is very time-consuming,

only the diameter of the nozzles has been changed (for 10

design points). A computational grid with 700,000 cells in total

was used in the manual optimisation study. In the next step,

the automatic optimisation routinewas performed for the two

selected design parameters for 80 design points. The number

of computational cells was about 1 million for the automatic

optimisation study using the tetrahedral cell type. Figs. 2 and 3

show the calculated results concerning CO emissions and

pressure losses for the manual and the automatic optimisa-

tion method. The black circles in the diagrams represent the

evaluated design points within the automatic CFD simula-

tions for each pair of design parameters (diameter and angle).

The red line (in the web version) in the diagrams represents

the results obtained with the manual optimisation method.

Based on the results of the automatic CFD simulation (black

circles), a response surface was created by a second order

polynomial fit. The trends for both methods generally are in

good agreement for comparable design points.

Next, a sensitivity analysis has been carried out to outline

and evaluate the impact of the input design parameters on the

output variables (CO emission, pressure loss). According to

Ref. [22], the single parameter sensitivities are defined as the

Table 2 e Design parameters and their variation range.

Design parameter Range

Diameter (mm) 10e35

Angle (deg) 1e30

Table 3 e Operating conditions and fuel characteristics of
the pilot-scale grate furnace.

Unit Value

Operating conditions

Boiler load kWth 180

Adiabatic flame temperature �C 937

O2 content in dry flue gas Volume fraction 0.084

Flue gas recirculation ratio 0.3

Fuel characteristics

C Mass fraction d.b. 0.483

H Mass fraction d.b. 0.059

O Mass fraction d.b. 0.43

N Mass fraction d.b. 0.0034

Moisture content Mass fraction w.b. 0.154

Ash Mass fraction d.b. 0.022

NCV kJ kg�1 w.b. 14.86

GCV kJ kg�1 d.b. 19.31

Explanations: w.b.: wet basis; d.b.: dry basis; GCV: gross calorific

value; NCV: net calorific value.

Fig. 1 e Geometry and computational grid of the pilot-scale

grate furnace (top) as well as design parameters (nozzles

angle to the wall and diameter) (bottom).

Fig. 2 e Response surface plot of CO emissions calculated

with the automatic optimisation method.
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difference between the minimum and the maximum of

output variable divided by the average value of all the design

points. They are obtained by varying one input parameter

while holding the other input parameters constant. The larger

the sensitivity of the output variables, themore significant the

role of the input parameter is.

This analysis provides helpful information especiallywhen

there are more than two design parameters. Input design

parameters with a low sensitivity can be skipped since they

have no strong influence on the output variables. Therefore,

within the automatic optimisation study the sensitivity

analysis was performed to achieve a better understanding

about the impact of the design parameters on the output

variables.

Fig. 4 shows the local sensitivity of the pressure loss and

CO emission regarding the change of the nozzles diameter

and angle. The positive sign in the chart indicates that an

increase of the design parameter increases the output variable

as well, and vice versa.

It is shown from Fig. 4 that the diameter has a large

(negative) impact on the pressure loss and amoderate positive

impact on CO emission. This means that by increasing the

diameter of the secondary air nozzles the pressure loss

decreases while the CO emissions increase. The reduction of

the diameter of the secondary air nozzles causes a higher gas

velocity at nozzle exit. This results in a better mixing of sec-

ondary air with the flue gas due to a deeper penetration of the

air jets into the flue gas which results in a higher net CO

reaction rate. Furthermore, the pressure loss increases due to

the higher kinetic energy loss with smaller nozzle diameters.

Fig. 5 shows the dependency of CO emissions on the angle of

the secondary air nozzles for different diameter ranges. The

results show that the CO dependency on the angle is low for

smaller diameters and increases for larger diameters.

Furthermore, the sensitivity graph shows that the angle of

secondary air nozzles has amoderately negative impact on CO

emissions while it has a relatively high positive impact on the

pressure loss. This implies that with an increasing angle the

CO emissions slightly decrease and the pressure loss in-

creases. Generally, the sensitivities of both output variables

concerning the diameter and the angle variation have an

opposite sign which indicates that theoretically the variation

of the two input parameters could compensate the effect of

each other when they are varied simultaneously and in the

same direction. However, the sensitivities of the CO emissions

and the pressure loss on the diameter are considerably larger

than on the angle.

Fig. 6 shows the values of the weight function calculated

according to equation (1) for different combinations of nozzle

angles and diameters. By screening through the weight sur-

face, many local minima can be detected. These local minima

represent the smallest values in a certain investigated area,

while the global minimum represents the smallest value

within the total definition range of the variation parameters.

The absolute minimum represents the optimum combination

of nozzle diameter and nozzle angle (15 mm diameter and 5�

nozzle angle in the present case). While in the automatic

optimisation study the whole parameter range is investigated

systematically, only a few simulations based on trial-and-

error can be performed during a manual optimisation study.

Therefore, the automatic optimisation provides considerably

higher possibility to find the global optimum.

In Fig. 7 the CO emissions are plotted against the pressure

loss for all design points. Here, the Pareto front represents the

design points which have the lowest CO emission for a chosen

pressure loss and the lowest pressure loss for a chosen CO

emission, respectively. Hence, by the Pareto front not only the

global optimum can be found but also the best possible design

for a certain restriction e.g. concerning the pressure loss.

Fig. 3 e Response surface plot of pressure losses calculated

with the automatic optimisation method.

Fig. 4 e Sensitivity diagram of the impact of the design

parameters on the output variables.

Fig. 5 e Dependence of CO emissions on the angle of

secondary air nozzles for different diameter ranges.
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Additionally, a further automatic parameter study has

been carried out to investigate the influence of the grid type on

computation time and accuracy. For this purpose, two sets of

grid have been studied: a tetrahedral mesh and a polyhedral

mesh.While the first grid type has been used as reference grid

with 1 million cells (high resolution), the polyhedral type was

generated by a conversion of the tetrahedral mesh type. This

method reduces the number of mesh cells to approximately

250,000 cells.

The influence of the different grids on the results is shown

in Fig. 8. The CO emission calculated with the polyhedral

mesh shows deviations from results which have been ach-

ieved with the tetrahedral mesh for diameters larger than

20 mm, since the penetration of the secondary air is under-

estimated due to large cell sizes in the region of the nozzles.

The calculated weight function for the different meshes is

shown in Fig. 9. While for a diameter of approximately 15 mm

the pressure drop is below 200 Pa, the CO concentration at the

outlet of the secondary combustion chamber is still below 8

(mL L�1) (see Fig. 8). Although the CO emissions calculatedwith

the polyhedral mesh show deviations from the values calcu-

lated with the tetrahedral mesh, the optimum of the weight

function (point H) is located approximately at the same posi-

tion (point G) (see Fig. 9). The main reason for the difference

between the obtained global minimum from the manual

optimisation study (point K) in comparison to the automatic

optimisation studies (points G and H) is due to the effect of

angle variationswhich has not been considered in themanual

study.

In case of the tetrahedral mesh type the overall optimisa-

tion time took one month under consideration of two opti-

misation parameters (diameter and angle for 80 design

points). By using the polyhedral mesh, the optimum of the

parameter study was found within 6 days. In contradiction, a

manual design study would need approximately 8 months

due to the comprehensive number of person-hours to create

the numerical grid and to set-up the calculations for each

design point.

Despite deviations in CO emission predictions from the

reference grid, the polyhedral mesh shows a great potential to

accelerate the optimisation cycle. A local mesh refinement in

Fig. 6 e Weight surface from automatic optimisation

calculated based on 80 design points (tetrahedral mesh

type with 1 million grid cells).

Fig. 7 e Results for design points with Pareto front.

Fig. 8 e Effect of mesh type on the calculated CO emissions

and pressure losses for the pilot-scale grate furnace.

Fig. 9 e Weight function for different mesh types.
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the region of secondary air jets is needed for an improved CO

prediction and is expected to just slightly increase the mesh

size and hence computation time.

4. Summary and conclusions

A new automatic optimisation routine was developed and

tested for a biomass pilot-scale grate furnace concerning the

minimisation of CO emissions and pressure loss. The sensi-

tivity analysis performed underlines the high impact of the

nozzle diameter on the pressure losses and CO emissions in

comparison to the nozzle angle. The parameter variation

performed automatically is by far more efficient than the

manual case study due to the considerably lower simulation

time and personnel demand. The overall simulation time for

the calculation of 80 design points could be reduced by a factor

of 8 in case of the tetrahedral mesh type and by a factor of 32

in case of the polyhedral mesh type. Although the CO emis-

sion trends were slightly differing for the two studied grid

types, the global minima are located nearly at the same

positions. However, the prediction accuracy of the coarser

polyhedral mesh can be further improved at an acceptable

increase of computational time by a further increased local

mesh refinement near the secondary air nozzles. Concluding,

the new CFD optimisation routine proofed to work efficiently

in terms of nozzle design optimisation and time demand. In

future it shall be further extended to geometry optimisation

issues as well as the automatic simulation of different oper-

ating conditions for a defined geometry as a basis for an

improved process control.
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ABSTRACT: 
 
In this paper, the work on the development and test of a basic design tool for the automatic performance of parameter 
studies for the optimisation of biomass combustion plants is presented. The model consists of parameterisation and 
optimisation routines linked with an in-house developed empirical packed bed combustion model as well as gas phase 
CFD models especially adapted for biomass grate furnaces. 
To test and verify the routine developed, it has been applied for the optimisation of a 180 kW pilot-scale grate 
furnace. The main focus was on the minimisation of CO emissions and the pressure loss by changing the diameter 
and angle of the secondary air nozzles. The simulation results show that the time of the optimisation process can be 
reduced considerably by the automatic routine developed and the evaluation of several independent design variables 
is possible. This new procedure forms an important milestone towards automatic CFD based furnace and boiler 
optimisations in the future. 
 
Keywords: CFD, optimisation, combustion, biomass 
 

 
1 INTRODUCTION AND OBJECTIVES 

CFD models are being successfully applied for the 
simulation of biomass combustion plants in order to 
design and improve the plants with respect to lower CO 
emissions, the reduction of flue gas temperature peaks as 
well as increased plant efficiencies. However, even 
experienced scientific personnel needs a large number of 
time-consuming simulations during a CFD based design 
cycle, whereas a “real” optimum typically can not be 
found due to the complex interactions of the influencing 
parameters in the plant. While automatic CFD-
optimisation methods have been applied for the design of  
cyclones (see [1], [2], [3] and [4]), the combustion 
chamber of engines (see [5],  [6]) as well as in the field of 
turbo machinery (see [7], [8], [9] and [10]), only manual 
optimisation methods have been applied in the field of 
biomass combustion plants (see [11], [12], [13]) due to 
the high complexity of the processes in the plant and thus 
the high number of influencing parameters. 

Therefore, at BIOENERGY 2020+ a tool for the 
automatic CFD-optimisation of biomass grate furnaces 
has been developed. The model consists of 
parameterisation and optimisation routines linked with an 
in-house developed model for biomass grate furnaces 
(empirical packed bed combustion model and gas phase 
CFD models especially adapted for biomass combustion).  
In order to test and verify the efficiency of the routine 
developed, the procedure has been applied for a pilot-
scale grate furnace (180 KWth). The main focus was on 
the minimisation of carbon monoxide emissions and the 
energy demand of the secondary air fan by changing the 
diameter and angle of the secondary air nozzles.  

 
2 METHODOLOGY 
 As already explained, parameterisation routines and 
optimisation functions have been linked with an in-house 
developed model for biomass grate furnaces (empirical 
packed bed combustion model and gas phase CFD 
models especially adapted for biomass combustion). 
 
2.1 CFD model for biomass grate furnaces 
 An empirical model was developed for the 

description of solid biomass combustion on the grate (see 
[14], [15] and [16]). The model describes the mass and 
energy fluxes on the grate as boundary conditions for the 
following CFD simulation of the turbulent reactive flow 
in the combustion chamber. The empirical packed bed 
combustion model consists of three parts: 
 

 1D-profiles along the grate, which describe 
fuel drying and the thermal degradation of the 
fuel components C, H, O as well as profiles of 
primary air and re-circulated flue gas supplied 
below the grate are the basis of the model. 

 By the definition of conversion parameters 
based on literature data and experiments, 
which describe the conversion of the fuel 
components C, H, and O to the flue gas 
components CH4, CO, CO2, H2, H2O and O2 in 
dependence of the local fuel composition and 
the stoichiometric air ratio on the grate, the 
local composition of the flue gas released from 
the packed bed can be described. 

 This enables the final calculation of the local 
mass and energy profiles and hence, the 
profiles of flue gas velocity, temperature and 
composition along the grate. 

 
 The results of the simulation applications (e.g. [14], 
[17], [18], [19], [20], [21], [22] and [23]), showed that 
the empirical packed bed combustion model is 
sufficiently accurate for the calculation of the boundary 
conditions for the CFD simulation of flow and gas phase 
combustion in the furnace. However, it is noted that the 
processes of solid biomass combustion on the grate can 
not be described by the empirical packed bed combustion 
model. 
 For the simulation of the gas phase usually the 
Realizable k-ε Model for turbulence, the Discrete 
Ordinates Model for radiation, as well as the Eddy 
Dissipation Model (EDM) by Magnussen and Hjertager 
[24] in combination with a global Methane 3-step 
mechanism (CH4, CO, H2, CO2, H2O, O2) [25] are 
applied. The sub-models as well as the gas phase models 
together with the empirical packed bed combustion 



model have been experimentally validated ([11] and [16]) 
and successfully applied for several plants.  
 
2.2 Selection of the design variables 
 The secondary air nozzles are of special importance 
when designing and optimising a biomass furnace. They 
are the key factor for an efficient air staging without 
backflow in the primary combustion zone (NOx reduction 
by primary measures), for a good turbulent mixing and 
CO burnout, to reduce furnace volume and to lower 
excess air (increased efficiency). Therefore, the diameter 
and the angle of the secondary air nozzles were selected 
as design variables in order to achieve the best geometric 
configuration concerning low CO emissions and pressure 
losses over the secondary air nozzles. 
 
2.3 Optimisation routine 
 A weight function has to be defined to combine the 
two optimisation parameters (CO emission, pressure loss 
over the secondary air nozzles) according to their 
relevance in a common function. While the energy 
demand of the fan linearly increases with the pressure 
loss over the secondary air nozzles, the relevance of the 
CO emissions substantially increases if a certain level of 
CO emissions is exceeded. Equation (1) shows the weight 
function. 
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A, B and α are constants, ΔP represents the pressure loss 
[Pa], YCO the mole fraction of CO [ppmv] and W the 
weight function. Here, for the pressure drop a linear 
correlation has been assumed (proportional to the energy 
demand of the fan). Regarding the CO emissions a 
polynomial function with a strong increase at a chosen 
emission limit (20 ppmv) was supposed. 

 The design variables and their variation range are 
shown in Table I. Within the optimisation process the 
design variables are varied and evaluated using the 
weight function. The optimisation cycle for a selected 
combination of design variables works as follows: 

 Parameterisation of the geometry and definition 
of design points based on selected design 
variables 

 Automatic performance of CFD simulations 
with Fluent for the defined design points within 
ANSYS Workbench 

 Evaluation of the output parameters and 
calculation of the weight function for the 
design points 

 Minimisation of the weight function to find the 
optimum geometric configuration (input 
parameters) 

Table I: Design variables and their range of variations 

Design variable Range 

Diameter [mm] 10-35 

Angle [deg] 1-30 

 

2.4 Case study description 
 To investigate the efficiency of the method 
developed, a design optimisaton for a pilot-scale moving 
grate furnace equipped with a hot water fire tube boiler 
(180 KWth) using Miscanthus as fuel has been carried 
out. Table II provides the most relevant operational 
conditions of the furnace and the fuel composition. 

Fig. 1 illustrates the different sections of the biomass 
combustion plant considered. The simulation domain 
comprises the combustion chamber from above the fuel 
bed up to the exit of the radiative fire tube. While the 
primary combustion zone is equipped with six flue gas 
recirculation nozzles, at the entrance of the secondary air 
combustion chamber, eight secondary air nozzles are 
located. 
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Figure 1: Geometry and computational grid of the pilot-
scale grate furnace (top) as well as design variables 
(angle of the nozzles to the wall and diameter) (bottom) 

 
Table II: Operating conditions and fuel characteristics of 
the pilot-scale grate furnace 

Explanations: w.b.: wet basis; d.b.: dry basis; GCV: gross calorific value; 
NCV: net calorific value 

 
Operating conditions Unit Value 

Boiler load KWth 180 

Adiabatic flame 
t t

°C 937 

O2 content in the dry flue 
gas 

Vol.% 8.4 

Flue gas recirculation ratio  0.3 

Fuel characteristics Unit Value 

C wt.% d.b. 48.3 

H wt.% d.b. 5.9 

O wt.% d.b. 43.0 

N wt.% d.b. 0.3 

Moisture content wt.% w.b. 15.4 

Ash wt.% d.b. 2.5 

NCV kJ/kg w.b. 14.8 

GCV kJ/kg d.b. 19.3 

 



3 RESULTS 
 To verify the efficiency of the optimisation strategy 
concerning the reduction of the overall time for the 
performance of the case study in comparison to 
conventional manual methods, at first a manual 
optimisation run was carried out (as a reference). Since 
this method is very time consuming, only the diameter of 
the nozzles has been changed (for 10 design points). A 
computational grid with 700.000 cells in total was used in 
the manual optimisation study. In a next step, the 
automatic optimisation routine was performed for the two 
selected design variables for 80 design points. The 
number of computational cells was about one million for 
the automatic optimisation study using the tetrahedral cell 
type. Figs. 2 and 3 show the calculated results concerning 
CO emissions and pressure losses for the manual and the 
automatic optimisation method. The trends for both 
methods generally are in good agreement for the 
comparable design points.  
 The reduction of the diameter of the secondary air 
nozzles causes a higher velocity at nozzle exit. This 
results in a better mixing of secondary air with the flue 
gas due to a deeper penetration of the air jets into the flue 
gas. Furthermore, the pressure loss increases due to the 
higher kinetic energy loss with decreasing nozzle 
diameters. 

 

Figure 2: CO emissions calculated with the automatic 
and the manual optimisation method 

 

Figure 3: Pressure losses calculated with the automatic 
and the manual optimisation method 

Fig. 4 shows the dependency of CO emissions on the 
angle of the secondary air nozzles for different diameter 
ranges. The results show that the CO dependency is low 
for smaller diameters and increases for larger diameters. 
On the other hand, for the same diameter range the 
variation of the angle of the nozzles nearly has no impact 
on the CO emissions. Generally, it has been found that 
the output variables are more dependent on diameter 
rather than on the angle. 

 

Figure 4: Dependence of CO emissions on the angle of 
secondary air nozzles for different diameter ranges 

 

Fig. 5 shows the values of the weight function calculated 
according to Eq. (1) for different combinations of nozzle 
angles and diameters. By screening through the weight 
function surface, many local minima (red circles in the 
chart) can be detected but only one global minimum has 
been calculated (black circle in the chart). This minimum 
represents the best combination of the nozzle diameter 
and the nozzle angle (about 15 mm and 5° to the 
horizontal direction). 
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Figure 5: Weight surface from automatic optimisation 
calculated based on 80 design points (tetrahedral mesh 
type with 1 million computation cells) 

 

 Additionally, a further automatic parameter study has 
been carried out to investigate the influence of the grid 
type on the computation time and the accuracy. For this 
purpose, two sets of grid were studied: a tetrahedral mesh 
and a polyhedral mesh. While the first grid type has been 
used as reference grid with 1 million cells (high 
resolution), the polyhedral type was generated by a 
conversion of the tetrahedral mesh type. This method 
reduces the number of mesh cells to approximately 
250.000 cells.  
The influence of the different grids on the results is 
shown in Fig. 6. The CO emissions calculated with the 
polyhedral mesh show slight deviations from the results 
with the tetrahedral mesh, since the penetration of the 
secondary air is underestimated due to large cell sizes in 
the region of the nozzles. The calculated weight function 



for the different meshes is shown in Fig. 8. While at a 
diameter of approximately 15 mm the pressure drop is 
below 200 Pa, the CO concentration at the outlet of the 
secondary combustion chamber is still below 8 ppmv (see 
Fig. 6). Although the CO emissions calculated with the 
polyhedral mesh show slight deviations from the values 
calculated with the tetrahedral mesh, the optimum of the 
weight function is located at the same position (see Fig. 
7). 
In case of the tetrahedral mesh type the overall 
optimisation time took one month considering two 
optimisation variables (diameter and angle for 80 design 
points). By using the polyhedral mesh, the optimum of 
the parameter study was found within 6 days. In 
contradiction, a manual design study would need 
approximately 8 months due to the comprehensive 
number of person-hours to create the numerical grid and 
to set-up the calculations for each design point. 
 

 

 

Figure 6: Effect of mesh type on the calculated CO 
emissions and pressure losses for the pilot-scale grate 
furnace 

 

Figure 7: Weight function evaluated for different mesh 
types 

 Despite slight deviations in CO emission predictions 
from the reference grid, the polyhedral mesh shows a 
great potential to accelerate the optimisation cycle. A 
local mesh refinement in the region of secondary air jets 
is needed for an improved CO prediction and is expected 
to just slightly increases the mesh size and hence 
computation time. 

 

 

4 SUMMARY AND CONCLUSIONS 
 A new automatic optimisation routine was developed 
and tested for a biomass pilot-scale grate furnace 
concerning the minimisation of CO emissions and 
pressure loss. The results showed that the diameter had a 
considerably higher impact on the pressure losses and CO 
emissions than the nozzle angle. The parameter variation 
performed automatically is by far more efficient than the 
manual case study due to the considerably lower 
simulation time and personnel demand. The overall 
simulation time for the calculation of 80 design points 
could be reduced by a factor of 8 in case of the 
tetrahedral mesh study and by a factor of 32 in case of the 
polyhedral mesh study. Although the CO emission trends 
were slightly differing for the two studied grid types the 
global minimums are located nearly at the same 
positions. However, the prediction accuracy of the 
coarser polyhedral mesh can be further improved at an 
acceptable increase of computational time by further 
increased local mesh refinement near the secondary air 
nozzles. Concluding, the new CFD optimisation routine 
proofed to work efficiently in terms of nozzle design 
optimisation and time demand. In future it shall be 
further extended to geometry optimisation issues. 
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