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Chapter 1

Introduction

1.1 Overview

While route planners for car drivers are widespread over the Internet, nav-
igation systems and route planners for pedestrians are rare, but are be-
coming more and more interesting. Available systems for pedestrians are
mostly based on a street network of vehicle navigation systems. Such a data
structure is insufficient to model the behavior of pedestrians and does not
provide adequate route information. Particularly, people with disabilities
will benefit from the use of a route planner to increase their mobility by
getting specific information. However, people with disabilities have special
demands on a route planner. This includes data content as well as route
optimization, usability and accessibility. Concerning the data content, mak-
ing their way without obstacles or avoiding routes containing impassable
objects is one challenging task. Moreover, blind people need much more
details on the route output to orientate in unknown environments. Another
point is, that people with different types of disabilities have contrasting de-
mands on route information, e.g., blind people have other requirements on
a barrier-free route than wheelchair users. While for the latter, routes must
not contain stairs, for blind people obstacles on the sidewalk (e.g., traffic
signs) are dangerous. Furthermore, blind people need much more informa-
tion about the surroundings like buildings or infrastructure when visiting
unknown cities, [9]. These facts lead to the idea of developing a route plan-
ner for various user groups. To realize the planning of a barrier-free route
for different demands, user profiles shall allow the specification of individual
criteria for an optimal route from an arbitrary starting point to the desired
destination. In the existing case of pedestrian users, footpaths as well as
public transport are essential and have to be considered. Moreover, blind
and visually impaired people have special requirements on the usability and
accessibility of the user interface.

In context of this work, ‘knowledge-based route planning’ means the

1
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inclusion of user generated information in the route planner. In more detail,
users have the possibility to influence route optimization and the content of
the geographical database. In this work ‘knowledge-based’ is not associated
with strategies of knowledge engineering.

1.2 Motivation and goals

This doctoral thesis came up with the Austrian research project Route4you
funded by the Austrian grant program ways2go of the BMVIT (Federal
Ministry of Transport, Innovation and Technology). The project lead was
taken by the Institute of Navigation of Graz University of Technology. The
content of the project was the conceptual design and development of a route
planner for people with disabilities, covering different user groups like blind
and visually impaired people as well as wheelchair users. The project was ac-
complished with further project partners. The software company SOLVION
information management in Graz, Austria supported the project with their
programming skills. The public transport company Holding Graz Linien
provided their timetables for the route planner. Last but not least, Alice
Geiger from an organization for people with disabilities in Graz, Austria
(‘Behindertenbeauftragte der Stadt Graz’) represented the user group of
blind people as she is blind herself and brought us into contact with vari-
ous potential users (blind people, visually impaired people and wheelchair
users). The project partners agreed with the publication of project results
(screenshots of the route planner) in this thesis.

1.2.1 Goals

An innovation of the route planner is the integration of geographical data
from different data sources tailored to the needs of people with disabili-
ties. Moreover, providing user profiles where each user has the possibility
to define their own route properties is a new aspect. Last but not least,
user-specific multi-criteria time-constrained route optimization differs from
the route planning algorithm used in most of existing route planners. These
innovative topics are elaborated in the present thesis. It includes three main
goals with respect to people with disabilities:

- Establishment of a geographical database structure for route planning

- Implementation of an algorithm for multi-criteria optimization

- Investigation of requirements on the application (user profiles, usabil-
ity, accessibility)
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Establishment of a geographical database for route planning

Route planning requires a geographical database including a path network
to calculate an optimal route and to provide additional route information.
In case of people with disabilities a pedestrian path network is needed which
differs from vehicle navigation networks in degree of details. Such a pedes-
trian network is not available from existing data providers like it is for car
navigation. Furthermore, people with reduced mobility need much more
information than people without disabilities. Another main difference in
their mobility is the appearance of obstacles and even more the occurrence
of impassable objects. All in all, this leads to a combination of different
data sources and the generation of a combined path network to fulfill the
special requirements on the geographical database. Another idea is the im-
plementation of user generated data, where users are able to add individual
information like points of interest, obstacles, or accessibility information to
the system.

Implementation of an algorithm for multi-criteria optimization

The inclusion of public transport and individual optimization criteria leads
to a multi-modal and multi-criteria time-constrained shortest path prob-
lem, [12]. Such optimization cannot be solved with a conventional shortest
path algorithm. An extended search algorithm has to be implemented, [56].
An important part of this work is the explanation of the methodology of
such a multi-criteria optimization algorithm. Different solution methods are
explained in detail and compared to each other. In the practical part of
this work, a multi-criteria optimization algorithm is realized and discussed
within a route planner for people with disabilities.

Investigation of requirements on the application

Blind and visually impaired people have other requirements on the usability
of a route planner than sighted people have. This fact mainly concerns the
user interface. A simple menu structure will help them to get an overview
and make it easy to work with the system. Moreover, the design of the
user interface includes a way to add information to the system and to select
preferences, as well as a method for information output. As blind people
think sequentially and have hardly any spatial sense, the route information
has been adapted to their needs. A user profile will allow the specification of
individual preferences and the selection of obstacles and points of interest.
Furthermore, the user interface has to fulfill web accessibility, which is well
defined in existing guidelines, [18].
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1.2.2 Research questions

For the three goals described in the previous section, some research questions
can be formulated. These research questions will be solved in the present
thesis. Keeping the same sequence as just above, the first topic regarded is
the geographical database.

Establishment of a geographical database for route planning

The development of a detailed database causes various questions:

- Which geographical databases can be combined to provide route plan-
ning for pedestrians with special needs?

- Are there any data sources providing detailed information needed by
people with disabilities?

- How can different data sources be combined?

- How to model pedestrian networks and public transport networks?

- Which obstacles are dangerous or even impassable for the user groups?

- How to get these obstacles and further specific information in the
geographical database?

Implementation of an algorithm for multi-criteria optimization

With regard to route planning, for the implementation of the multi-criteria
time-constrained optimization algorithm some questions arise:

- Which algorithm can be used to solve a problem with multiple criteria?

- How best to combine different criteria?

- What is the performance of the algorithm?

- What is the quality of the results?

Investigation of requirements on the application

Concerning the realization of the application itself, questions like the follow-
ing arise:

- Which are the special demands and requirements of people with dis-
abilities on a route planner?

- Which individual information should be definable in the user profile?

- How can blind people use the functionalities of the route planner best?
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1.3 Awards

The research project ‘Route4you’, where this thesis is based on, was ac-
complished by the Institute of Navigation of Graz University of Technol-
ogy in close cooperation with three further project partners. The project
‘Route4you’ was awarded with various prizes:

- 1st place at the Austrian ebiz egovernment award 2010

- 1st place at the Styrian ebiz egovernment award 2010

- 2nd place at the Microsoft Innovation Award 2010

- 2nd place at the Constantinus Award 2010

1.4 Existing systems and related literature

There is already existing work about travel aids and assistive technologies
for navigating blind people in unknown environments. Existing systems can
be divided into portable navigation systems including a positioning module
and timetable information systems in the Internet.

1.4.1 Portable navigation systems

One of the first pedestrian navigation system for blind people was intro-
duced by the MoBIC Consortium (Mobility of Blind and Elderly People
Interacting with Computers) in the nineties, [47, 52, 53]. Initial work was
also done by Golledge, Klatzky and Loomis, [40, 23]. Another prototype
of a navigation system for blind and visually impaired people is Drishti,
[30, 61]. The first commercially available navigation systems for blind peo-
ple are Trekker1 and Sendero GPS2. The disadvantage of these systems is
the use of data optimized for car navigation. Systems that try to include
data for pedestrians are Tania, [33], Pontes and Odilia, [42], and Nav4blind,
[72]. A new project was started at the end of 2009 at Ceit in Vienna which
deals with an interactive digital city map for blind and visually impaired
people, [74].

1.4.2 Route planners and timetable information systems

Two research projects concerning timetable information systems are BAIM
(Barrierefreie ÖV-Information für mobilitätseingeschränkte Personen)3 and
BAIMplus from the ‘Rhein-Main Verkehrsverbund’ in Germany, [10]. These

1http://www.humanware.com
2http://www.senderogroup.com
3http://www.rmv.de/baim
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projects deal with the provision of public transport information for people
with reduced mobility in a test area in Germany.
In Austria, POPTIS (Pre - On - Post - Trip - Informations - System)4 is the
barrier-free timetable information from the Vienna public transport com-
pany (‘Wiener Linien’).
Regarding the group of wheelchair users, the routing-project ‘Rollstuhlrout-
ing’5 was done in the city of Bonn where some necessary data for wheelchair
users is mapped in the free digital map OpenStreetMap6.
In [27] and [64] the MOTIS (Multi Objective Traffic Information System) is
described. It is a realistic timetable information system for trains concerning
multiple criteria to find suitable connections, especially night train connec-
tions. However, requirements of people with disabilities are not considered
in this route planner.

1.5 Structure of the thesis

This thesis describes the conceptual design and development of a route plan-
ner for people with disabilities. Especially blind and visually impaired peo-
ple as well as wheelchair users are considered. The main focus lies on the
geographical data base and the personalized route planning algorithm. This
thesis is divided into two parts: conceptual foundations (Chapter 2, Chap-
ter 3, Chapter 4, Chapter 5, Chapter 6) and the conceptional design and
realization of the route planner (Chapter 7, Chapter 8, Chapter 9, Chap-
ter 10, Chapter 11). The content of the thesis is structured as follows:

Chapter 2 gives an overview of graph theory as a basis for route plan-
ning. Graph elements as well as specific properties of graphs and their
relevance in route planning are discussed.

Chapter 3 discusses route planning algorithms, especially single-criterion
route planning. Furthermore, Dijkstra’s algorithm for single-criterion short-
est path searches is presented as a basis for multi-criteria shortest path
problems.

Chapter 4 concentrates on the theory of multi-criteria shortest path
problems and introduces Pareto optimal paths. Different solution methods
are discussed. Finally, a multi-criteria version of Dijkstra’s shortest path
algorithm is explained in detail by showing a step-by-step instruction.

Chapter 5 introduces concepts for the implementation of the multi-

4http://www.wl-barrierefrei.at
5http://rollstuhlrouting.de
6http://wiki.openstreetmap.org/wiki/DE:Rollstuhlfahrer-Routing
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criteria algorithms in route planning. Based on the conceptual foundations
in Chapter 4, different solution methods are compared to each other. By
giving examples, the usage of the presented algorithms in route planning is
shown.

Chapter 6 describes the modeling of public transport networks in a
theoretical way and gives an overview of the time-expanded graph model.
The earliest arrival problem and the minimum number of transfers problem
as well as their combination are introduced.

Chapter 7 elaborates on the demands of blind and visually impaired
people as well as wheelchair users on a pedestrian route planner. Results of a
questionnaire are given for getting an overview on how the user groups orien-
tate in unknown environments. Moreover, relevant content of the ÖNORM
B1600 about needs in barrier-free built environments is shown and addi-
tional information like obstacles are described. An ÖNORM is published by
the Austrian Standards Institute and defines national standards.

Chapter 8 deals with software requirements and formally describes
functional requirements as well as non-functional requirements on the route
planner. Furthermore, usage scenarios are given.

Chapter 9 describes the geographical database focused on the user
groups and the tools used for implementation. The main part is the combi-
nation of data sources and the modeling of geographical data for pedestrian
route planning. Most of this chapter is practical work concerning the estab-
lishment of a database for the route planner. This includes the description
of the acquired footpath network as well as combining timetable informa-
tion and the public transport network with the implemented footpaths and
OpenStreetMap data.

Chapter 10 discusses the structure of timetable data and the practical
implementation of the real public transport network in the route planning
tool. It defines the extended graph model for time-constrained route plan-
ning. Moreover, the optimization criteria and the influence of user specific
restrictions on the criteria are discussed. Finally, the implementation of
multi-criteria route planning is presented.

In Chapter 11 the application itself is shown. First, the software archi-
tecture and technologies are explained. This is followed by the description
of the graphical user interface as well as functionalities, user profiles and the
pre-trip training. Another aspect is web accessibility which is an important
feature for blind people.
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Chapter 12 is summing up the work and discusses difficulties. More-
over, an outlook on further ideas is given.



Part I

Conceptual foundations

9





Chapter 2

Graph theory

Graph theory deals with the definition and properties of graphs, topologi-
cal questions, and the corresponding algorithms for solving these questions.
One example is the shortest path problem, but there are many more. In
this chapter some basic definitions and properties of graphs as well as stor-
age techniques of graphs are given. Graph theory is one of the conceptual
foundations for the route planning algorithm discussed in the present work.

2.1 Graphs

Path networks for route optimization are represented as a graph which forms
the basis of every route planning algorithm, [20]. Initially, graph theory was
introduced by the Swiss mathematician and physicist Leonhard Euler to
solve the well-known problem of The Seven Bridges of Königsberg as it is
shown in Figure 2.11. The problem was to find a closed tour through the
city of Königsberg that would lead over each of the seven bridges across the
river Pregel only once. Euler modeled the land mass and bridges as a graph
(Figure 2.2) and proved that the problem has no solution, because of the
odd number of bridges touching the land mass. For a solution, this number
(also called the degree of nodes, see Chapter 2.3) must be even for each land
mass. A detailed description of the problem is given in [26].

From the mathematical point of view, a graph is a structure consisting
of nodes and edges with topological relationships, [31]. In the following, let
G(V,E) be a graph of a set of nodes V (also called vertices) and a set of
edges E, [65].

1Image source: http://www.wikipedia.org/wiki/Seven Bridges of Koenigsberg

11
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Figure 2.1: Bridges of Königsberg

Figure 2.2: Corresponding graph of The Seven Bridges of Königsberg

2.2 Graph elements

2.2.1 Main graph elements

Nodes and edges A graph G(V,E) consists of nodes V = {v1, v2, ..., vn}
and edges E = {e1, e2, ..., em}, where edges are connecting the nodes. For
an edge e = (vi, vj) vi and vj are denoted as the corresponding nodes to e.
Moreover, vi and vj are incident with the edge e and vi and vj are adjacent
to each other connected by e. Nodes and edges are shown in Figure 2.3.

Polygon points and isolated points Further graph elements can also
be polygon points to model a curved link between nodes geometrically and
isolated points to describe objects off the graph (e.g., points of interest within
road networks). The mentioned graph elements are shown in Figure 2.3.

Arcs An edge e can be replaced by directed edges for expressing directions.
Directed edges are also called arcs. Two inversely oriented arcs are consistent
with one edge, [31].

Traverses Traverses are used for representing complex edge-to-edge rela-
tions. A traverse tijk describes a link from a node vi over a node vj to a
node vk, [31].
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Figure 2.3: Main graph elements

2.2.2 Complex graph elements

Chain A chain is an alternating sequence (vs, e1, v1, e2, v2, ..., et, vt) of nodes
and edges beginning with the start node vs and ending with the target
node vt.

Path A path is an alternating sequence (vs, a1, v1, a2, v2, ..., at, vt) of nodes
and directed edges (arcs) beginning with the start node vs and ending with
the target node vt. In this work a path consists of different nodes. In shortest
path optimization, it is not allowed to visit a node a second time.

Circuit A circuit is a closed chain. A chain is called a simple chain, if all
nodes are distinct from each other except vs = vt.

Cycle A closed path is called a cycle with all nodes are distinct from each
other except vs = vt.

2.3 Properties of graphs

A graph has to fulfill certain criteria which are relevant for the use in route
planning, [31]. In the following, specific graph properties are discussed.

Degrees of nodes

The degree of nodes (deg) is defined by the number of edges which are
incident with that node. Isolated points have a degree of zero. E.g., a node
with one incoming and two outgoing edges has a degree of deg = 3.
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Definition 1. The sum of the degrees of nodes of a graph G(V,E) is equal
to twice the number of its edges (Euler), [2].

n∑
i=1

degi = 2m

Definition 2. In any graph G(V,E), the number of nodes of odd degree is
even, [2].

Regular graph If all nodes of a graph G(V,E) have the same degree,
G(V,E) is called a regular graph.

Finite graphs Such a graph consists of a finite number of nodes V and
edges E, which is always true for navigational networks. Throughout this
work, the number of nodes is denoted by n and the number of edges by m.
The number n is also called the order of the graph and m defines the size of
a graph G(V,E), [2].

Simple graphs Simple graphs are graphs without any loops (edges that
have only one node) and parallel edges (edges that have the same nodes).

Connected graphs A graph is said to be connected, if a chain/path exists
between every pair of nodes.

Definition 3. A connected graph with n nodes contains at least n − 1
edges/arcs, [35].

Complete graphs A graph is called complete, if the nodes of every pair
of nodes V of G(V,E) are adjacent in G (Figure 2.4).

Definition 4. A complete graph on n nodes has Kn = n(n− 1)/2 edges.

Figure 2.4: Complete graph
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Planar graphs In graph theory, a planar graph is a graph that can be
mapped to the plane without any edge crossings except in the nodes them-
selves. Two different graphs are shown in Figure 2.5.

Figure 2.5: Planar graph (left) vs. nonplanar graph (right)

Sparse and dense graphs A strict distinction between sparse and dense
graphs does not exist. A graph is said to be dense if the number of edges is
close to the maximal number of edges. Otherwise, a graph with relatively
few edges is a sparse graph.

Directed graphs A directed graph consists of directed edges (arcs). Edges
passable in both directions are split into two arcs. A directed graph is also
called a digraph. Figure 2.6 shows a directed graph.

Definition 5. A directed graph can have at most n(n − 1) arcs. An undi-
rected graph can have at most n(n− 1)/2 edges.

Figure 2.6: Directed graph

Cyclic graphs A digraph is called cyclic, if it contains at least one cycle.
Otherwise it is called acyclic. The difference is represented in Figure 2.7.

Valuated graph A valuated graph, [31], associates a label with every arc
in the graph. Labels can represent costs or weights. Costs and weights are
values for representing the difficulty to pass an arc. Costs valuate arcs in a
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Figure 2.7: A cyclic graph (left) and an acyclic graph (right)

negative sense. High costs mean that it is difficult to pass the arc whereas
high weights label arcs easy to pass. In case of costs, a cost value cij is
assigned to an arc aij from node vi to node vj by a cost function c(aij). In
Figure 2.8 an example for an valuated graph is given. Valuated graphs are
also known as weighted graphs in the literature.

Figure 2.8: Valuated graph

A common cost value for arcs in route optimization is the geometric
length. Cost values can also be time, speed, safety aspects or other evalu-
ation criteria, depending on the thematic background of the graph. Such
values are no longer a geometric quantity. Therefore, the geometric trian-
gular inequality cij + cjk > cik does not always hold. The sum of the cost
values cij from node vi to node vj and cjk from node vj to node vk does
not necessarily exceed the direct cost value cik from node vi to node vk
(Figure 2.9). A valuation can also be applied on undirected graphs and the
geometric triangular inequality is similar.

Figure 2.9: Triangular inequality
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2.3.1 Geometry

Geometry is split up in metrics and topology.

Metrics

Metrics defines the position of graph elements in a coordinate system. The
position is given by coordinates for every graph element. Positions do not
play any role in optimization but are necessary for visualization and spatial
analysis.

Topology

Network topology describes the relationship of objects in a network. It
defines the arrangement of the elements and their interconnections in the
graph. In detail, topology describes the relationship between nodes and
edges/arcs of a graph. Topology is the basis of combinatorial optimization
methods.

2.4 Storage of graphs

2.4.1 Adjacency lists

A graph can be stored using two lists: a node list with node attributes
and an arc list (adjacency list) representing the interconnections within the
graph between nodes and arcs. For the optimization itself, only the arc list
is relevant. In detail, an arc list includes the start node (Startnode-ID) and
the end node (Endnode-ID) of the arc. Startnode-ID and Endnode-ID are
the identifier of specific nodes. Additionally, the costs cij are included. An
example of an arc list based on the directed valuated graph in Figure 2.8 is
given in Table 2.1.

Table 2.1: adjacency list: arc list

Arc-ID Startnode-
ID

Endnode-
ID

cij

1 1 2 3
2 1 4 4
3 2 3 2
4 3 5 8
5 4 2 6
6 4 3 10
7 4 5 5
8 5 6 5
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2.4.2 Indexed adjacency lists

A more sophisticated method than using adjacency lists are indexed adja-
cency lists. A graph is represented by using indexed lists. The basis is formed
by a node list. In principle, the node list contains the smallest leaving arc
(Table 2.2). In an indexed adjacency arc list for each node its successor is
stored (Table 2.3). Indexed adjacency lists require a consecutive numbering
of nodes and arcs.

Table 2.2: Indexed adjacency node list

Node-ID Arc-ID

1 1
2 3
3 4
4 5
5 8
6 9
7 9

Table 2.3: Indexed adjacency arc list

Arc-ID Endnode-
ID

cij

1 2 3
2 4 4
3 3 2
4 5 8
5 2 6
6 3 10
7 5 5
8 6 5

Table 2.4: Incidence list

Node-ID Arc-IDs

1 1,2
2 3
3 4
4 5,6,7
5 8

Arcs incident with an identical start node have to be stored sequentially,
[31]. Note that node 7 and arc 9 are virtual graph elements to calculate the
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number of leaving arcs at node 5 and node 6.

Incidence list

Instead of the indexed adjacency node list an incidence list can be applied.
This list stores all arcs that leave the referencing node (Table 2.4). With the
drawback of more storage consumption, the numbering of nodes and arcs
can be arbitrary. The needed arc list has the same structure as the indexed
adjacency arc list.



20 CHAPTER 2. GRAPH THEORY



Chapter 3

Shortest path problems

The shortest path problem is a basic problem in route optimization. The
methodology of solving shortest path problems forms the basis of any route
planning algorithm. The multi-criteria route optimization which will be
used for the route planner developed in the present thesis is based on the
shortest path problem.

Shortest path problems are combinatorial problems and mean finding
the shortest distance between a pair of nodes in a graph. Let vs denote the
start node and vt the target node or also referred to as destination node,
the goal is to find the minimum vs-vt path in some respect: In many cases
the shortest route is required, but often some other criteria define the ‘best’
path like time, cost, or safety, [35]. All algorithms described in this work
are based on digraphs having directed edges. For an easier and widely-used
notation the word ‘directed’ is omitted and the basic digraph elements are
called nodes and edges.

3.1 Classical shortest path problems

The classical shortest path problem (SPP) appears in a broad range of
applications and deals with the optimization of one single criterion. The
problem can be divided into different cases: There are single-source/single-
destination problems, but also single-source/multiple-destination problems
or finding an optimal path from each of the multiple sources to each of
several destinations, [4].

3.1.1 Single-criterion optimization

Single-criterion optimization is a widely used standard optimization ap-
proach and the easiest problem of shortest path computation. In single-
criterion optimization one cost value cij for each edge eij from node vi to
node vj exists. This could be length, time, or any other non-negative value

21
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depending on the topic of optimization. For calculation, a cost label li for
each node i = 1, ..., n is set and updated during the algorithm, where the
path cost from start node vs to the ith node is stored. Moreover, the prede-
cessor pi of each node has to be remembered to get the calculated path by
backtracking the predecessors.

In this thesis, it will be shown how additional criteria can be modeled and
processed in an adapted algorithm. In the following, single-source questions
with non-negative edge lengths are considered.

3.1.2 Types of solution methodologies

Exact algorithms

Such algorithms calculate an exact solution and have the huge advantage of
finding and ensuring the optimal solution. However, for large problems they
can be computationally intensive. For real-time applications, this could be
a crucial fact and leads to the introduction of approximation algorithms or
heuristics.

Heuristics

Heuristic search is used to reduce the search space, resulting in a smaller
graph and a faster calculation speed. The main disadvantage is that the op-
timal solution may not be found. A well-known algorithm in using heuristic
information is the A*-Algorithm, [31]. In this algorithm, a heuristic value
is added to the cost value of each edge. A widely used heuristic in route
planning is the straight-line distance, which reflects a goal-directed search.
In this heuristic, the edge cost is influenced by the distance from the edge
to the destination. In detail, the straight-line distance to the destination is
added to the cost value of the edge. Consequently, this additive heuristic
value is smaller for edges nearer to the destination than for edges farther
away from the destination.

3.2 Dijkstra’s shortest path algorithm

A well-known method for solving the shortest path problem is the algorithm
of Dijkstra with the condition of a network with non-negative edge lengths.
The algorithm determines the shortest path from one node to all other nodes
in the network with the condition that at least one path exists between any
two nodes, [14, 15, 37]. Dijkstra’s algorithm is a label-setting algorithm.
Temporary and permanent labels are set to nodes during the search which
is explained in detail in Section 3.2.1. The set of nodes with a temporary
label is said to be T and the set of nodes with a permanent label is called P .
Each node of V in a directed graph G(V,E) is assigned a temporary distance
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label li, [31]. For single-source/single-destination problems the algorithm
terminates if the destination node is reached and removed from the set of
temporary labeled nodes T (see Chapter 3.2.1).

3.2.1 Procedure of Dijkstra’s algorithm

Initial condition

The algorithm starts at node vs. The start node vs is stored in the set
of temporary labeled nodes T , the set of permanently labeled nodes P is
initialized to be empty. A label ls of zero is assigned to vs as the distance
from vs to itself is zero. The labels li of all other nodes are set infinity. The
initial condition is written as follows:

T = {vs}, P = {}

ls = 0, li =∞, ∀i 6= s.

Algorithm

First loop: Starting at node vs as the only entry in T , vs is the node with
the minimum label. This node with its minimum label is chosen, removed
from T , and set permanent by adding this node to the set of permanently
labeled nodes P . In the next step, the distances to the neighbors of node
vs are regarded and added to the label ls. If the computed label is smaller
than the existing one of a node, the old label is replaced. This is always
true for the first step because of the initial condition where all labels are
set to infinity except ls. The corresponding nodes are marked as visited by
adding the nodes to T and the predecessor p of the nodes is set to vs. The
neighbors of vs now belong to T .

Second loop: Again, regarding all nodes in T , the node with its minimum
label li is chosen, removed from T , and set permanent by adding this node to
P . Then, the distances to the neighbors of node vi are regarded and added
to its label. This value is compared to the current label of the considered
nodes (neighbors). If the computed label is smaller than the existing one of
a node, the old label is replaced. The predecessor p of the updated nodes
is set to vi. The corresponding nodes are marked as visited by adding the
nodes to T, if they do not already belong to T.

Remaining loops: The algorithm starts again by repeating the proce-
dure of the second loop until termination. All nodes entered in P do not
change their label any more and stay in P until termination. The algorithm
proceeds in iterations and terminates when the candidate list T is empty,
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[67, 4]. The shortest paths from one node to all other nodes are found.
In single-source/single-destination problems the algorithm terminates when
the destination node vt is processed and added to P.

Figure 3.1: Example graph with node numbers and edge costs

Let us consider a practical example based on a given graph in Figure 3.1
which will demonstrate the algorithm more clearly. Figure 3.1 contains the
graph with its node numbers and edge cost values. Figure 3.2 shows the
iteration steps of Dijksta’s algorithm for the graph of Figure 3.1 from the
start node v1 to the destination node v4. The node numbers in Figure 3.1
are now replaced by the node labels set in the algorithm.

Algorithm steps for the given example

Initial step: First of all, the labels are initialized. For the start node v1,
this initial label is zero, whereas all other nodes are set to infinite.

First loop: Starting at node v1 as the only entry in T , node v1 is the
node with the minimum label. This node with its minimum label is cho-
sen, removed from T , and set permanent by adding this node to the set of
permanently labeled nodes P = {v1}. In the next step, the distances to
the neighbors of node v1 are regarded and added to its label. This affects
the nodes v2, v3 and v5. The corresponding nodes are marked as visited by
adding the nodes to T. The set of temporary labeled nodes now becomes
T = {v2, v3, v5} with their labels l2=1, l3=8, l5=4, and the predecessors
p2=v1, p3=v1, p5=v1.

Second loop: Again, regarding all nodes in T , the node with its minimum
label is chosen and set permanent by adding this node to P . In the given
example, this is node v2 with its label l2=1. P becomes P = {v1, v2}. Then,
the distances to the neighbors of node v2 are regarded and added to its
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label. This value is compared to the current label of the considered nodes
(neighbors). If the computed label is smaller than the existing one of a
node, the old label is replaced. At node v5 the label value of l5=4 from
the first loop is updated to l5=3. At node v4 the label is set to l4=8. The
corresponding nodes are marked as visited by adding the nodes to T, if they
do not already belong to T. T consists of T = {v3, v5, v4} with the labels
l3=8, l5=3, l4=8, and the predecessors p5=v2, p3=v1, p4=v2.

Third loop: The next node in T with minimum label is node v5 with
its label l5=3. The set of permanently labeled nodes now becomes P =
{v1, v2, v5}. Then, the distances to the neighbors of node v5 are regarded
and added to its label. The new label value is l3=4, T becomes T = {v3, v4},
and the predecessors are set to p3=v5, p4=v2.

Fourth loop: The next node in T with minimum label is node v3 with
its label l3=4. The set of permanently labeled nodes now becomes P =
{v1, v2, v5, v3}. Then, the distances to the neighbors of node v3 are regarded
and added to its label. The new label value is l4=6, the predecessor becomes
p4=v3 and only node v4 is remaining in T (T = {v4}).

Fifth loop: The only node left in T is the target node v4. v4 is set perma-
nent and the set of permanently labeled nodes becomes P = {v1, v2, v5, v3, v4}
and T is now empty (T = {}). Since the set of temporary labeled nodes T
is empty, the execution of the algorithm terminates.

Finally, backtracking the predecessors gives the shortest path with the node
sequence v1-v2-v5-v3-v4 and the shortest path problem is solved.

For the treated algorithms, the corresponding pseudocodes are given in
the following. Algorithm 1 shows the procedure for calculating the shortest
path to all other nodes. Algorithm 2 determines a single path to one target
node. A termination criterion is added in the while-loop to define the abort
of the algorithm, when the target node is reached. The algorithm terminates,
if the target nodes is set permanent and added to P. Another very illustrative
description of Dijkstra’s algorithm is given in the German book of Gritzmann
and Brandenberg, [26].

3.2.2 Dijkstra’s algorithm with priority queue

The main influence on runtime is given by the operation of node selection
from T . Instead of scanning all nodes, the runtime can be reduced by storing
the nodes according to their distance labels which is done by the use of a
priority queue as introduced in [31] and [64]. Examples for implementations
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Algorithm 1: Dijkstra’s shortest path algorithm (modified from [31,
35, 37, 64])

Input: A digraph G = (V,E), edge costs c ∈ R+, start node vs ∈ V .
Output: Shortest paths from vs to all other nodes v ∈ V , their costs,

and predecessors p(v).

Initialization:
l(vs) := 0.
l(v) := ∞ for all v ∈ V \ vs.
T ← {vs}. P ← {}.
begin

while T 6= {} do
Find a vertex vi := vj ∈ T with min. d(vj);
P ← P + {vi}; T ← T \ {vi};
foreach neighbor vj ∈ N(vi) do
if vj ∈ P then

continue;

if vj /∈ T then
l(vj) := l(vi)+ cij ; p(vj) := vi;
T ← T + {vj};

if (vj ∈ T ) and (l(vi) + cij < d(vi)) then
l(vj) := l(vi) + cij ; p(vj) := vi;

of priority queues are Binary Heap, Fibonacci Heap and Dial’s Implementa-
tion. For detailed information about these data organization structures the
interested reader is referred to [64].

3.2.3 Label-setting algorithms

Label-setting means that node vi removed from the set of temporary labeled
nodes T is the node with minimum label. For label-setting algorithms the
condition of non-negative edge lengths must hold. The characteristic of
label-setting algorithms is that each node will enter T at most once and has
its permanent value at the first time it is removed from T and is added to
the set of permanently labeled nodes P. The important part which affects
running time is the calculation of the minimum label node in T at each
iteration. Several procedures are used in different algorithms, [4]. There are
many efficient algorithms for solving single-criterion shortest path problems.
One widely used label-setting algorithm is the aforementioned Dijkstra’s
shortest path algorithm.
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Algorithm 2: Dijkstra’s shortest path algorithm with one target node
(modified from [31, 35, 37, 64])

Input: A digraph G = (V,E), edge costs c ∈ R+, start node vs ∈ V ,
target node vt ∈ V

Output: Shortest path from vs to one target node vt ∈ V , the cost,
and the predecessors p(v).

Initialization:
l(vs) := 0.
l(v) := ∞ for all v ∈ V \ vs.
T ← {vs}. P ← {}. p(v) := ∞.
begin

while T 6= {} and vt /∈ P do
Find a vertex vi := vj ∈ T with min. d(vj);
P ← P + {vi}; T ← T \ {vi};
foreach neighbor vj ∈ N(vi) do
if vj ∈ P then

continue;

if vj /∈ T then
d(vj) := l(vi)+ cij ; p(vj):=vi;
T ← T + {vj};

if (vj ∈ T ) and (l(vi) + cij < l(vi)) then
l(vj) := l(vi) + cij ; p(vj) := vi;

3.2.4 Label-correcting algorithms

Dijkstra’s algorithm can be easily extended to a label correcting algorithm.
In comparison to label-setting algorithms the choice of node vi removed from
T may be less sophisticated. Therefore, a node may enter T multiple times
to get its permanent value. One example is the Bellman-Ford method, [37].
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Figure 3.2: Procedure of Dijkstra’s algorithm



Chapter 4

Multi-criteria optimization

Based on the conceptual foundations of single-criterion shortest path prob-
lems, this chapter deals with multi-criteria optimization methods in general,
followed by the multi-criteria shortest path problems in detail. First of all,
an overview on optimization with multiple criteria is given, where the reader
is introduced in terminologies and methods for solving such optimization
problems. Furthermore, the terms of efficiency and Pareto dominance are
explained as a basis for determining the ‘best’ solution among various ‘alter-
natives’. In a continuative part of this chapter, multi-criteria shortest path
problems are considered. The goal of this work is providing route plan-
ning for people with disabilities and concerning different kinds of needs on a
planned route. In this context, the following questions arise: ‘How to include
different requirements for an optimal route in a route planning algorithm
during one optimization process?’ and ‘How can we provide more than one
efficient solution to the user for decision?’ An answer is given in this chapter
by discussing the methodology of multi-criteria shortest path problems. In
such a specific application, single-criterion optimization is not sufficient and
a more sophisticated algorithm has to be implemented. Instead of calculat-
ing a shortest path with one single criterion (e.g., length), we have to deal
with a number of different optimization criteria (e.g., travel time and num-
ber of transfers in public transport networks) as we will have later on. Such
problems are referred to as Multi-criteria Shortest Path Problem (MSPP)
with non-negative edge lengths. In literature one can also find the words
Multi-objective Shortest Path Problems (MOSP-Problems) like in [70].

4.1 Introduction

Let us consider an example for a multi-criteria optimization problem in
workaday life. We are interested in buying a new car and we take four
car models into account, which we like best: An Audi A3, an Opel Astra, a
Seat Altea, and a VW Golf. The cars differ in prize, petrol consumption and

29
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Table 4.1: Specification of car models (data is invented), Example modified
from [17]

Alternatives
Audi Opel Seat VW

price (Euro) 28.000,- 24.000,- 23.000,- 26.000,-

Criteria petrol consump-
tion (l/100km)

5,5 6,0 5,0 4,5

power (PS) 140 160 115 105

power. The specifications are given in Table 4.1. Our preference is a cheap
and powerful car with low petrol consumption. This is an optimization
problem with four alternatives and three criteria. Now, which car is the
‘best’ choice, when there is not any car that is cheapest, most powerful and
has the lowest petrol consumption, [17]? So we have to decide one of the
alternatives, considering the conflicting criteria.

4.1.1 Terminology

X = {Audi,Opel, Seat, V W} is called the feasible set or the set of alterna-
tives. Considering two criteria, the criteria are denoted as f1 (e.g., price)
and f2 (e.g., petrol consumption) and f1(x), f2(x) are criteria functions or
objective functions. The optimization problem can be stated as

min
x∈X

(f1(x), f2(x)), [17].

Let us now consider the car example with the first two criteria price
and petrol consumption. In this example the values for f1(x) and f2(x) are:
f1(x) = {28.000; 24.000; 23.000; 26.000} and f2(x) = {5, 5; 6, 0; 5, 0; 4, 5}. In
Figure 4.1 the criterion values of each solution are mapped.

Figure 4.1: Criterion values in the bi-criteria car example, modified from
[17]
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4.2 Efficiency and dominance

4.2.1 Pareto optimality

As mentioned above, by dealing with multi-criteria optimization, more than
one efficient solution does exist. In this context, the Italian economist and
sociologist Vilfredo Pareto (1848-1923) has to be mentioned. He introduced
efficient solutions in the sense of Pareto optima as follows, [70]:

Definition 6. A solution is Pareto optimal if it cannot be improved upon
from one criterion’s perspective without making another criterion worse off.

The challenge now is to find these Pareto optimal solutions and select
the most attractive ones, [46]. The problem of finding all Pareto optimal so-
lutions results in a (weakly) NP-hard (non-deterministic polynomial-time)
problem in general. Such problems can not be solved in polynomial time.

Before going into detail in solving multi-criteria optimization problems,
the concept of dominance and non-dominance has to be defined. The tech-
nique of dominance reduces the size of the search-space by eliminating inef-
ficient solutions and is much used in the field of multi-criteria optimization,
[17, 69, 38].

4.2.2 Dominance

Let f1, f2,...,fk be a number of k criteria, f1(x), f2(x),...,fk(x) the corre-
sponding criteria functions and f(x) be the criteria function mapping with
f(x) = {f1(x), f2(x), ..., fk(x)}. Then the definition of dominance can be
written as:

Definition 7 (Ehrgott, [17]). A feasible solution x̂ ∈ X is called efficient
or Pareto optimal, if and only if it does not exist another x ∈ X such that
f(x) < f(x̂). If x̂ is efficient, f(x̂) is called non-dominated. If x1, x2 ∈ X
and f(x1) < f(x2) we say x1 dominates x2 and f(x1) dominates f(x2).
The set of all efficient solutions x̂ ∈ X is called efficient set or the set of all
Pareto optimal solutions.

In case of two criteria (k = 2) in a discrete optimization problem, f(x)
is a set of f(x) = {f1(x), f2(x)}. Then Definition 6 comes up with:

Definition 8. A solution is Pareto optimal if it cannot be improved upon
from one criterion’s perspective without making the other criterion worse
off.

Concerning the car example, in Figure 4.1, we can see that Seat =
(23.000, 5) and VW = (26.000, 4, 5) are the efficient choices. The following
formulation shall illustrate the Definition 8 more clearly: Regarding the
VW, the solution cannot be made cheaper without increasing the value for
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petrol consumption. Thus, VW is a Pareto optimal solution. Inversely, the
solution for the Seat cannot be made more fuel efficient without increasing
the price. Therefore, Seat is another Pareto optimal solution.

Concerning two criteria in Definition 7, the Definition can be written as:

Definition 9. A feasible solution x̂ ∈ X is called efficient or Pareto optimal,
if and only if it does not exist another x ∈ X such that f1(x) < f1(x̂) and
f2(x) < f2(x̂).

Concerning the car example, for Seat and VW, there does not exist
another solution that is both cheaper and more fuel efficient, [17].

4.2.3 Strict dominance

In Figure 4.2 Pareto optimal solutions are shown. Solutions x3, x4, x5, x6, x7

are denoted as strict Pareto optimal solutions, [71]. Thus, the definition of
strict Pareto optima is written as follows:

Definition 10. A solution is strict Pareto optimal, if and only if does not
exist another x ∈ X such that f(x) ≤ f(x̂) with at least one strict inequality.
If x̂ is efficient, f(x̂) is called non-dominated. If x1, x2 ∈ X and f(x1) ≤
f(x2) we say x1 dominates x2 and f(x1) dominates f(x2). The set x̂ ∈ X
is called the set of all strict Pareto optimal solutions.

In other literature the solutions in Definition 7 are often called weak
Pareto optimal solutions as in [71].

Figure 4.2: Pareto optimal solutions, [71]



4.3. DEFINITION OF OPTIMALITY 33

4.3 Definition of optimality

To solve multi-criteria problems in polynomial runtime, approximation meth-
ods have to be applied. Approximation means the determination of a subset
of all Pareto optimal solutions, since the determination of all Pareto optimal
solutions cannot be solved in polynomial time. The following different meth-
ods for reducing the number of solutions and selecting efficient solutions can
be distinguished.

4.3.1 Scalarization methods

Scalarization techniques are methods to transform the multi-criteria problem
into a single-criterion problem.

Weighted sum method The weighted sum method, also named weighted
sum scalarization, reduces the multi-criteria problem to a single-criteria
problem by applying positive weights λi on k criteria fi. A summation
of the weighted criteria gives a scalar value, which will be minimized. The
minimum sum can be written as, [17]:

min
x∈X

k∑
i=1

λifi(x)

The parameters λ1, ..., λk express the difference in importance of the
criteria. The optimization output is one single solution and is a weakly
efficient solution, [43, 17]. This means that some interesting (and maybe
better) alternatives may get lost. To overcome this problem, other scalar-
ization methods (like the ε-Constraint Method as one example) are more
flexible. Moreover, non-scalarization methods introduced in Chapter 4.3.2
treat all criteria simultaneously and separately.

The interested reader is referred to Ehrgott, [17]. In his book ‘Multicri-
teria Optimization’ he discusses different methods in detail and introduces
some more methods like the ε-Constraint Method, the Hybrid Method, the
Elastic Constraint Method and a few others, which are out of scope of this
thesis.

4.3.2 Non-scalarization methods

Lexicographic order

In some situations a hierarchical order among the criteria is given. As one
example the criterion vectors f1(x), f2(x) can be compared lexicographically,
[67]. Let us consider again our example concerning cars. The ranking of
the criteria might be price before petrol consumption. In that case, the
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lexicographic order can be used. The minimization can be mathematically
written as, [17]:

minlex
x∈X

(f1(x), f2(x))

Definition 11. The lexicographical minimum for a bi-criteria case is defined
by

(f1, f2) <lex (f ′1, f
′
2) if (f1 < f ′1) or (f1 = f ′1 and f2 < f ′2)

This definition is easily extendable for more than two criteria. Consid-
ering our car example shown in Figure 4.1, we should choose the Seat =
(23.000, 5) among the Pareto optimal solutions (Seat and VW). Due to the
ranking of the criteria this is the optimal solution (the cheapest). Note that
by choosing the lexicographical minimum, in this example, even a very good
value for petrol consumption cannot compensate a high price, [17].

In this thesis, a non-scalarization method is chosen to suggest more than
one efficient solution to the user. Different efficient solutions are provided
to the user in pre-trip training (see Chapter 8.1.9).

4.4 Multi-criteria shortest path problems

Multi-criteria shortest path problems appear in many applications like com-
puter networks, route planning, scheduling, artificial intelligence, etc. MOSP-
Problems can be divided into four categories, [70]:

- Number of optimization criteria

- Type of problem
(lexicographic solution, etc.)

- Solution method
(label-setting, label-correcting, and others)

- Data model
(types of network models like time-expanded or time-dependent (see
Chapter 6), etc.)

Applications which deal with the MOSP-Problem can be divided into
two frequently used domains: computer networks and transportation, [70].
In comparison to single-criterion optimization, where the cost function is a
scalar, in multi-criteria optimization a k -dimensional vector for each edge
represents heterogeneous costs (e.g., travel time and numbers of transfers),
[43]. To make it clearly, a bi-criteria example with two-dimensional cost
vectors is given in Figure 4.3, where a digraph consisting of nodes and di-
rected edges is shown. The goal is now to consider these different conflicting
costs simultaneously in the algorithm. Especially, if these costs are equally
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important, it is not clear how to define the shortest path anymore. To solve
a multi-criteria problem, Pareto-optimal paths are introduced in the next
section.

Figure 4.3: Bi-criteria cost vectors for edges

4.4.1 Solutions of multi-criteria shortest path problems

The calculation of efficient paths is based on a digraph G = (V,E) consisting
of a set V of nodes and a set E of edges. The graph has k-dimensional cost
vectors ~c(e) = (c1(e), ..., ck(e)) with k different edge costs for each edge
e ∈ E and k-dimensional label vectors ~l(v) = (l1(v), ..., lk(v)) for each node
v ∈ V . The whole cost for a path P is defined as following:

Definition 12. The summation of costs c for a path P with mp edges e is a
vector sum, which is defined to be a component-by-component adding, [64]:

~c(P ) =

mp∑
i=1

~c(ei) =

(mp∑
i=1

c1(ei),

mp∑
i=1

c2(ei), ...,

mp∑
i=1

ck(ei)

)

Concerning Pareto optimal paths, some theoretical considerations have
to be made:

Definition 13. If a path P in G(V,E) is a Pareto optimal path, then every
sub-path of P is also a Pareto optimal path. Proof is given in [41] and [17].

Definition 14. Let P1, P2 and P3 be three different Pareto optimal paths.
If P1 dominates P2 and P2 dominates P3, it follows that P1 dominates P3,
[41].

Figure 4.4 shows all Pareto optimal solutions (displayed in red) for the
example graph in Figure 4.3 from v1 to all other nodes based on Definition 7.
Labels in black show all other possible paths from node v1 to each node. In
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Figure 4.4: All Pareto optimal solutions of the example graph in Figure 4.3

Figure 4.5: Illustration of Pareto optimal solutions of node 4 in Figure 4.4

Figure 4.5 the Pareto optimal solutions of node 4 are illustrated (large red
points). Solutions (6, 2) and (7, 1) are strict Pareto optimal solutions.

The number of Pareto optimal paths increases with the number of nodes
in the graph. In worst case the number of Pareto optimal paths is exponen-
tial in the number of nodes, [17, 64]. This is a crucial fact for the runtime
of the algorithm. Therefore, approximation methods given in Chapter 5.2
and Chapter 5.3 are applied.

4.5 Dijkstra’s algorithm in multi-criteria optimiza-
tion

Hansen, [29], and Martins, [41], were the first, who introduced the label-
setting algorithm of Dijkstra in multi-criteria optimization. For finding
Pareto optimal paths an extended Dijkstra’s shortest path algorithm can
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be used, with the restriction, that no negative costs exist in the graph, [41].
Otherwise, a label-correcting algorithm must be applied. Proof is given
in [17]. In the following the use of Dijkstra’s algorithm for multi-criteria
optimization is described in detail.

4.5.1 Extended Dijkstra’s algorithm

Dijkstra’s algorithm can be used for calculating all Pareto optimal paths
as well as for determining a subset of all Pareto optimal paths or only a
single Pareto optimal solution. Compared to single-criterion optimization
the following differences appear in the algorithm:

- Edge cost vectors
Cost values in single-criterion optimization are replaced by cost-vectors.

- Node label vectors
Edge cost vectors lead to node label vectors in the algorithm. The
label of each node in single-criterion optimization is replaced by one
or more node label vectors in multi-criteria optimization.

- Approximation methods
Methods for selecting a set of Pareto optimal paths are used to reduce
the number of Pareto optimal solutions for a proper runtime of the
algorithm. Different methods are explained in Chapter 5.3.

- Restrictions
Predefined limits and upper bounds for the vector-components reduce
the amount of Pareto optimal solutions (see Chapter 5.3.2).

- Termination
The termination criterion differs from single-criterion optimization.
The algorithm does not terminate, if the first label at the destination
node is made permanent.

The algorithm is extendable to further criteria only by the expansion of
the edge cost vectors and node label vectors.

Calculation of ALL Pareto optimal paths

The algorithm explained afterwards was introduced by Martins in 1984, [41],
and is a multi-criteria label-setting algorithm which determines all Pareto
optimal paths. This algorithm is shown in detail in Algorithm 3. For multi-
criteria optimization the node label vectors have to be expanded for solving
this problem. In the algorithm, the lexicographical order is used for selecting
the labels and the definition of dominance from Definition 7 is used for
comparing, [41, 19].
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Let vi be a node of G = (V,E). The node label vector of ~l(vi) is a k +
3 tuple, where k is the number of costs. It writes ~l(vi) = (c1, ..., ck, pj , z, u)
with pj 6= vi is a node of G = (V,E), z is the label number of node pj , and
u is the label number at node vi. In other words, a label vector consists of
a k-dimensional cost component, a node predecessor, identifying the node
from which the label was created, a further label indicating from which of
the several labels of the predecessor it was computed, and a label number
at the current node. Further, let T denote a list of temporary labels, which
is kept in a predefined (e.g. lexicographic) order, and a list P of permanent
labels, which will store efficient paths. Note that labels are set permanent
instead of nodes, [17].

Algorithm 3: Dijkstra’s shortest path algorithm with multi-criteria
extension - Calculation of all Pareto optimal paths

Input: A digraph G = (V,E), edge cost vectors
~c = (c1, ..., ck, 0, 0, 0) ∈ R+, start node vs ∈ V , target node
vt ∈ V .

Output: All Pareto optimal paths from vs to the target node vt and
all other nodes in the graph G = (V,E) and the label
vectors ~l = (c1, ..., ck, pj , z, u) stored in the list of
permanent labels P .

Initialization:
~l(vs) := (0, ..., 0, 0, 0, 1).
~l(v) := ∞ for all v ∈ V \ vs.
T ← {~l(vs)}. P ← {}.
begin

while T 6= {} do
Find a label vector ~l ∈ T of node vi with minlex ~l(vi);

P ← P + {~l(vi)}; T ← T \ {~l(vi)};
foreach neighbor vj ∈ N(vi) do
~l(vj) := ~l(vi) + ~cij ; lpj (vj) := vi; lz(vj) := lu(vi); set lu(vj);

T ← T + {~l(vj)};
if ~l(vj) is dominated by an existing label ∈ TorP at node vj then

T ← T \ {~l(vj)};

if ~l(vj) dominates an existing label ~l(vx) at node vj then

T ← T \ {~l(vx)};

Based on the graph of Figure 4.3 an example of a modified Dijkstra’s
algorithm calculating all Pareto optimal paths is given. The iteration steps
of the algorithm and the label vectors are described below and are shown in
Figure 4.6 and 4.7. Dominated labels are deleted and crossed out.
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Initial step: The start node vs = v1 is initialized with ~l(vs) = (0, 0, 0, 0, 1)
and enters the temporary list of labels T , other nodes are initialized with
infinity.

First step: The label vector of the start node as the only entry in T is set
permanent. Then the label vectors of the neighbor nodes become updated.
This yields the new label vectors (1, 1, 1, 1, 1) for node 2, (8, 0, 1, 1, 1) for
node 3, and (4, 0, 1, 1, 1) for node 5. These label vectors are added to T .

Second step: As the label vector of node 2 is lexicographically the small-
est vector in T , it is chosen next and set permanent. Based on this label the
neighbors are updated with (8, 3, 2, 1, 1) at node 4 and the additional label
vector (3, 1, 2, 1, 2) at node 5 which are added to T . Since both labels at
node 5 do not dominate (see Definition 7) each other, they both stay in T .

Third step: The next label which is lexicographically smallest in T is the
label (3, 1, 2, 1, 2) at node 5. This label is set permanent and its neighbors
are updated which forms the new label vector (4, 1, 5, 2, 2) at node 3. The
new label vector is added to T because it is non-dominated.

Fourth step: Now, the label vector (4, 0, 1, 1, 1) at node 5 is lexicographi-
cally the smallest in T and is made permanent. Updating its neighbor node 3
yields an additional label vector (5, 0, 5, 1, 3) at node 3. Also non-dominated,
this label vector joins T .

Fifth step: The next label set permanent is the label (4, 1, 5, 2, 2) at node
3. Updating the neighbors of node 3 yields the label vector (6, 2, 3, 2, 2)
at node 4. This label dominates the existing label (8, 3, 2, 1, 1) at node 4.
Therefore, label vector (8, 3, 2, 1, 1) becomes deleted from T and the the
label vector (6, 2, 3, 2, 2) enters T .

Sixth step: Since the label vector (5, 0, 5, 1, 3) at node 3 is lexicograph-
ically the smallest in T , it is set permanent and its neighbors become up-
dated. This leads to the new label vector (7, 1, 3, 3, 3) at node 4 and this
non-dominated label vector enters T .

Seventh step: The next label which is lexicographically the smallest in T ,
is label (6, 2, 3, 2, 2) at node 4 and is made permanent. The update process
yields label (9, 2, 4, 2, 3) at node 5. This label is dominated by the labels
(4, 0, 1, 1, 1) and (3, 1, 2, 1, 2) and therefore it is instantly deleted.
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Eighth step: The next label set permanent is the label (7, 1, 3, 3, 3) at
node 4. Updating the neighbors of node 3 yields the label vector (10, 1, 4, 3, 4)
at node 5, which is also dominated and deleted.

Ninth step: From the remaining labels in T , the label vector (8, 0, 1, 1, 1)
at node 3 is chosen and set permanent. From updating the neighbors, label
(10, 1, 3, 1, 4) at node 4 is created and enters T .

Tenth and final step: The label which is set permanent, is the recently
created label (10, 1, 3, 1, 4) at node 4, as it is the only entry in T . Updating
its neighbor yields the label (13, 1, 4, 4, 5) at node 5. This label is again dom-
inated by existing labels and is therefore deleted. Since the list of temporary
label vectors T is empty, the algorithm terminates. All Pareto optimal paths
from vs to all nodes are found and represented by their label vectors.

Finally, after applying this algorithm, the Pareto optimal paths of each
node are found by backtracking the predecessor labels using pj and z. For
the given example of node number 4 all Pareto optimal paths with their
node sequence (1, 2, 5, 3, 4), (1, 5, 3, 4), and (1, 3, 4) and their cost pairs (6, 2),
(7, 1), and (10, 1) are obtained.

Now, the main difference between single-criterion optimization or finding
a single approximate solution and generating multiple solutions must be
mentioned. When calculating a single solution, the algorithm can be stopped
once a label at node vt is set permanent. This is not possible in multi-
objective label-setting algorithms due to the existence of more than one
efficient path between a pair of nodes. For a full solution, the algorithm
will only stop if all efficient paths to all nodes are found. Otherwise an
approximation can be done by defining a termination criterion. This could
be either a spatial criterion in the search graph or a runtime restriction on
the algorithm. As already mentioned, the calculation of all Pareto optimal
paths can not be solved in polynomial time. Therefore, the calculation of
a SUBSET of all Pareto optimal is reasonable in practice, which will be
treated in the next chapter.
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Figure 4.6: Steps 1-4 of modified Dijkstra’s algorithm for calculating all
Pareto optimal paths, having two different criteria
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Figure 4.7: Steps 5-10 of modified Dijkstra’s algorithm for calculating all
Pareto optimal paths, having two different criteria



Chapter 5

Concepts of multi-criteria
optimization for route
planning

This chapter introduces different concepts of multi-criteria optimization for
route planning, based on the theoretical definitions in Chapter 4. In the
practical part of this work (Part II), a selection of these multi-criteria op-
timization concepts are implemented in a pre-trip route planner, especially
developed for people with disabilities.

5.1 Overview

5.1.1 Strict Pareto optimal paths

In route planning, strict Pareto optimal solutions are focused, because weak
Pareto optimal solutions are of less interest of a user. Let us assume the two
criteria time and number of transfers, as often used in route planning. Let
(7, 1) be a strict Pareto optimal solution, where the first value represents a
journey duration of 7 minutes, and the second value represents one transfer
during the journey. Let (10, 1) be a weak Pareto optimal solution of the
same problem, then nobody would prefer the weak solution (10, 1), since it
took more time (10 minutes instead of 7 minutes) with the same number of
transfers.

5.1.2 Complexities of multi-criteria optimization

In multi-criteria optimization, three different outputs and complexities of
solutions can be distinguished. These three variants are, [64]:

1. ALL Pareto optimal solutions (exponential runtime, full solution)
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2. A SUBSET of all Pareto optimal solutions (polynomial runtime, ap-
proximate solution)

3. A SINGLE Pareto optimal solution (polynomial runtime, approximate
solution)

While the first was treated in Chapter 4, variants two and three are the
main topic of this chapter. As already mentioned, variants two and three
are necessary, since the determination of all Pareto optimal paths can not
be solved in polynomial time.

In Figure 5.1, approximation methods for solving these two variants
(single solutions and subset of solutions) are listed and explained in further
sections. The description of the variants is based on bi-criteria optimization,
but all methods can be easily extended to an optimization with multiple
criteria.

Figure 5.1: Approximation methods of multi-criteria optimization for route
planning

5.2 Single Pareto optimal solutions

5.2.1 Bi-criteria optimization with lexicographic optimality

In a bi-criteria optimization problem, the two criteria f1 = ‘time’ and f2 =
‘number of transfers’ are considered. Applying the lexicographic optimality
(see Chapter 4.3.2), the priority is set on the time and thus, the fastest path
is computed. An example algorithm based on the graph in Figure 4.3 is
given in Figure 5.3. The lexicographical minimum concerning f1 = ‘time’
and f2 = ‘number of transfers’ for target node 4 is solution (6, 2) with (6
minutes, 2 transfers) as it is shown in Figure 5.3. Comparing this solution
with all Pareto optimal solutions from the final step of Figure 4.7, note
that the solutions with its cost vector (7, 1) and (10, 1) got lost due to the
approximation with the lexicographic minimum.
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5.2.2 Bi-criteria optimization using the weighted sum method

As explained in Chapter 4.3.1 the weighted sum method is a linear com-
bination of the optimization criteria using positive weights. Applying this
method on the bi-criteria optimization problem with the optimization crite-
ria f1 and f2 the minimization of the linear combination is stated as:

min
x∈X

2∑
i=1

λifi(x) = λ1f1(x) + λ2f2(x)

λ1 and λ2 are arbitrary values describing the importance of the criteria.
E.g., if f1(x) is twice important than f2(x), then λ1 = 2 and λ2 = 1 and the
linear combination can be defined as:

min
x∈X

(λ1f1(x) + λ2f2(x)) = min
x∈X

(2f1(x) + 1f2(x))

Note that this supposes that the criterion values of both f1(x) and f2(x)
have the same range. Otherwise, λ1 and λ2 must be chosen in relation to
the different ranges.

5.3 Subsets of Pareto optimal solutions

5.3.1 Subsets by combining single solutions

Bi-criteria optimization with lexicographic optimality using differ-
ent orders of the criteria

Additionally to solution (6, 2) from the example presented in section 5.2.1,
we can easily gain another strict Pareto optimum by changing the order of
the criteria to f1 = ‘number of transfers’ and f2 = ‘time’ and applying the
algorithm with the lexicographic optimality a second time. This is possible
in practice, since the runtime of the algorithm for one lexicographic solution
is small. Now, in case of switched order, solution (1, 7) which means (1
transfer, 7 minutes) remains at target node 4 as the only lexicographic min-
imal solution. The corresponding algorithm steps are shown in Figure 5.4.
Note that the order of criteria in all edge cost vectors and label vectors is
changed to (number of transfers, time). Compared to the algorithm steps in
Figure 5.3, the sequence of how the labels are created differs. At step 2 the
label of node 5 with (0, 4) is set permanent instead of label of node 2 in the
example from Figure 5.3. Therefore, label (0, 5) at node 3 is already created
in step 2 and is not dominated. This label is the predecessor of label (1, 7)
at the destination which therefore remains.

In that case, the solution (1, 7) is the solution with the smallest number
of transfers among all Pareto optimal solution, and among all solutions with
the same number of transfers, the one with the smallest time component. It
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must be mentioned, that in worst case the time component can be extremely
high, since a solution with a slightly higher number of transfers does not
dominate a solution with a very high time value. E.g., there may also
remain a solution (1, 55) as the lexicographic minimum, if this is the only
solution with minimum number of transfers. This circumstance leads to the
introduction of restrictions on criteria in the next section.

Figure 5.2: Lexicographic minimal solutions

Generally speaking, applying the lexicographic minimum with different
orders of the criteria in bi-criteria optimization, the outcome are the two
strict Pareto optimal solutions with the minimum value of f1 in one case
and the minimum value of f2 in the other case. These solutions are pointed
out in Figure 5.2. All other strict Pareto optima in between these two
solutions cannot be found by applying this method.

The weighted sum method with different weight combinations

Subsets of Pareto optimal paths can be generated by applying the algorithm
with various weight combinations. E.g., one solution for λ1 = 2 and λ2 = 1,
another solution for λ1 = 1 and λ2 = 2, and so on.

5.3.2 Subsets by dominance with restrictions

Bi-criteria optimization with restriction on the criteria

Based on the method of determining all Pareto optimal paths, one method
for calculating a subset of Pareto optimal paths is the definition of restric-
tions on the criteria. This reduces the number of Pareto optimal paths in
the nodes and speeds up the algorithm. In this case only Pareto optimal
paths P that satisfy prescribed restrictions on some criteria are located.



5.3. SUBSETS OF PARETO OPTIMAL SOLUTIONS 47

The restrictions are defined by the inequation ci(P ) ≤ τi, [28], for the
ith criterion of the path, where τi denotes the upper bound of the ith crite-
rion. This extension of the MOSP-Problem is referred to as Multi-objective
Shortest Path Problem with restriction or shortly named restricted shortest
path problem in general. In the algorithm, the components of the label vec-
tors are checked against the predefined inequations. Non-dominated labels
are deleted, if they exceed the bound values of at least one criterion.

Bi-criteria optimization with restriction on the criteria by additive
values

Again, the two criteria time and number of transfers are considered, but
their order is changed to f1 = ‘number of transfers’ and f2 = ‘time’, as the
number of transfers has a higher priority. The label dominates if it has less
transfers, but its time component is max. 10 minutes bigger. This value
represents an approximate transfer time necessary for a wheelchair user to
change vehicles and can be changed for other user groups like blind people,
as their transfer time is smaller. Dominance can be written as follows:
A feasible solution x̂ ∈ X is called Pareto optimal, if and only if it does not
exist another x ∈ X such that f1(x) < f1(x̂) and f2(x) < (f2(x̂) + δ). In
our above example δ = 10.
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Figure 5.3: Procedure of Dijkstra’s algorithm calculating a single Pareto
optimal solution (Lexicographic minimal solution with f1 = ‘time’ and f2 =
‘number of transfers’)
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Figure 5.4: Lexicographic minimal solution with f1 = ‘number of transfers’
and f2 = ‘time’
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Chapter 6

Modeling of schedules of
public transport networks for
route planning

Public transport plays an important role for pedestrians and even more for
people with disabilities, as they are not able to use a bicycle or a car. In
addition to the topological network of bus routes and streetcar routes, public
transport is based on timetables, which have to be taken into account in the
route planning algorithm. Timetables in public transport networks (PTN
or PT networks) lead to a time-constrained network. In detail, every node
and edge in the graph of a public transport network is restricted to specific
time stamps. The main goal is to find an optimal path depending on the
departure and arrival times of public transport vehicles.

Therefore, in public transport (PT) time-constrained route planning,
hereinafter referred to as TCRP, has to be considered. A first step is the
transformation of timetables to navigable networks. There are two basic
modeling techniques for using time-constrained data in route planning: The
time-expanded graph model and the time-dependent graph model.

6.1 Time-expanded graph model

In this graph model a time-expanded digraph G = (V,E) is constructed
where every node corresponds to a specific time event. Edges represent time-
dependent elementary connections (Z, S1, S2, td, ta), where Z is a vehicle
traveling from station S1 at departure time td and arriving station S2 at
time ta. A connection between two stations S1 and S2 is elementary, if
a public transport vehicle is moving between these two stations without
stopping in between. By generating the digraph, all nodes are copied for
every time event in the timetable. This results in a very large but sparse
graph, [27, 45, 64, 67].
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6.2 Time-dependent graph model

A time-dependent graph consists of a digraph with only one node per station.
Edges represent the elementary connections or waiting within a station. The
edge-length is a function of time and is calculated ‘on the fly’, depending
on the time in which the particular edge is used, [45]. In Figure 6.1, the
time-expanded model and the time-dependent model are compared to each
other by giving a simple example.

In this thesis, the time-expanded graph model is considered and imple-
mented. Some papers also introduce the time-dependent model like it is
done in [51], [67] and [70]. For studying the time-dependent model in more
detail, the interested reader is referred to [8] and [48]. An experimental
comparison of the two models is given in [59].

Figure 6.1: Difference between time-expanded and time-dependent graph
models of a timetable with three stations S1, S2, S3. There are three public
transport vehicles that connect S1 with S2 (u, v, w), one connection from
S3 via S2 to S1 (x, y) and another connection from S3 to S2 (z) (example
modified from [45])

6.3 Time model

Time is transformed in minutes for easier computation. The time of the
current traffic day is given by t = a · 1440 + b. At this formula, a ∈ [0, 364]
are traffic days starting with zero at the first of January, while b ∈ [0, 1439]
are minutes past midnight within a day, [58]. Hence, the actual time within
a day is t mod 1440 and the current day is t div 1440. The travel time of
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an vehicle for each elementary connection is calculated from the departure
and arrival times: ta − td. The total time for a connection consists of the
travel time, waiting time, and transfer time.

6.3.1 Scheduling constraints

The route planning problem in public transport networks involves the fol-
lowing time constraints, [1]:

- Departing from the start node is allowed only within a specified time
window.

- Transfers are permitted within specified time windows.

- Arriving at the destination node is only possible at specific time win-
dows.

6.4 Optimization criteria

For calculating shortest paths in public transport networks, two main opti-
mization criteria exist:

- min. total time

- min. number of transfers

Instead of minimizing these criteria independently by the choice of the cus-
tomer, simultaneous optimization of all criteria is the challenging task. This
leads to a multi-criteria optimization problem.

6.5 Optimization problems in public transport

The main problems in public transport networks are the earliest arrival
problem and the minimum number of transfers problem.

6.5.1 Earliest arrival problem

The earliest arrival problem (EAP) means finding the fastest connection
from a given start to the destination and reach the destination node as
early as possible by a given departure time, [45]. The fastest connection
is computed by minimization of total time and leads to a single-criterion
problem. The total time consists of total traveling time, total waiting time
and total transfer time, [12].
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6.5.2 Minimum number of transfers problem

The goal of the minimum number of transfers problem (MNTP) is to find
a connection that minimizes the number of vehicle transfers in an itinerary
from start to the destination. It is also a single-criterion problem. To solve
the minimum number of transfers problem, transfer nodes and transfer edges
have to be introduced in the graph model (see Chapter 10.2.4)

6.5.3 Earliest arrival problem with minimum number of trans-
fers problem

For practical use we consider the combination of the earliest arrival problem
and the minimum number of transfers problem. This leads to a bi-criteria
shortest path problem (with the two criteria travel time and number of
transfers) as introduced theoretically in Chapter 4 and Chapter 5.
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Application
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Chapter 7

User groups and demands

This chapter gives an introduction in user groups and their mobility as-
pects. To provide adequate route information for people with disabilities,
the way those people orientate in unfamiliar environments has to be studied.
This concerns mainly blind and visually impaired people but also wheelchair
users. Another important question is which kind of obstacles can danger the
itinerary or make it even impassable. Moreover, guidance information has
to be tailored to the specific needs of the different user groups.

7.1 User groups

The route planner is mainly focused on three user groups with different
disabilities. These three groups are:

- blind people

- visually impaired people

- wheelchair users

For these user groups, their requirements on route optimization are elabo-
rated in detail. In the future, the route planner can be extended to further
user groups.

7.2 Mobility

People with disabilities have special requirements on mobility. Besides spe-
cific information needed to orientate and navigate, people with different
types of disabilities have contrasting demands on planned routes and ad-
ditional information. Whereas wheelchair users face impassable barriers,
blind and visually impaired people have hardly any spatial sense and are
dependent on a detailed description of their close environment, [23]. R.G.
Golledge did a lot of research concerning this topic. In his books Spatial
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behavior, [24], and Wayfinding behavior, [22], R.G. Golledge describes the
behavior and spatial cognition of different types of people including blind
and visually impaired people as well as wheelchair users. In addition to
spatial cognition, people with disabilities have high demands on the built
environment. This means that people with disabilities need more space to
move, since they are dependent on specific travel aids. These travel aids can
be guide dogs or white canes concerning blind and visually impaired peo-
ple, and different wheelchairs or crutches in case of physically handicapped
people.

7.3 Accessibility of the environment

People with disabilities have special needs on accessibility indoor and out-
door. The route planner focuses on outdoor environments. Accessibility
has to be regarded already in the construction phase of infrastructure and
is defined at the guidelines for accessible construction. This affects streets,
sidewalks, footpaths, squares, parks and so on. Nevertheless, not all older
buildings are easily accessible. For that reason, some infrastructure can-
not be used by people with disabilities or dangers may occur. Especially,
such situations are important to include in a route planner for people with
disabilities.

7.3.1 Guidelines for accessible construction

For providing accessibility, guidelines for accessible construction are avail-
able and should be considered. In Austria, accessibility for the construction
of infrastructure is defined at the ÖNORM B1600 (Austrian standard). In
the following sections an extract of important guidelines is given.

Width needed

People with disabilities are dependent on mobility aids like white canes,
wheelchairs or crutches. For this circumstance these people need more space
to move. They rely on larger sidewalks and paths for a safe travel. In [36]
standards of minimum widths are defined for each kind of disability (Fig-
ure 7.1, measures in cm).

Inclination of sidewalk

The inclination of the sidewalk influences the mobility of wheelchair users.
For most wheelchair users, the maximum value that can be passed are 6%,
see Figure 7.2, [36]. This value depends on the kind of wheelchair (electrical
or manual). Compared to manual wheelchairs, electrical wheelchairs allow
passing higher inclination values. Furthermore, the cross-fall of sidewalks
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Figure 7.1: Widths needed [cm]

plays an important role for wheelchair users and must not exceed a maximum
value of 2%, [36].

Figure 7.2: Inclination of sidewalk max. 6%

Stairs

Stairs are impassable for wheelchair users and can be dangerous for blind
people. Steps on footpaths or at entrances should be replaced by ramps
(Figure 7.3, [36]).

Toilets

Lots of cities provide public toilets especially for wheelchair users. These
accessible toilets can be opened with a so called ‘Eurokey’. This service is a
Europe-wide locking system, which can be opened with a special universal
key owned by wheelchair users. Accessible toilets provide more space and
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Figure 7.3: Stairs

guarantee toilet paper holder, wash basin, soap, and so on within reach.
Moreover, they are equipped with handles (grab bars).

Disabled parking space

Marked parking slots are provided for people with disabilities. These parking
areas are particularly near entrances and provide more space for getting on
and off the vehicle (Figure 7.4, measures in cm, [36]).

Figure 7.4: Disabled parking space [cm]

Material of path surface

The surface structure of a path is a crucial fact for wheelchair users or people
with impaired mobility. In some situations the material of the surface can
be dangerous for blind or visually impaired people, too. Decorative patterns
like brick pattern are hard to handle for wheelchair users. People with vision
and cognitive impairments have difficulties detecting the beginning and the
end of the street, which can cause dangerous situations (Figure 7.5, [5]).

7.4 Constructional orientation aids

Orientation aids help people with disabilities to orientate in unknown en-
vironments. Besides guidelines for accessible construction, in Austria the
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Figure 7.5: Patterns

ÖNORM defines such technical aids for blind and visually impaired people
as well. In detail, the ÖNORM V 2102 contains these orientation aids. Such
aids can be tactile or acoustic. In the following, constructional orientation
aids for blind and visually impaired pedestrians are described.

7.4.1 Tactile paving

Tactile paving (also called truncated domes, detectable warnings, tactile
ground surface indicators or detectable warning surfaces) are textured ground
surface indicators on footpaths, train station platforms, etc. to assist blind
and visually impaired pedestrians. These tactile warnings have a special
surface pattern. Common patterns are truncated domes or truncated bars.
These patterns can be recognized with the blind stick well. In the city of
Graz (Austria) tactile paving is called ‘Grazer T’ as the truncated bar tiles
are arranged as a ‘T’ in front of street crossings. Truncated dome tiles are
placed at streetcar stations to mark the entrance point. Nevertheless, during
winter, snow and gravel cover the tiles and make them hard to detect.

7.4.2 Acoustic traffic lights

Traffic lights with acoustic signals help blind and visually impaired people
differ between walk and wait phase. A weak attention signal is audible
during the wait phase within a distance of around three meters to find the
traffic light. When the wait phase turns into the walk phase, the acoustic
signal becomes faster and indicates that crossing the street is possible. At
the traffic light itself, a tactile overview of the street is provided. It includes
the number of lanes, the moving direction of the vehicles, bicycle paths, and
other traffic infrastructure to give blind people an idea of the surrounding,
[55].
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7.5 Demands on navigating in unknown environ-
ments

People with different types of disabilities have contrasting demands on a
planned route, e.g., blind people have other requirements on a barrier-free
route than wheelchair users. While for the latter, routes must not contain
stairs or narrow points, for blind people obstacles on the sidewalk (e.g.,
traffic signs) are dangerous. Moreover, blind people need much more in-
formation about the surrounding like infrastructure (e.g., traffic signals) or
buildings. Infrastructure on the sidewalk (e.g., fire hydrants and telephone
poles) are also used by blind people to estimate distances, [23].

To realize the planning of barrier-free routes for different user groups,
additionally to the use of existing literature, two studies for evaluating these
special requirements have been done. These questionnaires have been sent
out to organizations of people with disabilities as well as lots of private
individuals. The first part was an extensive questionnaire about preferred
information needed before traveling to an unknown city and has contained
the following topics:

- information needed

- obstacles on the sidewalk

- preferred routes

- content of guidance information

- questions about the use of public transport

- accessibility of the user interface

The second task was sorting the list of recommended information and
obstacles by priority divided into user groups. The questionnaire was replied
by various interested people. The groups of blind people and visually im-
paired people were combined in the analysis, since they had nearly the same
results. The output of the whole questionnaire contains lists of preferred
content of geographical data and obstacles, favored user functions, neces-
sary landmarks which are essential for orientation, and examples of route
instructions like turn information, landmarks, and so on, [57].

7.5.1 Information needed

This topic contains infrastructural requirements and dangerous obstacles
which the system should include. Table 7.1 shows the first ten most impor-
tant information listed at the correspondent questionnaire. Besides these
ten objects, as many objects as possible from the whole priority list were
included in the route planner dependent on the availability of geographical
data. In [47] results from interviews with blind and visually impaired people
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Table 7.1: Top ten additional informations defined by user groups

group blind and visually impaired wheelchair users

1 acoustic traffic lights wheelchair accessible toilets
2 medical care disabled parking spaces
3 tactile paving wheelchair accessible hotels
4 shopping facilities bars and restaurants
5 barrier-free toilets sights
6 bars and restaurants cash points
7 taxi museum
8 cash points tourist information
9 pharmacy taxi
10 infrastructure facility (eg., po-

lice)
shopping facilities

about necessary information that shall be contained in an navigation sys-
tem for blind people are presented. Compared to Table 7.1 similar results
of [47] are infrastructure facilities like medical care, shopping facilities, cash
points, restaurants, and so on. Such preferred objects are also called points
of interest (POI). Additional results of [47] named by blind people are street
information (e.g., number of buildings) or information about the road itself
(e.g., number of lanes).

Besides various kinds of objects, information about accessibility is im-
portant in a route planner. For people with disabilities it is necessary to
know whether or not accessibility guidelines (see Chapter 7.3.1) are followed.
Questions like: ‘Are there any stairs at the entrance of the restaurant?’ or
‘Is there a wheelchair accessible toilet?’ have to be answered.

7.5.2 Obstacles

When establishing a route planner for people with disabilities, one main
question arises: What defines the best route for people with different dis-
abilities? One influencing aspect are obstacles. They can be divided into
two different groups: impassable objects and obstacles. The way these two
groups are considered in the route optimization differs. Paths containing im-
passable objects must not be part of the calculated route. Whereas obstacles
have to be minimized and warnings are provided to the user.

Within these two groups, three different types of obstacles can be di-
vided:

- permanent obstacles

- temporary obstacles, which can be hardly included in the route planner
(e.g., bicycles on the sidewalk)
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Table 7.2: Top ten obstacles defined by user groups

group blind and visually impaired wheelchair users

1 bus and train stops with exit
at street level

stairs and steps

2 construction sites material of path surface
3 crossings without traffic lights missing sidewalk ramps
4 material of path surface inclination and cross-fall of

sidewalk
5 crossing of squares and parks rails at street
6 cordons and gates narrow points
7 narrow points cordons and gates
8 rails construction sites
9 mobile obstacles (eg., bicy-

cles)
bus and train stops with exit
at street level

10 bicycle paths crossing foot
paths

crossing of squares and parks

- real-time information (e.g., construction sites)

Table 7.2 shows the first ten most important obstacles listed from po-
tential users at the correspondent questionnaire.

Obstacles influencing wheelchair users

For wheelchair users, a route is usable, if it does not contain any stairs.
Instead, ramps are needed. But not only this single aspect makes a route
attractive. The surface structure of footpaths and the width of sidewalks
play also an important role. Last but not least, obstacles can make the route
hardly passable.

Impassable objects:

- stairs

- narrow points

- missing ramps, if step is too high

- cordons and gates

Main static obstacles:

- rough surface structure

- rails at street

- missing ramps
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Obstacles influencing blind and visually impaired people

Considering blind and visually impaired people, there are not any impass-
able objects as they are for wheelchair users. However, there are obstacles
which are dangerous in some way (individually different). Moreover, cross-
ings without acoustic traffic lights have to be avoided. Besides this, the
width of the sidewalk is influencing the optimality of the route. Information
about the surface structure is used by blind people for orientation. The
surface structure can be felt very well with the white cane.

Main obstacles:

- street crossings without acoustic traffic lights

- traffic signs

- post boxes

- cordons and gates

- stairs

7.5.3 Preferred Routes

In route optimization, various possibilities to define an optimal route can
be distinguished. This can be the shortest route, the fastest route, the
safest route, the most attractive route, etc. However, the route preferred by
one individual is not necessarily the most favorite route of another person.
Therefore, a route planner shall provide the possibility to choose the opti-
mization method. R.G. Golledge did a study on how people select routes,
[21]. The three most preferred optimization methods named in his study
are: the shortest route, the fastest route and the route with least turns.
R.G. Golledge calculates the route with fewest turns in his study on naviga-
tion aids for blind people, [23]. In this thesis, additionally, accessible routes
with fewest obstacles and routes with least transfers in public transport
are mainly considered, as these optimization methods were resulting from
the questionnaire and often named by potential users. The minimization of
transfers is especially important for wheelchair users and blind people, since
changing vehicles is a very uncomfortable and time consuming procedure for
them. A first approach of calculating the route with least hazards was done
in [30].

7.5.4 Content of guidance information

The content of guidance instructions depend on the way people with disabil-
ities orientate in unknown environments. Especially blind people have high
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demands on guidance instructions, as they are not able to see a route visual-
ized on a map. Moreover, the representation of spatial knowledge for blind
people is a challenging task, because people which are blind from birth have
few if any spatial sense, [23]. In the questionnaire, most of people answered
that guidance information shall include the following information:

- Route overview: A route overview shall provide general information
about the complexity of the route. Route overview information shall
contain the total length/time and the number of transfers. The num-
ber of streets, turns and crossings was also listed by the Mobic Con-
sortium as part of the route overview, [47].

- Distances.

- Turn information (straight, left, right, etc.).

- Landmarks in combination with turn information: Guidance informa-
tion shall include landmarks which can be easily recognized by blind
people. This can be acoustic traffic lights, phone boxes and so on.
Guidance information shall be stated as follows: ‘In 20 meters, at the
traffic light, turn left.’

- Blind people often orientate on the geographic direction (north, east,
south, west). This was mentioned in the questionnaire and can be
found in literature, like in [47].

- Street names: name of streets to travel along, name of streets that
have to be crossed, name of streets to turn into.

- Obstacles and dangerous parts of the route, if they cannot be avoided.

- Name of public transport stations (entrance station, exit station).

- Travel time of public transport vehicle and number of stations to
travel.

7.5.5 Public transport and accessibility

Most of pioneer work done by R.G. Golledge, [23], the MOBIC-Consortium,
[47], or S. Helal, [30, 61] does not consider public transport in their pedes-
trian guidance system. These systems are focused on traveling by feet. How-
ever, in the accomplished questionnaire, it turned out that public transport
is very important for people with disabilities. Most of the asked people use
public transport daily, but difficulties come up in using public transport
vehicles. For wheelchair users, missing ramps reduce the usability of public
transport vehicles and therefore, not every arriving vehicle within a station
can be used. Blind people are not restricted in use, but the fact that they
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have problems to find the station of a specific vehicle number - especially at
huge places - makes the use of public transport uncomfortable. These facts
shall be considered in route planning to enhance the mobility of people with
disabilities when using public transport vehicles. To overcome the problem
of missing ramps, the information about accessibility of public transport
vehicles shall be stored in the route planner. As a consequence, only acces-
sible vehicles for wheelchair users shall be considered. To help blind people
finding the station, detailed route descriptions shall provide the necessary
information.

7.5.6 Accessibility of the user interface

Especially, when establishing a software for blind and visually impaired peo-
ple, the user interface is a challenging task, as this user group is not able to
see any graphical information visualized on the screen. Moreover, blind peo-
ple cannot work within a software by using a computer mouse. To overcome
this problem, specific Web Content Accessibility Guidelines of the W3C-
Consortium1 for the creation of accessible websites have to be observed.
This guarantees an unrestricted use of websites for blind people. More de-
tails about these guidelines are given in Chapter 8.2.3.

1http://www.w3.org
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Chapter 8

Software requirements

The goal of this work is the development of a web-based route planner, that
supports people with disabilities traveling around unknown parts of cities. It
was decided to create a web-application, because such an application can be
used easily by a huge amount of people. Moreover, users are not dependent
on expensive hard- or software. Every standard computer with an Internet
connection is sufficient for the use of the route planner. Considering the
functionality, the route planner is focused on pre-trip information in contrast
to an on-trip navigation system. The route is planned before starting the
journey and can be studied, compared to other routes, and learned by heart.
This is especially important, when people with disabilities visit other cities
as a tourist on their own. Those people can plan their journey at home
and select accessible environments and locations for their trip (e.g., hotels,
restaurants, etc.).

For the realization of the route planner, this chapter deals with the
definition of software requirements. Functional and non-functional require-
ments form the basis of the software design and architecture, [75]. These
requirements are derived from the demands of potential users described in
the previous chapter.

8.1 Functional requirements

Within functional requirements, the behavior of the system is described.
The main functionalities of the route planner are the following: entering
via login, user profiles, route planning, map display with map functions like
creating points of interest (POI), administration of POI, pre-trip training,
and a soundfile of the route. These functionalities interact with each other.
An overview of main functionalities with their interconnections is given in
Figure 8.1. In the following sections these parts are described in detail.

69
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Figure 8.1: Functionality overview

8.1.1 Login

The system must provide a login to enable individual settings to the user.

Steps

The user should enter an username and a password and be able to confirm
or cancel the input. The system verifies the login data and displays the
profile selection, if the login data is correct.

Additional steps

If the system fails to verify the user’s access rights because of an unknown
user or a wrong password, the system shall display a message and shall
remain at the login screen.

8.1.2 Profile selection

An unregistered user shall be able to select a standard profile.

Steps

The system shall display four standard profiles (blind, visually impaired,
wheelchair, without preadjustments) at the start page. The user selects a
standard profile and the system loads the main page.

8.1.3 Search

The user shall be able to search for cities or addresses.
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Steps

The user enters a city name or an address and confirms the search. The
system shall display search result on the map.

Additional steps

If the input cannot be found, the system shall display a message.

8.1.4 Map display

The map is mainly provided for wheelchair users and shall include standard
functionalities like zoom and pan. Points of interest shall be displayed on the
map with different symbols for each category. The map shall be as detailed
as possible and shall contain different street categories with street names,
addresses, points of interest, sidewalks, etc.

8.1.5 Creating points of interest

The user shall be able to add a new point of interest with additional infor-
mation to the map.

Steps

The user shall be able to set a POI on the map. The system shall display
a new dialog for entering the specification of the POI. The user shall enter
the POI-name, the POI-category and a comment (e.g., information about
accessibility). Furthermore, the user shall be able to select the status of the
POI (public or private). After entering the information, the user confirms or
cancels the input. With the confirmation, the system shall display the POI
on the map, showing the corresponding category symbol. By the selection
of a POI on the map, its additional information shall be shown.

8.1.6 Points of interest administration

Within the POI-administration users shall be able to manage their private
POI and modify existing POI.

Steps

The system lists all private POI entered to the system (also those the user
has set public). The user shall be able to edit or delete private POI. In
editing mode the user shall be able to change the name of the POI, the
category and the status (e.g., set a private POI to public or vice versa).
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8.1.7 User profile

The user profile shall allow the user to specify individual settings for route
calculation and additional information.

Steps

The user selects a standard profile with predefined settings. The user shall
be able to change the predefined settings and define individual optimization
criteria and restrictions. These are: maximum walking distance, maximum
inclination, preferences for public transport(yes/no, bus only, tram only)
and the maximum number of transfers. As a second part, the system shall
provide setting possibilities for obstacles and points of interest, where the
user can choose relevant categories and set the obstacles/POI on or off.
Another part of the profile shall provide general settings and the possibility
to change the personal login data. Finally, the user confirms or cancels the
changes made to the settings. Moreover, the user shall be able to reset the
individual settings to the predefined standard profile.

8.1.8 Route planning

Route planning provides an optimized route to the user.

Steps

The user enters start and destination addresses (street name and house
number), the city of Graz is preselected. The user enters date and time
for the consideration of available public transport vehicles. After that, the
user confirms the route calculation. The system calculates the route with
the chosen profile and displays the route on the map. The user can change
the profile to wheelchair, blind, visually impaired, and personal. Personal
profiles are available for registered users only. Within the personal profile,
route settings of the individual user profile are considered in route planning.
The system calculates the route for the selected profile and displays the
route on the map.

Output: Route description

The route description appears at the main page. The route description shall
be divided into an overview about the route with general information and a
detailed route description. The general route information shall include the
length/time of the journey, the number of transfers and the arrival time at
the destination. The detailed route description shall contain all necessary
information for orientation described in Chapter 7.5.4.
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8.1.9 Pre-trip training

The pre-trip training provides three different routes with a detailed route
description.

Precondition

A route must already be planned.

Steps

The system suggests three different routes with general and detailed route
description (see Chapter 8.1.8). The user shall be able to compare these
routes by selecting them in sequence. The system displays the selected
route on the map and shows a detailed route description.

Additional steps

If a route has not yet been planned, the system displays a message that a
route must be planned before.

8.1.10 Soundfile download

The route description shall be provided as a soundfile.

Precondition

A route must already be planned.

Steps

The user shall be able to download a soundfile of the current route. The
system displays a download window where the user can decide between open,
download, and cancel.

Additional steps

If a route does not already exist, the system displays a message that a route
must be planned in advance.

8.2 Non-functional requirements

Non-functional requirements describe system qualities and strongly influence
the software architecture, [75].
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8.2.1 Usability

Usability defines, whether a product (software, etc.) is user friendly or
usable, respectively. In other words, usability means how easily people can
use the system in the sense of user interaction. In conjunction with web
pages this is known as web usability. The menu structure should be self-
explanatory and not be overloaded. Moreover, the use of the system should
be easy to learn. This makes a system usable for inexperienced computer
users. Usability can only be reached by knowing the user groups and their
behavior. In the underlying case, users are blind and visually impaired
people as well as wheelchair users. For blind people a well-structured menu
without various links is very important.

8.2.2 Accessibility

Due to disabilities, lots of people cannot use general software products or
web pages. They need special enabling technology for getting the content of
the web page in an adequate way. E.g., blind people are not able to see the
output on the screen. Moreover, they cannot navigate in a software program
by using a computer mouse. Blind people need assistive technologies like
screen readers or braille displays.

Screen readers

Screen readers are software products that convert text-based information to
speech. They are widely used by blind people, as it is one of a few methods
for getting information from the screen. The leading products are JAWS
(Job Access With Speech) and Window-Eyes followed by others systems.
Screen readers read the text on the screen in the predefined tab sequence,
see Chapter 8.2.3.

Braille

Braille is a language for blind or visually impaired people to read and write.
Braille consists of character cells. Each Braille character is made up of
six dot positions. The characters of the Braille alphabet can be divided
in different sets, see Figure 8.21. Set 1 contains the first ten letters of the
alphabet (a-j) which are formed using only the top four dots. Adding the
number identifier (Figure 8.2, Set 5) these symbols also represent the digits
1 through 9 and 0. Adding dot three in the first column forms the next ten
letters (Set 2), and adding dot 6 (last dot in the second column) forms the
last six letters of the alphabet (Set 3). Additionally, there are combinations
for other symbols and combined letters.

1Image source: http://commons.wikimedia.org
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Figure 8.2: Braille characters

Braille displays

Blind or visually impaired computer users, who cannot use a normal com-
puter monitor, use Braille displays or Braille terminals to read text output.
These technical aids are tactile devices that display textual information as
Braille characters. This is achieved by raising pins made of metal or nylon.

8.2.3 Web accessibility

Web accessibility is an important fact concerning websites for people with
disabilities. Due to the development of barrier free website the Web Ac-
cessibility Initiative (WAI) from the W3C-Consortium must be mentioned.
The W3C-Consortium has defined the Web Content Accessibility Guidelines
(WCAG 2.0)2 which cover a wide range of recommendations for making web
content more accessible. WCAG 2.0 are not technology-specific. To get an
overview, an extraction of important facts is given below. The WCAG are

2http://www.w3.org/TR/WCAG20/
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also described in [18] by giving some examples.

Tab sequence

The tab sequence enables users to navigate through an application by using
the keyboard. Moreover, the tab sequence defines the sequence of the screen
readers output.

Text equivalents

Pictures can not be ‘seen’ by blind people. In addition, the content of
pictures can not be read by screen readers. Information can only be provided
to blind people using plain text. For non-text elements like pictures text
equivalents must be defined. Moreover, information can not be provided by
color differences.

Color scheme

Especially for visually impaired people, colors and contrast play an impor-
tant role. Different color and contrast schemes for visually impaired people
can be obtained by using Cascading Style Sheets (CSS), so that the users
can choose their preferring color profile.

In context with a screen reader

For the use of screen readers, practical tests show the importance of avoiding
special characters. These characters are read additionally as words. This
can lead to expressions which are very difficult to understand. An example
provides more insight: The word ‘pre-trip’ was spoken as ‘predashtrip’ by the
screen reader (JAWS) and was hardly understandable. Problems can also
occur by the use of names that contain special sequences of characters (e.g.,
‘tth’, at Matthias) or abbreviations with capital letters (e.g., ABC). Such
phrases can especially be part of POI-names. Another point are foreign
words. E.g., there appear lots of germanized English words in German
language which are spoken by the screen reader with German pronunciation
and therefore sound very strange. This circumstance has to be considered in
the development phase of the route planner, especially in the geographical
data base and the graphical user interface.

8.2.4 Performance

Performance is characterized by the amount of work accomplished by the
system compared to the time and resources used. For the development of
a route planner for people with disabilities the crucial values are the route
calculation and the mapping of the POI because of the huge amount of data
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Table 8.1: Performance of system activities

activity max. duration

page loading 1sec
verifying the login 1sec
loading the map 5sec
loading POI 3sec
save a POI 1sec
city search 2sec
route calculation 4sec
mapping the route after calculation 1sec

that has to be processed. In Table 8.1 upper performance bounds of accept-
able durations of the main system activities are given. These performance
bounds are defined in cooperation with a test user. Since the expectancy is
individually different, the performance bounds should be tested on various
different users. However, such a study is out of scope of the present thesis.

8.3 Usage scenarios

The following two examples of possible scenarios illustrate the usage of the
system.

8.3.1 Wheelchair user

A wheelchair user enters the system with the personal login data and se-
lects the wheelchair profile in a second step. At the main page start and
destination addresses, date, and time for finding a route to a restaurant at
the main square are entered. After printing the map including the calcu-
lated route and route information, the wheelchair user starts the journey
to the restaurant. The suggested route is free from obstacles. Arriving at
the restaurant, steps at the entrance make it hard getting in, but luckily a
friendly person was helping. Unfortunately, these steps are not included in
the geographical data base. Coming back home, the user starts the route
planner again and adds a public point of interest (obstacle) on the map with
the additional information of stairs at the entrance of the restaurant. From
now on, other users will be warned.

8.3.2 Blind person

A blind person enters the system and chooses ‘1’ as the maximum number
of transfers in the individual user profile. Additionally, the user selects some
obstacles like traffic signs and post boxes which should be avoided at the
route. Afterwards, the blind person plans a route to the shopping mall on
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the outskirts of the city. The calculated route contains foot paths as well as
public transport vehicles taking the predefined restrictions under considera-
tion. At the pre-trip training the blind person compares the personal route
with the fastest route and finds out, that this route is five minutes faster but
contains three transfers. So the user remains at the personal route. Finally,
the user stores the detailed route description as mp3-file and transfers it on
the mobile phone for taking it along.



Chapter 9

Geographical data

Geographical data is often named as spatial data, geospatial data or ge-
ographical information. Geographical data is used for modeling the real
world as a digital map. In recent days, digital maps are very popular and
even indispensable in economic and scientific analysis. Digital maps provide
relevant information for a huge amount of different applications. In such
applications, geographical data is not only used for visualization. Besides
this, analysis based on geographical data can be done. Main topics in this
context are planning questions (e.g., city and regional planning), predic-
tions (e.g., flood prediction), routing applications or monitoring. Today,
many companies provide digital maps for various topics. The widespread
use of geographical data in the last years even motivated many volunteers to
map their home town. Such volunteered geographic information (VGI) has
now a comprehensive availability and can be freely used by everyone. The
specific example of OpenStreetMap1 will be shown later on in this chapter.
Moreover, this chapter deals with digital maps for route planning, the cre-
ation of a pedestrian network, and the combination of different data sources
like street networks, pedestrian networks, public transport networks, and
specific information for people with disabilities.

9.1 Modeling the real world

The surface of the world can be described by mapping geographical data
with the output of a digital map. Such a modeling process is always a
simplification of the reality and means a reduction of complexity, [7]. The
output is an abstraction of the real world. The reality can be mapped using
points, lines and polygons, which form the digital map. The digital map
is stored with its coordinates, topology and semantics in a database using
specific data structures and file structures on a computer. The structure of
a data modeling process is shown in Figure 9.1.

1http://www.openstreetmap.org
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Figure 9.1: Flowchart of a data modeling process (modified from [7])

9.1.1 Digital maps

The real world can be mapped as digital maps for using them in different
kinds of applications. In contrast to paper maps, digital maps are much
more flexible in the sense of adding, editing, and updating data and can
contain much more information. These information can be requested by
spatial analysis functions. Digital maps can be represented by a vector
data model, where entities are defined using points, lines, and polygons,
[3, 11]. Thematic information is stored as attributes on each object and
defines specific properties (see Figure 9.2). Moreover, interrelations between
entities describe how entities are linked together. These interrelations are
named topology as explained in Chapter 2.3.1.

9.1.2 Digital maps for route planning

Digital maps for route planning mainly consist of points and lines, which
form a graph and are then called nodes and edges (see Chapter 2). In a
digital city map for route planning, edges represent streets and footpaths,
nodes are the generalization of crossings. Polygon features can be used
for the modeling of buildings, but they can also be reduced by polygon
points or isolated points in the network. A topological correct graph for
route planning has to fulfill certain properties. Such a graph has to be
connected, directed, and valuated (see the description of graph properties
in Chapter 2.3). Figure 9.3 demonstrates a very simple abstraction of a
street network for route planning consisting of nodes and edges and including
examples of attribute information.
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Figure 9.2: Geographical vector data and their attributes (modified from
[34])

9.2 Geographical data sources

Today, various suppliers of digital maps provide local and global geographic
data for many topics. When developing a new application based on geo-
graphical data, the main question is: ‘Which digital map does support my
requirements best?’ The same question appears in context with the devel-
opment of a route planner for people with disabilities. On the one hand,
geographical data included in the route planner should cover large areas or
even the whole world to provide the service to as many people as possible.
On the other hand, a global solution contains less detailed information than
local data focused on a specific topic. In case of people with disabilities
detailed information is very important. However, a local solution with lots
of specific information reduces the availability of the system. To overcome
this problem, the idea of combining different data sources in one application
was born. For data combination in the developed route planner for people
with disabilities, three different data sources are chosen:

Global data

- OpenStreetMap data (OSM)

Local data

- Detailed pedestrian network for people with disabilities (DET) con-
taining specific information for a part of the city of Graz, Austria
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Figure 9.3: Geographical data for route planning including attribute infor-
mation

- Public transport network (PTN) of the public transport company
Holding Graz Linien from the city of Graz, Austria

9.3 OpenStreetMap

OpenStreetMap2 is a free digital map created by volunteers. It was intro-
duced in 2004 by Steve Coast and is now a popular map used in a wide
range of applications, [60]. With the help of many volunteers this map is
growing very fast. After registration at the OSM-community, everybody is
enabled to add missing information or change existing information using the
integrated Potlatch GIS-Tool or the JOSM Java-Editor3.

9.3.1 Quality aspects

The quality and quantity of OSM data has strongly increased in the last
years, since several hundred thousand volunteers have joined the OSM-
community until the end of 2011. Those people are mapping their envi-
ronment to share volunteered geographic information with everyone in the
world, [50]. However, the availability of OSM data in a specific area depends
on their population density. Highly populated areas are more complete than
rural regions, since there are many more volunteer mappers available in cities
than in countrified regions, [50]. Another quality aspect when dealing with

2http://www.openstreetmap.org
3http://josm.openstreetmap.de
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volunteered geographic information is correctness. In this context we should
ask: ‘Have volunteers sufficient knowledge to map geographical data in a cor-
rect way?’ Some volunteers have professional qualifications but many others
do not have specific knowledge about mapping geographical data, [25]. This
aspect plays an important role in the generation of path networks for route
planning. Particularly in this field, knowledge about network topology and
graph properties (given in Chapter 2) are indispensable to provide useful
data.

In [50], a comparison between OSM and commercial data from 2007-
2011 is given. In particular, OSM data has been checked against TomTom
(TeleAtlas) and Navteq data in three categories: relative completeness, at-
tribute accuracy and temporal accuracy. Regarding relative completeness,
it was demonstrated that OSM surpassed TomTom in the total number of
streets recorded in 2010. However, with respect to attribute accuracy, Tom-
Tom is the leading provider concerning street names and turn restrictions
for car navigation, [50]. On the other hand, OSM has its strength in the
enormous variety of information for different applications. Another advan-
tage of OSM is the quick response time for data implementation and data
correction, which assures us currentness of data.

9.3.2 OpenStreetMap data content

OSM contains street network data with different street categories, cycle ways
and some footpaths. Many POI provide additional information about city
infrastructure and leisure activities (e.g., public buildings, cash machines,
restaurants, etc.). The included address data is useful and necessary to
search for the start and destination address in route planning. Figure 9.4
shows OSM data of the campus area of Graz University of Technology in
the city of Graz, Austria in the year 2010. In comparison to that, Figure 9.5
represents the same area in year 2012 and shall illustrate the enhancement
of OSM in the last years.

9.3.3 OpenStreetMap for route planning

Besides a digital city map, OSM can also be used for route planning. How-
ever, this leads to the necessity of advanced knowledge about network model-
ing. Route planning requires a topological correct graph consisting of nodes
and edges (see Chapter 2). Considering street networks, street crossings are
modeled as nodes and streets are represented by edges (Figure 9.3). Due to
the lack of professional knowledge about graph theory of some volunteered
mappers, in OSM, the street network data does not exactly form an accu-
rate graph. Giving one example, intersecting streets partially do not have
a common node. Therefore, OSM data has to be preprocessed for route
planning, [63]. The preprocessed OSM network for the city of Graz consists
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Figure 9.4: OSM data content (April 2010)

of about 10.000 nodes and 7.500 edges. Suggestions for increasing the qual-
ity of volunteered geographical data by providing quality metadata for the
volunteers is given in [6].

Existing route planning projects based on OSM data are: ‘OpenRoute-
Service.org’4 described in [63] and the ‘OpenStreetMap Routing Service’5.

9.3.4 OpenStreetMap data content for people with disabili-
ties

OSM partially provides attribute data (OSM tags) to store information for
people with disabilities, [44]. Unfortunately, these attributes are rarely col-
lected. Moreover, some detailed geographic data need a specific object struc-
ture, which is not available in OSM. This affects sidewalks, which should
be mapped as additional edges, to guide blind people along. A suggestion
for modeling paths for pedestrians is given in Chapter 9.4. Information for
people with disabilities which is already included in OSM data are stairs,
toilets for wheelchair users, and information about the path surface struc-
ture. In a wheelchair routing project6 at the University of Heidelberg, such
OSM tags for wheelchair users have been described. While there are efforts
to provide information for wheelchair users in OSM, there is a lack of infor-
mation in OSM for blind and visually impaired people. A reason may be the
fact, that blind people are not able to add data to OSM on their own, since

4http://www.openrouteservice.org/
5http://yournavigation.org/
6http://wiki.openstreetmap.org/wiki/DE:Wheelchair routing
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Figure 9.5: OSM data content (February 2012)

the mapping tools for OSM are based on graphic information. Therefore,
the implementation has to be made by sighted people. On the other hand,
sighted people do not exactly know the needs of blind and visually impaired
people. In Chapter 7.5 and Chapter 9.4.1 the relevant information is sum-
marized and was elaborated in close cooperation with blind and visually
impaired people.

9.4 Data for Pedestrians

Pedestrians have other needs concerning route information than car drivers
have. Especially for people with disabilities, the differentiation of the street
side is very important. Moreover, they have to know about the occurrence
of sidewalks in the streets. An important information for people with dis-
abilities is the location of safe pedestrian crossings. Otherwise, especially
for blind people, dangerous situations can occur. The idea is now, to model
sidewalks and pedestrian crossings instead of streets. Figure 9.6 shows the
difference between a street network and such a pedestrian network.

9.4.1 Detailed pedestrian network for people with disabili-
ties

Besides information about the street side, people with disabilities are de-
pendent on closer information about their environment. A solution for a
pedestrian network for the navigation of blind people was generated in [54].
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Figure 9.6: Street network in comparison with a more detailed pedestrian
network

An extract of this pedestrian network is given in Figure 9.7. The network
contains the following base objects:

- footpaths and sidewalks

- obstacles

- building entrances

This network was topologically extended for the underlying work and
was enhanced with various attributes and information (like inclination of
footpaths and sidewalks, structure of the path surface, obstacles, etc.). The
new pedestrian network demonstrates an ideal network for guiding people
with disabilities. The modified network contains three object types: nodes,
edges and points of interest. In contrast to the network described in [54],
obstacles are modeled as short edge-elements instead of polygon points. The
new structure allows the inclusion of obstacles in multi-criteria optimization
and with that, the minimization of obstacles within a route. The pedes-
trian network was derived from detailed data (‘Naturbestandsdaten’ ) from
the surveying office (‘Stadtvermessungsamt’ ) Graz. The network was estab-
lished in strong consideration of graph theory outlined in Chapter 2. The
detailed path network in the test area consists of about 500 nodes and 600
edges.

9.4.2 Categories of information

Based on the questionnaire described in Chapter 7, categories for obstacles,
points of interest, and the structure of the surface have been defined.

Obstacle Categories

Obstacles are split up into 16 categories. The following obstacle categories
are important for people with disabilities, but are mainly focused on blind
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Figure 9.7: Pedestrian network for route planning

people. These objects can also be interesting information even for people
who are not affected by obstacles.

- stations, which are not barrier-
free

- stairs and steps

- narrow points

- crossings without traffic lights

- rails

- construction sites

- missing ramps

- stations with exit at the lane

- post boxes

- traffic signs

- cordons and gates

- pillars

- dustbins

- park benches

- parking ticket machine

- bicycle parking area

Points of Interest

Based on the questionnaire described in Chapter 7, the following POI-
categories are considered in the route planner:
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- bar or restaurant

- shopping facilitiy

- medical care

- pharmacy

- phone box

- toilet

- hotel

- disabled parking

- sightseeing

- museum

- acoustic traffic light

- cash point

- taxi

- tactile paving

- infrastructure facility

- tourist information

- elevator

- square or park

- fitness, sport and wellness

- service to repair wheelchairs

- station

- leisure

- pedestrian crossing

Categories of surface structure

The structure of the surface is important to know for wheelchair users and
blind people. The following structures are distinguished:

- gravel

- cobblestone

- ground

- grass

- asphalt

- sand

- paving stones

- concrete plates

9.4.3 Test area

The test area for the detailed pedestrian network for people with disabilities
is an area around the campus of Graz University of Technology, Austria
(Figure 9.8). In this area all required information due to wheelchair users,
blind people, and visually impaired people is mapped. With this network,
an optimal solution for a pedestrian network is shown. The combination of
the pedestrian network with the less detailed OSM network and the public
transport network enlarges the test area to the whole city of Graz.
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Figure 9.8: Test area for the detailed path network

9.4.4 Comparison of OpenStreetMap street network data
and detailed data

Detailed data (‘Naturbestandsdaten’) from the surveying office (‘Stadtver-
messungsamt’) Graz are based on terrestrial geodetic measurements with
an accuracy of a decimeter-level. These data shall serve as reference data
for an accuracy verification of the OSM data in the test area. In Figure 9.9
and Figure 9.10 the detailed data and OSM street network data are put on
top of each other. The dense gray lines represent the OSM street network
(center lines of streets), whereas the thin lines show the mapped ‘Naturbe-
standsdaten’. Sometimes they fit well, but there are also street crossings
with a mapping difference of over twenty meters. Such a mapping difference
is shown in Figure 9.9 and marked with a circle. The dashed line represents
the required position of the edge pointing to the north-east. The differ-
ence can occur due to source inaccuracy, sensor characteristics, actuality or
errors, [16].

In Figure 9.10 a larger area is visualized to get an impression of the
different accuracy within the OSM network. It is shown that the absolute
accuracy varies across the map and does not contain a systematic error.
Due to the local differences, global correction parameters cannot be derived.
Moreover, the ‘Naturbestandsdaten’ is an expensive dataset only available
in local areas and cannot be used as reference for global areas.
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Figure 9.9: Comparison of OpenStreetMap street network data and detailed
data from the land surveying office

9.5 Public transport network and timetables

The third network used is the public transport network from the city of
Graz, Austria. Whereas in route planning for vehicle navigation the pub-
lic transportation system is normally not included, it plays an important
role for pedestrian route planning. Typical for this data is the necessity of
conversion before it can be used in algorithms. In public transport, data is
available as time schedules containing stops and departure times. A first step
is the transformation of schedules to a graph model by generating a time-
expanded node-edge structure from timetables (see Chapter 6). A second
step is the connection of different lines by transfer edges and transfer nodes
which reflect transfer times and additional distances (see Chapter 10.2.4).
The public transport network and the generation of the network from origi-
nal timetable data of the public transport company Holding Graz Linien is
explained in Chapter 10.

9.6 Integration of different data sources

Nowadays, the existence of various different data sets containing heteroge-
neous information makes a wide range of useful information available for
different kinds of applications. However, the information needed for the
development of a specific application is often distributed in different data
sources. This fact leads to the idea of integrating spatial data from different
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Figure 9.10: Comparison of OpenStreetMap street network data and de-
tailed data from the land surveying office

sources to take advantage of data content and quality of more than one data
set. As a consequence, high information content can be achieved.

9.6.1 Multi-scale and multi-modal data model

Data models of different scales and levels of detail are called multi-scale data
models. Multi-modal data include different transportation networks like
streets, footpaths, public transport and so on. The connection of different
networks is made by defining connection nodes which generate a multi-modal
network, [32]. The data combination in this work is based on a combined
multi-scale and multi-modal data model.

The integration of different data sources in a multi-scale and multi-model
data model comes up with some issues that have been considered:

- File conversion: Data sources are often stored in different file formats.
For the integration of heterogeneous data, the conversion in an uniform
file format is necessary.

- Coordinate transformations: Data with different coordinate systems
have to be transformed in a homogeneous coordinate system.

- Topological connection: Corresponding objects of different data sets
have to be merged for the establishment of an overall connected data
source.
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9.6.2 Data integration for route planning

Practically, the following data sources explained in Chapters 9.3, 9.4 and
9.5 have been combined and form the geographical database for the route
planner:

- OSM

- Detailed pedestrian network for people with disabilities

- Public transport network

Coordinate systems

Within these data sources, three different coordinate systems are in use:
‘Bundesmeldenetz’ (BMN), ‘Gauß-Krüger’ (GK) and the World Geodetic
System 1984 (WGS84). BMN and GK are local Cartesian coordinate sys-
tems, whereas WGS84 is a worldwide geodetic reference system. In Table 9.1
the coordinate systems of the used data sources are shown.

Table 9.1: Coordinate systems of used data sources

data base

‘Naturbestand’ GK
Pedestrian network (DET) GK
OpenStreetMap (OSM) WGS84
Stations (PTN) BMN GK

For coordinate transformations and file conversions the software FME7

was used. FME is a GIS processing application with a flowchart-based
interface. It is a very powerful tool for automating repetitive tasks, file
conversion, coordinate transformation, and the processing of large data sets.
With the support of over 200 data formats it is easy to handle different data
sources. It even provides the conversion of OSM data in the shape-file
format. For coordinate transformation, lots of different coordinate systems
are available.

Topological connection

For the topological connection of different networks a connection graph
(CON) was established. This graph represents the interconnections between
the subgraphs of different networks to achieve a connected network. The fol-
lowing connections exist:

7http://www.safe.com/
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- OSM-DET: OSM data has been visually connected using a Desktop
GIS. The integration of OSM-DET is an integration between data
of two different scale ranges. At the area, where DET is available,
OSM data is skipped and corresponding streets and street crossings
are connected. The detailed pedestrian network has a higher resolution
and thus the accuracy decreases at the connection points to the OSM
network. Due to the high resolution of the detailed pedestrian network,
two edges of DET (sidewalks of the street) empty into one edge in the
OSM network (center line of the street). Figure 9.11 shows one of
several connection points.

- DET-PTN: The networks have been connected directly in the database
by connecting the corresponding stations in both networks. The nodes
with station attributes in DET are connected with the corresponding
stations in PTN.

- PTN-OSM: The combination represents the topological connection be-
tween the coordinates of the stations in OSM and the corresponding
PTN stations

Figure 9.11: Connection of OSM network and pedestrian network using a
connection graph with transfer nodes

9.7 User generated data

Due to the lack of information for people with disabilities in common data
sources, the possibility of the addition of data from the user itself is essen-
tial. This acquires new knowledge to the data source and facilitates the
communication between users. Moreover, individual needs and interests can
be added to the database. However, user generated data content needs spe-
cial administration effort. Tools for data integration have to be provided
and the user generated content has to be proofed and managed. From the
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developer’s point of view, the integration of user generated information is
much easier for point information, than it is for topological information (e.g.,
streets or footpaths for navigation). Point information is represented by a
pair of coordinates and can stand for its own. For the expansion of a path
network for route planning, the skill required for mapping is much more
advanced. By mapping new streets or paths, the topological connection to
existing objects has to be established to provide a connected graph for route
planning.

9.7.1 Points of Interest

Points of interest are additional information and are visualized on the map
as point information. In the developed route planner, the integration of
user generated data is realized for such POI. Creating POI and sharing
them with other users is an important tool for people with disabilities to
add specific needs and information. User can create new POI directly in the
web application. Furthermore, they can make comments on existing POI.
Moreover, the addition of obstacle warnings by using a special POI category
is possible. Dependent on the category, different symbols are displayed on
the map. By moving over a POI, a window with more detailed information
is shown. These information can also be complemented by users.

Creation of Points of Interest

When a new POI is placed on the map, a window for entering name, category
and comments appears. Moreover, the sort of the POI (private or public)
can be chosen. Whereas private POI are personal, public POI are available
for all users. After saving, the new POI it is displayed on the map with the
corresponding category symbol.

POI administration

As previously mentioned, user generated data has to be administrated. In
the present application, users can administrate their POI and add comments
to each POI (Figure 9.12) themselves. POI are divided into public POI seen
by all users and private POI. Private POI (first table in Figure 9.12) are
personal and can only be seen, set public, modified, or deleted by the user
they belong to. Public POI can be seen and modified by all users. Public
POI can be set private or deleted by the user, who created the public POI.
Furthermore, all POI can be managed or deleted by the system administra-
tor.
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Figure 9.12: POI administration
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Chapter 10

Multi-criteria route planning
in combined networks

Route planning for people with disabilities makes high demands on the path
network. Including only one sort of network (e.g., public transport net-
work) is not sufficient for these user groups. Instead, a combined footpath
and public transport network is established using three different networks
(see Chapter 9.6). The combination of different networks affects the route
planning algorithm in its complexity and leads to multiple optimization cri-
teria. Furthermore, user specific restrictions can be introduced and influence
the route optimization. At first, route planning in combined networks is in-
troduced in this chapter. Afterwards, the used modeling of public transport
for route planning is described in detail. Finally, the implementation of
multi-criteria optimization in combined networks based on the theoretical
concept in Chapter 4 and Chapter 5 is discussed.

10.1 Route planning in multi-modal networks

The combination of different data sources increases the complexity of the
network for route planning. Such a multi-scale and multi-model network
leads to a multi-level routing where two model concepts can be distinguished:
the homogeneous routing concept and the hierarchical routing concept, [31].

10.1.1 Homogeneous routing concept

This concept allows route planning within one homogeneous path network.
Different networks are joined to one large graph. This allows an easy imple-
mentation of the route planning algorithm, but has its disadvantages in per-
formance. By applying Dijkstra’s shortest path algorithm in single-criterion
optimization on the homogeneous routing concept, one large circular search
space results having the start node in its center (see Figure 10.1). Recall

97
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that the single-criterion algorithm terminates once one path (the optimal)
to the target node is found.

Figure 10.1: Circular search space

The search space in single-criterion optimization can be reduced by ap-
plying a bidirectional search on the network. In that case, a simultaneous
search from the start node forward to the end node and from the end node
backward to the start node is done (Figure 10.2). This results in two cir-
cular search spaces with each having half the radius of the search space in
Figure 10.1. Note that one circle with radius r(s, t) has twice the area of
two circles with half the radius r(s, t)/2. Therefore, in best case, the bidirec-
tional search can speed up the algorithm twice, [66]. However, to guarantee
an optimal search result, an overlapping area of the two search spaces has
to be considered, [31]. This is even more important in multi-criteria opti-
mization, since more than one efficient path between a pair of nodes exists
(see Chapter 3). As a consequence, in multi-criteria optimization no speed
up can be aimed with a bidirectional search, without giving up Pareto opti-
mal solutions. Therefore, the bidirectional search is not implemented in the
route planner.

In the combined network consisting of the pedestrian network, OSM net-
work, and public transport network (see Chapter 9.6), all networks are con-
sidered simultaneously in the route planning algorithm in a circular space.
This means, if the algorithm is searching in the public transport network,
all other networks are regarded as well. This is a very time consuming
operation.

10.1.2 Hierarchical routing concept

In this concept, network parts containing a specific path type are ordered
hierarchically. The route planning is done in different network parts sepa-
rately. First, the search is performed in some local area around the start
node in a lower level network. Then the algorithm switches to a sparse



10.1. ROUTE PLANNING IN MULTI-MODAL NETWORKS 99

Figure 10.2: Bidirectional search in homogeneous networks

network of higher level for covering large distances in a sparse graph. By
reaching the destination area, the algorithm goes back into the path net-
work. The network parts are joined via connection nodes and edges. The
selection of the optimal connection nodes is the challenging task in this con-
cept. The advantage lies in the fast runtime due to the smaller number
of nodes the algorithm has to proceed compared to the combined network.
Let us consider again the three network types: pedestrian, OSM, and public
transport network. Then, the public transport network is suited for a higher
level network with stations forming connection nodes to the path network.
In Figure 10.3, the hierarchical structure of the combination of path network
and public transport network is given.

Figure 10.3: Hierarchical scheme of combined networks

For route planning in hierarchical networks, bidirectional search is essen-
tial. First, the optimal path in a local area from the start node to connection
nodes of the higher level network is computed. At the same time, a back-
ward search from the destination node to the connection nodes of the higher
level network is done. Finally, the higher level network is proceeded regard-
ing the calculated paths in the lower level networks. Figure 10.4 illustrates
a hierarchical search in combined networks. Multi-criteria optimization in
multi-modal networks is not well discussed in the literature and is a chal-
lenging task, [13]. In multi-criteria optimization a hierarchical concept is
hard to realize, since the multi-criteria algorithm does not terminate, if one
optimal path to the target node is found (see Chapter 3), [64]. Therefore,
the homogeneous concept was chosen for multi-criteria optimization.
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Figure 10.4: Hierarchical search in combined networks

10.2 Modeling of public transport networks

Public transport networks consist of a topological network and timeta-
bles. The use of a public transport network in a route information sys-
tem requires special modeling of timetables for optimization in route plan-
ning. Existing public transport information systems are HAFAS (HaCon
Fahrplan-Auskunfts-System), which is a trademark of the HaCon (Hannover
Consulting) Ingenieurgesellschaft mbH in Germany and EFA (Elektronische
Fahrplanauskunft) by Mentz Datenverarbeitung GmbH, Munich, Germany.
However, these systems are rarely containing information concerning people
with disabilities, [67, 68].

10.2.1 Raw timetable data

Timetable information used in the present work is provided by the public
transport company of Graz (Holding Graz Linien) and contains all streetcar
routes and some bus routes from the city of Graz.

Timetables are structured in text-files and are split in up to six timetable
files for each route. These six files consist of:

- three day-types: There is one file for each existing day-type. These
types are divided into three periods: Monday to Friday, Saturday, and
Sunday or public holidays.

- two directions: Each day-type is stored for both directions.

Besides different files for day-types, the whole timetable with all its files
is existing multiple times for different periods over the year. There are
Christmas timetables with extended Saturday, school-holiday timetables,
and night plans as a few examples. An extract from raw timetable data is
shown in Figure 10.5. It represents the timetable information from street-
car line number six in the raw timetable structure of the public transport
company Holding Graz Linien. In Figure 10.6 the data set entries are ex-
plained. The timetable contains the line-number, the direction, the sequence
of the stations, the day-type, the course number, and the departure and ar-
rival times at the stations as well as the length between two stations. The
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timetable could not be used directly for route planning. It has to be trans-
formed in a graph model, as theoretically explained in Chapter 6.

Figure 10.5: Raw timetable data from Holding Graz Linien

Figure 10.6: Raw timetable data with data-set entries

10.2.2 Time-expanded model

For route planning in public transport networks, timetables have to be trans-
formed in a topological network. Due to multi-criteria optimization the time
expanded model was chosen (see Chapter 6.1). This model was established
with real timetable data from the public transport company Holding Graz
Linien described in the previous section. For each vehilce a connection
between two stations is represented as an edge element e of the following
structure:

e = (Z, S1, S2, td, ta, N,C, d,Dt, dist,D, T ).
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Z...edge-ID
S1...station 1
S2...station 2
td...departure time at S1

ta...arrival time at S2

N...line-number

C...course number
d...direction
Dt...day-type
dist...distance
D...duration
T...transfers

Figure 10.7 shows a table with real timetable data from the Holding Graz
Linien in the described structure. The time-expanded network consists of
about 70.000 nodes and 75.000 edges.

Figure 10.7: Timetable of Holding Graz Linien in time-expanded structure
for route planning

10.2.3 Extensions for time-constrained optimization in real
public transport networks

For multi-criteria time-constrained optimization extensions concerning model
and algorithm have to be made.

- Model: Besides timetables, transfer nodes and transfer edges have to
be introduced in the graph model.

- Algorithm: Due to the huge graph caused by copying all nodes for
every time event, a predefined time interval can reduce the search
space of the route planning algorithm. For an inner-city ride this
interval is set to a few hours.

Figure 10.8 represents a flowchart of a public transport itinerary.
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Figure 10.8: Public transport scheme, modified from [62]

10.2.4 Transfer edges and transfer nodes

Transfer edges connect stations where a transfer is possible. Transfer edges
are modeled as time-independent edges. The ‘transfer’-attribute marks these
edges as a transfer and is set to value 1 for transfer edges and value 0 for
elementary connections in the timetable.

Let n be the number of nodes per station. The total number of directed
transfer edges (resp. arcs, see Chapter 2) results from n(n − 1). Transfer
edges can be reduced by inserting a transfer node. Transfer nodes are time-
independent as well. Note, that attributes for transfer and duration must not
be set in both directions. They are only set to arcs pointing to the transfer
node. Otherwise, if set in both directions, the shortest path algorithm would
count the values twice. The transfer node model contains only 2n transfer
arcs compared to the transfer edges model with n(n−1) arcs. Therefore, the
transfer node model is realized in the present work. Figure 10.9 shows the
comparison between directed transfer edges and an inserted transfer node.

Transfer time

In real public transport networks, the transfer time is not negligible. In
realistic itineraries the transfer time varies for each station and is not known
before. Moreover, it also differs for various kinds of user groups. In a
first step, the transfer time is set to a constant value for each different
user group, since wheelchair users need more time for transfers than blind
or visually impaired people. These different transfer times are set in the
duration attribute of the transfer edges. The duration of travel from one
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station to another station is generated from ta-td (see Chapter 6.3).

Figure 10.9: Left: Transfer edges connect stations directly with n(n − 1)
arcs, Right: A transfer node reduces the number of arcs (2n arcs)

10.3 Multi-criteria time-constrained route planning
in combined networks

One of the most innovative aspects of the developed route planner is the
possibility of comparing various routes in pre-trip training. The pre-trip
training provides the comparison of different routes based on varying op-
timization criteria directly with each other. In contrast to common route
planners, it is not necessary to calculate the route various times with differ-
ent optimization preferences. Instead, different route suggestions are gained
within one calculation. To realize this comfortable feature, multi-criteria
optimization was chosen for implementation with the advantage to optimize
miscellaneous criteria in one optimization process and consider them against
each other.

Multi-criteria optimization was theoretically introduced in Chapter 4
and Chapter 5. This concerns the definition of Pareto optimality and dom-
inance, general solution methods of multi-criteria optimization using an ex-
tended Dijkstra algorithm, as well as concepts for multi-criteria route plan-
ning. This chapter gives insights in the implementation of multi-criteria
optimization in the route planner for people with disabilities and describes
which of the introduced concepts in Chapter 5.3 have been used.
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10.3.1 Optimization criteria

In contrast to single-criterion optimization, more than one criterion is con-
sidered in multi-criteria optimization. In case of combined networks, each
network has to be affected by at least one optimization criterion. In route
planning, a common criterion is time or distance. In addition to one opti-
mization criterion for each network, supplemental criteria for each network
can be defined to suggest adequate and user-specific routes. For the realiza-
tion of the route planner, three optimization criteria have been chosen:

- time

- number of transfers

- number of obstacles

The common criteria for all three networks (public transport network,
OSM network and pedestrian network) is time. With this criterion the
total time of the route is minimized. In addition, for the public transport
network the minimization of the number of transfers is essential to provide a
reasonable route (see the optimization problems in Chapter 6.5). A further
criterion due to the pedestrian network is the number of obstacles, which is
a criterion especially selected for people with disabilities.

10.3.2 Basic definitions on multi-criteria optimization

In route planning, the feasible set X consists of all possible paths in the
combined network. The three optimization criteria are defined as f1(x) =
time, f2(x) = number of transfers and f3(x) = number of obstacles. The
overall optimization problem is stated as:

min
x∈X

(f1(x), f2(x), f3(x))

The challenge is now to find the most interesting Pareto optimal paths
for this optimization problem. Therefore, optimization methods introduced
in Chapter 5 are applied. Due to route planning, only strict Pareto optimal
solutions are considered, since other solutions would not be the favorite
choice of a user (see Chapter 5.1.1).

The multi-criteria optimization problem can be solved using an extended
Dijkstra’s shortest path algorithm with expanded node label vectors. In
contrast to single-criterion optimization the edge costs are not scalar values,
but k-dimensional cost vectors for k criteria (see Chapter 4.5). In case of
our three predefined optimization criteria, this leads to 3-dimensional cost
vectors in the graphs. In networks, where one criterion is not affected, the
value of this criterion in the cost vector is zero. E.g., in the public transport
network the value for the number of obstacles in the cost vector is null.
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Contrary, in the OSM and the pedestrian network the cost value for the
number of transfers is null.

10.4 Optimization methods for multi-criteria time-
constrained route planning

The goal is now to find subsets of Pareto optimal paths to provide a choice
to the user. The following solution methods for the present multi-criteria
optimization problem have been chosen from possible methods described in
Chapter 5.

10.4.1 Multi-criteria optimization with lexicographic opti-
mality

The multi-criteria optimization with lexicographic optimality is a method
for the calculation of a single Pareto optimal path. This method was just
implemented for reference to compare it with other solutions, provided by
a method which in contrast generates subsets of Pareto optimal paths. The
multi-criteria optimization with lexicographic optimality provides a better
runtime with the restriction that some interesting alternatives get lost (see
Chapter 5.2.1 for details). For a reasonable runtime of the route optimiza-
tion algorithm the non-scalar approximation method of the lexicographical
minimum (see Chapter 4.3.2) has been applied. Another method for calcu-
lating a single Pareto optimal solution is the weighted sum method, which
is used in a routing project in [73]. A disadvantage of the weighted sum
method is, that criteria cannot be considered dependent on each other.

10.4.2 Multi-criteria optimization with restrictions on the
criteria including additive values

In the present work, a more sophisticated method is realized additionally
to the lexicographic optimality and the weighted sum method. The multi-
criteria optimization with restrictions on the criteria including additive val-
ues generates subsets of Pareto optimal paths. In this method, restric-
tions on the criteria from individual user profiles are considered (see Chap-
ter 5.3.2) and criteria are regarded dependent on each other. Generally
speaking, restrictions speed up the multi-criteria algorithm, since node la-
bel vectors are deleted, if a criterion value exceeds the predefined upper or
lower bound. This decreases the number of node label vectors and therefore
reduces the search space of the algorithm. However, it can occur, that no
possible path can be found and the algorithm terminates without a solution.
This situation has to be reported to the user and they have to relax their
restriction values. Additionally to the introduction of restrictions, the order
of the criteria in the cost and label vectors is changed to f1(x) = number of
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transfers, f2(x) = time and f3(x) = number of obstacles. Remember that
the order of the criteria influences the optimization output as demonstrated
in Chapter 5.3.1. The reordering has been made since a minimum number of
transfers is more important for people with disabilities than time. However,
the relation of transfers and time can be influenced by using restrictions
with additive values as one will see later on.

Restrictions

Besides additional optimization criteria user specific restrictions influence
the optimization. Such restrictions can affect optimization criteria (see
Chapter 5.3.2), the definition of dominance, or single edges. Restrictions
can be set up at the user profile by the definition of a maximum value.

Among others, three main restrictions are included:

- max. walking distance/time to a station (restriction concerning the
pedestrian network or OSM network)

- max. number of transfers (restriction concerning the public transport
network)

- max. slope/incline of single edge elements (restriction concerning the
pedestrian network or OSM network)

Restrictions differ in the implementation method. Three differences can
be distinguished: Some restrictions (the max. walking distance/time and
the max. number of transfers) influence the optimization criteria and there-
fore the node label vectors. Labels are deleted in the modified Dijkstra’s
algorithm, if the threshold value is exceeded. Additive values (e.g., for the
relation between the number of transfers and time) influence the definition
of dominance as explained in Chapter 5.3.2. Restrictions like the max. slope
influence single edge elements. This restriction does not influence the route
optimization algorithm. Edge elements are checked against the max. value
before the optimization process. Edge elements which exceed the threshold
value are eliminated before the route calculation.

Restrictions with additive values

Restrictions with additive values influence not only one criterion, but also
consider criteria against each other. This method is implemented for the
criteria time and number of transfers. A label with less transfers dominates,
if and only if its time component is max. δ minutes bigger (see Chapter 5.3.2)
for details. The additive value δ may be set individually in the user profile.
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Restrictions on edges

Some restrictions do not influence the optimization criteria, but make edges
unavailable or even not passable (e.g., times when a vehicle is not available,
restrictions on vehicles, or specific obstacles). Corresponding edges have to
be eliminated or disabled for route planning. In this context the following
restrictions are considered:

- Vehicles not available at given time: The availability of vehicles de-
pends on days and times. A public transport vehicle is not available
the whole day round. Moreover, some vehicles are not available on
each day. This circumstance has to be considered in the modeling of
the time-expanded network.

- Accessibility of vehicles: Three categories of accessibilities can be dis-
tinguished:

– full accessible: low-floor vehicle

– partial accessible: partial low-floor vehicle

– not accessible

The category of accessibility can be identified using the vehicle-number
(course number). For realization, a problem occurs: the course num-
bers of daily timetables differ from the timetable of a period stored in
the database. Daily timetables are set by Holding Graz Linien one day
before usage. Only at this daily timetables the course numbers are in
accord with the vehicles driving on that course. The implementation
of daily timetables in real time is not yet possible because of technical
issues at Holding Graz Linien but the developed software is designed
in a way that timetables would be exchangeable at any time.

- Edges with maximum incline: The inclination of the path is especially
relevant for wheelchair users. The common maximum value for incli-
nation is 6% concerning wheelchair users. However, this value varies
for various types of wheelchairs. Using an electrical wheelchair allows
a higher value than moving with a manual wheelchair. The maximum
value for inclination is also depending on the type of disability by us-
ing a manual wheelchair. The crucial fact is, how many force the user
can bring up with his hands. Therefore, this bound can be set in the
user profile individually. Edges exceeding this bound value have to be
disabled in route planning.

- Bus or Tram: Some user prefer a single type of public transport vehicle.
In the city of Graz two types of vehicles are available. These are
buses or trams. The users are able to define the vehicle type in their
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individual profile. So they can decide if they would like to use either
buses or trams or both of them.

- Edges with impassable obstacles: Obstacles can be divided into pass-
able obstacles and impassable obstacles. For passable obstacles (e.g.,
traffic signs,...) a warning is given in the route description (see Chap-
ter 11.6). However, for impassable obstacles the corresponding edges
have to be eliminated or disabled in route planning.

Impassable objects are:

– stairs (wheelchair users): Stairs without ramps can not be passed
by wheelchair users.

– narrow points (wheelchair users): Footpaths with narrow points
smaller than a wheelchair can not be used by wheelchair users.
Narrow points are not impassable for blind people, but very dan-
gerous.

Types of obstacles depend on personal behavior and mobility. E.g.,
stairs may also be an obstacle for some blind people, while others can
detect them with their white cane. Due to these individual differences,
the obstacle categories relevant for route planning can be set in the
user profile.
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Chapter 11

Application

This chapter describes the architecture and functionalities of the developed
route planner. The route planner is realized as a web application and pro-
vides adequate routes for people with disabilities. Another part of this
chapter is the explanation of route description. In more detail, this involves
the calculation of turn information and additional information dependent on
the network type (e.g., obstacle warnings, information about public trans-
port, information about the closer surrounding, etc.). Finally, a validation
of the provided route information and the performance of the application
are given.

11.1 Software architecture

Figure 11.1 shows an overview of the software architecture. The main part
is a web server containing the database, the Route4you services and the
web application. All calculations are accomplished at the server. Only the
graphical user interface is rendered at the client. This approach has shown
to be computationally efficient. The only requirement for the user client is a
web browser with a freely available Silverlight plugin (see Chapter 11.2.3).
The web server and the client need to be connected to the Internet.

Figure 11.1: System overview
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11.2 Technologies

The platform of the web application is a Windows Server 2008 R2 system
with a 2,4 GHz Intel Xeon CPU and 6 GB RAM. This server acts as the
web server as well as the database server with the advantage of fast data
exchange. The web server application is Microsoft Internet Information
Services (IIS 7.5) which is necessary for sharing applications, services, doc-
uments, and files in the network. The developed web application interacts
with Microsoft Sharepoint. The graphical user interface (GUI) of the appli-
cation is a combination of ASP.NET (Active Server Pages .NET) WebForms,
Windows Presentation Foundation (WPF) and Silverlight. ASP.NET is a
web application framework for building dynamic web sites, web applica-
tions, and web services. The Silverlight control allows a user interaction
within the web page and provides objects, methods, and events for display-
ing maps. The communication between the application and the Route4you
services is done using Windows Communication Foundation (WCF). The
Route4you services trigger calculations like route planning and access the
database. The database is managed with Microsoft SQL Server 2008 and
contains geographical data, application data and user profiles. Figure 11.2
illustrates the application parts with their corresponding technologies. In
the following, these technologies are described in more detail.

Figure 11.2: Technologies

11.2.1 Internet Information Services

IIS1 is a web server application to provide and host ASP.NET web applica-
tions and web services in the Internet. IIS 7.5 is included in Windows Server
2008 R2 and supports HTTP, HTTPS, FTP, FTPS, SMTP and NNTP

1www.iis.net
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which are different transfer protocols for hypertext, files, mail, and network
news.

11.2.2 Windows Presentation Foundation

WPF is part of Microsoft .NET. WPF is a graphical subsystem for render-
ing user interfaces in Windows-based applications developed by Microsoft
which clearly separates GUI from business logic. WPF implements XAML
(Extensible Application Markup Language) to define the GUI by linking
various GUI elements. WPF applications can be established as standalone
desktop programs or can be used as an embedded object in a website, [49].

11.2.3 Microsoft Silverlight

Silverlight2 is a powerful development platform for creating interactive ap-
plications. Silverlight, also known as WPF/E (Windows Presentation Foun-
dation Everywhere), is a subset of WPF and focuses on web applications.
This web application framework integrates multimedia, computer graphics,
animation, and interactivity into a single runtime environment. Silverlight is
comparable to Adobe Flash, but has its focus on a user interface (UI) object
model and less on animation. Silverlight also supports screen reader, which
is a crucial fact dealing with an application for blind people. Silverlight sup-
ports the accessibility definitions of WCAG 2.0 described in Chapter 8.2.3.
The UI Automation API (application programming interface) allows text
equivalents for pictures, text boxes, etc., and the definition of the tab se-
quence which is content of the WCAG 2.0. Silverlight has to be installed
as a web browser plug-in by every user of the route planner and is freely
available.

11.2.4 Windows Communication Foundation

WCF is also part of Microsoft .NET and allows the communication between
applications (service endpoints) via different protocols. In this application,
WCF is used to communicate with Route4you services using web services.
The communication is implemented asynchronously which means, one ser-
vice is not blocked while waiting for the response of another service.

11.2.5 Microsoft Sharepoint 2010

Microsoft Sharepoint is based on IIS and is responsible for data exchange and
communication between users. It is used in the route planner for managing
the user profiles and points of interest. A reason, why Microsoft Sharepoint
was decided, is the idea of a communication platform for users in future

2www.microsoft.com/silverlight/
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work. Such a platform within the route planner enables user to discuss,
share experiences, and collect information.

11.2.6 Microsoft SQL Server 2008

For managing the geographical data as well as the user specific data and
the user profiles, Microsoft SQL Server was used. The abbreviation SQL
stands for structured query language. Microsoft SQL Server is a relational
database management system provided by Microsoft. Microsoft SQL Server
Database Engine is the database module whereas SQL Server Management
Studio is used to administrate database objects. Microsoft SQL Server uses
the SQL variant T-SQL (Transact-SQL) as query language, [39]. T-SQL
mainly provides syntax for the use of stored procedures and transactions.
SQL Server 2008 also supports structured and semi-structured data, includ-
ing digital media formats for pictures, audio, video, and other multimedia
data. Moreover, it provides a geography data type. The geography data
type (resp. spatial data type) supports the storage of geographical objects
with their coordinates. Methods defined in OGC-Standard (Open Geospa-
tial Consortium) enable calculating with geographic objects which can be
represented as points, lines or polygons. Some examples for such predefined
methods are Distance, Buffer or Length.

11.3 Graphical user interface

11.3.1 Menu structure

Due to usability (see Chapter 8.2.1), the menu structure must be self speak-
ing and not overloaded. Therefore, the number of menu points was min-
imized and sub menus have been avoided. The menu was designed in co-
operation with an organization for people with disabilities in Graz, Austria
(‘Behindertenbeauftragte der Stadt Graz’). Potential users asked for an easy
start page of the route planner, visualized in Figure 11.3. At this page a
predefined user profile can be chosen or the login page can be accessed. After
that, the user reaches the main page of the route planner (Figure 11.4).

Main menu

For blind people it is hard not to lose the orientation at the web page.
Various links and sub menus are confusing for them. Therefore, the main
menu shall be easy and consists of the following six pages:

- Home (main page) with route planning (see Figure 11.4)

- Pre-trip training

- Points of interest
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Figure 11.3: Start page (published in agreement with the project consortium
of Route4you, see Chapter 1.2)

– visualization of POI (see Chapter 9.7)

– creation of POI (see Chapter 9.7)

– administration of POI (see Chapter 9.7)

- User profile

- Links

- Help

11.4 User profiles

At the menu point ‘user profile’ of the main menu, users are able to create
their own profile to choose specific settings due to their individual preferences
which subsequently are considered in route planning.

11.4.1 User settings

The user settings of every profile comprise optimization criteria and restric-
tions, obstacle categories, and POI categories which influence route planning
and route description. The user profile with its individual setting possibili-
ties is shown in Figure 11.5.

Basic profile

At first, a basic profile with predefined settings can be chosen at the user
profile. Three profiles can be distinguished: wheelchair (‘Rollstuhl’), blind
(‘Blind’), and visually impaired (‘Sehbehindert’). The predefined settings
are suggestions to the user groups derived from answers of the questionnaire.
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Figure 11.4: Main page (published in agreement with the project consortium
of Route4you, see Chapter 1.2)

This basic profiles can be modified by the users and the resulting personal
settings can be saved (‘Einstellungen speichern’). Moreover, the personal
profile settings can be reset to the basic profile settings (‘Standardwerte
laden’).

Restrictions on optimization criteria

At the next part of the user profile, the definition of restrictions on opti-
mization criteria (‘Optimierungseinstellungen für die Routenplanung’) can
be done by the users themselves. Users can choose the following restrictions:

- max. walking distance to a station

- max. slope/incline

- public transport: yes/no

– max. number of transfers

– bus only

– tram only
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The implementation of these restrictions in multi-criteria route optimization
is described in Chapter 10.4.2. In case that a route cannot be calculated
with the chosen settings, users get a warning that no route meets their
requirements. As a consequence, users have to relax their restrictions to get
a result.

Obstacles

Below the settings of optimization criteria, obstacles (‘Hindernisse’) can be
enabled or disabled. If obstacles are selected, obstacle categories appear
to choose individual obstacle categories which will be considered in route
optimization and route description. The selectable obstacle categories are
the same categories as listed in Chapter 9.4.2.

Points of interest

At the next part of the user profile, the selection of categories for points of
interest is provided. The selection of categories can be done the same way
as the selection of obstacles. The POI categories are listed in Chapter 9.4.2.

11.5 Functionalities

The developed route planner provides different functionalities to the user.
These are route optimization, pre-trip training which allows the compari-
son of different routes, as well as adding and administrating POI. In the
following, the functionalities of the application are described in detail.

11.5.1 Route planning

Route planning is available directly at the left side of the main page. For
route planning, a start address and a destination address have to be entered.
As public transport is included, the input of date and departure time is
necessary to compute a time-dependent route. The date can be chosen
from an implemented calendar or written as DD.MM.YYYY (day, month,
year) and time has to be written in the format hh:mm in the predefined
text box, where hh refers to an hour between 00 and 23 and mm refers to
minutes between 00 and 59. After confirming the entered data, the route
planning algorithm starts its calculation with the predefined settings in the
user profile. The method of route planning using multi-criteria optimization
is realized as described in Chapter 10.3.

Geocoding

Geocoding is the process of determining a position from an address, [34].
The user input for planning a route is a start address, a destination address
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Figure 11.5: Profile settings (published in agreement with the project con-
sortium of Route4you, see Chapter 1.2)
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as well as date and time. This address information has to be transformed
to coordinates and finally to node IDs in the digraph. For determining the
corresponding coordinates and the start- and end-node IDs which are nec-
essary for the route planning algorithm, geocoding has to be accomplished,
followed by a time-dependent nearest-node search. This search computes
the nearest node in the digraph closest to the position determined from
geocoding. The stages of determining the node IDs for the input of the
route planning algorithm are shown in Figure 11.6.

Figure 11.6: Stages from the user input of the address to the start of the
route planning algorithm

Route results

Depending on the chosen profile and settings, differences between routes
for wheelchair users, blind people, and individual profiles can be achieved.
Figure 11.7 and Figure 11.8 show two different routes. In Figure 11.7 a
route for wheelchair users is represented, which does not contain any stairs
or missing ramps and public transport vehicles without accessibility, for
instance. In contrast, Figure 11.8 shows a route for blind people with the
same start and destination. This route contains a public transport ride. The
public transport vehicle does not necessarily have to be a low-floor vehicle
in case of blind people, but the route for blind people does exclude crossings
without traffic lights.

11.5.2 Pre-trip training

The pre-trip training can be seen as a route decision support system. It
provides different routes dependent on specific user settings by applying a
multi-criteria optimization in the route planning algorithm. This allows the
user the comparison of various routes (e.g., fastest route versus route with
minimum number of transfers). The multi-criteria optimization methods
and details of the implementation are previously explained in Chapter 10.3.
The pre-trip training is shown in Figure 11.9. In addition, the download of
a sound file containing the route description is provided. This enables the
user to take the route description along on the journey. Moreover, blind
users can listen to the sound file to memorize the route and get an idea of
the surrounding.



120 CHAPTER 11. APPLICATION

Figure 11.7: Route for wheelchair users (published in agreement with the
project consortium of Route4you, see Chapter 1.2)

Figure 11.8: Route for blind people (published in agreement with the project
consortium of Route4you, see Chapter 1.2)
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Figure 11.9: Pre-trip Training (published in agreement with the project con-
sortium of Route4you, see Chapter 1.2)

11.6 Route description

The route description given to the user contains various information for ori-
entation like turn information, street names, obstacle warning and additional
information. The content of the route description depends on the current
network. E.g., in the public transport network other information is provided
than in the path network. This leads to different maneuver instructions for
each network. The route description is composed of turn information and
net information. First, an overview about the whole route is given and the
total length, time, and number of transfers are provided to the user.

11.6.1 Route information based on different networks

Four types of networks and their corresponding information are distinguished
in the route description:

- OSM: Street names, additional information about objects in the closer
surrounding, turn information
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- DET: Street names, obstacles, inclination, additional information about
objects on the path or the closer surrounding, turn information

- PTN: Station names, public transport lines, accessibility of the public
transport vehicles, time information

- CON: Transfer information

11.6.2 Turn information

Turn information affect the OSM network and the detailed path network.
For the calculation of direction information (turn left, turn right, etc.) plane
coordinates are necessary. Turn information is determined by calculating a
relative course between two edges.

Course determination

Based on a geodetic coordinate system, the course is defined as the angle
between an edge and the x-axis clockwise (Figure 11.10 left). The calculation
of the course in degrees states as follows, provided that arctan delivers the
angle in radians:

course = arctan(∆y/∆x)/Π · 180

Due to the division of ∆y/∆x the sign of both components gets lost and
therefore the arctan does not distinguish between diametrically opposed di-
rections. Let us consider an example: The result of arctan(10/10) is 45
degrees clockwise from the x-axis. However, the result of arctan(−10/− 10)
from the diametrically opposed direction is again 45 degrees even tough the
correct angle should be 225 degrees in the third quadrant. Therefore, the
correct quadrant has to be considered manually. For a manual correction,
the absolute values |∆y| and |∆x| are used, to get an angle in the first quad-
rant even if the algebraic signs of ∆y and ∆x are different. The numbering
of quadrants is shown in Figure 11.10 on the right. Note that without any
correction arctan(|∆y| / |∆x|) always provides an angle in the first quadrant.
The corrected angle, where the quadrant is considered, can be achieved by
applying the definitions in Table 11.1. To avoid a division by zero, |∆x| = 0
has to be regarded separately. In case of |∆x| = 0 and ∆y > 0 the corrected
angle is 90 degrees and in case of |∆x| = 0 and ∆y < 0 the corrected angle
is 270 degrees. For |∆y| = 0 the course is either 0 degrees or 180 degrees
dependent on the sign of ∆x.

The relative course between two edges can be determined as follows:

courseedge1 = arctan(|∆y1| / |∆x1|)/Π · 180

courseedge2 = arctan(|∆y2| / |∆x2|)/Π · 180
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Figure 11.10: Left: The course calculated from arctan(|∆y| / |∆x|) without
any correction is an angle in the first quadrant clockwise from the x-axis.
Right: The numbering of quadrants is shown.

Table 11.1: Quadrant corrections of arctan(|∆y| / |∆x|)

∆x ∆y quadrant corrected angle
(coursecorr)

+ + 1st quadrant course
- + 2nd quadrant 180 - course
- - 3rd quadrant 180 + course
+ - 4th quadrant 360 - course

courserelative = courseedge2 corr − courseedge1 corr

The turn information follows from the sign and value of the courserelative.
A negative value of courserelative means a turn on the left side, a positive
value defines turns on the right as illustrated in Figure 11.11. Figure 11.12
shows the detailed distribution of turn informations in the route description
depending on courserelative.

11.6.3 Route description in different networks

In OSM network and detailed path network turn information is the main
information for orientation. Additionally, turn information is supplemented
by object information which is very important for blind people (e.g., turn
left at the traffic light). In the public transport network turn information
is not necessary. However, in this network information about stations and
the public transport vehicle (e.g., station names, vehicle numbers, transfer
information, etc.) is relevant and must be provided to the user. In addition
to maneuver instructions, the length and duration of each maneuver are
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Figure 11.11: A positive value of courserelative defines a turn on the right

Figure 11.12: Turn information, modified from [76]

provided. Moreover, in OSM network and DET network, obstacle warnings
are given to the user (e.g., ‘attention, in 10m there is a traffic sign on the
sidewalk ’). For blind people, points of interest of the closer surrounding are
stated (e.g., ‘there is a restaurant on the left side’). The categories of points
of interest that should be named can be set in the user profile. An example
of a detailed route description is given in Table 11.2.

Based on this general example, the detailed route descriptions for the
route examples in Figure 11.7 and Figure 11.8 are given in Table 11.3 and
Table 11.4. Note that traffic signs are only important for blind people. The
output of obstacles and points of interest depends on the settings in the user
profile.
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Table 11.2: Example of a detailed route description

route description length duration direction

Go straight along Columbus street. Inclina-
tion is 4%. Asphalt.

20m 1min north

Cross the park road. 5m 0min -
Go straight along Columbus street. Asphalt. 30m 1min north
Post box on the left. 3m 0min -
At the traffic light turn left in Kepler street.
Go straight along Kepler street to station
‘University’. Inclination is 2%. Asphalt.

53m 2min west

Chinese restaurant ‘Molo’ on the left. 5m 0min -
Attention, there is a traffic sign on the side-
walk.

20m 1min -

At station ‘University’ take the streetcar 6 in
direction of central station. Departure time:
10:15. Travel 4 stations.

1,2km 8min southwest

Exit streetcar 6 at station ‘cinema’. - - -
Change to streetcar 1 in direction of main
square. Departure time: 10:30.

0m 6min -

Travel 2 stations with streetcar 1. 800m 4min west
Exit streetcar 1 at station ‘opera’. - - -
Turn right and go along Mozart street. As-
phalt.

21m 1min east

Attention, there is a fire hydrant on the side-
walk.

5m 0min -

Cash point on the left. 5m 0min -
Turn left to café ‘Strauss’. 5cm step at the
entrance. Destination reached.

- - -

11.7 Validation

The output of the route planner was tested with users. It turned out that the
multi-criteria optimization with individual settings provides correct routes
with very good route suggestions in pre-trip training. Maneuver instructions
are easy to understand and provide enough details for a good orientation,
which is especially relevant for blind people. Moreover, blind people have
been excited about obstacle warnings. Although multi-criteria optimization
is a powerful tool to provide exactly those route suggestions a user prefers, it
has its disadvantages. Multi-criteria optimization is a very time consuming
process. In some situations, the runtime of the algorithm has exceeded the
expectancy value for route calculation given in Chapter 8.2.4. However,
the response time of the route calculation at the user client does not only
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Table 11.3: Detailed route description of the route for wheelchair users given
in Figure 11.7

route description length duration direction

Go straight along Steyrergasse. Slope is 5%.
Asphalt.

150m 2min south-
west

Phone box on the right. 145m 2 min -
At the traffic light turn right in Münzgraben-
straße. Asphalt.

50m 1min north-
west

Turn right in Stremayrgasse. Asphalt. 5m 0min east
Turn slight left. Go straight along Stremayr-
gasse. Inclination is 1%. Asphalt.

135m 3min north-
east

Attention, there is a traffic sign on the side-
walk.

124m - -

Turn left in Kopernikusgasse. Asphalt. 208m 4min north-
east

Turn half right. Asphalt. 42m 1min north-
east

Turn slight right. Asphalt. 38m 1min north
Turn left in Schörgelgasse. Asphalt. 27m 0min north-

east
Destination reached. - - -

depend on the algorithm itself. It also depends on server hardware and the
bandwidth of the Internet connection. Nevertheless, speed up techniques for
multi-criteria optimization would be a topic for future work (see Chapter 12).
The assumptions of all other acceptable duration values in Chapter 8.2.4,
Table 8.1 have been achieved.
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Table 11.4: Route description of the route for blind people given in Fig-
ure 11.8

route description length duration direction

Go straight along Steyrergasse. Slope is 5%.
Asphalt.

150m 2min south-
west

Attention, there is a traffic sign on the side-
walk.

16m 0min -

Phone box on the right. 145m 2 min -
Attention, there is a traffic sign on the side-
walk.

149m 0min -

At the traffic light turn right in Münzgraben-
straße. Asphalt.

50m 2min north-
west

Cross the Stremayrgasse. 30m 0min north-
west

Turn half left. Go straight along Münz-
grabenstraße to station ‘Neue Technik’. As-
phalt.

100m 2min north-
west

At station ‘Neue Technik’ take the streetcar
6 in direction of central station. Departure
time: 10:00. Travel 1 station.

400m 2min north-
west

Exit streetcar 6 at station ‘Dietrichstein-
platz’.

- - -

Turn left and go along Münzgrabenstraße. 5m 0min north-
west

Super market on the right. 2m 0min -
Turn right in Schörgelgasse. 33m 0min east
Destination reached. - - -
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Chapter 12

Conclusion and Outlook

12.1 Conclusion

This work describes the development of a route planning tool for people with
disabilities, providing user specific route information. As one difference to
standard route planners, users can customize route settings and additional
information in their individual user profiles. Moreover, the needs of blind
people, visually impaired people, and wheelchair users are considered in one
combined route planner. The combination of different data sources and
the implementation of restrictions, which depend on different optimization
criteria, lead to a multi-criteria time-dependent search problem. The the-
oretical part of the work concentrates on the structural explanation of the
multi-criteria route planning algorithm and the implementation of the public
transport network in route optimization. A detailed description of multi-
criteria optimization in route planning has been elaborated in this thesis.
Different solution methods are presented and compared to each other. The
practical part focuses on the conception of the route planner especially for
people with disabilities. The special needs of the user groups and the sys-
tem requirements are elaborated in cooperation with potential users. A
geographical database consisting of different data sources was established
as a basis for route planning. User profiles allow individual settings due to
route optimization, obstacles, and points of interests. Moreover, the imple-
mentation of multi-criteria route optimization with restrictions is discussed.
Finally, the route planner with its functionality is presented.

12.2 Research results and future work

12.2.1 Geographical data

For people with disabilities a geographical database with detailed informa-
tion is important. Requirements on data content (e.g., obstacles, points of
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interest, etc.) for people with disabilities (blind people, visually impaired
people, and wheelchair users) have been investigated in close cooperation
with the user groups. It has been demonstrated that people with disabil-
ities need much more information than it is considered in common route
planners. A path network containing such detailed information like foot-
paths, sidewalks, obstacles, and lots of additional information is necessary
to provide an adequate route description and has been established in this
work. A detailed path network especially for blind people, visually impaired
people, and wheelchair users has been modified from previous work in [54].
The existing network has been expanded for wheelchair users. Additionally,
the topology of the detailed path network was adapted for multi-criteria op-
timization. With this detailed path network a perfect pedestrian network for
people with disabilities has been demonstrated. The detailed path network
was combined with OSM data and a public transport network to provide a
larger coverage of the route planner. It has been shown that, on the one
hand, OSM data is suited for the route planner. On the other hand, OSM
data has disadvantages in degree of detail and there is a lack of informa-
tion for people with disabilities. Due to public transport, the modeling of
timetables and the implementation of public transport in route planning has
been shown.

Ideas on future work

The huge step from a local prototype to a globally used route planner is
influenced by some aspects. One difficulty is the acquisition of very de-
tailed path networks and additional information especially for people with
disabilities. Moreover, due to the huge amount of data, it is hard to war-
rant quality aspects like actuality, completeness, and reliability and expand
the area to a comprehensive footpath network. In some way, this is solved
by the user-driven data acquisition. However, this affects the maintenance
of the system. The user inputs, due to the user generated data, have to
be managed and controlled by the system owner. Another possibility for
an efficient data acquisition would be a cooperation with the OSM commu-
nity. In that case, an OSM data model for people with disabilities could
be defined. However, such a model should be considered for worldwide use.
Moreover, sighted OSM mapper should be sensitized to the needs of blind
people so that more information for this user group can be included and pro-
vided. Another expansion would be the inclusion of real-time information
(e.g., construction sites).

12.2.2 Route planning

Different optimization criteria can be considered in one optimization pro-
cess by applying a multi-criteria optimization. It was demonstrated that for
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solving a multi-criteria optimization problem Dijkstra’s algorithm can be
used. In the theoretical part, different solution methods for multi-criteria
optimization are described in detail. It has been demonstrated that in route
planning only strict Pareto optimal solutions are reasonable. The combi-
nation of different criteria especially for people with disabilities is realized
by the implementation of a multi-criteria optimization including restric-
tions with additive values. This allows the minimization of the number of
transfers according to time. Different routes provided by the multi-criteria
optimization algorithm can be compared to each other in pre-trip training.
Individual restrictions can be defined in the user profile. It has been found
out that multi-criteria route optimization with individual restrictions does
perfectly fit for people with disabilities. Different user groups with con-
trasting demands can use the same route planner. However, multi-criteria
optimization is computationally intensive. It has been mentioned that a
common hierarchical concept with bidirectional search for a faster runtime
of the algorithm cannot be applied on multi-criteria optimization without
losing Pareto optimal solutions.

Ideas on future work

As already mentioned, multi-criteria optimization has more complexity than
single-criterion problems, since the solution is ambiguous. Therefore, future
work can be done in increasing the performance of the algorithm. Multi-
criteria hierarchical route optimization would be a challenging approach.

Another idea for future work in route planning is the expansion of opti-
mization criteria. A further criterion with respect to people with disabilities
could be the transfer place. For people with disabilities it is important, if
they have to take a walk or to cross a street to reach the next station in
case of a transfer, or if they are able to remain at the same station and
wait for the next vehicle. Waiting at the station is much more appreciated
than walking to another station or crossing a street. E.g., in the city of
Graz, Austria the streetcars 1, 6, and 7 pass various same stations before
reaching the big transfer place ‘Jakominiplatz’. Common route planners do
not suggest a transfer at a convenient one of the shared stations. Instead,
the route planners suggest the transfer at the very crowded and - for blind
people - dangerous ‘Jakominiplatz’ with lots of street crossings.

12.2.3 Requirements on the application

In this thesis, special demands and requirements of people with disabilities
on a route planner are elaborated. Results of a questionnaire demonstrate
the behavior of people with disabilities in unknown urban environments and
their needs for orientation. It was demonstrated that route planning for
blind and visually impaired people as well as wheelchair users can be pro-
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vided in a shared route planner by the introduction of a user profile. Due
to different requirements, a user profile for adjusting individual settings was
elaborated and implemented in the route planning system. Moreover, web
accessibility and the compliance of the Web Content Accessibility Guidelines
(WCAG 2.0) is a crucial fact which was considered in the route planner.
Therefore, the route planner is easily operated by people with disabilities.
A new investigation is the provision of a soundfile containing the route de-
scription.

Ideas on future work

Concerning the user interface, continuative studies and usage tests with
people, having different kinds of disabilities, could be elaborated to provide
additional personal settings on the visualization of the user interface.

12.3 Outlook

During the work, ideas for extending and improving the system arose. This
includes the implementation of real-time data like the position of construc-
tion sites or daily time tables with delays. To realize this, a close cooperation
with the responsible institutions is necessary, what was already established
for the public transport data. Moreover, the system could be extended for
other user groups (deaf people, parents with buggies). This affects the gener-
ation of new profiles as well as the acquisition of additional user-specific data.
Another enhancement could be a web page specialized for smart phones, so
that people can also search for their way outdoors. All in all, the route
planner has a lot of potential for further extensions.
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zum 22. AGIT-Symposium Salzburg, pages 258–261, 2010. [84]

[45] M. Müller-Hannemann, F. Schulz, D. Wagner, and C. Zaroliagis. Rail-
way Optimization 2004, volume 4359 of Lecture Notes in Computer
Science, section Timetable Information: Models and Algorithms, pages
67–90. Springer - Verlag, Berlin, Heidelberg, 2007. [xiv, 51, 52, 53]

[46] M. Müller-Hannemann and K. Weihe. Pareto Shortest Paths is Often
Feasible in Practice. In WAE ’01: Proceedings of the 5th Interna-
tional Workshop on Algorithm Engineering, pages 185–198, London,
UK, 2001. Springer-Verlag. [31]

[47] MoBIC-Consortium. Mobility of Blind and Elderly People Interacting
with Computers. Final Report, 1997. [5, 62, 63, 66]



BIBLIOGRAPHY 137

[48] K. Nachtigal. Time depending shortest-path problems with applications
to railway networks. European Journal of Operations Research, pages
154–166, 1995. [52]

[49] A. Nathan. WPF 4 Unleashed. SAMS, USA, 1st edition, 2010. [113]

[50] P. Neis, D. Zielstra, and A. Zipf. The Street Network Evolution of
Crowdsourced Maps: OpenStreetMap in Germany 2007-2011. Future
Internet 2012, 4(1):1–21, 2012. [82, 83]

[51] A. Orda and R. Rom. Shortest-path and minimum-delay algorithms
in networks with time-dependent edge-length. Journal of ACM, 37(3),
1990. [52]

[52] H. Petrie and V. Johnson. MoBIC: An Aid to Increase the Mobility of
Blind and Elderly Travellers. Proceedings of the Third European Con-
ference for the Advancement of Rehabilitation Technology (ECART3),
pages 247–249, 1995. [5]

[53] H. Petrie, V. Johnson, T. Strothotte, A. Raab, S. Fritz, and R.Michael.
MoBIC: Designing a Travel Aid for Blind and Elderly People. Journal
of Navigation, 49(1):45–52, 1996. [5]

[54] B. Pressl. Digitale Karte zur Zielführung in einem Navigationssystem
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