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Abstract

Modern wireless communication systems utilize complex modulated signals such as OFDM sig-

nals to achieve increased data rates and spectral efficiency. These signals are characterized by

a high peak-to-average-power ratio (PAPR). Thus, highly linear transmitters are required to

provide sufficient transmission signal linearity. Conventional linear PAs, such as Class A or

Class AB, produce high efficiency only near or at the peak output power region. As a result,

the average efficiency is quite low for high PAPR signals. For non-portable devices such as base

stations or mobile devices like mobile phones, low PA efficiency means higher heat dissipation

which is often a design criterion. In addition, in mobile devices, a direct consequence of the

low PA efficiency is the reduced battery lifetime, especially when the mobile device is required

to operate at quite different output power levels. This thesis addresses the challenge of the

efficiency enhancement while maintaining the linearity of wireless transmitters for signals with

high PAPRs and output powers over a large range of power levels from the signal processing

viewpoint.

In the first part of the thesis, the burst-mode RF transmitter that employs pulse-width mod-

ulation (PWM) is introduced as an efficiency enhancement transmitter architecture. The PWM

is analyzed in detail, where mathematical descriptions of PWM signals of different kinds are pro-

vided to explore the possibility of signal processing in burst-mode RF transmitters. In the second

part of the thesis, the analysis of continuous-time PWM based burst-mode RF transmitters is

carried out. The image problem is addressed when the baseband PWM signal is upconverted to

the passband, and image distortion mitigation methods are provided. Furthermore, according

to the presented power efficiency analysis, an efficiency optimization procedure is proposed for

multilevel burst-mode RF transmitters. By using the efficiency optimization method, the max-

imum average transmitter efficiency can be achieved by proper choice of the threshold values of

the input magnitude according to its probability density function (PDF). In the third and final

part of the thesis, the investigation of discrete-time PWM based burst-mode RF transmitters

is performed. Discrete-time PWM signals inherently suffer from aliasing distortion due to the

sampling of non-bandlimited baseband PWM signals, which degrades the signal quality. To

deal with the distortion, the aliasing-free PWM (AFPWM) method is described which allows

avoiding the destructive aliasing distortion by limiting the number of harmonics in the generated

PWM signals. The power efficiency analysis shows that although the AFPWM method imposes

amplitude variation onto the time-domain signal which reduces the PA efficiency, the higher cod-

ing efficiency compensates for the RF PA efficiency degradation. An important result obtained

is that a good efficiency-linearity trade-off can be achieved for AFPWM based burst-mode RF

transmitters by selecting a proper number of harmonics in the generated PWM signals.

– iii –
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Kurzfassung

Moderne drahtlose Kommunikationssysteme nutzen komplex modulierte Signale, wie zum Beispiel

OFDM-Signale, um erhöhte Datenraten und größere spektrale Effizienz zu erreichen. Diese

Signale kennzeichnet ein hohes Peak-to-Average-Power Ratio (PAPR), wodurch streng lineare

Sender notwendig sind. Konventionelle lineare Leistungsverstärker (Power Amplifier, PA), wie

zum Beispiel der Klasse A oder AB, arbeiten nur in der Nähe der Spitzenausgangsleistung ef-

fizient. Folglich ist die durchschnittliche Effizienz für Signale mit hohem PAPR sehr gering. Eine

geringe Effizienz der PAs bedeutet für ortsfeste Sender wie Basisstationen oder mobile Sender

wie Handys eine höhere Wärmeabgabe, die oft ein wichtiges Designkriterium ist. Bei mobilen

Geräten führt die niedrige PA-Effizienz zusätzlich zu verkürzter Batterielebensdauer, vor allem

dann, wenn das mobile Gerät mit sehr unterschiedlichen Ausgangsleistungsstufen umgehen muss.

Diese Dissertation befasst sich mit der Effizienzsteigerung von drahtlosen Sendern für Signale

mit hohem PAPR und erarbeitet die dafür notwendigen Signalverarbeitungskonzepte. Diese

Konzepte versuchen die Effizienz zu steigern ohne die Linearität der Sender substantiell zu ver-

schlechtern.

Im ersten Teil der Arbeit werden Burst-Mode-HF-Sender, welche Pulsweitenmodulation (PWM)

verwenden, als eine effizienzsteigernde Senderarchitektur eingeführt. Eine detaillierte Analyse

der mathematischen Zusammenhnge von PWM-Signalen zeigt wie Signalverarbeitungsansätze

für Burst-Mode-HF-Sender ausgenutzt werden können. Im zweiten Teil der Arbeit wird die

Analyse von zeitkontinuierlichen PWM-basierten Burst-Mode-HF-Sendern durchgeführt. Das

Abbildungsproblem, welches durch die Modulation von Basisband-PWM-Signalen in das Pass-

band entsteht, wird im Detail besprochen und Möglichkeiten zur Verringerung der resultierenden

Verzerrung werden vorgestellt. Ausgehend von einer Analyse der Leistungseffizienz wird ein Ef-

fizienzoptimierungsverfahren für Multi-Level-Burst-Mode-HF-Sender vorgeschlagen. Dieses Ver-

fahren erreicht die maximale Sendeeffizienz durch eine Anpassung der Schwellwerte des Multi-

Level-Burst-Mode-HF-Senders an die Wahrscheinlichkeitsdichtefunktion des Eingangssignals.

Der dritte Teil der Arbeit untersucht zeitdiskrete PWM-basierte Burst-Mode-HF-Sender. Zeit-

diskrete Systeme zur PWM-Signalgenerierung erfahren eine inhärente Verzerrung durch Alias-

ing, die aufgrund der impliziten Abtastung des Systems und der damit verbundenen Abtastung

des nicht bandbegrenzten PWM-Basisbandsignals entsteht. Um diese Verzerrung zu vermeiden,

wird ein neues PWM Verfahren (AFPWM) beschrieben, welches Aliasing durch eine Begren-

zung von Oberschwingungen in den erzeugten PWM-Signalen vermeidet. Eine Analyse der

Leistungseffizienz des neuen Verfahrens zeigt, dass die höhere Kodiereffizienz die Effizienzver-

schlechterung durch die notwendigen Amplitudenvariationen kompensiert. Ein weiteres Ergeb-

– v –



nis der Arbeit ist, dass ein guter Kompromiss zwischen Effizienz und Linearität für AFPWM

basierende Burst-Mode-HF-Sender getroffen werden kann, indem man eine geeignete Anzahl von

Oberschwingungen der erzeugten PWM-Signale wählt.
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1 Introduction

1.1 Motivation

Modern wireless communication systems have been developed to provide high data rate services

to an increasing number of subscribers. To this end, new standards such as worldwide interop-

erability for microwave access (WiMAX) [3] and digital video broadcasting - second generation

terrestrial (DVB-T2) [4] are utilized, where complex modulated signals such as quadrature am-

plitude modulation (QAM) modulated orthogonal frequency-division multiplexing (OFDM) [5]

signals are employed for increased data rates and spectral efficiency. Nevertheless, complex

modulation techniques lead to envelope-varying signals, resulting in high peak-to-average-power

ratios (PAPRs) or crest factors [5]. A signal with high PAPR requires the power amplifier (PA)

to operate mostly at the rather linear but low-power region, i.e., a large backoff from the maxi-

mum transmission power level, where the efficiency of conventional linear PAs, such as Class A

or Class AB, is very low [6,7]. As a result, the average efficiency produced by linearly operated

PAs is low for high PAPR signals. The efficiency of the radio frequency (RF) PA is very impor-

tant in wireless communication systems, especially in mobile devices. The direct consequence

of the low RF PA efficiency is reduced battery lifetime. For non-portable applications such as

base stations, low RF PA efficiency means higher heat dissipation which is often a design issue.

Besides high PAPRs, the average transmitter efficiency can also be reduced by operating

the PA with different average transmission power levels due to the power control strategy [8].

The power control strategy is an important factor in terms of the interference management and

energy management. It is used to adjust the transmission power levels of mobile devices and base

stations to improve system capacity, providing each user with an acceptable connection while

at the same time minimizing the interference to other users and reducing the device’s power

consumption. The transmission power level is set according to the distance of the mobile device

to the base station, and to the neighboring cells. For example, for 3rd generation (3G) systems

which adopt the code division multiple access (CDMA) technique, power control is one effective

way to avoid the so-called near-far problem, thus increasing system capacity and reducing intra-

cell and inter-cell interferences [9]. In Long Term Evolution (LTE) [10, 11] systems, the uplink

power control mitigates inter-cell interference, which is the dominant interference source [12].

Due to the power control strategy, it is common for the PA to operate at 10 dB-40 dB backoff

from the maximum average transmission power [13]. Consequently, the PA operates mostly in

the low-efficiency region, resulting in a low average efficiency.

To enhance the average transmitter efficiency, it is desirable for RF PAs to provide higher

efficiency for the low-power input signals. Classical efficiency enhancement techniques can be

divided into two categories: the dynamic supply modulation (DSM) and the dynamic load

modulation (DLM). The envelope elimination and restoration (EER) [14,15] technique and the

envelope tracking (ET) [15, 16] technique are often treated as DSM technique. The Chireix

outphasing amplifier [17,18] and the Doherty amplifier [19–21] are often referred to as the DLM

technique. These techniques can also be categorized depending on the RF PA employed. The

ET and the Doherty amplifier techniques are used to boost efficiency for the conventional linear

PA operation. The EER and the Chireix outphasing Amplifier techniques are used to enhance

efficiency by employing saturated or switched-mode PAs (SMPAs) [6].
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1.2 Power Efficiency Enhancement Techniques

The concept of PAs operated in burst mode [22, 23] is another promising approach towards

highly efficient RF transmitters. The burst-mode PAs can be SMPAs [6], or conventional PAs

driven into the saturated region. In order to drive such burst-mode PAs in an efficient way,

appropriate modulation techniques such as sigma delta modulation (SDM) [24, 25] and pulse-

width modulation (PWM) [22,26,27] are employed to encode the envelope-varying input signal

into bursts with constant envelope, where the pulse width varies depending on the magnitude

information of the input signal. The transmission signal is retrieved by a band pass filter (BPF)

and then sent to the antenna. The burst-mode RF transmitter architecture incorporating PWM

will be the focus of this thesis.

1.2 Power Efficiency Enhancement Techniques

In the literature, three most common RF PA efficiency enhancement methods have been pro-

posed and widely discussed [6, 28]. In terms of DSM technique [7, 15, 29], the EER and ET

techniques are commonly treated. In terms of DLM technique [7,18,21], the Chireix outphasing

amplifier and the Doherty amplifier are referred. The pulsed transmitter based on 1-bit modu-

lation schemes of different kinds, such as SDM [30] and PWM [23], has found its way towards

RF applications. In this section, these efficiency enhancement techniques will be discussed.

1.2.1 Dynamic Supply Modulation

The concept of the DSM technique is to dynamically adjust the power applied to the RF PA

according to the actual power needed by the RF PA so as to reduce the dissipated power [15].

In general, for an EER system, the RF PA amplifies a phase modulated carrier with a constant

envelope. Thus a saturated PA like a SMPA can be employed. The envelope of the output signal

in EER system is determined by the dynamically modulated supply voltage. The ET technique

is used to improve the power efficiency of a linear RF PA. For an ET system, the supply voltage

is modulated to track the input signal envelope so as to reduce the dissipated power.

Envelope Elimination and Restoration

The EER technique was originally proposed by Kahn in 1952 [14]. It also has been referred to

as Kahn technique [28] or direct polar [15]. A block diagram of the EER system is shown in

Figure 1.1. The baseband input signal is first separated into an envelope signal and a phase

signal. The envelope signal is amplified by the envelope amplifier and the obtained signal is

served as the supply voltage to the RF PA. The phase signal is first modulated to the carrier

frequency and then amplified by the RF PA. Thus the input signal to the RF PA is a constant

envelope signal containing the phase information. The RF PA is operated in saturation region

therefore an SMPA can be employed for this technique.

In an EER system, the envelope of the RF PA output signal is only controlled by the supply

voltage, meaning that the linearity responsibility is transferred from the RF PA to the power
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Figure 1.1: Block diagram of an EER system.

supply [15]. Therefore the power supply must be extremely accurate with low noise and dis-

tortion. Since the envelope signal is of wider bandwidth compared to the RF output signal, a

carefully designed envelope amplifier with sufficiently large bandwidth and high power efficiency

is favored. A common rule of thumb of the envelope signal bandwidth is five to seven times of

the intended signal bandwidth [15]. The EER scheme potentially provides RF PA peak efficiency

even for back-off output power. However, the envelope amplifier with the required bandwidth

tends to compromise the power efficiency and reduces the overall transmitter efficiency. The

overall transmitter efficiency can be estimated by the product of the individual efficiency by [31]

η = ηEAηPA (1.1)

where ηEA is the envelope amplifier efficiency and ηPA is the RF PA drain efficiency. The

efficiency gained by the RF PA can be compromised by the envelope amplifier. There exists

many publications which focus on improving the efficiency of envelope amplifier [31]. In [32],

dynamic supply circuits using delta modulation and dual-PWM were designed and implemented

to achieve a wider bandwidth and higher efficiency for wireless handheld applications. Another

issue associated with EER technique is the synchronization between the supply voltage and

the RF signal. Since the envelope of the RF PA output signal is determined by the supply

voltage, time alignment is critical towards an accurate output. Otherwise, mismatch distortion

is required to be compensated [33,34].

Envelope Tracking

A block diagram of an ET system is shown in Figure 1.2. The ET system shares the similar

architecture as the EER system shown in Figure 1.1. The difference is that the RF PA in ET

is operated in linear mode, amplifying the upconverted input signal, meaning that the RF PA

output signal is defined by the RF PA input signal. Hence, the value of the power supply has a

minor effect on the RF output signal envelope compared to the EER scheme [15]. The supply

voltage does not have to follow the signal envelope with great accuracy, which is one of the
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Figure 1.2: Block diagram of an ET system.

appealing aspects of the ET scheme. Although the peak RF PA efficiency in ET architecture

is the same as in conventional linear PA with constant supply voltage, the average efficiency is

higher [35,36].

The power efficiency issue of the envelope amplifier in the EER scheme also exists in the ET

technique since the transmitter efficiency based on the ET technique depends on the efficiency

of the envelope amplifier. Mismatch distortion between the RF input to the PA and the supply

voltage is also required to be compensated. There exists many publications which focus on

the ET technology [16, 37, 38] or employing hybrid EER and ET schemes to achieve wideband

and high efficiency [39]. In [40], wideband ET and hybrid EER structures were proposed. A

high efficiency wideband envelope amplifier is designed for EER and ET based wireless LAN

applications and an adaptive time-alignment algorithm was proposed to calibrate the time-

mismatch in EER and ET systems.

1.2.2 Dynamic Load Modulation

The DLM technique can be used to enhance RF PA efficiency when an envelope-varying signal

is employed. The Chireix outphasing amplifier and the Doherty amplifier are commonly re-

ferred DLM architectures in the literature. The concept of the DLM technique is that the load

impedance seen by the PA varies according to the envelope level of the input signal where the

load impedance is selected to provide a good signal linearity and system efficiency [6, 41].

The Chireix Outphasing Amplifier

The Chireix outphasing technique was proposed by Chireix in 1935 [17]. The technique is

the origin of the term linear amplification using nonlinear component (LINC), which was first

introduced by Cox in 1974 [42]. The outphasing amplifier has been the subject of recent papers

in the literature [18,43–46]. Figure 1.3 shows a block diagram of the Chireix outphasing system.
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Figure 1.3: Block diagram of a Chireix outphasing system.

The baseband input signal

x(t) = a(t)ejφ(t) (1.2)

consisting of the magnitude information a(t) and phase information φ(t) is separated into two

phase modulated constant envelope signals by a signal component separator (SCS). The mag-

nitude signal a(t) can be written in the form

a(t)= Amax cos(θ(t)) (1.3)

where Amax is the maximum value of a(t) and θ(t) is the outphasing angle which is given by

θ(t) = arccos

(

a(t)

Amax

)

. (1.4)

The baseband equivalent expressions of two constant envelope signals are

x1(t)=
Amax

2
ej(φ(t)+θ(t)) (1.5)

x2(t)=
Amax

2
ej(φ(t)−θ(t)). (1.6)

The amplified signals from two RF PAs are combined through a power combiner to retrieve

the transmission signal which is ideally a linearly amplified version of the original input signal.

These two RF PAs are operated at a fixed input drive level and can be highly nonlinear such as

SMPAs [6]. The susceptances Bc and −Bc are added to mitigate the effect of the reactive loads

seen by PAs [47] in order to enhance the system efficiency.

The efficiency of the Chireix outphasing amplifier based on ideal Class B PAs for constant
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Figure 1.4: Efficiency curves of an ideal Class B based Chireix outphasing PA with different normalized
compensation susceptance B.

input signals can be expressed by

η =
π

4

v2
√

v4 +
(

v
√
1− v2 −B

)2
(1.7)

where v = cos θ ∈ [0, 1] is the normalized output voltage andB = BcR
2
TL/(2Ro) is the normalized

compensation susceptance [47] and Ro is the load impedance. The derivation of (1.7) is shown

in Appendix A.1 according to the results obtained in [47]. One case of interest is when B = 0,

where the resulting efficiency is the same as for an ideal Class B PA. Another interest case occurs

when the selection of the B yields a purely resistive load presented at PAs. In this case, the

resulting efficiency is the peak efficiency of 78.5% if an ideal Class B PA is considered. Therefore

it is possible for the Chireix outphasing amplifier to achieve the maximum efficiency for different

output signal levels by choosing an appropriate compensation susceptance. The efficiency curves

of the Chireix outphasing amplifier for different normalized B are show in Figure 1.4.

Although the outphasing system is recognized as a highly efficient and linear architecture,

some common issues limit its deployment in achieving both high efficiency and linearity. First,

the constant envelope signals are required to be generated with two precise phase signals. The

linearity of the combined output signal is sensitive to the amplitude and phase mismatch from

two branches. In [48], a digital amplitude-to-phase conversion scheme was proposed to implement

the converter in digital domain with both accuracy and efficiency. Second, although each branch
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Figure 1.5: Block diagram of a Doherty RF PA.

is able to provide high efficiency by employing an SMPA or a linear PA driven into saturation,

the outphasing system as a whole may not preserve this high efficiency. In [18] it is shown that

the use of a matched and lossy combiner gives good linearity but decreased efficiency. In case of

a nonmatched and lossless combiner, the efficiency is improved, however at the expense of the

increased nonlinearity induced from the combining structure.

The Doherty Amplifier

The Doherty amplifier was first proposed in 1936 in [19] and has become one of the most popular

efficiency enhancement techniques in recent days [13,20,21,49–51]. The basic concept of a two-

stage Doherty amplifier is shown in Figure 1.5. The two amplifiers are termed the main PA and

the auxiliary PA1. The RF input is split into a low power part and a high power part which

go through the main PA and auxiliary PA respectively. The quarter wavelength transmission

line on the input to the auxiliary PA is used to compensate for the phase shift of the output

signal in the main path. The outputs from the two PAs are then combined through a quarter

wavelength transmission line coupler [6]. The output transmission line is used to achieve the

load modulation such that the load seen by each PA is varying in different power operation

regions in order to maintain high efficiency for power in backoff.

The transition point, denoted as α, is used to divide power operation regions. It is defined

as the normalized output voltage level where the auxiliary PA starts to operate. At low output

voltage level, which is below the threshold α, the auxiliary PA is cut off and the impedance

seen by the auxiliary PA is infinite. The main PA is operated as a linear amplifier with a load

impedance of Ro/α
2, where Ro is the output impedance at the load [52]. For output levels above

the transition point α, the auxiliary PA starts to operate and the main PA remains saturated

and outputs its maximum value.

For an ideal Doherty PA based on ideal Class B PAs, the system efficiency can be expressed

as a function of normalized output voltage by

η =











π

4

v

α
, for v ∈ [0, α]

π

4

v2

v(α+ 1)− α
, for v ∈ (α, 1]

(1.8)

1 The terms carrier PA and peaking PA are used instead of main PA and auxiliary PA in some literature.

– 8 –



1.2 Power Efficiency Enhancement Techniques

0 0.2 0.4 0.6 0.8 1
0

10

20

30

40

50

60

70

80

E
ffi

ci
en

cy
 (

%
)

 

 

α = 0.2
α = 0.35
α = 0.5
Class B

Normalized Output v

Figure 1.6: Efficiency curves of an ideal Class B based Doherty PA with different transition points α.

where v is the normalized output voltage and π/4 is the ideal Class B PA peak efficiency. The

derivation of (1.8) is given in Appendix A.2 according to [6, 52].

Figure 1.6 shows the efficiency curves according to (1.8) with different values of α. Most con-

ventional PAs with constant load impedance have only one peak power efficiency when applied

with peak input level. The example with the ideal Class B PA is illustrated in the figure with

dashed-dot line. For the Doherty PA, peak efficiency can be achieved at lower power levels

besides the peak level and the efficiency between remains high.

There are several issues related to the practical realization of the Doherty amplifier. Usually

the main PA is biased in Class AB mode while the auxiliary PA is biased in Class C mode. The

gate biases of the two PA have to be carefully controlled to have the same gain compression

characteristics for both of the PAs [21]. The predistortion technique is usually required to

compensate the nonlinearity [53–55]. Another issue is the gain fluctuation due to the varying

impedances presented at the PA in different power operation regions [21]. Practical methods

that mitigate the problem are to divide the input power in an unequal way [51] or to control the

main PA and auxiliary PAs separately by digital means [50]. In [56], a digital control strategy

was proposed to control the gate bias of the auxiliary amplifier so that the gain variation is

mitigated. It is known that the bandwidth of the Doherty amplifier is limited due to the use of

the quarter wavelength transmission line as the output combining network, which compromises

its capability for wideband/multiband applications [57,58]. Research effort has been taken into

design of wideband Doherty amplifiers [57,59,60].
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Figure 1.7: Block diagram of a pulsed RF transmitter with baseband and RF modulation schemes.

1.2.3 Pulsed RF Transmitter Architectures

The principle of operation of a pulsed RF transmitter is that a pulsed signal is first generated

in the baseband or by an RF modulator, and then amplified by the RF PA. The RF PA is

operated in two states: the “on” state and the “off” state. During the “on” state, the RF

PA outputs full power and produces the peak efficiency. During the “off” state, the RF PA is

completely off and no power is consumed. The transmission signal is then retrieved by means

of a BPF before it is sent to the antenna. There are two types of transmitter architectures

commonly referred in the literature named after the modulation schemes they employ, namely

the SDM based architecture and PWM based architecture. Each transmitter architecture can

be divided into two categories: RF or baseband modulation based architecture. Therefore the

transmitter employing the respective modulation scheme can be divided into four types: the

bandpass sigma-delta modulation (BPSDM) [24, 30], the RFPWM [61–64], the lowpass sigma-

delta modulation (LPSDM) [25,30,65], the baseband PWM or burst-mode [22,66,67] based RF

transmitter architectures. This thesis focuses on the burst-mode RF transmitter architecture.

Figure 1.7 shows a simplified block diagram of a pulsed RF transmitter with either a baseband

modulation scheme or an RF modulation scheme.

BPSDM based Transmitter Architecture

In BPSDM based transmitters, a pulsed signal at the carrier frequency is generated by the

BPSDM modulator. A BPF is required to retrieve the transmission signal to the load since

the major drawback of SDM is the large amount of distortion generated by the quantization

process [30]. In [68] the application of the BPSDM based transmitter was introduced for the first

time where an SMPA was employed as the RF PA. One advantage of the BPSDM transmission

is the free of low-frequency noise and distortion [30]. However, when the BPSDM modulator is

directly connected to the RF PA, the required clock is four times the carrier frequency, which is

not practical [30]. Low intermediate frequency (IF) architectures [69,70] can be used to relax the

high clock speed requirement, however, at the expense of the complexity, cost and integration

difficulty [30]. Another issue associated with BPSDM is that the required implementation effort

of BPSDM is twice of its LPSDM counterpart [30].

– 10 –



1.2 Power Efficiency Enhancement Techniques

RFPWM based Transmitter Architecture

The principle of operation of RFPWM is to vary the pulse width of the generated pulsed train

signal at each RF carrier period according to the magnitude of the input signal. The phase

information is represented by the timing or the pulse position of the pulses. The unipolar PWM

and the bipolar PWM are commonly used RFPWM methods. The harmonics produced by the

unipolar PWM are located at multiples of the carrier frequency. While by the bipolar PWM,

only harmonics at odd multiples of the carrier frequency are produced. The coding efficiency of

RFPWM signals has been addressed in [71]. Since the generated harmonics are far away from

the wanted signal located at the carrier frequency, the requirements on the BPF are relaxed.

However, the RFPWM method produces pulses with short pulse width especially for signals

with high PAPR. It is difficult for the RF PA to correctly and efficiently amplify the narrow

pulses. There are studies focus on the novel RF PA topologies design [62,72,73]. Future research

from the signal processing point of view is required to look into related issues of the RFPWM

scheme.

LPSDM based Transmitter Architecture

LPSDM is a more popular type of SDM used in transmitter architectures in the literature [30,74].

In [74], it was proven that the LPSDM offers the simplest and more efficient architecture com-

pared to its band-pass (BP) and high-pass (HP) counterparts. A quantization noise reduction

technique was proposed where a small portion of the out-of-band quantization noise was filtered

out such that the SMPA still can be driven by quasi-pulsed signal and provides high efficiency.

In [65], a partial quantization noise cancellation method is proposed to suppress the in-band and

partial out-of-band quantization noise thus enables the use of a relatively wideband BPF. The

baseband magnitude signal is first quantized by the 1-bit LPSDM, producing a binary ampli-

tude signal which includes the desired signal magnitude and the quantization noise. Then the

quantization noise is calculated by subtracting the baseband input signal from the quantized

signal. A cancellation component is obtained by applying a selected cancellation filter which

determines the compensation bandwidth. Afterwards the cancellation component is subtracted

from the quantized signal thus the in-band and partial out-of-band quantization noise is elimi-

nated. The selection of the compensation bandwidth needs to be carefully considered. On the

one hand, when the compensation bandwidth approaches zero, no noise suppression is performed

and the system is a regular LPSDM system with a binary output. On the other hand, when

the compensation bandwidth approaches half of the sampling rate of the SDM, meaning that an

all pass cancellation filter is used, the system output is identical to the input signal. Therefore

the RF PA will be operated in regular linear mode. The author of [65] has investigated signal

processing aspects for LPSDM based RF transmitter in [75].
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Figure 1.8: Block diagram of a burst-mode RF transmitter architecture.

Burst-Mode Transmitter Architecture

A block diagram of the burst-mode RF transmitter architecture is shown in Figure 1.8. In ideal

burst-mode operation [22, 66, 67], a varying-envelope baseband input signal is encoded into a

pulsed signal through the pulse-width (PW) modulator. The PWM signal is generated with

varying pulse width which depends on the magnitude information of the baseband input signal.

The generated PWM signal is then multiplied with the RF carrier to form the RF burst signal.

Afterwards, the RF burst signal will be amplified by the RF PA, which is operated in efficient

burst mode. Finally, the transmission signal is retrieved by a BPF and sent to the antenna.

An RF PA operated in the burst mode is called a burst-mode RF PA. It can be a linear RF

PA [6] driven into saturation or an efficient switched-mode RF PA [6]. The burst-mode RF

PA has two operation modes, namely the “on” mode and the “off” mode. During the “on”

mode, the RF PA amplifies the applied RF burst signal with non-zero constant envelope. The

RF PA thus continuously operates in saturation and generates the amplified RF burst signal

with the peak efficiency. During the “off” mode, without applying any input signal, the RF

PA is completely off and no power is consumed. Therefore, the burst-mode RF PA operates

efficiently in both modes. Thus, high efficiency is possible even with a baseband input signal of

high PAPR. A more detailed analysis will be given in Chapter 2.

1.3 Scope of the Thesis

The main objective of this thesis is to use signal processing methods [76, 77] to analyze the

efficient burst-mode RF transmitter architecture in order to optimize the transmitter efficiency

without compromising the linearity performance.

Numerous methods of design and implementation of the RF PA or transmitter have been

reported in the literature, but there are few analytical papers with system-level descriptions of

efficient transmitter architectures. In order to investigate the performance of burst-mode RF

transmitters, a complete and exact mathematical description of the burst-mode RF transmitter

chain is necessity. In a burst-mode RF transmitter, the PW modulator, which encodes the
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baseband input signal into a pulsed train with varying pulse width, plays an important role.

Therefore one focus of the thesis is to develop the analytical description of the baseband PWM

signals and extend the results to the passband RF burst signals, amplified RF burst signals

and finally the transmission signals. Another focus of the thesis is to analyze and optimize the

transmitter efficiency. To this end, the transmitter efficiency is expressed by the multiplication

of the maximum RF PA efficiency and the coding efficiency, which evaluates the performance of

the PW modulator. An intensive research on the coding efficiency is carried out.

Due to the infinite bandwidth of the PWM signal, problems occur when the PWM is performed

digitally. The wanted signal is already severely distorted before the RF PA. To investigate the

origin of the distortion, the analytical expressions of discrete-time PWM signals are described

accordingly, based on which, an aliasing-free PWM (AFPWM) method is presented. The AF-

PWM method avoids all destructive distortion originating from the sampling of non-bandlimited

signals by limiting the spectral components, in terms of the number of harmonics in the gen-

erated PWM signals. The AFPWM method introduces amplitude variations to the generated

PWM signals. Hence the RF PA is no longer operated in ideal burst mode. To investigate

the transmitter efficiency performance, the efficiency analysis is performed on the discrete-time

PWM based burst-mode RF transmitters where it surprisingly shows that the higher coding

efficiency compensates for the RF PA efficiency degradation, leading to a transmitter efficiency

without degradation. An important result obtained is that good efficiency-linearity trade-off

can be achieved by carefully choosing the number of harmonics in AFPWM based burst-mode

RF transmitters.

1.4 Outline of the Thesis and Main Contributions

In the following, a chapter by chapter overview will be provided with the main contributions of

the author and her publications.

Introduction

In Chapter 1, an introduction of the state-of-the-art efficiency enhancement technology for wire-

less transmitters is given followed by the introduction of the burst-mode RF transmitter which

is the main topic of the thesis.

System Models of Burst-Mode RF Transmitters

In Chapter 2, burst-mode RF transmitter architectures including the two-level and multilevel

architectures have been described. The RF PA in a burst-mode RF transmitter is operated in

“on” and “off” modes, meaning that when the PA is activated, it is operated in saturation and

produces the maximum efficiency, otherwise it is switched off and no power is wasted. This leads

to substantially high efficiency of the RF PA.
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The efficiency metrics of burst-mode RF transmitters including the PA drain efficiency, the

coding efficiency and the transmitter efficiency are given. The coding efficiency is an important

figure of merit in the efficiency evaluation of burst-mode RF transmitters. It describes the

performance of the PW modulator and the ratio of the transmission power delivered to the

antenna to the total power at the output of the RF PA. The transmitter efficiency is ideally the

coding efficiency multiplied by the maximum PA drain efficiency.

To investigate the performance of burst-mode RF transmitters, closed-form descriptions of

PWM signals of different kinds are provided, such as single-edge PWM (SEPWM), double-edge

PWM (DEPWM), two-level PWM and multilevel PWM. The analytical results serve as a basis

for the analysis in the rest of the thesis.

[78] S. Chi, C. Vogel and P. Singerl, “The frequency spectrum of polar modulated PWM

signals and the image problem,” in Proceedings of 17th IEEE International Conference

on Electronics, Circuits, and Systems (ICECS 2010), pp. 679-682, December 2010.

[23] K. Hausmair, S. Chi, P. Singerl and C. Vogel, “Aliasing-free digital pulse-width modula-

tion for burst-mode RF transmitters,” in IEEE Transactions on Circuits and Systems I:

Regular Papers, pp.415 -427, February 2013.

Continuous-Time PWM Based Burst-Mode RF Transmitters

In Chapter 3, continuous-time PWM based burst-mode RF transmitters are described. In the

first part, the image problem that occurs when the non-bandlimited baseband PWM signal is

mixed with the carrier frequency to the passband. The wanted signal located around the positive

carrier frequency is overlapped with the spectral components of the signal which is modulated

to the negative carrier frequency. Thus the wanted signal is distorted already before the RF PA.

To deal with the image problem, mathematical expressions of RF burst signals are provided. By

using a proper PWM frequency, the image peak distortion in TEPWM signal can be avoided

without additional analog component like analog lowpass filter (LPF). The DEPWM method

can be treated as a method to reduce the image peak distortion in TEPWM signals.

In the second part, efficiency analysis for continuous-time PWM based burst-mode two-level

and multilevel RF transmitters is presented. The efficiency optimization of burst-mode mul-

tilevel RF transmitters is investigated. To this end, analytical descriptions of the transmitter

efficiency given by the coding efficiency and the maximum PA drain efficiency are presented.

The maximum average transmitter efficiency can be achieved by properly choosing the thresh-

old values, which are used to divide the input signal magnitude into several regions, according

to the probability density function (PDF) of the input magnitude. Moreover, the efficiency

expressions of the burst-mode multilevel transmitters are related to those of the Doherty and

multistage Doherty PAs. It shows that the efficiency optimization can also been applied to

Doherty and multistage Doherty PAs. Efficiency optimized burst-mode RF transmitters show a

great efficiency improvement compared to the non-optimized transmitters, especially for signals

with high PAPRs and signals transmitted at a wide range of transmission power levels.

[78] S. Chi, C. Vogel and P. Singerl, “The frequency spectrum of polar modulated PWM
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signals and the image problem,” in Proceedings of 17th IEEE International Conference

on Electronics, Circuits, and Systems (ICECS), pp. 679-682, December 2010.

[79] S. Chi, P. Singerl and C. Vogel, “Coding efficiency optimization for multilevel PWM based

switched-mode RF transmitters,” in Proceedings of IEEE 54th International Midwest

Symposium on Circuits and Systems (MWSCAS), pp. 1-4, August 2011.

[80] S. Chi, P. Singerl and C. Vogel, “Efficiency optimization for burst-mode multilevel radio

frequency transmitters,” in EEE Transactions on Circuits and Systems I: Regular Papers,

pp.1901-1914, July 2013.

Discrete-Time PWM based Burst-Mode RF Transmitters

In Chapter 4, discrete-time PWM based burst-mode RF transmitters are described. The

discrete-time PWM process is described first and it is shown that the discrete-time PWM signals

inherently suffer from aliasing distortion due to the sampling of non-bandlimited baseband PWM

signals, resulting in degraded signal quality. To gain a deeper understanding of the discrete-

time PWM signals, mathematical expressions of the discrete-time PWM signals are presented.

An aliasing-free PWM (AFPWM) method is described to avoid the destructive distortion by

limiting the number of harmonics in the generated PWM signals.

AFPWM signals induce small variations on the time-domain signal amplitude, which might

affect the RF PA drain efficiency. As has been described before, the transmitter efficiency also

depends on the coding efficiency. To investigate the efficiency performance, a thorough analysis

on the coding efficiency of the AFPWM based burst-mode RF transmitters is performed. The

results show that the higher coding efficiency compensates for the RF PA efficiency degradation

leading to a transmitter efficiency without degradation.

An important result obtained is that by properly choosing the number of harmonics used in

the generated PWM signals, a good efficiency-linearity trade-off can be achieved for AFPWM

based burst-mode RF transmitters.

An analysis of multilevel AFPWM based burst-mode RF transmitters is carried out. The

analytical descriptions of multilevel architectures are described from which it is shown that the

multilevel architecture can be used to further enhance the transmitter efficiency. Simulation

results are used to verify the analytical results. It is also shown that a good efficiency-linearity

trade-off can also be achieved by proper choice of the number of harmonics.

[81] S. Chi, K. Hausmair, P. Singerl and C. Vogel, “Coding efficiency of bandlimited PWM

based burst-mode RF transmitters,” in Proceedings of 2013 IEEE International Sympo-

sium on Circuits and Systems (ISCAS), pp.2263 - 2266, May 2013.

[80] S. Chi, P. Singerl and C. Vogel, “Efficiency optimization for burst-mode multilevel radio

frequency transmitters,” in EEE Transactions on Circuits and Systems I: Regular Papers,

pp.1901-1914, July 2013.

[23] K. Hausmair, S. Chi, P. Singerl and C. Vogel, “Aliasing-free digital pulse-width modula-

tion for burst-mode RF transmitters,” in IEEE Transactions on Circuits and Systems I:

Regular Papers, pp.415 -427, February 2013.
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Summary & Concluding Remarks

In Chapter 5, the scientific work of the thesis is summarized and further research is discussed.

[82] K. Hausmair, S. Chi, P. Singerl and C. Vogel, “How to reach 100% coding efficiency

in multilevel burst-mode RF transmitters,” in Proceedings of 2013 IEEE International

Symposium on Circuits and Systems (ISCAS), pp.2263 - 2266, May 2013.
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Signal Processing for Energy-Efficient Burst-Mode RF Transmitters

2
System Models of Burst-Mode RF Transmitters

In this chapter, different burst-mode RF transmitter architectures will be discussed with detailed

information. Then the efficiency metrics that are used to evaluate the performance of burst-

mode RF transmitters will be described. Finally the mathematical expressions of PWM signals of

different kinds will be derived and analyzed. The analytical results describing the PWM signals

are one of the main contributions and will serve as a basis for the analysis in the following

chapters.
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Figure 2.1: Block diagram of a burst-mode two-level RF transmitter architecture.

2.1 Introduction to Burst-Mode RF Transmitters

In burst-mode RF transmitters, the RF PA is ideally operated in “on” and “off” modes, produc-

ing the peak efficiency. To drive the RF PA in burst mode, the PWM technique is employed to

map the input magnitude into a pulsed train signal. There exists a variety of PWM methods [1]

for encoding the baseband input signal into a pulsed signal. The polar modulation based burst-

mode transmitter architecture is employed due to its superiority in terms of the efficiency and

the lower demand on analog RF components [83]. Depending on the number of PW modulators

used, the burst-mode RF transmitters can be categorized into two-level burst-mode RF trans-

mitters, where a single PWM is employed, and multilevel burst-mode RF transmitters, where

several PW modulators are incorporated. The multilevel architecture is used to further enhance

the overall efficiency [27,80,84]. It is known that an ideal PWM signal is of infinite bandwidth.

As a result, the RF burst signal and the amplified RF burst signal also have infinite bandwidth.

To fulfill the transmission spectral requirements, the BPF is used to filter out the out-of-band

spectral content. Consequently, the transmission power is reduced and therefore the efficiency

obtained after the burst-mode PA is also reduced. The coding efficiency together with the PA

efficiency is used to describe the efficiency for burst-mode RF transmitter.

2.1.1 Burst-Mode Two-Level RF Transmitters

A burst-mode two-level RF transmitter employs a single PWM in baseband processing, where the

PWmodulator outputs a two-level pulsed signal. A block diagram of the transmitter architecture

is shown in Figure 2.1. The complex baseband input signal x(t), which is bandlimited to Bs,

can be expressed in polar form as

x(t) = a(t)ejφ(t). (2.1)

The signal x(t) is separated into a magnitude signal a(t) and a phase signal φ(t). To facilitate

the analysis for the rest of the thesis, it is assumed that the magnitude signal is normalized

by the maximum magnitude value and thus a(t) ∈ [0, 1]. The magnitude signal a(t) is then

encoded into a pulsed signal ap(t) by the PW modulator. The PWM signal is usually generated
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by a comparator, comparing the modulating signal a(t) with a reference signal r(t), which

has typically the form of a sawtooth waveform or a triangular waveform. A block diagram of

the comparator based PW Modulator is shown in 2.2. The generated PWM signal ap(t) will be

multiplied with the phase component ejφ(t) to form the baseband PWM signal xp(t). Afterwards,

the baseband PWM signal xp(t) is separated into an in-phase (I) and a quadrature (Q) part and

upconverted to the passband by the IQ mixer. A block diagram of the IQ mixer is given in 2.3.

The resulting upconverted PWM signal, or the RF burst signal xp,PB(t) is given by

xp,PB(t)= Re
{

xp(t)e
j2πfct

}

= xpr(t) cos(2πfct)− xpi(t) sin(2πfct)

= ap(t) cos(2πfct+ φ(t)) (2.2)

where fc is the carrier frequency and xpr(t) and xpi(t) are real part and imaginary part of the

signal xp(t). Then the RF burst signal is amplified by the burst-mode RF PA, producing the

amplified RF burst signal xPA(t). The transmission signal xPB(t), which is the RF equivalent

of x(t), is retrieved from the amplified RF burst signal xPA(t) by the BPF.
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Figure 2.4: Block diagram of a burst-mode multilevel RF transmitter architecture. The transmitter in-
corporates M signal paths where M PW modulators and M RF PAs are used. The resulting
combined output signal is of (M + 1) levels.

2.1.2 Burst-Mode Multilevel RF Transmitters

The burst-mode multilevel architecture is used to further enhance the transmitter efficiency for

low-valued input signal, or power in backoff, by incorporating more than one PW modulator as

well as the RF PA. Figure 2.4 depicts a block diagram of the burst-mode multilevel transmitter

architecture consisting of M signal paths, i.e., (M + 1) levels in the generated combined signal,

where M PW modulators and M RF PAs are employed.

Different from the two-level transmitter architecture, the magnitude signal a(t) in the mul-

tilevel transmitter architecture is modulated by the multilevel PWM by comparing a(t) with

a series of reference signal rm(t), where the index m denotes the signal path order with m ∈
[1,M ],M ≥ 2. The reference signal rm(t) is defined on the interval [Vm−1, Vm], where Vl repre-

sents a set of threshold values defined as

Vi =











0, for i = 0

∈ (0, 1), for i ∈ [1,M − 1]

1, for i = M

(2.3)

where the index i ∈ [0,M ] denotes the order of the threshold value.

By applying the multilevel PWM to the magnitude signal a(t), a set of PWM signals apm(t) is

generated. When a(t) is higher than 0 but lower than the threshold value V1, only the main PW

modulator operates and generates the main baseband PWM signal ap1(t) with the magnitude

of V1 but varying pulse widths. When a(t) exceeds the threshold value V1, the first auxiliary

baseband PWM signal ap2
(t) consisting of pulses with the magnitude of (V2 − V1) is generated

and the main PW modulator outputs the constant value of V1, indicating that the duty cycle
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of the main baseband PWM signal is 100%. The operation of other auxiliary PW modulators

follows the same procedure.

A set of RF burst signals xpm,PB(t) is obtained by upconverting the phase modulated PWM

signals xpm(t) with the IQ mixer. This set of RF burst signals is used to drive a set of burst-

mode RF PAs. The main RF PA is driven by the main RF burst signal xp1,PB(t). When the

input magnitude exceeds the threshold value V1, the first auxiliary RF burst signal xp2,PB(t)

is generated and drives the first auxiliary RF PA while the main RF PA remains on. When

the input magnitude exceeds the threshold value V2, the second auxiliary PW modulator and

the RF PA will be activated and so on. A power combiner is employed to combine the RF PA

outputs. After the BPF, the transmission signal xPB(t) is retrieved from the amplified RF burst

signal xPA(t) and sent to the antenna.

Using the above principle, the burst-mode multilevel transmitter architecture is able to provide

higher efficiency for a larger range of output power levels compared to the conventional two-

level transmitter architecture, because the multilevel architecture generates less out-of-band

power [79,80]. The analytical description of the PWM signals will be given in the third part of

this chapter and the detailed efficiency analysis will be given in the following chapter.

2.2 Efficiency Metrics

Power efficiency is an important factor for the evaluation of the transmitter performance. Since a

burst-mode transmitter employs a source encoder such as a PW modulator, out-of-band spectral

components are generated. The out-of-band spectral power has to be filtered out to obtain the

transmission signal which fulfills the transmission requirements. Hence the transmission power

is reduced. The transmitter efficiency, denoted as η, is therefore reduced and is different from

the PA drain efficiency, denoted as ηPA. Nevertheless, a burst-mode PA ideally provides the

peak drain efficiency, which is weighted by the coding efficiency, denoted as ηc, to obtain the

transmitter efficiency. The coding efficiency is introduced as a figure of merit to evaluate the

PW modulator performance,

2.2.1 Power Amplifier Drain Efficiency

PA drain efficiency ηPA is defined as the ratio between the delivered total power of the amplified

RF burst signal xp,PB(t) and the consumed dc power,

ηPA=
Ptot

Pdc
. (2.4)

The efficiency ηPA represents the drain efficiency of the RF PA in burst-mode operation. When

the RF PA is operated in ideal burst mode it produces the peak drain efficiency. An ideal burst-

mode PA operates in two states: “on” and “off”. During the “on” state, the PA is driven into

saturation and reaches the peak efficiency ηPA. During the “off” state, the PA is completely off
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and no power is consumed. For example, for Class B or multilevel Class B PAs, the PA efficiency

is ηPA = 78.5% [52]. For PAs like Class E and Class F−1, the efficiency ηPA is theoretically 100%

and measured in the range of 70% − 80% [85].

2.2.2 Coding Efficiency

Coding efficiency is introduced as a figure of merit to evaluate the source encoder performance

such as PW modulator. It is defined as the ratio between the power of the transmission signal

xPB(t) and the total power of the amplified RF burst signal xp,PB(t) [86],

ηc=
Ps

Ptot
. (2.5)

Coding efficiency analysis is of great importance in the study of burst-mode transmitter archi-

tectures. It is a measure of the PWM performance and the transmitter efficiency.

2.2.3 Transmitter Efficiency

Transmitter efficiency η describes the ratio between the transmission signal power and the con-

sumed dc power [87]. For burst-mode transmitters, the efficiency can also be described by the

PA drain efficiency ηPA and the coding efficiency ηc by [80,83]

η=
Ps

Pdc
=

Ptot

Pdc

Ps

Ptot
= ηPAηc. (2.6)

In ideal burst-mode operation, the transmitter efficiency η is the coding efficiency ηc scaled

by the peak PA drain efficiency ηPA. Therefore a higher coding efficiency ηc leads to a higher

transmitter efficiency η.

Note that one should distinguish between two types of efficiencies: the efficiency for constant

input signals2 and the average efficiency for signals with a given PDF. The former one is obtained

when the signal is at a certain level, for example shown in Figure 1.4 and Figure 1.6. The average

efficiency is obtained by weighting the efficiency curve by the signal PDF. The transmitter

performance is best measured by the average efficiency [18]. The average efficiency will be

denoted by ηPA, ηc and η in the following.

2.3 Pulse-Width Modulation

A PW modulator encodes an input signal, or the modulating signal, into a pulsed signal. The

PWM process is usually performed by comparing the modulating signal with a reference signal.

Depending on the reference waveforms, PWM process can be categorized into single-edge PWM

(SEPWM) process and double-edge PWM (DEPWM) process [1]. The former one employs

2 Also known as instantaneous efficiency in the literature.
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Figure 2.5: An example of the SEPWM process described in [1]. The signals x̂(t), r̂(t) and x̂p,TE(t) are
the modulating signal, reference signal and the generated TEPWM signal, respectively. The
period of the reference signal is represented by Tp.

a sawtooth reference waveform and the latter one a triangular waveform. Depending on the

number of PW modulators used, the PWM process can be categorized into two-level PWM

process and multilevel PWM process. The PWM process can also be categorized into uniform-

sampling PWM process and natural-sampling PWM process as described in [1]. The generated

natural-sampling PWM signal consists of the modulating signal x̂(t) with no distortion in the

modulating signal bandwidth except negligible spectral components from higher order harmonics

while the generated uniform-sampling PWM signal consists of a distorted form of the modulating

signal x̂(t). Therefore, the natural-sampling PWM process concept is adopted in this thesis and

hereinafter referred to as the PWM process.

Since PWM plays an important role in burst-mode transmitters, it is desirable to analytically

describe the PWM process in order to study the burst-mode technique in depth. In [1], thorough

mathematical analysis on the PWM process with different reference signals was carried out,

though with Cartesian modulation based PWM process only. An example of such PWM process

is illustrated in Figure 2.5, where x̂(t), r̂(t) and Tp are the modulating signal, reference signal and

the reference signal period, or PWM period, respectively. One drawback of such PWM method

is that the coding efficiency is medium. For example, applied with a zero-valued input, the PW

modulator still generates a pulsed signal with 50% duty cycle, meaning that the RF PA would

still be activated without generating any useful signals. Nevertheless, it provides an analytical

approach for the study of the frequency spectra of PWM signals when the modulating signal is

an arbitrary bandlimited signal. In this subsection, polar modulation based PWM process will
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be investigated and closed-form expressions describing the PWM signals of different kinds will

be presented.

2.3.1 Two-Level Pulse-Width Modulation

In SEPWM process as illustrated in Figure 2.5 and Figure 2.6, the generated PWM signal will

have one edge locate at a fixed time, which is the multiples of the PWM period, while the other

edge, trailing-edge (TE) or leading-edge (LE), appears depending on the crossing-points of the

input modulating signal and the reference sawtooth signal. The corresponding generated signals

are referred to as the TEPWM signal and the LEPWM signal.

In the DEPWM process as illustrated in Figure 2.7, the locations of both edges depend on the

crossing-points of the input modulating signal and the reference triangular signal. Since both

the TE and the LE of the generated DEPWM signal are determined according to the input

modulating signal, the sampling rate is effectively doubled [1].

The analytical approach described in [1] for TEPWM signal will be used as the starting

point to deduce the results for polar modulation based TEPWM signal. The results will be

transformed to describe LEPWM signal. Afterwards, the expressions of DEPWM signals will

be given, which can be decomposed into a sum of a TEPWM signal and a LEPWM signal.

Finally, multilevel PWM signals will be described according to the obtained results of SEPWM

signals.

Single-Edge PWM Process

Trailing-Edge PWM Process The TEPWM process described in [1] is illustrated in Fig-

ure 2.5. The modulating signal is a bounded continuous signal such that x̂(t) ∈ [−1, 1]. A

detailed and elaborate analysis leads to the closed-form expression of the TEPWM signal with

modulating signal x̂(t) ∈ [−1, 1] as

x̂p,TE(t) = x̂(t) +

∞
∑

k=1

2

πk

[

sin(2πkfpt)− (−1)k sin(2πkfpt− πkx̂(t))
]

(2.7)

where k and fp represent the harmonic order and the PWM frequency, fp = 1/Tp, respectively.

The subscript “p” denotes the PWM operation.

Assuming that the modulating signal, the reference signal and the generated TEPWM signal

in Figure 2.5 are shifted and scaled to be bounded by [0, 1], it is clear that the resulting TEPWM

signal is the signal which would be generated by polar modulation based PWM process with

modulating signal a(t) as shown in Figure 2.6. Therefore the analytical description of the

TEPWM signal produced by polar modulation based PWM process can be deduced accordingly.

From Figure 2.5 and Figure 2.6, the modulating signal a(t) can be related to x̂(t) by

a(t) =
x̂(t) + 1

2
. (2.8)
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Figure 2.6: SEPWM process: (a) TEPWM process and (b) LEPWM process.

The generated TEPWM signal ap,TE(t; a(t)) with modulating signal a(t) is readily deduced from

the TEPWM signal x̂p,TE(t) with modulating signal x̂(t). It follows that

ap,TE(t; a(t))=
x̂p,TE(t; x̂(t)) + 1

2

=
x̂p,TE(t; 2a(t) − 1) + 1

2
. (2.9)

Note that the modulating signals a(t) and x̂(t) are included as variables to show the transfor-

mation steps. Substituting for x̂p,TE(t; 2a(t) − 1) from (2.7) with modulating signal (2a(t)− 1)

gives the description of TEPWM signal ap,TE(t) by

ap,TE(t) = a(t) +
∞
∑

k=1

1

πk
[sin(2πkfpt)− sin(2πkfpt− 2πka(t))] (2.10)

where the trigonometric identity

sin(α+ β) = sinα cos β + sinβ cosα (2.11)

is used. Note that it is not necessary that the modulating signal be a bandlimited function as

long as the derivative of the modulating signal is smaller than the PWM frequency [1], such that

∣

∣

∣

∣

da(t)

dt

∣

∣

∣

∣

<
1

Tp
= fp. (2.12)
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With the phase information, the signal xp,TE(t) is given by

xp,TE(t)= ap,TE(t)e
jφ(t) = x(t) +

∞
∑

k=1

xk,TE(t) (2.13)

where xk,TE(t) denotes the k-th harmonic component and is given by

xk,TE(t) =
1

πk
[sin(2πkfpt)− sin(2πkfpt− 2πka(t))] ejφ(t). (2.14)

By using the Fourier transform, the frequency-domain expressions of the TEPWM signal ap,TE(t)

can be derived as

Ap,TE(f) = A(f) +
∞
∑

k=1

∞
∑

r=1

(j2πk)r−1

r!

[

Ar(f + kfp) + (−1)r−1Ar(f − kfp)
]

(2.15)

where A(f) and Ar(f) are Fourier transforms of a(t) and ar(t), respectively. The Fourier trans-

form is denoted with F{·} function. The formula

sinα =
ejα − e−jα

2j
(2.16)

and the Taylor series

eα − 1 =

∞
∑

r=1

αr

r!
(2.17)

are used to derive the frequency-domain expression of the TEPWM signals. Applying the phase

information, the frequency-domain expression of the signal xp,TE(t) is given by

Xp,TE(f) = X(f) +

∞
∑

k=1

Xk,TE(f) (2.18)

where X(f) is the Fourier transform of the signal x(t). The k-th harmonic component in

frequency domain is denoted as Xk,TE(f) and is given by

Xk,TE(f) =
∞
∑

r=1

(j2πk)r−1

r!

[

Ar−1(f + kfp) + (−1)r−1Ar−1(f − kfp)
]

∗X(f). (2.19)

By having a closer look at the signal Xp,TE(f) it shows that the spectrum consists of the wanted

modulating signal component X(f) and a sum of the harmonics which are composed of weighted

signal powers located at multiples of the PWM frequency kfp. The PWM signal in general is

non-bandlimited since the number of harmonics approaches infinity. An alternative detailed

derivation of the TEPWM signal is given in Appendix B.

– 26 –



2.3 Pulse-Width Modulation

Leading-Edge PWM Process The LEPWM process is illustrated in Figure 2.6 (b). The

description of LEPWM signal ap,LE(t) can be derived from the results of TEPWM signals

ap,TE(t). The LEPWM signal can be regarded as the signal generated from TEPWM process

with modulating signal (1− a(t)) and then subtracted from 1,

ap,LE(t; a(t)) = 1− ap,TE(t; 1− a(t)). (2.20)

Substituting for ap,TE(t; 1− a(t)) from (2.10) with modulating signal (1 − a(t)), the expression

of the LEPWM signal is given by

ap,LE(t) = a(t) +

∞
∑

k=1

1

πk
[sin(2πkfpt+ 2πka(t)) − sin(2πkfpt)] . (2.21)

The phase modulated LEPWM signal is given by

xp,LE(t) = x(t) +

∞
∑

k=1

xk,LE(t) (2.22)

where the k-th harmonic component xk,LE(t) is given by

xk,LE(t) =
1

πk
[sin(2πkfpt+ 2πka(t)) − sin(2πkfpt)] e

jφ(t). (2.23)

The spectrum of the TEPWM signal can be expressed by using (2.16) and (2.17) as

Ap,LE(f) = A(f) +

∞
∑

k=1

∞
∑

r=1

(j2πk)r−1

r!

[

(−1)r−1Ar(f + kfp) +Ar(f − kfp)
]

. (2.24)

With the phase information, the Fourier transform of xp,LE(t) is given by

Xp,LE(f) = X(f) +

∞
∑

k=1

Xk,LE(f) (2.25)

where Xk,LE(t) denotes the k-th harmonic component in frequency domain and is given by

Xk,LE(f) =
∞
∑

r=1

(j2πk)r−1

r!

[

(−1)r−1Ar−1(f + kfp) +Ar−1(f − kfp)
]

∗X(f) (2.26)

The properties of the LEPWM signals are similar to those of TEPWM signals. In the following,

the DEPWM signal will be mathematically described according to the results of the TEPWM

signal and the LTPWM signal.
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Figure 2.7: DEPWM process. The reference signals rDE1
(t) and rDE2

(t) are with a phase difference of
180◦.

Double-Edge PWM Process

The DEPWM process is illustrated in Figure 2.7. The reference signals can be phase shifted

by 180◦ as shown in the figure. Unlike SEPWM signals, in one PWM period, each pulse edge

location in the DEPWM signal is determined by a different crossing-point of the modulating

signal and the reference signal.

The DEPWM signal can be derived from the sum of a TEPWM signal and a LEPWM signal.

For the first case when the reference signal is rDE1
(t) as shown in Figure 2.7 (a), the generated

DEPWM signal ap,DE1
(t) can be obtained as the sum of the TEPWM signal ap,TE(t) and the

LEPWM signal ap,LE(t) with the modulating signal of a(t)/2. It follows that

ap,DE1
(t; a(t)) = ap,TE(t;

a(t)

2
) + ap,LE(t;

a(t)

2
). (2.27)

By applying (2.10) and (2.21) with the modulating signal a(t)/2 to (2.27), we obtain

ap,DE1
(t)= a(t) +

∞
∑

k=1

1

πk
[sin(2πkfpt+ πka(t))− sin(2πkfpt− πka(t))]

= a(t) +

∞
∑

k=1

2

πk
sin(πka(t)) cos(2πkfpt) (2.28)

where the trigonometric identity (2.11) is used. The phase modulated signal xp,DE1
(t) can be
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expressed by

xp,DE1
(t)= x(t) +

∞
∑

k=1

xk,DE1
(t) (2.29)

where xk,DE1
(t) is given by

xk,DE1
(t) =

2

πk
sin(πka(t)) cos(2πkfpt)e

jφ(t). (2.30)

The frequency-domain expression of the DEPWM signal ap,DE1
(t) can be derived as

Ap,DE1
(f)= A(f) +

∞
∑

k=1

∞
∑

r=0

(jπk)2r

(2r + 1)!
[A2r+1(f + kfp) +A2r+1(f − kfp)] (2.31)

where the Taylor series

sinα =
∞
∑

r=0

(−1)rα2r+1

(2r + 1)!
(2.32)

is used. The frequency-domain expression of the phase modulated signal xp,DE1
(t) can be derived

as

Xp,DE1
(f)= X(f) +

∞
∑

k=1

Xk,DE1
(f) (2.33)

where the k-th harmonic content is given by

Xk,DE1
(f) =

∞
∑

r=0

(jπk)2r

(2r + 1)!
[A2r(f + kfp) +A2r(f − kfp)] ∗X(f). (2.34)

For the second case when the reference signal is rDE2
(t) as shown in Figure 2.7 (b), the resulting

DEPWM signal ap,DE2
(t) can be obtained from the sum of the TEPWM signal ap,TE(t) and the

LEPWM signal ap,LE(t) with the modulating signal of (1− a(t))/2,

ap,DE2
(t; a(t)) = 1−

[

ap,TE(t;
1− a(t)

2
) + ap,LE(t;

1− a(t)

2
)

]

(2.35)

Substituting for ap,TE(t;
1−a(t)

2 ) and ap,LE(t;
1−a(t)

2 ) from (2.10) and (2.21), it can be derived

that

ap,DE2
(t) = a(t) +

∞
∑

k=1

2(−1)k

πk
sin(πka(t)) cos(2πkfpt). (2.36)
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With the phase information, the signal xp,DE2
(t) is given by

xp,DE2
(t)= x(t) +

∞
∑

k=1

xk,DE2
(t) (2.37)

where xk,DE2
(t) is given by

xk,DE2
(t) =

2(−1)k

πk
sin(πka(t)) cos(2πkfpt)e

jφ(t). (2.38)

The spectrum of the DEPWM signal ap,DE2
(t) is described by

Ap,DE2
(f)= A(f) +

∞
∑

k=1

∞
∑

r=0

(−1)k(jπk)2r

(2r + 1)!
[A2r+1(f + kfp) +A2r+1(f − kfp)] . (2.39)

The Fourier transform of the phase modulated signal xp,DE2
(t) is given by

Xp,DE2
(f)= X(f) +

∞
∑

k=1

Xk,DE2
(f) (2.40)

where the k-th harmonic content is given by

Xk,DE2
(f) =

∞
∑

r=0

(−1)k(jπk)2r

(2r + 1)!
[A2r(f + kfp) +A2r(f − kfp)] ∗X(f). (2.41)

The spectrum of each DEPWM signal consists of the wanted modulating signal component X(f)

and harmonics located at kfp, where the weighting factor is different from that in SEPWM

signals in (2.19) and (2.26). Moreover, only the even powers of the modulating signal A2r(·)
convoluted with the signal X(f) are included in the spectrum. Each harmonic consisting of the

sum of the weighted signal powers is not bandlimited, meaning that the harmonics introduce

distortion into the frequency band of the modulating signal, preventing perfect signal recovery.

However, by choosing a sufficiently large PWM frequency fp, the spectral components aliasing

into the wanted signal band can be kept negligibly small.

2.3.2 Multilevel Pulse-Width Modulation

The multilevel PWM process is illustrated in Figure 2.8. The example is a three-level DEPWM

process with the signal path M = 2 and a threshold value of V1. Assume without loss of

generality that only DEPWM is considered in multilevel PWM process analysis. In the figure,

two reference signals are given, rDE1
(t) ∈ [0, V1] and rDE2

(t) ∈ [V1, 1]. In the multilevel DEPWM

process, the adjacent reference signals are required to be phase shifted by 180◦ to maintain the

phase continuity and avoid pulse skipping [88]. The corresponding DEPWM signals ap1(t) and

ap2
(t) and the combined three-level DEPWM signal

∑M
m=1 apm(t) with M = 2 are generated

accordingly and illustrated in Figure 2.8.
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Figure 2.8: A three-level DEPWM process (M = 2) as an example of multilevel PWM process. The refer-
ence signals rDE1

(t) and rDE2
(t) are phase shifted by 180◦. The magnitudes of the generated

DEPWM signals ap
1
(t) and ap

2
(t) are V1 and (1− V1), respectively, which are determined by

the threshold value V1. The combined signal
∑M

m=1
ap

m
(t) produces a three-level (multilevel)

DEPWM signal.

The results of DEPWM signals obtained above can be used to derive the analytical expressions

for multilevel DEPWM signals. First of all, the modulating signal a(t) is divided into M cases

depending on the threshold values Vi, i ∈ [0,M ], which is defined in the interval [0, 1] as in

(2.3). Note that for the analytical results obtained so far it is assumed that the modulating

signal and the ideally generated DEPWM signals are both in the interval of [0, 1]. In order to

utilize the obtained results for the multilevel DEPWM process, each divided modulating signal

am(t) ∈ [Vm−1, Vm] needs to be shifted down to the interval of [0, Vm − Vm−1] and then scaled
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up to the interval of [0, 1]. Then each generated DEPWM signal is scaled down according to

the difference of the threshold values (Vm−Vm−1), and the combined multilevel DEPWM signal
∑M

m=1 apm
(t) will be in the interval of [0, 1] as illustrated in Figure 2.8.

For the first case when a1(t) ∈ [0, V1], the DEPWM signal ap1(t) is generated with a modu-

lating signal a1(t)/V1 and then scaled down by the value of V1. It gives

ap1
(t)= V1

[

a1(t)

V1
+

∞
∑

k=1

2

πk
sin

(

πk
a1(t)

V1

)

cos(2πkfpt)

]

= a1(t) +
∞
∑

k=1

2V1

πk
sin

(

πk
a1(t)

V1

)

cos(2πkfpt). (2.42)

For the m-th case when a(t) ∈ [Vm−1, Vm], m ∈ [1,M ], the DEPWM signal apm
(t) is generated

with a modulating signal (am(t) − Vm−1)/(Vm − Vm−1) and then scaled down by the value of

(Vm − Vm−1). It follows that

apm(t) = am(t)− Vm−1 +
∞
∑

k=1

2(−1)(m−1)k(Vm − Vm−1)

πk
sin

(

πk
am(t)− Vm−1

Vm − Vm−1

)

cos(2πkfpt).

(2.43)

An example of apm
(t) with m = 1, 2 is shown in Figure 2.8. After combining M DEPWM

signals, the resulting DEPWM signal can be expressed as

ap(t)=

M
∑

m=1

apm(t)

= a(t) +

M
∑

m=1

∞
∑

k=1

2(−1)(m−1)k(Vm − Vm−1)

πk
sin

(

πk
am(t)− Vm−1

Vm − Vm−1

)

cos(2πkfpt).(2.44)

A special case is when the threshold values are equally spaced, e.g., Vi = [0, 0.5, 1] for M = 2,

such a PWM based transmitter is called a classic transmitter or non-optimized transmitter.

The non-optimized transmitter concept is used in the following chapter when the efficiency

optimization is discussed. In a non-optimized PWM process the equally spaced threshold value

is given by

V̇i =
i

M
, i ∈ [0,M ]. (2.45)

Using (2.45) in (2.43) gives the expression of the signal generated from a non-optimized PWM

process for the m-th case when a(t) ∈ (Vm−1, Vm], m ∈ [1,M ],

apm(t) = am(t)− m− 1

M
+

∞
∑

k=1

2

πkM
sin (πkMam(t)) cos(2πkfpt) (2.46)

where the trigonometric identity (2.11) is used. The combined DEPWM signal generated from

– 32 –



2.3 Pulse-Width Modulation

a non-optimized PWM process can be described as

ap(t)=
M
∑

m=1

apm(t)

=
M
∑

m=1

(

am(t)− m− 1

M

)

+
∞
∑

k=1

2

πkM
cos(2πkfpt)

M
∑

m=1

sin(πkMam(t))

= a(t) +

∞
∑

k=1

2

πkM
sin(πkMa(t)) cos(2πkfpt) (2.47)

where

M
∑

m=1

sin(πkMam(t)) = sin(πkMa(t)). (2.48)

At each time index, the signal am(t) takes values from [m−1
M

, m
M
, a(t) ∈ (m−1

M
, m
M
)]. The value

of the term sin(πkMam(t)) in (2.48) takes corresponding values when am(t) = a(t) ∈ (m−1
M

, m
M
)

otherwise zero. Hence when the combined signal is considered, the relation (2.48) can be used

to obtain (2.47). Applying the phase information to each DEPWM signal apm(t),m = 1, ...,M ,

the phase modulated multilevel DEPWM signal from a non-optimized PWM process is given by

xp(t) =

M
∑

m=1

xpm(t)= x(t) +

∞
∑

k=1

xk(t) (2.49)

where the k-th harmonic is given by

xk(t) =
2

πkM
sin(πkMa(t)) cos(2πkfpt)e

jφ(t). (2.50)

The frequency spectrum of the non-optimized multilevel DEPWM signal ap(t) can be derived

as

Ap(f)= A(f) +

∞
∑

k=1

∞
∑

r=0

(jπkM)2r

(2r + 1)!
[A2r+1(f + kfp) +A2r+1(f − kfp)] . (2.51)

With the phase information, the frequency-domain expression of the signal xp(t) is described

by

Xp(f)= X(f) +

∞
∑

k=1

Xk(f) (2.52)

where Xk(f) is given by

Xk(f) =

∞
∑

r=0

(jπkM)2r

(2r + 1)!
[A2r(f + kfp) +A2r(f − kfp)] ∗X(f). (2.53)
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Figure 2.9: Spectra of the TEPWM signal, DEPWM signal and the multilevel DEPWM signal (M = 2).
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Figure 2.10: A close-up of Figure 2.9.
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It can be seen that the harmonics in multilevel DEPWM signals (2.50) are weighted by a smaller

factor compared to two-level DEPWM signals (2.30,2.38), meaning that the multilevel DEPWM

signal produces less out-of-band spectral components, which can be used to improve the coding

efficiency and therefore the transmitter efficiency.

A spectral illustration of the TEPWM signal in (2.13), the DEPWM signal in (2.29) and

the multilevel DEPWM signal in (2.49) with M = 2 is shown in Figure 2.9. A close-up of

Figure 2.9 is shown in Figure 2.10. It can be seen that each spectrum consists of the wanted

signal located at the zero frequency and every order of harmonic located at the multiple of the

PWM frequency where the harmonics are in a decreasing manner. The multilevel case produces

the least out-of-band spectral content.

2.4 Summary and Discussion

In this chapter, burst-mode RF transmitter architectures and efficiency metrics are discussed,

and a system-level description of baseband PWM signals is presented.

First, the burst-mode operation is introduced. In burst-mode operation, the modulation signal

is first modulated by the PW modulator and then the upconverted RF burst signal is amplified

by the burst-mode RF PA. A burst-mode RF PA is operated in “on” and “off” modes, leading

to high PA drain efficiency. The PA drain efficiency together with the coding efficiency, which

is an important figure of merit to evaluate the performance of the PWM encoder, is used to

evaluate the transmitter efficiency. The efficiency metrics are described in the second part of

this chapter, and will be further used in the following chapters. In the third part, closed-form

descriptions of PWM signals of different kinds are provided. Depending on the reference signals,

the PWM process can be categorized into SEPWM process and DEPWM process. Depending

on the number of PWMs used, the PWM process can be categorized into two-level PWM process

and multilevel PWM process. The analytical results describing the PWM signals are of great

importance for the system-level study of burst-mode transmitter architectures and will serve as

a basis for the following chapters.
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3
Continuous-Time PWM Based Burst-Mode RF

Transmitters

In this chapter, continuous-time PWM based burst-mode RF transmitters will be analyzed in

terms of the linearity and power efficiency. From the results obtained in Chapter 2 it is clear

that the ideally generated PWM signal has infinite bandwidth. For RF applications, when the

baseband PWM signal is upconverted to the passband by mixing with the carrier frequency, the

out-of-band spectral components will cause distortion to the wanted signal that is located at the

carrier frequency. This is called the image problem. The term image here is different from the

image from a traditional modulator, where the image is caused by the gain and phase imbalance

of the modulator. The image here is part of the desired or generated signal, which is introduced

to show that the distortion is inherently produced in the upconverted RF burst signal. Usually

the image distortion can be mitigated by using a LPF on the baseband PWM signal to limit

the signal bandwidth however at the cost of extra circuit effort. An image distortion mitigation

method without extra circuit effort will be described. Then we will show that the DEPWM

method can be regarded as one way to mitigate the image distortion in TEPWM signals.

The power efficiency of continuous-time PWM based burst-mode RF transmitters will be

analyzed in detail. Both the efficiency for constant input signals and the average efficiency

for signals with a given PDF will be described mathematically. We will start with the two-

level burst-mode RF transmitter analysis and then proceed to the multilevel transmitter case.

For multilevel burst-mode RF transmitters, the transmitter efficiency depends highly on the

threshold values which are used to divide the input signal into different levels or to set the upper

and lower bounds of the reference signals. For example, the threshold values of the conventional

classic multilevel transmitter architecture are equally distributed. We will propose an efficiency

optimization procedure which will maximize the transmitter efficiency by using the optimum
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threshold values according to the signal PDF. It will be shown that the optimized transmitters

achieve significantly higher efficiency improvement compared to the conventional classic or non-

optimized transmitters as well as the two-level case.

3.1 Image Problem in RF Burst Signals

In the following, the image problem in continuous-time PWM based burst-mode transmitters

will be described. First, the spectral analysis of the RF burst signal will be provided followed by

the description of the proposed image mitigation method for generating SEPWM signals. Then

the spectral comparison of SEPWM and DEPWM signals will be given to show that DEPWM

can also be viewed as one method to mitigate the image distortion in TEPWM signals.

3.1.1 Image Problem Analysis

The image problem occurs during the upconversion process when the baseband PWM signal,

which has infinite bandwidth, is upconverted to the passband by mixing with the carrier. Fig-

ure 3.1(a) shows the spectrum of the baseband TEPWM signal xp,TE(t). The main power of

the input signal x(t) is located around the zero frequency. The PWM harmonics are located at

the frequencies that are multiples of the PWM frequency fp and the power of the kth harmonic

decreases inversely with k with reference to xp,TE(t) in (2.13). To find out what causes the

image problem, we start with the mathematical expression of the RF burst signal. According

to (2.2), the transmission signal xPB(t) after an ideal BPF can be expressed as

xPB(t)= a(t) cos(2πfct+ φ(t))

=
1

2
x(t)ej2πfct +

1

2
x∗(t)e−j2πfct (3.1)

where ∗ denotes the complex conjugation. The PA gain is assumed to be 1 to facilitate the

analysis. The signal is decomposed to a signal part and its conjugate part to serve the image

problem analysis. The frequency-domain expression of the transmission signal can be described

by computing the Fourier transform of xPB(t), which gives

XPB(f)=
1

2
X(f − fc) +

1

2
X∗(−f − fc)

= X+
PB(f) +X−

PB(f) (3.2)

where X(f) is the Fourier transform of the signal x(t). The relation

F{x∗(t)} = X∗(−f) (3.3)

is used. The superscripts + and − in (3.2) denote the corresponding signal components which

have been upconverted to the passband by ej2πfct and e−j2πfct, respectively. From (2.13) the
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(a) Illustration of the spectrum of the baseband TEPWM signal xp,TE(t).
It includes the spectrum of input signal x(t) and every order of the PWM
harmonics. The spacing between adjacent PWM harmonics is equal to the
value of fp.
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(b) Illustration of the spectrum of the RF burst signal with image prob-
lem. The distortion around the wanted signal located at the positive carrier
frequency fc is produced by the image spectral components and vice versa.

Figure 3.1: Frequency-domain illustrations of image problem in RF burst signals with TEPWM method.
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RF burst signal in time domain is given by

xp,TE,PB(t)=
1

2
xp,TE(t)e

j2πfct +
1

2
x∗p,TE(t)e

−j2πfct

= x+p,TE,PB(t) + x−p,TE,PB(t) (3.4)

where the signal components x+p,TE,PB(t) and x−p,TE,PB(t) are given by

x+p,TE,PB(t)=
1

2
x(t)ej2πfct +

1

2

∞
∑

k=1

xk,TE(t)e
j2πfct (3.5)

and

x−p,TE,PB(t)=
1

2
x∗(t)e−j2πfct +

1

2

∞
∑

k=1

x∗k,TE(t)e
−j2πfct (3.6)

respectively. The signal xk,TE(t) is given in (2.14) by

xk,TE(t) =
1

πk
[sin(2πkfpt)− sin(2πkfpt− 2πka(t))] ejφ(t). (3.7)

According to (3.4), the frequency-domain expression of the RF burst signal can be expressed as

the sum of a positive and a negative spectrum by

Xp,TE,PB(f) = X+
p,TE,PB(f) +X−

p,TE,PB(f) (3.8)

where according to (3.4) and (2.19) the signal components X+
p,TE,PB(f) and X−

p,TE,PB(f) are

given by

X+
p,TE,PB(f) =

1

2
Xp,TE(f − fc)

=
1

2
X(f − fc) +

∞
∑

k=1

∞
∑

r=1

(j2πk)r−1

2r!
×

[

Ar−1(f − fc + kfp) + (−1)r−1Ar−1(f − fc − kfp)
]

∗X(f) (3.9)

and

X−

p,TE,PB(f) =
1

2
X∗

p,TE(−f − fc)

=
1

2
X∗(−f − fc) +

∞
∑

k=1

∞
∑

r=1

(j2πk)r−1

2r!
×

[

Ar−1(f + fc + kfp) + (−1)r−1Ar−1(f + fc − kfp)
]

∗X∗(−f) (3.10)

respectively. From (3.9) and (3.10) it can be seen that each positive or negative signal component

includes the wanted signal or its conjugate and every order of harmonics located at (±fc±kfp),

which is of infinite bandwidth. The spectrum of the RF burst signal components x+p,TE,PB(t)
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and x−p,TE,PB(t) are depicted with black and grey lines in Figure 3.1(b), respectively. The image

problem discussed is caused by the large bandwidth spectrum of the baseband PWM signal.

When the baseband PWM signal is upconverted to the passband, the image spectrum, which

is modulated by the negative carrier component e−j2πfct, is overlapped with the spectrum that

is modulated with the positive carrier component ej2πfct. As a consequence, when the positive

and negative components are combined together to form the real passband signal, the image

distortion is induced around the wanted signal located at the positive carrier frequency fc and

vice versa, which reduces both in-band and out-of-band signal quality.

3.1.2 Image Distortion Mitigation

From Figure 3.1(b) it can be seen that if the wanted signal located at the carrier frequency

fc is not superposed with the image harmonic peak that is produced by the negative spectral

component, but in the middle of the adjacent image harmonic peaks, the image peak distortion

can be avoided. This can be realized by changing the PWM frequency fp to a proper value.

According to Figure 3.1(b), the order of the image harmonic located around the carrier frequency

fc, defined as the qth harmonic, is given by

q = round

(

2fc
fp

)

(3.11)

where q is an integer. The “round” operation is used to find the harmonic that is most close

to the carrier frequency fc, meaning that this harmonic is most likely to induce distortion to

the wanted signal at fc. The worst case is when the qth harmonic is just located at the carrier

frequency fc. The best case is when the wanted signal is located in the middle of the qth

harmonic and its adjacent harmonic. Since the carrier frequency fc is usually fixed, a new

PWM frequency f̂p can be determined for the best case in such a way that

−fc + qf̂p ±
1

2
f̂p = fc (3.12)

and f̂p is given by

f̂p =
2fc

q ± 1
2

. (3.13)

For example, with an input signal of Bs = 5 MHz bandwidth, a PWM frequency of fp =

40 MHz and a carrier frequency of fc = 1 GHz, q is given with (3.11) by q = 50 and the new

PWM frequency is calculated with (3.13) by f̂p = 39.6 MHz and f̂p = 40.4 MHz. By this

way, the wanted signal around the carrier frequency is located in the middle of two adjacent

image harmonic peaks and the image peak distortion can be avoided. Note that this harmonic

distortion mitigation method can avoid the harmonic peak distortion but cannot eliminate all

the harmonic distortion.

Besides utilizing the gap between the image harmonic peaks, the DEPWM method can be
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regarded as one method to mitigate the image problem occurring in TEPWM signals. Since

both DEPWM methods have similar properties, the analysis of the first DEPWM is provided.

The time-domain representation of the RF burst signal of DEPWM signal xp,DE1,PB(t) is given

by

xp,DE1,PB(t)=
1

2
xp,DE1

(t)ej2πfct +
1

2
x∗p,DE1

(t)e−j2πfct

= x+p,DE1,PB
(t) + x−p,DE1,PB

(t) (3.14)

The signal components x+p,DE1,PB
(t) and x−p,DE1,PB

(t) are given by

x+p,DE1,PB
(t)=

1

2
x(t)ej2πfct +

1

2

∞
∑

k=1

xk,DE1
(t)ej2πfct (3.15)

and

x−p,DE1,PB
(t)=

1

2
x∗(t)e−j2πfct +

1

2

∞
∑

k=1

x∗k,DE1
(t)e−j2πfct (3.16)

respectively, where xk,DE1
(t) is given in (2.30) by

xk,DE1
(t)=

2

πk
sin(πka(t)) cos(2πkfpt)e

jφ(t).

=
1

πk
[sin(2πkfpt+ πka(t))− sin(2πkfpt− πka(t))] (3.17)

The Fourier transform of the time-domain signal gives the frequency-domain expression as

Xp,DE1,PB(f)= X+
p,DE1,PB

(f) +X−

p,DE1,PB
(f) (3.18)

where the positive and negative spectral components X+
p,DE1,PB

(f) and X−

p,DE1,PB
(f) are given

by

X+
p,DE1,PB

(f) =
1

2
Xp,DE1

(f − fc)

=
1

2
X(f − fc) +

∞
∑

k=1

∞
∑

r=1

(jπk)2r

2(2r + 1)!
×

[A2r(f − fc + kfp) +A2r(f − fc − kfp)] ∗X(f) (3.19)

and

X−

p,DE1,PB
(f) =

1

2
X∗

p,DE1
(−f − fc)

=
1

2
X∗(−f − fc) +

∞
∑

k=1

∞
∑

r=1

(jπk)2r

2(2r + 1)!
×

[A2r(f + fc + kfp) +A2r(f + fc − kfp)] ∗X∗(−f) (3.20)
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respectively. For DEPWM signals, the harmonics in (3.17) only contain signal dependent con-

tents sin(2πkfpt±πka(t)) which do not generate harmonic peak distortion as in SEPWM signals.

Whereas for the TEPWM signals, the harmonics in (3.7) not only contains the signal dependent

content − sin(2πkfpt − 2πka(t)), but also includes the carrier harmonic content sin(2πkfpt)

which is the source of the harmonic peak distortion. Therefore in DEPWM signals the im-

age peak distortions can be completely avoided compared to the TEPWM signals. The figure

illustration will be shown in the following section.

3.1.3 Simulation Results

The simulations were carried out in Matlab and Simulink environment. The PWM signal is

created by a discrete-multitone (DMT) signal with a bandwidth of Bs = 5MHz and a PAPR

of 7 dB. The tone spacing is set to 20 kHz. The PWM frequency fp is set to 40MHz and the

carrier frequency fc is set to 1GHz. The simulation time step is set to 0.1 ns to capture sufficient

out-of-band spectrum of the RF burst signal due to the large bandwidth of the PWM signal.

The normalized mean square error (NMSE) and the dynamic range (DR) are used to measure

in-band error and out-of-band error before and after the image distortion mitigation. The NMSE

in dB is defined by

NMSE = 10 log10





E
{

|x̃(t)− x(t)|2
}

E
{

|x̃(t)|2
}



 (3.21)

where E{·} is the expectation function. The signal x̃(t) is the demodulated in-band signal in

Bs = 5MHz from the passband signal xp,PB(t) for instance xp,TE,PB(t) in (3.4) or xp,DE1,PB(t)

in (3.14). The DR of the signal in dB is defined in frequency domain as

DR = 10 log10

(

maxf∈fin Xp,PB(t)

maxf∈fout Xp,PB(t)

)

(3.22)

where f ∈ fin denotes that the evaluation bandwidth is f ∈ [−Bs/2, Bs/2] which is the same as

performing a lowpass filter with a bandwidth of Bs/2 and f ∈ fout denotes that f is bounded

by Bs/2 ≤ |f | ≤ 2Bs. The signal Xp,PB(t) denotes the spectrum of the RF burst signal such as

xp,TE,PB(t) in (3.4) or xp,DE1,PB(t) in (3.14).

Figure 3.2 shows the spectrum of the RF burst signal with TEPWM method. It is a close-

up of Figure 3.1(b). The positive and negative spectral components of signals x+p,TE,PB(t) and

x−p,TE,PB(t) are illustrated with black and grey lines, respectively. The PWM frequency is set

to fp = 40 MHz. Hence the image harmonic peak that introduces the image peak distortion to

the wanted signal is located around the carrier frequency fc = 1 GHz. The NMSE and DR are

−40.8 dB and 48.8 dB, respectively.

Figure 3.3 shows the spectrum of the RF burst signal with TEPWM method with image

distortion mitigation. The new PWM frequency f̂p is set to 39.6 MHz according to (3.13). It

can be seen that the wanted signal located at carrier frequency fc is in the middle of adjacent
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Figure 3.2: Spectrum of TEPWM generated RF burst signal with image peak distortion. This figure is a
close-up of Figure 3.1(b). The image harmonic peak distortion (grey line) is located around
the wanted signal at positive carrier frequency fc. The NMSE and DR are −40.8 dB and
48.8 dB, respectively.
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Figure 3.3: Spectrum of TEPWM generated RF burst signal with image distortion mitigation. With a
new PWM frequency of f̂p = 39.6 MHz, the image peak distortion can be avoided. The NMSE
and DR are −46.9 dB and 49.1 dB, respectively.
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(a) Spectrum of DEPWM generated RF burst signal.
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(b) Close-up of the spectrum of DEPWM generated RF burst signal.

Figure 3.4: Spectrum of DEPWM generated RF burst signal. The PWM frequency is fp = 40 MHz. The
NMSE and DR are −48.3 dB and 46.2 dB, respectively.
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NMSE (dB) DR (dB)

TEPWM with fp = 40 MHz -40.8 48.8

TEPWM with f̂p = 39.6 MHz -46.9 49.1

DEPWM with fp = 40 MHz -48.3 46.2

Table 3.1: Image mitigation performance for the given simulation setup.

image harmonic peaks and therefore the image peak distortion is avoided. By this approach,

the NMSE and DR are −46.9 dB and 49.1 dB, respectively. The NMSE is improved by 6.1 dB

and the DR is slightly increased.

Figure 3.4 shows the spectra of the RF burst signal with DEPWM method. The positive

and negative spectral components of signals x+p,DE1,PB
(t) and x−p,DE1,PB

(t) are illustrated with

black and grey lines, respectively. From Figure 3.4(a) it can be seen that there are no image

peak distortions around the wanted signal in the DEPWM generated RF signal. A close-up

of Figure 3.4(a) is shown in Figure 3.4(b). The NMSE and DR are −48.3 dB and 46.2 dB,

respectively. The NMSE is improved by 7.5 dB compared to the TEPWM generated RF burst

without image distortion mitigation though the DR is decreased by 2.6 dB.

The image mitigation performance is summarized in Table 3.1. Since DEPWM signals are

generated without image peak distortions around the wanted signals, and the performance met-

rics are comparable to those of TEPWM signals with image distortion mitigation, the DEPWM

signals will be the focus of investigation in the following.

3.2 Power Efficiency Analysis

Power efficiency is very important in burst-mode RF transmitters. In this section the power

efficiency analysis for burst-mode RF transmitters will be carried out. First, the efficiency

analysis for constant input signals will be given. Then the analysis of the average efficiency

is presented. The average efficiency is represented by the PDF of the input magnitude, where

the input signal can be a signal at the maximum average transmission power level as well

as a combination of signals at different average transmission power levels. Afterwards, the

average efficiency optimization is performed for burst-mode multilevel transmitters. Finally, the

efficiency relation between burst-mode multilevel transmitters and (multistage) Doherty PAs

is investigated. Simulation results will be presented to show that the optimized burst-mode

multilevel transmitters outperform two-level as well as non-optimized burst-mode multilevel

transmitters.
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3.2.1 Efficiency for Constant Input Signals

According to the definitions of power efficiencies in Section 2.2, the coding efficiency for constant

input signals x(t) = A,A ∈ [0, 1], denoted as ηc(A), is defined by

ηc(A) =











Ps(A)

Ptot(A)
, for |x(t)| = A, A ∈ (0, 1]

0, for |x(t)| = A, A = 0.

(3.23)

The transmitter efficiency for constant input signals, denoted as η(A), is given by

η(A)=
Ps(A)

Pdc(A)
= ηPAηc(A). (3.24)

Since an RF PA operated in burst mode produces the maximum PA efficiency, the analysis of

the coding efficiency will be the focus. To compute the signal power Ps(A), the transmission

signal for a constant input signal can be expressed by

xPB(t) = A cos(2πfct). (3.25)

Assuming that the input signal is sufficiently long and the carrier frequency fc is much higher

than the PWM frequency fp, the signal power Ps(A) is closely approximated by

Ps(A) =
1

Tp

∫ Tp

0
x2PB(t)dt =

1

2
A2 (3.26)

with a normalized load value of 1Ω. The assumed load value makes no difference for the efficiency

calculation because the ratio between the signal power and the total power is of interest. Note

that the signal power Ps(A) depends on the input magnitude A. The total power Ptot(A), on

the other hand, changes according to the employed transmitter architectures.

Burst-Mode Two-Level Transmitters (M = 1)

A burst-mode two-level transmitter contains only one signal path. The coding efficiency for a

two-level transmitter, which has been investigated in [83], is briefly introduced here for compar-

ison.

A block diagram of the burst-mode two-level RF transmitter is illustrated in Figure 2.1 in

Section 2.1.1. Fig. 3.5 shows the time domain signals of a burst-mode two-level transmitter.

The total power of the amplified RF burst signal xPA(t) is calculated as

Ptot(A)=
1

Tp

∫ D(A)Tp

0
(cos 2πfct)

2dt

=
1

2
A, A ∈ [0, 1] (3.27)
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Figure 3.5: Time-domain signals of the burst-mode two-level RF transmitter. The period of the reference
signal r(t) is denoted by Tp. The duty-cycle is denoted as D(A) which is the ratio of the pulse
width to the period Tp. The constant input signal, PWM signal and the amplified RF burst
signal are represented by x(t), ap(t) and xPA(t), respectively.

where D(A) describes the duty-cycle of the PW modulator output and is described by

D(A) = A, A ∈ [0, 1]. (3.28)

Therefore, according to (3.23) with (3.26) and (3.27), the coding efficiency for the two-level

transmitter is given by

ηc(A) =
1
2A

2

1
2A

= A, A ∈ [0, 1]. (3.29)

It can be seen that the coding efficiency linearly depends on the input magnitude and it reaches

the maximum efficiency of 100% at the maximum input value A = 1.

Burst-Mode Multilevel Transmitters (M ≥ 2)

A block diagram of a burst-mode multilevel RF transmitter is illustrated in Figure 2.4 in Sec-

tion 2.1.2. The coding efficiency for constant signals is categorized into M cases depending on

the input magnitude as

x(t) = A for A ∈ (Vm−1, Vm] (3.30)
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where the threshold value Vi, i ∈ [0,M ] is defined in (2.3) in Section 2.1.2.

For the first case (m = 1) when x(t) = A ∈ (0, V1], which is illustrated in Figure 3.6(a), the

total power of the amplified RF burst signal can be obtained by

Ptot1(A)=
1

Tp

∫ D1(A)Tp

0
(V1 cos 2πfct)

2dt

=
1

2
AV1, A ∈ (0, V1] (3.31)

where D1(A) describes the duty-cycle of the main PW modulator output and is given by

D1(A) =
A

V1
, A ∈ (0, V1]. (3.32)

Therefore, for the first case, the coding efficiency is calculated according to (3.23) with (3.26)

and (3.31) as

ηc1(A) =
1
2A

2

1
2AV1

=
A

V1
, A ∈ (0, V1]. (3.33)

It is clear that the coding efficiency for this case also linearly depends on the input magnitude

with the efficiency peak obtained at A = V1.

For the mth case when x(t) = A ∈ (Vm−1, Vm], which is illustrated in Figure 3.6(b), the total

power of the amplified RF burst signal can be calculated as

Ptotm(A)=
1

Tp

(

∫ Dm(A)Tp

0
(Vm cos 2πfct)

2dt+

∫ (1−Dm−1(A))Tp

0
(Vm−1 cos 2πfct)

2dt

)

=
1

2
(A(Vm−1 + Vm)− Vm−1Vm) , A ∈ (Vm−1, Vm] (3.34)

where Dm(A) represents the duty-cycle of the (m− 1)th auxiliary PW modulator output and is

given by

Dm(A) =
A− Vm−1

Vm − Vm−1
, A ∈ (Vm−1, Vm]. (3.35)

Therefore, for the mth case, the coding efficiency is given according to (3.23) with (3.26)

and (3.34) by

ηcm(A)=
A2

A(Vm−1 + Vm)− Vm−1Vm
, A ∈ (Vm−1, Vm] (3.36)

which gives the maximum coding efficiency with A = Vm.

As a result, the coding efficiency for burst-mode multilevel transmitters for constant input
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Figure 3.7: Coding efficiency with constant input signals for burst-mode (M + 1)-level RF transmitters
(M = 1, 2, 3).

signals x(t) = A,A ∈ [0, 1] can be represented in general as

ηc(A) =











0, for A = 0

A2

A(Vm−1 + Vm)− Vm−1Vm
, for A ∈ (Vm−1, Vm], m ∈ [1,M ].

(3.37)

where M represents the total number of paths of the burst-mode transmitter, and Vi is the

threshold value defined in (2.3).

Fig. 3.7 illustrates coding efficiency curves of different burst-mode transmitters for constant

input signals. For a (M+1)-level transmitter, there will be M efficiency peaks. The dash-dotted

line shows the efficiency curve for the two-level transmitter. As shown, the coding efficiency of

multilevel transmitters is better than the two-level case for all input values. Consequently,

multilevel transmitters are able to provide higher efficiency compared to the two-level case.

3.2.2 Average Efficiency for Arbitrary Input Signals

The average efficiency is defined as the ratio of the average desired RF inband power P s to the

average consumed power P dc and is given by [52]

η=
P s

P dc

= ηPAηc (3.38)
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where ηc describes the average coding efficiency by [79]

ηc =
P s

P tot

=

∫ 1
0 A2fa(A)dA

∫ 1
0

A2

ηc(A)fa(A)dA
, A ∈ [0, 1] (3.39)

where fa(A) is the PDF of the input magnitude and ηc(A) represents the coding efficiency for

constant input signals given in (3.37).

Note that the PDF fa(A) is not limited to representing the distribution of the input magnitude

at the maximum average transmit power level, i.e., with input magnitude bounded by [0, 1]. It

can also describe the magnitude distribution of signals at different average transmission power

levels, or a combination of the above-mentioned signals due to the power control. For example,

two sets of signals with the same PAPR are considered, where the average transmit power levels

are the maximum and 20 dB backoff from the maximum. Therefore, the signals are described

within intervals of [0, 1] and [0, 0.1], respectively. The resulting PDF of the combined signal will

have more occurrences at the lower magnitude values, which leads to a higher overall PAPR

than the given PAPR. A detailed example of signals at variable average transmit power levels

will be given by the end of the following subsection.

The average transmitter efficiency is given by combining (3.38) and (3.39)

η = ηPA

∫ 1
0 A2fa(A)dA

∫ 1
0

A2

ηc(A)fa(A)dA
, A ∈ [0, 1]. (3.40)

We can thus calculate the average efficiency using the PDF fa(A), the PA efficiency ηPA, and

the coding efficiency ηc(A).

For example, the average transmitter efficiency for a two-level transmitter is

η = ηPA

∫ 1
0 A2fa(A)dA
∫ 1
0 Afa(A)dA

, A ∈ [0, 1] (3.41)

obtained from (3.40) with (3.29). Note that, for the generic (M + 1)-level (M ≥ 2) case, the

coding efficiency ηc(A) in (3.40) depends on the threshold value Vi. Consequently, the choice of

Vi has an impact on the average efficiency η. This will be investigated in the following subsection,

leading to the optimization concept for burst-mode multilevel transmitters.

3.2.3 Efficiency Optimization

In order to study the impact of the threshold values on the average efficiency, first we expand the

expression for the average efficiency (3.40) with the coding efficiency (3.37). We will then show

that it is possible to find a set of threshold values maximizing the average efficiency. We will

begin with the efficiency optimization of a burst-mode three-level transmitter and then extend

the concept to general multilevel burst-mode transmitters.
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Burst-Mode Three-level Transmitters (M = 2)

For a burst-mode three-level transmitter, according to (3.37), the coding efficiency is given as

ηc(A) =















A

V1
, for A ∈ [0, V1]

A2

A(V1 + 1)− V1
, for A ∈ (V1, 1].

(3.42)

Substituting (3.42) for ηc(A) in (3.40), the average efficiency for the burst-mode three-level

transmitter can be expressed by

η = ηPA

∫ 1
0 A2fa(A)dA

G(V1)
, A ∈ [0, 1] (3.43)

where G(V1) describes the total power of the amplified RF burst signal as

G(V1) = V1

∫ 1

0
Afa(A)dA+

∫ 1

V1

Afa(A)dA − V1

∫ 1

V1

fa(A)dA. (3.44)

Note that in (3.43), the average signal power (
∫ 1
0 A2fa(A)dA) is independent of the threshold

values. We can thus obtain the maximum average efficiency by finding the minimum of G(V1).

To this end, the first-order and second-order derivatives of G(V1) with respect to V1 are derived

∂G

∂V1
=

∫ 1

0
Afa(A)dA −

∫ 1

V1

fa(A)dA (3.45)

and

∂2G

∂V 2
1

= fa(V1). (3.46)

where we used the relation

∂

∂V1

∫ 1

V1

y(ξ)dξ= −y(V1). (3.47)

It is assumed that the PDF fa(·) is smooth and is non-zero over the definition domain. Hence

it follows from (3.46) that fa(V1) > 0, and (3.44) can provide the minimum of G(V1) if there

exists a V̂1 in (3.45) such that

∫ 1

V̂1

fa(A)dA=

∫ 1

0
Afa(A)dA. (3.48)

This value is given by [79,80]

V̂1 = F−1(1− E(A)) (3.49)
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where E(·) is the expectation operator and F−1(·) is the inverse cumulative distribution function

(CDF). With (3.43), (3.44), (3.48) and (3.49), the maximum average efficiency is given by

ηmax= ηPA

∫ 1
0 A2fa(A)dA
∫ 1
V̂1

Afa(A)dA

= ηPA

∫ 1
0 A2fa(A)dA

∫ 1
F−1(1−E(A)) Afa(A)dA

. (3.50)

Thus the optimum threshold value V1 of three-level transmitters can be analytically determined

from the input magnitude PDF according to (3.49). Using this threshold, the maximum average

efficiency is reached as in (3.50).

Burst-Mode (M + 1)-level Transmitters (M ≥ 3)

In this case, the average efficiency can be expressed by (3.40) with (3.37) as

η = ηPA

∫ 1
0 A2fa(A)dA

G(V1, ..., VM−1)
, A ∈ [0, 1] (3.51)

where G(V1, ..., VM−1) describes the total power of the amplified RF burst signal as

G(V1, ..., VM−1)

=

M
∑

m=1

∫ Vm

Vm−1

(A(Vm−1 + Vm)− Vm−1Vm) fa(A)dA. (3.52)

The maximum average efficiency can be obtained by finding a set of optimum threshold values

(V̂1, ..., V̂M−1) leading to the minimum of (3.52). The maximum efficiency is given by

ηmax = ηPA

∫ 1
0 A2fa(A)dA

G(V̂1, ..., V̂M−1)
, A ∈ [0, 1]. (3.53)

For uniformly distributed signals, the optimum threshold values and the maximum efficiency

can be analytically determined as

V̂l =
l

M
, l = 0, ...,M (3.54)

and

ηmax= ηPA
1

1 + 1
2M2

. (3.55)

The obtained optimum threshold values according to the uniform distribution are the same as

the typically chosen non-optimized threshold values. Therefore the non-optimized transmitter

only gives the maximum efficiency for uniformly distributed input magnitudes. Typical com-
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Figure 3.8: PDFs of the input signal power of DMT signals with PAPRs of 7 dB and 12 dB.

PAPR (dB) 7 8 9 10 11 12

3-level V̂1 0.42 0.40 0.38 0.35 0.33 0.30

4-level
V̂1 0.30 0.27 0.25 0.23 0.21 0.20

V̂2 0.57 0.53 0.50 0.46 0.44 0.41

Table 3.2: Optimum threshold values for DMT signals with different PAPRs when a(t) ∈ [0, 1].

PAPR (dB) 7 8 9 10 11 12

2-level 39.7 35.4 31.6 28.4 25.5 22.5

3-level (non-optimized) 64.4 61.3 57.6 53.0 48.9 44.1

η (%) 3-level (optimized) 65.5 63.5 61.7 60.2 58.4 57.2

4-level (non-optimized) 71.6 70.0 68.1 65.9 62.9 59.3

4-level (optimized) 72.3 71.5 70.8 69.9 69.1 68.9

Table 3.3: Average transmitter efficiency for DMT signals with different PAPRs when a(t) ∈ [0, 1].
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V̂1 V̂2

3-level 0.16 -

4-level 0.08 0.31

Table 3.4: Optimum threshold values for the given power profile.

2-level
3-level 3-level 4-level 4-level

(non-optimized) (optimized) (non-optimized) (optimized)

η (%) 12.2 23.6 41.0 33.2 57.5

Table 3.5: Average transmitter efficiency for the given power profile.

munication signals have different distributions, which require to solve the optimization problem

numerically, where optimization methods such as line searching [89] can be used.

The PDFs of the input power of DMT signals with 7 dB and 12 dB PAPR are shown in Fig 3.8.

A high PAPR leads to more occurrences at low input power. Table 3.2 gives the optimum

threshold values of three-level and four-level transmitters for DMT signals with different PAPRs

when a(t) ∈ [0, 1]. The optimum threshold value V̂1 of the three-level transmitter is obtained

according to (3.49), and the optimum threshold values (V̂1, V̂2) of the four-level transmitter are

obtained by finding the minimum of (3.52). For the DMT signal with the same PAPR but a

different a(t)max, the optimum threshold values can be calculated by scaling the values in the

Table 3.2 with a(t)max.

Table 3.3 presents the average efficiency for two-level, non-optimized and optimized three-

level and four-level transmitters. The PAs are assumed in ideal Class B operation and the PA

efficiency is therefore ηPA = 78.5%. For two-level transmitters the average efficiency is calculated

from (3.41). For non-optimized transmitters the average efficiency is obtained by (3.51) with

equally spaced threshold values. For optimized three-level and four-level transmitters the average

efficiency is calculated according to (3.50) and (3.53) with the optimum threshold values given in

Table 3.2, respectively. It is shown that the efficiency of the optimized transmitters outperforms

two-level and non-optimized transmitters, especially for signals with high PAPRs. For the signal

with 12 dB PAPR, the optimized three-level transmitter achieves an efficiency improvement of

13.1 percentage points compared to the non-optimized case, and 34.7 percentage points compared

to the two-level case. For the four-level case, the improvements are 9.6 and 46.4 percentage

points, respectively.

Fig. 3.9(a) shows the power profile of a representative CDMA mobile transmitter average

transmission power levels according to [13, 90]. In order to perform the efficiency optimization

for signals at variable average transmission power levels, it is assumed that the transmission

power changes linearly with the input power [49], and the power profile describes a combination
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Figure 3.9: PDFs of (a) the normalized average transmission power levels of a representative CDMAmobile
transmitter and (b) the input power of the combined DMT signals with different average
transmission power levels.
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of DMT signals with the same PAPR of 7 dB but different average transmission power levels,

i.e., different input magnitude intervals. The occurrence of the DMT signal at a certain average

transmission power level can be found in Fig. 3.9(a). Therefore a PDF describing the distribution

of overall input magnitudes of the combined DMT signals can be obtained, denoted as fa(A),

and is used for the efficiency optimization. Fig. 3.9(b) gives the PDF of the input power of the

combined DMT signals with different average transmission power levels according to Fig. 3.9(a).

The PAPR of the combined signals is 22 dB. The corresponding optimum threshold values and

average efficiency are shown in Table 3.4 and Table 3.5. The ideal ClassB operation efficiency is

assumed for the calculation. The efficiency improvement obtained by the optimized three-level

transmitter is 17.4 percentage points compared to the non-optimized case and 28.8 percentage

points compared to the two-level case. For the four-level case, the improvements are 24.3 and

45.3 percentage points, respectively.

3.2.4 Efficiency Relation to the Doherty PA

The Doherty PA is well known for its potential to deliver high efficiency [19, 49]. Many publi-

cations have investigated extended Doherty PAs [13,91] and multistage Doherty PAs [21,92] to

further enhance the efficiency over classic Doherty PAs.

For an ideal Doherty PA based on ideal Class B PAs, according to [52], the Doherty PA

efficiency for a constant output voltage vo is

ηDPA(vo) =















ηPA
1

α

vo
vmax

, for vo ∈ [0, αvmax]

ηPA
( vo
vmax

)2

vo
vmax

(α+ 1)− α
, for vo ∈ (αvmax, vmax]

(3.56)

where vmax is the maximum output voltage level, and the PA efficiency is ηPA = 78.5%. The

design parameter α represents the voltage division ratio. This ratio determines the contribution

of the main PA and the auxiliary PA to the output power of the Doherty PA.

When a Doherty PA is backed off from full power to lower power output levels, it is assumed

that the output power changes linearly with the input power [49]. Therefore, according to (3.56),

the output voltage vo can be first normalized to the maximum output voltage vmax, and then

related to the normalized input voltage A. This leads to the Doherty PA efficiency for constant

input signals x(t) = A, A ∈ [0, 1] of

ηDPA(A) =















ηPA
A

α
, for A ∈ [0, α]

ηPA
A2

A(α+ 1)− α
, for A ∈ (α, 1]

(3.57)

where ηDPA(A) represents the efficiency for the Doherty PA. For a classic Doherty PA, the ratio

α is set to 0.5. If α is set to values lower than 0.5, the main amplifier reaches saturation at

a lower power level. This extended Doherty PA has been used for efficiency enhancement for
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transmission power over a wide range of power levels [13].

In order to show the efficiency relation between the burst-mode multilevel transmitters and the

Doherty PAs, the efficiency for a three-level burst-mode transmitter is given according to (3.24)

and (3.37) as

η(A) =















ηPA
A

V1
, for A ∈ [0, V1]

ηPA
A2

A(V1 + 1)− V1
, for A ∈ (V1, 1].

(3.58)

Based on the analysis before, we know that the threshold value V1 also determines the input

power to the main and auxiliary PAs. Therefore, the design parameter α in Doherty PAs and

the threshold value V1 in burst-mode multilevel transmitters is considered to have the same

functionality. Comparing (3.57) with (3.58), it is clear that the efficiency expressions of the

Doherty PA and the burst-mode three-level transmitter are identical for constant input signals.

For a three-stage Doherty PA, the efficiency curve can be described as [92]

ηDPA(A) =































ηPA
A

α
, for A ∈ [0, α]

ηPA
A2

A(α + β)− αβ
, for A ∈ (α, β]

ηPA
A2

A(β + 1)− β
, for A ∈ (β, 1]

(3.59)

where α and β, which are the inverse of γ2 and γ1 in [92], determine the contribution of the

PAs to the overall output power, and the transition where the auxiliary PAs are turned on.

Note that in (3.59) the output voltage is already related to the normalized input. The efficiency

expressions for the three-stage Doherty PA and the four-level burst-mode transmitter are the

same when we compare (3.59) to (3.37) with M = 3, and with the knowledge of α, β having the

same functionality with V1, V2. This relation can be generalized for other multistage Doherty

PAs and burst-mode multilevel transmitters.

3.2.5 Simulation Results

Simulation Setup

Simulations were carried out in Matlab and Simulink environment using the SimPowerSystems

toolbox. The SimPowerSystems toolbox is designed for simulating and modeling electrical power

systems [93].

Fig. 3.10 illustrates the setup of the simulated burst-mode three-level transmitter. The main

and the auxiliary PA are in Class B operation. The transistors of the PAs are modeled as voltage

driven current sources including the nonlinear knee effect. The capacitors are ideally modeled.

The inductors connected with the supply voltage are modeled with a small ohmic loss mainly to

guarantee the simulator convergence. The output signals from the main and auxiliary PAs are
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Figure 3.10: Simulation setup of a burst-mode three-level RF transmitter.

combined through a lossless quarter wavelength transmission line to achieve load modulation.

The characteristic impedance of the transmission line is

RTL =
R0

V1
(3.60)

where R0 = 25Ω is the load impedance used in the simulations, and V1 is the threshold value.

In the low-power operation when only the main PA is turned on, the impedance seen by the

main PA is

Rl
main =

R0

V 2
1

. (3.61)

In the high-power operation when both PAs are on, the impedances seen by the main PA and

the auxiliary PA are

Rh
main =

R0

V1
, Rh

aux =
R0

(1− V1)
. (3.62)

The varying impedances result in the gain fluctuation and the efficiency degradation as described

in [21, 50, 51]. A practical method to improve the gain flatness is to divide the input power in

an unequal way [13,51]. For burst-mode transmitters, the reduction of the input magnitude to

the PWM will not decrease the burst magnitude to the PA as required but the burst duration.

Therefore the method introduced in [94], indicated by dashed boxes, is used to achieve the

unequal input voltage division in each operation region, leading to proper power combining.

The gain inside the combiner preprocessing block is set to

g1 = V1 (3.63)
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according to the currents from PAs in different power operation regions, which are inversely

proportional to the impedances. When only the main PA is turned on, the magnitude of the

signal after the combiner preprocessing block in the main path is V 2
1 . When both PAs are turned

on, the magnitudes of the signals in the main and auxiliary paths are V1 and (1−V1), respectively.

By doing so, the gain flatness and efficiency for burst-mode transmitters are improved. A delay

block in the auxiliary path is used to compensate the delay (phase shifting) between the PA

outputs, where the delay value is calculated as

∆=
λ
4

c
=

1

4fc
(3.64)

where λ is the wavelength of the radio wave at the carrier frequency fc = 1GHz, and c is the

speed of light, set to 3 × 108 m/s. The desired signal is retrieved later on by ideal bandpass

filtering.

The simulation setup for other burst-mode multilevel transmitters can be generalized from

this burst-mode three-level transmitter architecture. For a 4-level burst-mode transmitter, the

impedance of the transmission line that connects the main PA and the first auxiliary PA, and

the impedance of the transmission line that connects two auxiliary PAs and the load R0 are [92]

RTL1
=

R0

V1V2
, RTL2

=
R0

V2
(3.65)

where (V1, V2) are the threshold values of four-level burst-mode transmitters and R0 = 16.7 Ω.

In the low-power operation, the impedance seen by the main PA is

Rl
main =

R0

V 2
1

. (3.66)

In the medium-power operation, the impedances seen by the main PA and the first auxiliary

PA are

Rm
main =

R0

V1V2
, Rm

aux1 =
R0

V2(V2 − V1)
. (3.67)

In the high-power operation, the impedances seen by the main PA and two auxiliary PAs are

Rh
main =

R0

V1V2
, Rh

aux1 =
R0

V2(1− V1)
, Rh

aux2 =
R0

1− V2
. (3.68)

The combiner preprocessing is performed according to the different impedances seen by the PAs,

where the gain in the main path and the first auxiliary path is set to V1 and V2, respectively. The

delays in the first and the second auxiliary paths are ∆ and 2∆, respectively. The transmitter

efficiency for constant input signals is

η(A) =
Ps(A)

Pdc(A)
(3.69)
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where Ps(A) is the signal power of xp,PB(t) at the load inside the 5MHz signal. The average

efficiency for the DMT signal at the maximum average transmission power level is

η =
P s

P dc

. (3.70)

A complex bandwidth of Bs = 5MHz is used for the DMT signal, therefore P s is the signal power

of xp,PB(t) at the load inside the 5MHz signal. For signals at variable average transmission power

levels, the average efficiency is evaluated by

η =

∫ 1
0 A2fa(A)dA

∫ 1
0

A2

η(A)fa(A)dA
(3.71)

where η(A) represents the simulated transmitter efficiency for constant input signals with dif-

ferent threshold values.

Efficiency for Constant Input Signals

Fig. 3.11 and Fig. 3.12 show the simulated efficiency curves of two-level, three-level, and four-

level burst-mode transmitters with different threshold values for constant input signals. The

dashed lines depict the efficiency curves for the non-optimized transmitters. The solid lines

depict the efficiency curves of the optimized transmitters for DMT signals with different PAPRs.

The optimum threshold values are given in Table 3.2. In the figures, it is shown that the

efficiencies of the optimized and non-optimized multilevel transmitters are considerably higher

than the two-level case. It is also shown that the efficiency curves of the optimized transmitters

reach the initial peaks at lower input compared to the non-optimized cases. Therefore, the

optimized transmitters can provide higher efficiency for signals with high PAPRs, which will be

demonstrated in the following subsection.

Average Efficiency for DMT Signals with Different PAPRs

Fig. 3.13 and Fig. 3.14 show the simulated average efficiency for three-level and four-level burst-

mode transmitters with different threshold values for signals with different PAPRs. In Fig. 3.13,

the markers represent the average efficiency obtained with the calculated optimum threshold

values V̂1. The non-optimized cases are shown with V1 = 0.5, and the two-level cases are

included with V1 = 1 for the comparison purpose. For the DMT signal with 12 dB PAPR, an

improvement of 11.5 percentage points is obtained with the optimized three-level transmitter

compared to the non-optimized case. Compared to the two-level case, an improvement of 32.2

percentage points can be achieved. In Fig. 3.14, contour levels of 25% − 60% with an interval

of 5%, and 63.5% are shown. The average efficiency of 63.5% is obtained with the calculated

optimum threshold values of (0.20, 0.41). For the DMT signal with 12 dB PAPR, an improvement

of 7.6 percentage points can be obtained compared to the non-optimized case, and 42 percentage

points compared to the two-level case. The results are summarized in Table 3.6. The difference
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Figure 3.11: Simulated efficiency curves of two-level and three-level transmitters with different threshold
values for constant input signals.
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Figure 3.12: Simulated efficiency curves of two-level and four-level transmitters with different threshold
values for constant input signals.
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Figure 3.13: Average transmitter efficiency of three-level burst-mode transmitters for DMT signals with
different PAPRs. Markers represent the average efficiency obtained with the calculated opti-
mum threshold value V̂1. The non-optimized cases are shown with V1 = 0.5, and the two-level
cases are included with V1 = 1 for the comparison purpose.
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Figure 3.14: Average transmitter efficiency of four-level burst-mode transmitters for the DMT signal with
12 dB PAPR. Contour levels of 25% − 60% with an interval of 5%, and 63.5% are shown in
the figure. The average efficiency of 63.5% is obtained with the optimum threshold value
(V̂1, V̂2) = (0.20, 0.41).
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PAPR (dB) 7 8 9 10 11 12

2-level 37.2 33.2 29.8 26.8 24.2 21.5

η (%) 3-level (non-optimized) 59.4 56.7 53.7 49.9 46.3 42.2

3-level (optimized) 60.1 58.4 57.2 56.1 54.6 53.7

4-level (non-optimized) 64.8 63.7 62.6 61.1 58.8 55.9

4-level (optimized) 65.3 64.4 64.4 63.9 63.5 63.5

Table 3.6: Simulated average transmitter efficiency for DMT signals with different PAPRs when a(t) ∈

[0, 1].

between the simulation results in Table 3.6 and the calculated results in Table 3.3 is due to the

PA losses.

Fig. 3.15 shows the frequency spectra Xp,PB(f) with the 12 dB PAPR DMT signal of the

two-level, non-optimized and optimized three-level transmitters. Note that signals to be trans-

mitted to the antenna require bandpass filtering of the shown signals in the figures. It can be

seen that the DRs of the non-optimized and optimized transmitter output signals are compa-

rable, which are around 30 dB. After using delay and gain corrections, NMSEs of the two-level,

non-optimized and optimized three-level transmitters are −31.9 dB, −33.2 dB and −29.4 dB,

respectively. With the same signal applied to the four-level transmitters, the non-optimized

and optimized transmitters give the DRs of around 30 dB as shown in Fig 3.16. In general, as

observed from the simulations, DRs of the PA output from non-optimized and optimized trans-

mitters are in the same range for the signal with the same PAPR. NMSEs of the non-optimized

and optimized four-level transmitters are −29.4 dB and −30.6 dB, respectively. Linearization

techniques such as feed-forward or digital predistortion can be applied to further improve the

linearity [6, 91,95–97]. It can be seen from the figures that the optimized transmitters produce

fewer out-of-band spectral components, which improve the coding efficiency and therefore the

overall efficiency. Moreover, the use of the optimized transmitters can relax the requirements

of the BPF. With more levels, the out-of-band spectral components can be further reduced,

however, at the cost of an increased hardware complexity.

Average Efficiency for Average Transmission Power over a Wide Range of Power Levels

The power profile and the generated PDF of the combined signals with different average trans-

mission power levels used in this subsection are shown in Fig. 3.9. The simulated efficiency

curves η(A) for constant input signals are shown in Fig. 3.17. It can be seen that the first effi-

ciency peak for the four-level case is slightly lower due to the lower PA efficiency for low-power

input signals with small threshold values.

Table 3.7 shows the average efficiency for two-level, non-optimized and optimized three-level

and four-level transmitters according to (3.71). It is shown that the efficiency of the optimized
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Figure 3.15: Spectra of the two-level, non-optimized and optimized three-level transmitters with the DMT
signal of 12 dB PAPR. DRs of the three-level transmitters are in the same range of around
30 dB. The out-of-band spectral content of the optimized transmitter is greatly reduced com-
pared to the two-level and the non-optimized case.
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Figure 3.16: Spectra of the non-optimized and optimized four-level transmitters with the DMT signal of
12 dB PAPR. The DRs are in the same range of around 30 dB.
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Figure 3.17: Simulated efficiency curves of two-level, three-level and four-level transmitters with constant
input signals for the given power profile.

2-level
3-level 3-level 4-level 4-level

(non-optimized) (optimized) (non-optimized) (optimized)

η (%) 12.0 23.1 38.6 32.6 51.9

Table 3.7: Evaluated average transmitter efficiency for the given power profile.

three-level transmitter gives an improvement of 15.5 percentage points compared to the non-

optimized case. Compared to the two-level case, the optimized three-level transmitter achieves

an improvement of 26.6 percentage points. With the optimized four-level transmitter, the ef-

ficiency improvement is 19.3 percentage points compared to the non-optimized case, and 39.9

percentage points compared to the two-level case. Note that the optimized three-level trans-

mitter outperforms the non-optimized four-level transmitter, where the use of the three-level

transmitter will circumvent the design complexity and cost compared to the four-level case.

The optimum threshold values (V1, V2) = (0.08, 0.31) will result in a higher impedance seen by

the main PA in the low-power operation than in the high-power operation. It is known that too

large impedance ratios should be avoided since they will lead to efficiency degradation in power

backoff as discussed in [50]. A possible way to mitigate this problem is to obtain a new set of

threshold values that gives a higher value of V1. For example, with (V1, V2) = (0.1, 0.34), the

obtained average transmitter efficiency is 52.7%, which is higher than the average transmitter
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efficiency with the optimum threshold values due to a higher transmitter efficiency in the power

backoff. If the value of V1 is further increased, the average transmitter efficiency may decrease

due to a lower average coding efficiency because the threshold values are far away from the

optimum threshold values. For example, with (V1, V2) = (0.15, 0.4) and (V1, V2) = (0.2, 0.45),

the obtained average efficiencies are 49.6% and 44.8%, respectively, which still have 17 and 12.2

percentage points efficiency improvements compared to the non-optimized cases, 37.6 and 32.8

percentage points efficiency improvements compared to the two-level cases.

3.2.6 Practical Implementation Considerations

From the analysis in Section 3.2.1, Section 3.2.2 and Section 3.2.5, it can be seen that the

threshold value has a very important impact on the transmitter design for efficiency enhance-

ment. First, it determines when the auxiliary PA is activated. Accordingly, the coding efficiency

and the transmitter efficiency can be evaluated. Second, it determines the impedances seen by

PAs and therefore the gain property of the transmitter. The gain fluctuation in burst-mode

transmitters can be mitigated by delivering unequal input voltage to each PA at different power

operation regions as described in Section 3.2.5. Third, the threshold value determines the tran-

sistor periphery ratio of the main PA and the auxiliary PAs [92]. For example, the transistor

periphery ratio is V1 : (1 − V1) for a three-level case and V1V2 : (1 − V1)V2 : (1 − V2) for a

four-level case. Note that the use of too large transistor ratios should be avoided since the

efficiency in the low-power region would be decreased due to the device parasitics, matching and

combining losses [50]. A possible way to mitigate this problem is to penalize small magnitudes

and therefore increase the threshold values.

The PA design is also important for burst-mode transmitters. Switched-mode PAs and

harmonics-tuned PAs [6], e.g., in Class F mode, can be used to further improve the peak effi-

ciency for constant input signals as well as the average efficiency for statistical signals without

degrading the linearity performance. To operate the PA in a highly efficient way, burst-mode

operation requires the input matching network to provide a relatively large bandwidth to ensure

an approximately rectangular envelope at the transistor gate. The design of such wideband

matching network is challenging especially if a high gain is required. Packaged transistors with

partly built-in matching networks would be preferred to achieve a large bandwidth as well as a

high efficiency [98].

Another important aspect in the optimization is the number of signal paths M used in burst-

mode transmitters. On the one hand, as shown in the efficiency analysis in this section, a large

M leads to a higher possible average efficiency for statistical signals. On the other hand, a

large M results in an increased hardware complexity including the required signal processing,

additional PAs and a more complex power combiner. From the analytical and simulation results,

optimized transmitters with a small M can achieve a significant improvement over non-optimized

transmitters for signals with high PAPRs and signals over a wide range of power levels. They

can even achieve a higher efficiency compared to non-optimized transmitters with a larger M as

shown in Section 3.2.5 and therefore circumvent the hardware complexity.
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3.3 Summary and Discussion

In this chapter, continuous-time PWM based burst-mode RF transmitters have been analyzed.

In the first part, the image problem is illustrated when a baseband PWM signal is upconverted

to the passband. To deal with the image distortion, spectral analysis of RF burst signals

are provided and image distortion mitigation methods are described. By proper choice the

PWM frequency fp, the image peak distortion in TEPWM generated RF burst signals can

be avoided. The DEPWM method can be regarded as image distortion mitigation method to

reduce the image peak distortion in TEPWM generated RF burst signals. In simulations the

image distortion mitigation methods show promising results in image peak distortion reduction

evaluated in NMSE and DR. The NMSE is improved by 6.1 dB and 7.5 dB and the DR is

slightly increased and decreased by 2.6 dB by the image gap method and the DEPWM method,

respectively. Since DEPWM signals are generated without image peak distortions around the

wanted signals, and the performance metrics are comparable to those of TEPWM signals with

image distortion mitigation, the DEPWM signals have been the focus of investigation in this

chapter.

In the second part, power efficiency analysis has been described where efficiency optimization

of burst-mode multilevel transmitters has been investigated. For this purpose, detailed math-

ematical descriptions of the transmitter efficiency utilizing the PA efficiency and the coding

efficiency have been presented. The maximum average efficiency can be achieved by changing

the threshold values according to input magnitude statistics. The efficiency expressions of the

burst-mode multilevel transmitters have been related to those of the Doherty PA and the mul-

tistage Doherty PA. It has been shown that functionality of the threshold values in burst-mode

multilevel transmitters and the design parameters in (multistage) Doherty PAs is the same. This

result makes the presented optimization procedure also suitable for the efficiency optimization

of (multistage) Doherty PAs. Simulations of burst-mode multilevel transmitters have been per-

formed to verify the analytical results. For signals with high PAPRs and signals at variable

average transmission power levels, the optimized burst-mode multilevel transmitters show a ma-

jor efficiency improvement compared to the non-optimized and the two-level cases. For example,

for the DMT signal with 12 dB PAPR, an improvement of 11.5 percentage points is obtained

with the optimized three-level transmitter compared to the non-optimized case. Compared to

the two-level case, an improvement of 32.2 percentage points can be achieved. An improvement

of 7.6 percentage points can be obtained with the optimized four-level transmitter compared to

the non-optimized case, and 42 percentage points compared to the two-level case. An approach

is provided to obtain the optimum thresholds and the optimized efficiency, which will allow the

designers to estimate and predict the efficiency of the optimized transmitter in an early design

stage before great effort is put into the complete design prototype. The increasing need of higher

efficiency for signals with high PAPRs and signals at variable average transmission power levels

makes the optimized burst-mode multilevel transmitter a promising candidate for future wireless

communication networks.
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4
Discrete-Time PWM based Burst-Mode RF

Transmitters

The advantages of digital circuits have opened opportunities for digitally enhanced analog sys-

tems [99]. A digital implementation of the PWM is advantageous. However, the digital real-

ization of PWM can be challenging since an ideal PWM signal is of infinite bandwidth. If the

signal is generated digitally at a finite sampling rate, a large amount of distortion is introduced

and the signal quality is degraded.

In this chapter, a thorough analysis of discrete-time PWM based burst-mode RF transmitters

will be provided. Problems of the discrete-time PWM such as bandwidth, signal quality, and

efficiency will be addressed. In digitally generated PWM signals, due to the sampling with

finite sampling frequency, the aliasing distortion inherently exists and reduces the wanted signal

quality. An aliasing-free PWM method will be presented to limit the number of harmonics in

the generated PWM signals and thus eliminate all destructive aliasing distortion.

Amplitude variation is induced onto the amplitude of the AFPWM signals. When driven by

such signals, the RF PA is operated over a wider range of power regions. The efficiency provided

by the RF PA is reduced. However, we will show that although the PA efficiency is decreased,

a higher coding efficiency is able to compensate for the efficiency loss, leading to a transmitter

efficiency without degradation. An efficiency-linearity trade-off for AFPWM based burst-mode

RF transmitters will be shown according to the chosen number of harmonics in the generated

AFPWM signals.

In this chapter you will find the answer to the question: how to make a discrete-time PWM

based burst-mode RF transmitter a competent candidate for energy-efficient transmitter archi-

tectures.
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Figure 4.1: Block diagram of a burst-mode two-level RF transmitter architecture with discrete-time PWM
process.

4.1 Discrete-Time PWM Process

A block diagram of the burst-mode two-level RF transmitter architecture with discrete-time

baseband processing blocks is shown in Figure 4.1. The baseband signal processing is per-

formed digitally. A digital-to-analog converter (DAC) is used to convert digital signals into

analog signals. In order to gain insight into the signal characteristics in discrete-time PWM

based transmitter architectures, it is necessary to develop the discrete-time equivalent of the

continuous-time signals that have been derived before, both in time domain and frequency do-

main.

A discrete-time signal can often arise from periodic sampling of a continuous-time signal [76].

The value of discrete-time signal at index n, is equal to the value of the continuous-time signal

x(t) at time nTs,

x[n] = x(nTs) (4.1)

where Ts is the sampling period and fs = 1/Ts is the sampling frequency. The discrete-time

signals corresponding to a(t) and φ(t) can be expressed as a[n] and φ[n], respectively.

A comparator based discrete-time PW modulator is shown in Figure 4.2. A discrete-time

modulating signal a[n] is compared with a reference signal r[n] and outputs a discrete-time

PWM signal ap[n]. The triangular waveform is considered as the reference signal. Thus, a

DEPWM signal is generated. Since both DEPWM signals have similar properties, only one of

the DEPWM processes and the resulting signals will be described.

The discrete-time signals in the baseband processing can be described based on the analyt-

ical results obtained for continuous-time signals given in Section 2.3. According to (2.28), the

discrete-time PWM signal ap[n] is given by

ap[n]= a[n] +
∞
∑

k=1

2

πk
sin(πka[n]) cos(2πkfpnTs). (4.2)
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Figure 4.2: Block diagram of a comparator based discrete-time PW modulator.

With the phase information ejφ[n], the phase modulated signal xp[n] can be expressed by

xp[n]= x[n] +

∞
∑

k=1

xk[n] (4.3)

where xk[n] is given by

xk[n] =
2

πk
sin(πka[n]) cos(2πkfpnTs)e

jφ[n]. (4.4)

The frequency-domain expression of the PWM signal ap[n] can be derived by using the discrete-

time Fourier transform (DTFT), which gives

Ãp(f)=
1

Ts

∞
∑

ζ=−∞

Ap(f − ζfs) (4.5)

where the signal Ap(f) is the Fourier transform of the continuous-time PWM signal ap(t) and

is given in (2.31). The frequency-domain expression of the phase modulated signal xp(t) can be

derived as

X̃p(f)=
1

Ts

∞
∑

ζ=−∞

Xp(f − ζfs) (4.6)

where Xp(f) is given in (2.33) which is the Fourier transform of the phase modulated signal

xp(t). Sampling of continuous-time signals causes spectral copies of the continuous-time signal

at each integer multiple of the sampling frequency ζfs as can be seen in (4.5) and (4.6). Since

the continuous-time PWM signal and the phase modulated PWM signal are of infinite band-

width, the spectral copies overlap with each other and induce aliasing distortion to the original

continuous-time signal [76]. In consequence, the in-band and out-of band signal quality of the

discrete-time PWM signals are degraded.

A discrete-time PWM process is illustrated in Figure 4.3. Since both of the discrete-time

signals a[n] and r[n] are only defined at integer values of n, the trailing edges and the leading

edges of the resulting discrete-time PWM signal ap[n] only occur at the time instances nTs.

When compared to the continuous-time PWM signal ap(t), which is depicted in grey line, the

switching time instants of the trailing and leading edges in ap[n] and ap(t) are most likely
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Figure 4.4: Frequency-domain illustration of a discrete-time PWM signal.
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not the same. The mismatch of the switching time instants induce the aliasing distortion into

the discrete-time PWM signal ap[n], which reduces the in-band and out-of-band signal quality.

Frequency-domain illustration is shown in Figure 4.4 since the concept of the aliasing distortion

is most easily understood in the frequency domain. The input signal x[n] is a complex DMT

signal with Bs = 5 MHz bandwidth. A PWM frequency fp = 40 MHz and a sampling frequency

fs = 500 MHz are used. The spectrum of the original continuous-time phase modulated PWM

signal is depicted in black line and the spectral copies of the original signal are illustrated in

grey lines. The spectral copies and the spectrum of the original signal are added together to

form the spectrum of the discrete-time PWM signal. It is shown that the aliasing distortion is

introduced to the signal in the band-of-interest, i.e., 5 MHz around the zero frequency, which

reduces the in-band and out-of band signal quality such as NMSE and DR.

Note that the aliasing in the discrete-time PWM signal cannot be eliminated by commonly

used anti-aliasing filter. The reason is that when generated digitally, the PWM signal ap[n] is

already distorted by aliasing and a filter cannot remove it. Hence, aliasing is generated inherently

within the discrete-time PWM process. Although by using a higher sampling frequency fs, the

amount of the aliasing distortion can be reduced, however, it is desirable to keep the sampling

frequency fs as low as possible towards a feasible hardware realization and a reduced power

consumption. In the following, it is shown how to limit the spectral components that are

generated by the PWM process. Based on the analysis presented before, the representation of

the PWM signal such as in (4.2) can be slightly modified to limit the generated spectral content

and therefore reduces the signal bandwidth.

4.2 Digital Aliasing-Free PWM

4.2.1 Digital Aliasing-Free PWM Analysis

According to (4.5) and (2.31), the frequency-domain expression of the digital aliasing-free PWM

(AFPWM) signal is given by

Ãp(f)=
1

Ts

∞
∑

ζ=−∞

Ap(f − ζfs)

=
1

Ts

∞
∑

ζ=−∞

A(f − ζfs) +
1

Ts

∞
∑

ζ=−∞

K
∑

k=1

Ak(f − ζfs) (4.7)

where Ak(f) is given by

Ak(f)=
∞
∑

r=0

(jπk)2r

(2r + 1)!
[A2r+1(f + kfp) +A2r+1(f − kfp)] (4.8)

The number of harmonics has been limited to a finite integer K and therefore the bandwidth of

the PWM signal is limited. The same procedure can be applied to the phase modulated signal.
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Figure 4.5: Frequency-domain illustration of an AFPWM signal.
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Figure 4.6: Frequency-domain illustration of the AFPWM signal with a higher number of harmonics com-
pared to Figure 4.5. More harmonics are included to mitigate the amplitude variation in the
time-domain signal.
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The frequency-domain expression of the digital AFPWM signal with the phase information is

given by

X̃p(f)=
1

Ts

∞
∑

ζ=−∞

Xp(f − ζfs)

=
1

Ts

∞
∑

ζ=−∞

X(f − ζfs) +
1

Ts

∞
∑

ζ=−∞

K
∑

k=1

Xk(f − ζfs) (4.9)

where Xk(f) is given in (2.34). Since only the number of harmonics is changed in the equations,

the time-domain signals can also be described according to the results obtained before in (2.28)

and (2.29). The time-domain expression of the digital AFPWM signal is given by

ap[n]= a[n] +

K
∑

k=1

ak[n] (4.10)

where ak[n] is given by

ak[n] =
2

πk
sin(πka[n]) cos(2πkfpnTs). (4.11)

The phase modulated signal xp[n] can be expressed by

xp[n]= x[n] +
K
∑

k=1

xk[n] (4.12)

where xk[n] is given by (4.4).

The spectrum of the phase modulated signal xp[n] is illustrated in Figure 4.5. It can be

seen that the PWM signal contains a finite number of harmonics and there exists no aliasing-

distortion between spectral copies in the observation range. The digital AFPWM method also

eliminates the image distortion that described in Section 3.1.

Limiting the number of harmonics in the generated PWM signals is a simple and effective

method. But a side effect comes along with this method. A bandlimited PWM signal intro-

duces ripples in the ideal switching signal amplitude, which requires a multi-bit DAC to convert

sufficient amplitude information from digital domain to analog domain. Also the limited band-

width changes the switching properties of the PWM signals. The PWM signals no longer hold

ideal switching properties which only have “on” and “off” states. If the RF PA is driven into

saturation, clipping of the signal amplitude can happen. The amplitude variation together with

the RF PA nonlinearity result in nonlinear distortion on the PA output signal [65].

To reduce the amplitude variation, spectral aliasing might be accepted as long as there is no

aliasing-distortion present in the wanted signal located around the zero frequency. A spectral

illustration is shown in Figure 4.6. By setting the number of harmonics K to an appropriate

higher value, proper amount of spectral aliasing is introduced. The number of harmonics K can

be chosen as the highest possible integer that does not induce aliasing-distortion to the wanted
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signal around the zero frequency.

4.2.2 Simulation and Measurement Results

Simulations and measurements are performed to evaluate the performance of the AFPWM

method. The baseband input signal x[n] is generated by a DMT signal with a bandwidth of

Bs = 5MHz and a PAPR of 7 dB. The sampling frequency is set to fs = 500MHz and the

tone spacing is set to ∆f = 20KHz. The PWM frequency fp is set to 40MHz and the carrier

frequency fc is set to 900MHz.

Simulation Results

Simulations are carried out in Matlab and Simulink environment. Figure 4.7 shows a spectral

comparison of the frequency-domain signals of a conventional digital PWM signal and the signal

generated by the AFPWM method. The conventional digital PWM signal is generated by

comparing the modulating signal a[n] with the triangular reference signal r[n]. As described

before, the conventional digital PWM signal includes every order of harmonic. The aliasing

distortion due to the infinite signal bandwidth decreases the quality of the wanted signal in

the band of interest in term of NMSE. The grey line plots the spectrum of the conventional

digital PWM signal which has a DR of around 30 dB while the DR of the AFPWM signal is

more than 80 dB. The number of harmonics K of the AFPWM signal is set to K = 8 because it

is an appropriate number that induces negligible aliasing distortion to the wanted signal while

keeping tolerable time-domain amplitude variation. The time-domain PWM signals are shown

in Figure 4.8, from where the amplitude variation of AFPWM signal can be observed. Because

of this amplitude variation, the realization of AFPWM method requires a multi-bit DAC to

convert sufficient amplitude information to analog domain. The amplitude variation together

with the RF PA nonlinearity causes nonlinear distortion on the PA output signal.

Measurement Results

Measurements are carried out to verify the theoretical and the simulation results. A block

diagram of the measurement setup is shown in Figure 4.9. The PWM signal is generated in

Matlab and Simulink with a PWM frequency of fp = 40MHz and a sampling frequency of

fs = 500MHz. The generated PWM signal is then sent to a pattern generator FPGA board

which is connected to a dual-channel 16 bit, 1GSPS DAC evaluation module. The I and Q parts

of the PWM signal are converted to analog domain by the DAC with a sampling frequency

of 500MHz, respectively. The DAC output is transformer coupled, where the transformer is

designed for a frequency range of 9MHz-625MHz [100]. Thus the baseband PWM signal is

digitally modulated to an intermediate frequency in Matlab and Simulink before it is fed to the

pattern generator and DAC evaluation module. Then the DAC output is upconverted to the

carrier frequency of fc = 900MHz by a vector signal generator used as an IQ-mixer, where the

suppression of the unwanted image up to ±10 MHz is 60 dB and up to ±60 MHz is 48 dB [101].
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Figure 4.7: A comparison of the frequency-domain conventional digitally generated PWM signal and the
AFPWM signal.
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Figure 4.8: A comparison of the time-domain conventional digitally generated PWM signal and the AF-
PWM signal.
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Figure 4.9: Measurement setup.

The RF burst signal xp,PB(t) at the mixer output is first connected to the spectrum analyzer

and the performance of RF burst signals generated with different methods are evaluated.

Furthermore, in order to evaluate the performance of the AFPWM signal applied to an RF

PA, a linear Class-AB RF PA is included in the demonstrator. After the mixer, the RF burst

signal is first pre-amplified, and then amplified by the Class-AB RF PA. The RF PA is an 8 W, 1

GHz Class-AB PA with transmission line based input/output matching, fabricated on a Rogers

4530B substrate with an Infineon 30 V laterally diffused metal oxide semiconductor (LDMOS)

transistor (engineering sample). The basic properties of the PA are a power added efficiency

(PAE) of more than 72% over 200MHz bandwidth, a gain of 18 dB over 200MHz bandwidth,

and peak power of 8W over 125MHz bandwidth, all at fc = 900MHz center frequency [23].

The utilized peak output power is slightly below the P-1 dB point of the PA to allow a certain

amount of amplitude variations [65]. The amplified RF burst signal xPA(t) is attenuated first

and then measured by the spectrum analyzer.

Figure 4.10 and Figure 4.11 show the measured RF burst signals xp,PB(t) generated by the

conventional digital PWM and the AFPWM method, respectively. It can be seen that with

the AFPWM method, the achieved DR of the PWM signal is around 58 dB, which has an

improvement of more than 30 dB compared to the PWM signal generated with the conventional

digital PWM method, which has a DR around 27 dB.

Figure 4.12 and Figure 4.13 show the measured amplified RF burst signal xPA(t) after the

attenuator. It can be seen that with conventional digital PWM method, the DR stays approxi-

mately the same as the RF burst signal before the amplification. Though the matching network

and PA itself may include nonlinear distortion to the RF burst signal, it is likely that the non-

linearity is not observable in this case. However, on the other hand, the matching network and

the PA induces a great amount of nonlinear distortion to the RF burst signal generated by the

AFPWM method. As shown in Figure 4.13, the DR of the amplified RF burst signal is around

34 dB. The nonlinear distortion produced is likely due the amplitude variation together with the
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Figure 4.10: Measurement result of the RF burst signal xp,PB(t) generated from the conventional digital
PWM method.

Figure 4.11: Measurement result of the RF burst signal xp,PB(t) generated from the AFPWM method.
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Figure 4.12: Measurement result of the amplified RF burst signal xPA(t) generated from the conventional
digital PWM method.

Figure 4.13: Measurement result of the amplified RF burst signal xPA(t) generated from the AFPWM
method.
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Figure 4.14: Illustration of applied input signal regions and the PA efficiency.

PA nonlinearity. Nevertheless, with the AFPWM method, the DR of the amplified RF burst is

still improved by 7 dB compared to the case with conventional digital PWM method.

4.3 Power Efficiency Analysis

The burst-mode concept is proposed for its potentially high PA efficiency for signals with high

PAPR. This is based on the requirement that the envelope of the signal driving the PA only

consists of two levels or states, “on” and “off”, to produce the maximum efficiency when the PA

is activated. Since an AFPWM signal is bandlimited and it intrinsically introduces ripples in

the ideal switching signal amplitude as shown in Figure 4.8, the resulting PA efficiency might be

decreased. However, the transmitter efficiency, which not only depends on the PA efficiency but

also the coding efficiency, is of interest. It is important to investigate the transmitter efficiency,

especially the coding efficiency, to seek the viability of the described AFPWM method.

The illustration of the applied input signal regions and the output voltage versus the PA

efficiency is shown in Figure 4.14. With the AFPWM signal, the PA is operated over a slightly

wider range of efficiency regions, depicted by the grey lines, instead of operating just at satu-

ration and in cut-off as in the ideal burst-mode operation with non-bandlimited PWM signals,

depicted by black solid circle. The large amplitude variation results in PA efficiency reduction.

However, the degraded PA efficiency does not necessarily result in a degraded transmitter effi-

ciency because there is another contributing factor, the coding efficiency, needs to be considered.

If the coding efficiency is higher and can compensate for the PA efficiency loss, the transmitter

efficiency will not suffer from degradation. The bias points of the PA operation for the ideal and

bandlimited cases are not shown in the figure, but should be considered. For example, when a

Class B PA is used for the ideal non-bandlimited PWM signal, the PA should be biased into

Class AB mode when bandlimited PWM signal is applied. At the same time, the utilized peak

output power should be slightly lower to allow a certain amount of amplitude variation [65].

In the following, the coding efficiency of AFPWM signals with different harmonics is described

mathematically. Then measurements are performed and the measurement results are used to

verify the simulation results and show that the transmitter efficiency is not degraded by using

the AFPWM method.
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4.3.1 Coding Efficiency for Constant Input Signals

According to the definition of the coding efficiency in Section 2.2, similar to the coding efficiency

defined for continuous-time constant input signals in (4.13), the coding efficiency for constant

input signal x[n] = A,A ∈ [0, 1] can be expressed by

ηc(A) =











Ps(A)

Ptot(A)
, for |x[n]| = A, A ∈ (0, 1]

0, for |x[n]| = A, A = 0.

(4.13)

According to (3.25) and (3.26), the signal power Ps(A) can be described by

Ps(A) =
A2

2
(4.14)

with a normalized load value of 1Ω. According to (4.12) and (4.4), the phase modulated base-

band PWM signal xp,DE1
[n] with constant input signal x[n] = A is given by

xp,DE1
[n]= A+

K
∑

k=1

xk,DE1
[n] (4.15)

where xk,DE1
[n] with constant input signal x[n] = A is given by

xk,DE1
[n] =

2

πk
sin(πkA) cos(2πkfpnTs). (4.16)

The phase information ejφ[n] in this case is a constant of 1. Since the PWM signal xp,DE1
(t) is

the baseband equivalent of the ideally amplified RF burst signal xp,PB(t), the passband signal

xPA(t) can be described by

xPA(t)=

(

A+

K
∑

k=1

xk,DE1
(t)

)

cos(2πfct). (4.17)

where xk,DE1
(t) with constant input signal x[n] = A is given by

xk,DE1
(t) =

2

πk
sin(πkA) cos(2πkfpt). (4.18)

By using the trigonometric identities and the multinomial theorem, with fc ≫ fp, according to

(4.17) and (4.18), the total power of the amplified RF burst signal xPA(t) with constant input

signal x[n] = A can be closely approximated by

Ptot(A,K) =
1

Tp

∫ Tp

0
x2PA(t)dt

=
1

2Tp

∫ Tp

0





(

A+

K
∑

k=1

ak(t)

)2

+

(

A+

K
∑

k=1

ak(t)

)2

cos(4πfct)



 dt
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≈ 1

2Tp

∫ Tp

0

(

A+
K
∑

k=1

ak(t)

)2

dt

=
1

2Tp

∫ Tp

0

(

A2 +

K
∑

k=1

a2k(t)

)

dt

=
A2

2

(

1 + 2
K
∑

k=1

sinc2(kA)

)

(4.19)

where

sinc(kA) =
sin(πkA)

πkA
(4.20)

is used. Therefore, according to (4.13), (4.14) and (4.19), the coding efficiency for constant input

signal x[n] = A with K harmonics in the generated PWM signals is given by

ηc(A,K)=











1

1 + 2
∑K

k=1 sinc
2(kA)

, A ∈ (0, 1]

0, A = 0.

(4.21)

Figure 4.15(a) shows the coding efficiency ηc(A,K) for constant input signal x[n] = A with

different numbers of harmonics K. Figure 4.15(b) depicts an example with A = 0.5. Note that

for A = 0.5, the coding efficiency ηc(A,K) in (4.21) for an even K is the same as for the odd

(K − 1), because the even harmonics are located at the zeros of the spectral envelope of the

generated PWM signal. It can be seen from Figure 4.15 that, for a fixed K, the coding efficiency

increases as the input A increases. The upper and lower bounds for this case are

ηc(A = 1,K) = 1 and ηc(A = 0,K) = 0. (4.22)

For a certain A, the coding efficiency decreases as K increases, where the lower bound of the

coding efficiency can be obtained by K → ∞, i.e., with the ideal non-bandlimited PWM [79],

and the upper bound is given by K → 0, i.e., without PWM. With K → ∞, the coding efficiency

can be obtained according to (3.29). Hence, the lower bound and the upper bound of the coding

efficiency with K harmonics are given by

ηc(A,K = ∞) = A and ηc(A,K = 0) = 1. (4.23)
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Figure 4.15: (a) Coding efficiency ηc(A,K) as a function of the constant input x[n] = A and the number
of harmonics K. (b) The example with A = 0.5.
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Figure 4.16: Average coding efficiency ηc(K) for DMT signals with different PAPRs and different numbers
of harmonics K.

4.3.2 Average Coding Efficiency for Arbitrary Input Signals

The average coding efficiency is defined as the ratio of the average transmission signal power to

the average total power of the amplified RF burst signal

ηc(K)=
1
N

∑N
n=1A

2fa(A)
1
N

∑N
n=1

A2

ηc(A,K)fa(A)
(4.24)

where N is the number of samples and fa(A) describes the PDF of the input magnitude. The

term ηc(A,K) represents the coding efficiency for constant input signal x[n] = A with different

numbers of harmonics K given in (4.21).

Figure 4.16 shows the average coding efficiency ηc(K) of DMT signals with different PAPRs

and different numbers of harmonics K. For a certain PAPR, the average coding efficiency

decreases as K increases. The lower bound and the upper bound can also be obtained by

K → ∞ and K → 0, respectively. The lower bound is also with the ideally generated non-

bandlimited PWM signals.

Although the coding efficiency is higher for a smaller number of harmonicsK, the signal quality

after the amplification might be deteriorated. With a smallerK, there will be stronger amplitude

variation, which in combination with the PA nonlinearity, leads to more nonlinear distortion on

the output signals [65]. Hence, a sufficiently large K is needed to reduce the amplitude variation

and therefore obtain an acceptable linearity. Also, for K = 0, the PA is operated in linear
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mode where the average PA efficiencty is very low. In contrast, the coding efficiency, which is a

measure of the transmitter efficiency, decreases as K increases. This efficiency-linearity trade-off

requires the proper choice of K. This trade-off will be demonstrated through measurements.

4.3.3 Measurement Results

Measurements are carried out to verify the efficiency performance of AFPWM signals. The

coding efficiency, the PA efficiency as well as the transmitter efficiency are measured and analyzed

with different test signals.

Measurement Setup

The block diagram of the measurement setup is similar to the one shown in Figure 4.9. The

difference is that the RS ZVL3 is used in spectrum analyzer mode to measure the signal power

and the adjacent channel power ratio (ACPR). The efficiency performance is evaluated after the

attenuator. The other devices and analog components like the DAC, the mixer and the PA are

the same as used in the measurement setup in Section 4.2.2.

The general test settings are as follows: constant input signal x[n] = A,A ∈ [0, 1] with a

step size of 0.1 is used. DMT signals of 5MHz complex bandwidth and PAPR of 7 − 12 dB

are used for the average efficiency test. The PWM signal is generated in Matlab and Simulink

with a sampling frequency of fs = 500MHz and a PWM frequency of 40.1MHz which is slightly

different from fp = 40MHz to avoid harmonics exactly overlapping the signal in the band of

interest especially for the constant input signal test. The number of harmonics K is set to

K ∈ [1, 40]. The conventional generated digital PWM signal, by comparing the modulating

signal with the reference signal, includes every order of harmonic and is denoted with K = Inf.

Efficiency Metrics for Measurement

The measured coding efficiency ηmc , the PA efficiency ηmPA and the transmitter efficiency ηm for

constant input signals are evaluated by

ηmc (A,K)=
Pm
s (A)

Pm
tot(A,K)

ηmPA(A,K)=
Pm
tot(A,K)

Pm
dc(A,K)

(4.25)

ηm(A,K)=
Pm
s (A)

Pm
dc(A,K)

and for DMT signals by

ηmc (K)=
P

m
s

P
m
tot(K)

– 88 –



4.3 Power Efficiency Analysis

ηmPA(K)=
P

m
tot(K)

P
m
dc(K)

(4.26)

ηm(K)=
P

m
s

P
m
dc(K)

.

For constant input signals, the power Pm
s (A) is the measured single-tone power at the carrier

frequency. For the DMT signal, the power P
m
s is the signal power measured in the band of

interest [85], i.e., 5MHz bandwidth around the carrier frequency fc. The total power for both

cases is the measured power within 1GHz bandwidth around fc, and dc power is the overall

power consumption.

Measurement Results

For Constant Input Signals Figure 4.17(a) shows the measured coding efficiency ηmc (A,K)

for constant input signals x[n] = A with different numbers of harmonics K. The efficiency curve

has a similar shape compared to the one representing the simulation results in Figure 4.15(a).

Figure 4.17(b) shows the efficiency curves for A = 0.5 as an example. It can be seen that the

coding efficiency curve obtained according to (4.21) agrees with the measured result where the

difference is less than two percentage points.

Figure 4.18 shows the measured PA efficiency ηmPA(A,K), the transmitter efficiency ηm(A,K),

and the comparison of the measured coding efficiency ηmc (A,K) and the calculated coding effi-

ciency ηc(A,K) according to (4.21) for input signal of A = 0.5. It shows that the actual RF PA

efficiency slightly affect the transmitter efficiency in AFPWM based transmitter architectures

especially for small number of harmonics K. As shown in the figure, for a small K, the PA

efficiency is decreased but the coding efficiency is rather high, which compensates for the PA

efficiency degradation. Therefore, for constant signal test, AFPWM signals lead to a transmitter

efficiency without efficiency degradation.

For DMT Signals with Different PAPRs Figure 4.19 shows the comparison between the

measured average coding efficiency ηmc (K) and the calculated average coding efficiency ηc(K)

according to (4.24) for the 5MHz, 7 dB PAPR DMT signal. The efficiency curves agree with each

other. Figure 4.20 shows the measured average PA efficiency ηmPA(K), the average transmitter

efficiency ηm(K), and the comparison of the measured average coding efficiency ηmc (K) and the

calculated average coding efficiency ηc(K). It can be seen that for a small K, the high average

coding efficiency compensates for the average PA efficiency degradation, resulting in an average

transmitter efficiency without degradation.

From the measurements it can be seen that the AFPWM method, although it induces ampli-

tude variation, produces a transmitter efficiency without degradation compared to the conven-

tional digital PWM method.

– 89 –



4 Discrete-Time PWM based Burst-Mode RF Transmitters

0 5 10 15 20 25 30 35 40 Inf 0
0.2

0.4
0.6

0.8
1

0

20

40

60

80

100

C
od

in
g 

E
ffi

ci
en

cy
 (

%
)

Co
ns
ta
nt

In
pu
t A

Number of Harmonics K

(a)

0 5 10 15 20 25 30 35 40 Inf
45

50

55

60

C
od

in
g 

E
ffi

ci
en

cy
 (

%
)

 

 

Number of Harmonics K

ηm
c
(A = 0.5,K)

ηc(A = 0.5,K)

(b)

Figure 4.17: (a) Measured coding efficiency ηm
c (A,K) as a function of the constant input signal x[n] = A

and the number of harmonics K. (b) The example with A = 0.5. The coding efficiency
ηc(A = 0.5, K) is obtained according to (4.21).
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Figure 4.18: Measured PA efficiency ηm
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c (A,K) and transmitter efficiency
ηm(A,K) for A = 0.5.
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4.4 Efficiency-Linearity Trade-Off

On the one hand, from the results obtained above, it has been shown that a higher average

transmitter efficiency can be obtained with a smaller number of harmonics K due to the higher

average coding efficiency. Therefore, from the efficiency perspective, it is desirable to keep K

as small as possible to achieve a high average transmitter efficiency. On the other hand, when

it comes to the linearity of the transmission signal, a small K results in large variation in the

signal amplitude, deteriorating the quality of the amplified signal due to the clipping of the

signal amplitude in combination with the PA nonlinearity [65]. Consequently, it is desirable

to keep K as large as possible to obtain a flat signal amplitude and thus a good transmission

signal quality. With the AFPWM method, however, the number of harmonics K should be small

enough to prevent aliasing distortion caused by the sampling process which has been analyzed in

Section 4.2. [23]. Therefore, from the linearity perspective, the number of harmonics K should

be sufficiently large to prevent large amplitude variation and at the same time small enough

without introducing aliasing distortion.

To illustrate the efficiency-linearity trade-off, Figure 4.21 depicts the measured average trans-

mitter efficiency as well as the measured ACPR for the 5MHz, 7 dB PAPR DMT signal with

different number of harmonics K. As can be observed from the figure, for the used measurement

setup, the number of harmonics can be chosen between K ∈ [4, 8] (grey area) to provide a good

efficiency-linearity trade-off. The average transmitter efficiency can be achieved is around 35%

and the ACPR is around −38 dB.

In conclusion, by properly choosing the system parameters, AFPWM signals outperform the

conventional digital PWM signals in terms of the signal quality, evaluated by DR or ACPR,

without degrading the transmitter efficiency.

4.5 Multilevel Aliasing-Free PWM based Burst-Mode RF

Transmitters

The transmitter architecture of a digital PWM based burst-mode two-level transmitter, illus-

trated in Figure 4.1, can be extended to a digital PWM based burst-mode multilevel transmitter

as shown in Figure 4.22. Similar to the continuous-time multilevel PWM based transmitter ar-

chitecture described in Section 2.1.2, the digital PWM based multilevel transmitter incorporates

M PW modulators and M RF PAs. Each PWM process is performed digitally and the AF-

PWM method is applied. Then each phase modulated AFPWM signal is converted to an analog

signal and upconverted to the passband. Afterwards the RF burst signal is amplified by the RF

PA and the transmission signal is retrieved by the BPF from the combined amplified RF burst

signal.

Multilevel transmitter architectures are employed to further improve the transmitter effi-

ciency. The analysis of continuous-time PWM based multilevel transmitter architecture has

been described in Section 3.2. From the analysis and results obtained, it can be seen that the
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Figure 4.22: Block diagram of a burst-mode multilevel RF transmitter architecture with digital AFPWM
process.

multilevel transmitter architecture provides a higher transmitter efficiency while maintaining

good transmission signal quality. The optimized transmitter architecture can further improve

the transmitter efficiency especially for signals with high PAPRs. In this section, the digital

AFPWM based multilevel transmitter architectures will be analyzed and the performance met-

rics such as signal linearity and power efficiency as well as efficiency-linearity trade-off will be

described. Also, the efficiency optimization will be applied to enhance the transmitter efficiency.

4.5.1 Multilevel Aliasing-Free PWM Analysis

The modulating signal a[n] is divided into M cases depending on the threshold values Vi defined

in (2.3). Each divided modulating signal am[n] ∈ [Vm−1, Vm], m ∈ [1,M ] is modulated by the

AFPWM method. Based on the analytical results obtained for continuous-time multilevel PWM

signals in Section 2.3.2, the generated digital AFPWM signals can be described accordingly. For

the general m-th case when a[n] ∈ [Vm−1, Vm], acording to (2.43), the generated digital AFPWM

signal is given by

apm
[n] = am[n]− Vm−1 +

K
∑

k=1

2(−1)(m−1)k(Vm − Vm−1)

πk
sin

(

πk
am[n]− Vm−1

Vm − Vm−1

)

cos(2πkfpnTs)

(4.27)
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where the number of harmonics is limited to K. Thus the generated out-of-band spectral content

is reduced. The combined AFPWM signal can be expressed by

ap[n]=

M
∑

m=1

apm [n]

= a[n] +

M
∑

m=1

K
∑

k=1

2(−1)(m−1)k(Vm − Vm−1)

πk
sin

(

πk
am[n]− Vm−1

Vm − Vm−1

)

cos(2πkfpnTs).

(4.28)

With the phase information ejφ[n], the phase modulated multilevel AFPWM signal is given by

xp[n] =

M
∑

m=1

xpm [n]= x[n] +

M
∑

m=1

K
∑

k=1

xm,k[n] (4.29)

where the m-th path, k-th harmonic is given by

xm,k[n] =
2(−1)(m−1)k(Vm − Vm−1)

πk
sin

(

πk
am[n]− Vm−1

Vm − Vm−1

)

cos(2πkfpnTs)e
jφ[n]. (4.30)

A special case of the multilevel AFPWM signal is the non-optimized AFPWM signal with equally

spaced threshold values. The phase modulated non-optimized AFPWM signal is given by

xp[n] = x[n] +

K
∑

k=1

xk[n] (4.31)

where the k-th harmonic is given by

xk[n] =
2

πkM
sin(πkMa[n]) cos(2πkfpnTs)e

jφ[n]. (4.32)

The frequency-domain expression of the combined AFPWM signal xp[n] is described by

X̃p(f)=
1

Ts

∞
∑

ζ=−∞

Xp(f − ζfs) (4.33)

where Xp(f) is given by

Xp(f)= X(f) +

K
∑

k=1

∞
∑

r=0

(jπkM)2r

(2r + 1)!
[A2r(f + kfp) +A2r(f − kfp)] ∗X(f) (4.34)

where X(f) is the Fourier transform of the continuous-time signal x(t).

Figure 4.23 shows the spectral comparison of the conventional digitally generated PWM signal

and three-level AFPWM signal with the number of harmonics K = 8. The test signal is of 7 dB

PAPR and the threshold value is of V1 = 0.42 which is the optimum threshold value of the

7 dB PAPR signal. It can be seen that, similar to the two-level case which has been described
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in Section 4.2, the multilevel AFPWM signal outperforms the conventional digitally generated

PWM signal in terms of the signal linearity. The DR of the conventional digitally generated

PWM signal is around 38 dB whereas the DR of AFPWM signal is more than 80 dB.

The corresponding time-domain signals and the modulating signal are shown in Figure 4.24.

The PWM signals shown are the combined signals from the corresponding main and auxiliary

PWM signals. As expected, with limited number of harmonics, the amplitude variation is

superimposed on the AFPWM signal amplitude.

4.5.2 Power Efficiency Analysis

Since the multilevel transmitter architecture is employed to further improve the transmitter

efficiency, it is interesting to see the performance metrics of the digital AFPWM based multilevel

transmitter architecture. The coding efficiency for AFPWM based multilevel burst-mode RF

transmitters will be described first and the transmitter efficiency and the linearity performance

will be evaluated through simulations.

Coding Efficiency for Constant Input Signals

According to (4.28), the AFPWM signal xp[n] for constant input signal x[n] = A ∈ (0, V1] is

expressed by

xp[n]= A+
K
∑

k=1

2V1

πk
sin(πk

A

V1
) cos(2πkfpnTs). (4.35)

Following the same procedure described in Section 4.3.1, the total power of the amplified RF

burst signal is

Ptot1(A,K) =
A2

2

(

1 + 2

K
∑

k=1

sinc2(k
A

V1
)

)

. (4.36)

Thus for the first case when input signal x[n] = A ∈ (0, V1], the coding efficiency is given by

ηc(A,K) =
1

1 + 2
∑K

k=1 sinc
2(kA)

, A ∈ (0, V1]. (4.37)

(4.38)

When x[n] = A ∈ (Vm−1, Vm],m ∈ [1,M ], the AFPWM signal is given by

xp[n]= A+
K
∑

k=1

2(−1)(m−1)k(Vm − Vm−1)

πk
sin(πk

A− Vm−1

Vm − Vm−1
) cos(2πkfpnTs) (4.39)

– 96 –



4.5 Multilevel Aliasing-Free PWM based Burst-Mode RF Transmitters

−0.2 −0.1 0 0.1 0.2
−80

−70

−60

−50

−40

−30

−20

−10

0

Frequency (GHz)

N
or

m
al

iz
ed

 P
ow

er
 (

dB
c)

 

 

Conventional digital PWM signal
AFPWM signal
Input Signal

Figure 4.23: A comparison of the frequency-domain conventional digitally generated PWM signal and the
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Figure 4.25: (a) Coding efficiency ηc(A,K) as a function of the constant input x[n] = A and the number
of harmonics K of the optimized three-level transmitter. (b) The example with A = 0.5.
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Figure 4.26: (a) Coding efficiency ηc(A,K) as a function of the constant input x[n] = A and the number
of harmonics K of the optimized four-level transmitter. (b) The example with A = 0.5.
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The total power of the amplified RF burst signal is

ηc(A,K) =
1

2
A2 + (A− Vm−1)

2
K
∑

k=1

sinc2(k
A− Vm−1

Vm − Vm−1
), A ∈ (Vm−1, Vm]. (4.40)

(4.41)

Therefore, the coding efficiency for AFPWM based burst-mode multilevel RF transmitters is

given by

ηc(A,K, Vi) =











0, for A = 0

A2

A2 + 2(A− Vm−1)2
∑K

k=1 sinc
2(k A−Vm−1

Vm−Vm−1
)
,

for A ∈ (Vm−1, Vm],

m ∈ [1,M ], Vi ∈ [0, 1], i ∈ [0,M ].

(4.42)

For a fixed input A, the upper bound of the coding effiicency is given by K → 0 and ηc(A,K =

0) = 1. With K → ∞, the lower bound of the coding efficiency is by using the conventioanl

PWM method and can be obtained according to (3.37) which depends on the threshold values.

A special case of the multilevel transmitter architectures is the non-optimized transmitter

architecture, according to (4.31) and (4.32), the AFPWM signal with constant input signal

x[n] = A is given by

xp[n] = A+

K
∑

k=1

2

πkM
sin(πkMA) cos(2πkfpTsn). (4.43)

The coding efficiency for AFPWM based non-optimized burst-mode multilevel RF transmitters

can be described as

ηc(A,K) =
1

1 + 2
∑K

k=1 sinc
2(kMA)

, A ∈ (0, 1]. (4.44)

Note that in the non-optimized transmitter case, the threshold value is not included as one of

the variables as in the general case in (4.42) because the threshold value is equally distributed

and this information is already taken into consideration.

Figure 4.25(a) shows the coding efficiency curve of the optimized three-level transmitter from

(4.42) with the threshold value Vi = [0, 0.42, 1] for different constant input signal x[n] = A with

different number of harmonics K. An example with x[n] = 0.5 is illustrated in Figure 4.25(b).

The coding efficiency decreases as K increases, similar to the two-level case which is shown in

Figure 4.15(b), moreover, the coding efficiency is greatly improved in the optimized three-level

case.

Figure 4.26(a) depicts the coding efficiency curve of the optimized four-level transmitter with

Vi = [0, 0.3, 0.57, 1] for different constant input signal x[n] = A with different number of har-

monics K. From the example with x[n] = 0.5 in Figure 4.26(b), it can be seen that the coding

efficiency is further improved compared to the two-level case.
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Average Coding Efficiency for Signals with a Given PDF

The average coding efficiency is defined as the ratio of the average transmission signal power to

the average total power of the amplified RF burst signal

ηc(K,Vi)=
1
N

∑N
n=1A

2fa(A)
1
N

∑N
n=1

A2

ηc(A,K,Vi)
fa(A)

(4.45)

where the coding efficiency ηc(A,K, Vi) is given in (4.42).

Figure 4.27 shows the average coding efficiency of the optimized three-level transmitter ob-

tained from (4.45) with Vi = [0, 0.42, 1] and Figure 4.28 shows the average coding efficiency of

the optimized four-level case with Vi = [0, 0.3, 0.57, 1]. It can be seen that for a certain PAPR,

the average coding efficiency is decreased as K increases. The average coding efficiency of the

optimized three-level and four-level transmitters are greatly improved compared to the two-level

case. With the four-level case, the coding efficiency can be further improved compared to the

three-level case.
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Figure 4.27: Average coding efficiency ηc(K) for DMT signals with different PAPRs and different numbers
of harmonics K of the optimized three-level transmitter.
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Figure 4.28: Average coding efficiency ηc(K) for DMT signals with different PAPRs and different numbers
of harmonics K of the optimized four-level transmitter.
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Figure 4.29: Simulation setup of a burst-mode three-level RF transmitter with digital PWM process.

4.5.3 Simulation Results

Simulation results are used to verify the results from the multilevel transmitter architecture

analysis obtained before. The simulation setup of a burst-mode three-level transmitter with

digital PWM process is shown in Figure 4.29. The function blocks of the combiner preprocess,

the PA and the combiner are the same as described in Section 3.2.5. The difference is in the

baseband digital signal processing blocks. The digital PWM process consists of conventional

digital PWM process and the AFPWM process with different number of harmonics.

Efficiency for Constant Input Signals

Measured average PA efficiency ηmPA, coding efficiency ηmc and transmitter efficiency ηm with

different numbers of harmonics K.

The simulated coding efficiency of the optimized three-level and four-level transmitters with

different constant input signals and different number of harmonics are shown in Figure 4.30(a)

and Figure 4.31(a). The corresponding examples with x[n] = 0.5 are shown in Figure 4.30(b)

and Figure 4.31(b). Additionally, the theoretical results obtained from (4.42) with x[n] = 0.5

are also shown in dashed grey lines for comparison. It can be seen that the simulated coding

efficiency agrees with the theoretical result. Although the PA efficiency is lower with a smaller

number of harmonics K, the coding efficiency is higher which compensates for the efficiency

degradation, leading to a transmitter efficiency which is not degraded.
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Figure 4.30: (a) Simulated coding efficiency ηs
c(A,K) as a function of the constant input signal x[n] = A

and the number of harmonics K of the optimized three-level transmitter. (b) Simulated
PA efficiency ηs

PA(A,K), coding efficiency ηs
c (A,K) and transmitter efficiency ηs(A,K) for

A = 0.5. The coding efficiency ηc(A = 0.5, K) is obtained according to (4.42).
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Figure 4.31: (a) Simulated coding efficiency ηs
c (A,K) as a function of the constant input signal x[n] = A

and the number of harmonics K of the optimized four-level transmitter. (b) Simulated
PA efficiency ηs

PA(A,K), coding efficiency ηs
c(A,K) and transmitter efficiency ηs(A,K) for

A = 0.5. The coding efficiency ηc(A = 0.5, K) is obtained according to (4.42).

– 105 –



4 Discrete-Time PWM based Burst-Mode RF Transmitters

0 5 10 15 20 25 30 35 40 Inf
50

55

60

65

70

75

80

85

90

95

100

A
ve

ra
ge

 E
ffi

ci
en

cy
 (

%
)

 

 
ηs
PA(K)

ηs
c(K)

ηs(K)

ηc(K)

Number of Harmonics K

Figure 4.32: Simulated average PA efficiency ηs
PA(K), coding efficiency ηs

c(K) and transmitter efficiency
ηs(K) with different numbers of harmonics K for the DMT signal of 5MHz, 7 dB PAPR
of the optimized three-level transmitter. The average coding efficiency ηc(K) is obtained
according to (4.45).
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Figure 4.33: Simulated average PA efficiency ηs
PA(K), coding efficiency ηs

c(K) and transmitter efficiency
ηs(K) with different numbers of harmonics K for the DMT signal of 5MHz, 7 dB PAPR of the
optimized four-level transmitter. The average coding efficiency ηc(K) is obtained according
to (4.45).
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PAPR (dB) 7 8 9 10 11 12

2-level 36.2 33.2 29.2 26.4 23.8 21.4

η (%) 3-level (non-optimized) 59.3 56.2 53.1 49.2 45.6 41.4

3-level (optimized) 60.1 57.7 56.3 55.2 53.3 52.5

4-level (non-optimized) 64.8 63.2 61.4 60.2 57.8 55.1

4-level (optimized) 65.1 63.7 63.2 63.0 63.0 62.9

Table 4.1: Simulated average transmitter efficiency for DMT signals with different PAPRs with K = 5
when a(t) ∈ [0, 1].

Average Efficiency for DMT Signals with Different PAPRs

The simulated average coding efficiency of the optimized three-level and four-level transmitters

with the DMT signal of 7 dB PAPR are shown in Figure 4.32 and Figure 4.33. Again, the higher

average coding efficiency compensates for the lower PA efficiency resulting in a transmitter

efficiency without degradation. The simulated average coding efficiency also agrees with the

theoretical results. Note that the difference between the simulated average coding efficiency

and the theoretical result of the three-level transmitter is slightly larger than the four-level

case. The possible explanation is that the DMT signal into the PA is bandlimited by the PA

matching networks, where the out-of-band components are attenuated. Because the four-level

case generates less out-of-band spectral components, the coding efficiency is less affected by the

PA matching networks.

Efficiency-Linearity Trade-Off

The average transmitter efficiency, ACPR and NMSE of the optimized three-level and four-level

transmitters are shown in Figure 4.34 and Figure 4.35. It can be seen that there also exists

the sweet spot of the number of harmonics K for each case where a good efficiency-linearity

trade-off can be achieved. As has been described in Section 4.4, a smaller K mostly leads to a

higher average transmitter efficiency, at the same time, the number K should be large enough

but not too large to induce aliasing distortion to obtain a good transmission signal quality.

In the considered simulation setup where the bandwidth of the PA is around 300 MHz, the

number of harmonics can be chosen between K ∈ [4, 6] to obtain a satisfying transmitter effi-

ciency as well as the signal linearity in terms of ACPR and NMSE. Table 4.1 shows the simulated

average transmitter efficiency for DMT signals with different PAPRs with harmonics K = 5

when a(t) ∈ [0, 1]. It can be seen that the efficiency of the optimized three-level and four-level

transmitters outperforms two-level and non-optimized transmitters, especially for signals with

high PAPRs. To further improve the transmitter performance, linearization techniques such as

predistortion can be employed.
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Figure 4.34: Efficiency-linearity trade-off for the optimized three-level transmitter: an appropriate number
of harmonics can be determined from the simulated transmitter efficiency, ACPR and NMSE.
The 5MHz, 7 dB PAPR DMT signal is used as the test signal.
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Figure 4.35: Efficiency-linearity trade-off for the optimized four-level transmitter: an appropriate number
of harmonics can be determined from the simulated transmitter efficiency, ACPR and NMSE.
The 5MHz, 7 dB PAPR DMT signal is used as the test signal.
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4.6 Summary and Discussion

In this chapter, a thorough analysis on the discrete-time PWM based burst-mode RF trans-

mitters has been carried out. Mathematical analysis of discrete-time PWM signals has been

described. Discrete-time PWM process inherently suffers from aliasing distortion which de-

grades the signal quality. Aliasing-free PWM method has been described, which limits the

number of harmonics in the generated PWM signals. Simulation and measurement results have

been used to verify the superior performance of AFPWM based burst-mode RF transmitter over

the conventional comparator PWM based burst-mode RF transmitter.

AFPWM signals introduce variation onto the time-domain signal amplitude, which might

affect the RF PA efficiency. However, the transmitter efficiency is also influenced by the coding

efficiency. A thorough analysis on the coding efficiency of the AFPWM based burst-mode RF

transmitter has been performed. The results show that the higher coding efficiency compensates

for the RF PA efficiency degradation. The measurement results have been used to verify the

results that the resulting transmitter efficiency is not degraded owning to the higher coding

efficiency.

An important conclusion obtained from the measurements is that by choosing an appropriate

number of harmonics, a good efficiency-linearity trade-off can be achieved for the AFPWM based

burst-mode RF transmitters.

In this chapter, the multilevel AFPWM based burst-mode RF transmitters have been in-

vestigated. Analytical descriptions of the multilevel AFPWM signals as well as the coding

efficiency have been shown. The multilevel architecture can be used to further enhance the

transmitter efficiency through the improved coding efficiency. Simulation results of three-level

and four-level transmitters have shown that the optimized transmitter architectures outperform

the non-optimized and two-level cases. A good efficiency-linearity trade-off can also be achieved

by proper choice of number of harmonics.
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5.1 Summary of Scientific Results

In this thesis, the signal processing for energy-efficient burst-mode RF transmitters has been

presented. In Chapter 1, this thesis was motivated by the development and technology trends

of efficient transmitter architectures where the signal processing can be used to analyze the

transmitter architecture and further enhance the transmitter efficiency. In modern wireless

communication systems, the new standards, such as LTE, DVB-T2, utilize signals with high

PAPR. For these signals, conventional RF PAs operated in linear mode produce only moderate

average efficiency. This reduces the battery lifetime for mobile devices and comes with an

increases design cost for non-portable applications. An introduction to the common efficiency

enhancement transmitter architectures has been provided. The burst-mode RF transmitters

which utilize binary source encoders such as a PW modulator together with the RF PA operated

in burst mode, which is in saturation or in cutoff, has been considered as one candidate for the

high efficiency transmitters.

In Chapter 2, an introduction to burst-mode RF transmitters has been presented where the

principle of operation of two-level and multilevel burst-mode RF transmitters has been described.

The efficiency metrics including the RF PA drain efficiency, the coding efficiency as well as the

transmitter efficiency are given, where the transmitter efficiency can be ideally expressed as the

multiplication of the peak RF PA efficiency with the coding efficiency. Therefore the coding

efficiency is an important measure in burst-mode RF transmitters. To investigate the possibility

of signal processing in burst-mode RF transmitters, a mathematical framework of the transmitter

architecture is required. To this end, mathematical descriptions of burst-mode RF transmitters

both in time-domain and frequency-domain have been introduced. These models serve as basis

and are used through out the thesis for system performance evaluation, efficiency analysis and

signal processing method development to optimize the transmitter efficiency and enhance the

system performance.

In Chapter 3, the analysis of continuous-time PWM based burst-mode RF transmitters has

been carried out. First, the image problem has been addressed, which occurs when the baseband

PWM signal is upconverted to the passband. To understand the problem, an analysis of the

upconverted signals is given based on the mathematical description of the passband signals. The

wanted signal located around the positive carrier frequency overlaps with the spectral compo-

nents of the signal which is modulated to the negative carrier frequency. Thus the wanted signal

is distorted already before the RF PA. By using a proper PWM frequency, without using ad-

ditional analog components like analog LPFs, the image peak distortion in the TEPWM signal

can be avoided. From the analysis, it can be seen that the DEPWM method can be treated as

a method to reduce the image peak distortion in TEPWM signals. In the second part of the

chapter, efficiency analysis of the two-level and multilevel burst-mode RF transmitters has been

presented. First of all, the efficiency expression for constant input signals is given followed by

the efficiency expression with a given PDF of amplitude-varying input signals. According to

the analytical results obtained, the efficiency optimization method of the multilevel burst-mode

RF transmitters is presented. The maximum average transmitter efficiency can be achieved by

properly choosing the threshold values, which are used to divide the input signal magnitude,
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according to its PDF. Moreover, the efficiency expressions of the burst-mode multilevel trans-

mitters have been related to those of the Doherty and multistage Doherty PAs. It is shown that

the efficiency optimization can also been applied to Doherty and multistage Doherty PAs. The

analytical and simulation results show that the efficiency optimized burst-mode RF transmitters

provide a great efficiency improvement compared to the non-optimized transmitters especially

for signals with high PAPRs and signals transmitted at a wide range of transmission power

levels.

In Chapter 4, the investigation of the discrete-time PWM based burst-mode RF transmitters

has been performed. When the PWM signal is generated digitally, the wanted signal is severely

distorted compared to the ideally generated continuous-time PWM signal. To explore the origin

of this distortion, the discrete-time PWM process has been described mathematically where it

can be seen that the discrete-time PWM signals inherently suffer from aliasing distortion due

to the sampling of non-bandlimited baseband PWM signals which degrades the signal quality.

To deal with the distortion, the AFPWM method is described to avoid the destructive aliasing

distortion by limiting the number of harmonics in the generated PWM signals. One drawback is

that the AFPWM method induces amplitude variation onto the time-domain signal. Since the

RF PA is not operated only in saturation or in cutoff, but at a wider range of power levels, the PA

efficiency might be degraded. According to the transmitter efficiency expression, the transmitter

efficiency depends not only on the PA efficiency but also on the coding efficiency. Hence, a

thorough analysis of the coding efficiency of the AFPWM based burst-mode RF transmitters has

been performed. The results show that the higher coding efficiency compensates for the RF PA

efficiency degradation. An important result obtained from the measurements is that by properly

choosing the number of harmonics used in the generated PWM signals, a good efficiency-linearity

trade-off can be achieved for the AFPWM based burst-mode RF transmitters. The simulation

and measurement results have demonstrated the superiority of the AFPWM method over the

conventional digital PWM method. The analysis of multilevel AFPWM based burst-mode RF

transmitters has been carried out. It is shown that the multilevel transmitter architectures can

be used to further enhance the transmitter efficiency.

5.2 Future Research

For burst-mode transmitters, a BPF is required to remove the out-of-band spectral compo-

nents [66]. This is often achieved by using a surface acoustic wave (SAW) BPF [26]. By using

the BPF, the out-of-band spectral components are filtered away, meaning that the transmission

power is reduced, thus the transmitter efficiency is degraded. The coding efficiency has been

used to describe the ratio of transmission power to the total power at the input of the BPF under

the assumption that only the inband wanted signal is transmitted and all the out-of-band power

is wasted. To utilize the out-of-band power in an efficient way, efficient signal reconstruction

methods have been suggested in [102,103]. To keep a low PWM switching frequency and thus a

low RF PA switching loss, a narrow BPF is required for signal reconstruction. However, narrow

– 113 –



5 Summary and Concluding Remarks

bandwidth BPF at RF suffers from large insertion loss which may reduce the efficiency of the

transmitter [104]. To relax the requirements on the BPF is an important direction in the future

research.

In a recent work [82], to which the author has contributed, a multilevel multiphase AFPWM

based burst-mode RF transmitter with 100% coding efficiency has been described. Thus the

requirements of the BPF can be greatly reduced. The principle of operation of the multilevel

multiphase PWM method [27,84] is that the input signal is compared with M PWM reference

waveforms with the same magnitude but equally distributed phases, where M is the number of

signal paths employed in the transmitter architecture. By doing so, the harmonics close to the

wanted signal, from K = 1 to K = M − 1, can be removed and the requirements on the BPF

can be eased. The theory behind this harmonic cancellation is the polyphase multipath theory

which was proposed in [105]. The basic principle of the polyphase multipath technique is shown

in Appendix C. Applying this theory to AFPWM method, by carefully choosing the number of

harmonics K in the generated PWM signal and the number of signal paths M , the out-of-band

spectral components can be completely removed. Thus, the coding efficiency can achieve 100%

and the need for a BPF is potentially eliminated. Future research shall include a deeper analysis

on the combining system and the realization of the transmitter.

Highly efficient transmitter architectures are desirable in many applications in wireless com-

munication systems. It is expected that, with the fast developing technology solving the im-

plementation challenges, attention and interest in burst-mode RF transmitter architectures will

continue to grow. The research work presented in this thesis should provide a solid basis for

further research in academia as well as in industry in the focused field.
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Efficiency of the State-of-the-Art Amplifiers

A.1 Efficiency of the Chireix Outphasing Amplifier

A block diagram of a Chireix outphasing system is shown in Figure A.1 [47]. The constant

baseband input signals x(t) = A ∈ [0, 1] can be expressed in polar form as

x(t)= A = Amaxe
jθ = cos θ (A.1)

where Amax = 1 is the maximum value of A. Two RF outphasing signals are given in the

baseband equivalent forms by

x1=
1

2
ejθ (A.2)

x2=
1

2
e−jθ (A.3)

where θ describes the outphasing angle between two branches. It gives

θ = arccos
A

Amax
= A. (A.4)

To compute the efficiency, the output power Po and the total consumed dc power Pdc are required

where the efficiency is described as

η=
Po

Pdc
=

V 2
o /(2Ro)

2VddIdc
. (A.5)

The operation of the system can be described from the load signal and backwards to the PA

signals. The output current and voltage going through the load Ro can be expressed in polar
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Figure A.1: Block diagram of a Chireix outphasing amplifier system.

form as

Io= Imax cos θ (A.6)

Vo= Vmax cos θ (A.7)

where Imax and Vmax are the peak current and peak voltage, respectively. According to (A.6),

the output currents from the transmission lines are

I1,o=
Imax

2
ejθ (A.8)

I2,o=
Imax

2
e−jθ (A.9)

respectively. The impedances presented at the transmission line outputs are

Z1,o=
Vo

I1,o
= 2Ro

Vo

Vmax
e−jθ (A.10)

Z2,o=
Vo

I2,o
= 2Ro

Vo

Vmax
ejθ (A.11)

where Imax = Vmax/Ro is used. The quarter wavelength lossless transmission line has the

following input-output properties

impedance relation ZinZout = R2
TL (A.12)

voltage relation Vin =
RTL

Zout
Vout (A.13)

current relation Iin =
Zout

RTL
Iout (A.14)
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According to (A.12) the impedances presented at the input of transmission lines are

Z1,TL=
R2

TL

Z1,o
=

R2
TL

2Ro

Vmax

Vo
ejθ (A.15)

Z1,TL=
R2

TL

Z1,o
=

R2
TL

2Ro

Vmax

Vo
e−jθ. (A.16)

The susceptance Bc is added in each branch to mitigate the effect of the reactive load presented

at the RF PA output. The admittances at the RF PA outputs can be expressed by

Y1=
1

Z1,TL
+ jBc =

2Ro

R2
TL

Vo

Vmax
cos θ + j

(

− 2Ro

R2
TL

Vo

Vmax
sin θ +Bc

)

(A.17)

Y1=
1

Z2,TL
− jBc =

2Ro

R2
TL

Vo

Vmax
cos θ + j

(

2Ro

R2
TL

Vo

Vmax
sin θ −Bc

)

. (A.18)

According to (A.13) the output voltages of RF PAs are

V1=
RTL

Z1,o
Vo =

RTL

2Ro
Vmaxe

jθ (A.19)

V2=
RTL

Z2,o
Vo =

RTL

2Ro
Vmaxe

−jθ. (A.20)

For saturated Class B, the maximum output voltage is the supply voltage Vdd, leading to

Vdd =
RTL

2Ro
Vmax (A.21)

The output currents from RF PAs are

I1= V1Y1 (A.22)

I2= V2Y2. (A.23)

For an ideal Class B PA, the dc current is [6]

Idc=
2

π
|I1| =

2

π
|I2| =

2

π
|V1||Y1| (A.24)
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The efficiency of Class B PA based Chireix outphasing amplifier for constant input signals can

be expressed by

η=
Po

Pdc
=

V 2
o /(2Ro)

2VddIdc

=
π

4

(

Vo

Vmax

)2

√

√

√

√

(

Vo

Vmax

)4
+

(

Vo

Vmax

√

1−
(

Vo

Vmax

)2
− R2

TL

2Ro
Bc

)2

=
π

4

v2
√

v4 +
(

v
√
1− v2 −B

)2
(A.25)

where v = Vo/Vmax is normalized output voltage and B = BcR
2
TL/(2Ro) is the normalized

susceptance. When Ro = 1, RTL = 2 the susceptance B = 2Bc. With B = 0 the efficiency

expression of (A.25) is given by

η=
π

4

v2
√

v4 +
(

v
√
1− v2

)2
=

π

4
v (A.26)

which is the same as an ideal Class B PA operated in linear mode. With B = v
√
1− v2 meaning

that the impedance presented at the PA is purely resistive, the efficiency expression can be

described as

η=
π

4

v2√
v4

=
π

4
(A.27)

which gives the maximum efficiency. Therefore it is possible for the Chireix outphasing amplifier

to achieve the maximum efficiency for different output signal level by choosing an appropriate

compensation susceptance.

A.2 Efficiency of the Doherty Amplifier

A block diagram of a Doherty amplifier system is shown in Figure A.2 [52]. The quarter wave-

length transmission line at the input to the auxiliary PA is used to compensate for the π/2

phase shift caused by the quarter wavelength transmission line at the output of the main PA.

Since only the impedance of the latter transmission line is used, in the following analysis, the

transmission line referred to is the one at the output of the main PA.

The Doherty amplifier operation can be divided into two operation regions with corresponding
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Figure A.2: Block diagram of a Doherty amplifier system.

constant baseband input signal by

x(t)= A,A ∈ [0, α] (A.28)

x(t)= A,A ∈ (α, 1] (A.29)

where α is the transition point above which the auxiliary PA starts to operate. The transition

point is defined as the division ratio such that at the peak output power [52]

I1,o= αImax (A.30)

I2= (1− α)Imax (A.31)

where Imax is the maximum output current through the load Ro. It gives

Imax =
Vdd

Ro
(A.32)

where Vdd is the supply voltage. The input-output relations of the quarter wavelength lossless

transmission line described in (A.14) are listed here again to serve the following analysis

impedance relation RinRout = R2
TL (A.33)

voltage relation Vin =
RTL

Rout
Vout (A.34)

current relation Iin =
Rout

RTL
Iout. (A.35)

In peak-power operation, with the main PA output voltage V1 = Vdd, according to (A.34), it

gives

V1 =
RTL

R1,o
Vdd = Vdd (A.36)
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thus

RTL = R1,o. (A.37)

With (A.30) and (A.32), the impedance presented at the transmission line output is

R1,o =
Vdd

I1,o
=

Ro

α
. (A.38)

Accordingly, it gives

RTL = R1,o =
Ro

α
. (A.39)

The efficiency expression for the Doherty amplifier can be described by

η=
Po

Pdc
=

V 2
o /(2Ro)

VddIdc
(A.40)

where Vdd is the supply voltage and Idc is the dc current. Given Ro and Vdd it is necessary to

derive the expression of Idc in terms of Vo to obtain the efficiency expression in relation with

the output voltage.

In the low-power operation where x(t) = A,A ∈ [0, α], the auxiliary PA is cut off and only

the main PA is operated. According to (A.35), (A.39) and Io = Vo/Ro, the current at the main

PA output is given by

I1 =
Ro

RTL
Io = α

Vo

Ro
. (A.41)

For an ideal Class B PA, the dc current Idc is given by

Idc =
2

π
I1 =

2

π

αVo

Ro
. (A.42)

Therefore in the low-power region, according to (A.40) and (A.42), the efficiency of the Doherty

PA is given by

η=
Po

Pdc
=

V 2
o

2Ro

2
π
Vdd

αVo

Ro

=
π

4

v

α
(A.43)

where v = (Vo/Vdd) is the normalized output voltage.

In the high-power operation where x(t) = A,A ∈ (α, 1], both of the main PA and the auxiliary

PA are operated. The main PA is operated in saturation and outputs the maximum voltage of
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V1 = Vdd. According to (A.34), (A.33) and (A.39)

I1=
V1

R1
=

V1

R2
TL

R1,o

=
V1

RTL

Vo

Vdd
=

Vdd
Ro

α

Vo

Vdd

=
αVo

Ro
(A.44)

the dc current of the main PA can be described by

Idc1 =
2

π
I1 =

2

π

αVo

Ro
. (A.45)

The current at the output of the transmission line is given according to (A.35), (A.34) and

(A.44) by

I1,o=
RTL

R1,o
I1 =

Vdd

Vo

αVo

Ro

=
αVdd

Ro
. (A.46)

From Figure A.2 it can be seen that the current at the output of the auxiliary PA can be obtained

by subtracting the current at the load from the current at the output of the transmission line

in (A.46)

I2= Io − I1,o

=
Vo − αVdd

Ro
. (A.47)

Thus, the dc current of the auxiliary PA is given by

Idc2 =
2

π
I2 =

2

π

(Vo − αVdd)

Ro
. (A.48)

Therefore in the high-power region, according to (A.40), (A.45) and (A.48), the efficiency of the

Doherty PA is given by

η=
Po

Pdc
=

Po

Vdd (Idc1 + Idc2)
=

π

4

(

Vo

Vdd

)2

Vo

Vdd
(α+ 1)− α

=
π

4

v2

v(α + 1)− α
. (A.49)

where v is the normalized output voltage. According to (A.43) and (A.49), the efficiency ex-
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pression of the Doherty amplifier can be described by

η =











π

4

v

α
, for v ∈ [0, α]

π

4

v2

v(α+ 1)− α
, for v ∈ (α, 1]

(A.50)

where the normalized output voltage v is linearly related to the constant input x(t) = A.
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B
A Detailed Derivation of PWM Signals

The derivation provided in the following gives a complete procedure of determining the mathe-

matical expressions of the TEPWM signal, the results of which can be extended to other types of

PWM signals. The obtained results are the same as described in Section 2.3.1. This procedure

is according to the reference [1] and the results have been published in [78].

All the PWM signals considered so far are from the natural-sampling PWM (NPWM) process

with an input signal of continuous magnitude. To obtain the analytical expressions of the

NPWM signals, the uniform-sampling PWM (UPWM) is introduced where the input signal of

UPWM process holds the same value in each PWM period Tp. Figure B.1 illustrats TE-UPWM

process and TE-NPWM process.

B.1 General Expressions of PWM Signals

For the input signal x(t), where |x(t)| ≤ 1 for all t, it gives

x(t) = a(t)ejφ(t) (B.1)

where a(t) is the magnitude signal and φ(t) is the phase signal. A PWM modulator compares

the input signal a(t) to a reference sawtooth signal with a period of Tp. During the lth pulse

interval [lTp, (l + 1)Tp), the sawtooth signal can be expressed as

r(t) =
t

Tp
− l. (B.2)

For TE-UPWM signal, the leading edge of the lth pulse occurs at time t = lTp while the

trailing edge occurs at the solution to the lth crossing-point equation when uniform-sampled
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Figure B.1: UPWM process versus NPWM process.

input signal equals to the sawtooth signal. It gives

a(lTp) =
tl,U
Tp

− l (B.3)

where

tl,U = lTp + Tpa(lTp) (B.4)

and the lth pulse width τl,U can be expressed as

τl,U = Tpa(lTp). (B.5)

For TE-NPWM signal, the leading edge of the lth pulse occurs at time t = lTp while the

trailing edge occurs at the time instant tl,N, which is the solution to the lth crossing-point
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equation when natural-sampled input signal equals to the sawtooth signal. It gives

a(tl,N) =
tl,N
Tp

− l (B.6)

where we can get

tl,N = lTp + Tpa(tl,N) (B.7)

and the lth pulse width τl,N can be expressed as

τl,N = Tpa(tl,N). (B.8)

Therefore, a generic TEPWM signal can be expressed as

ap(t; τl) =

∞
∑

l=−∞

u(t− lTp)− u(t− lTp − τl), (B.9)

where the lth pulse width τl depends on the magnitude signal a(t). For TE-UPWM, τl =

Tpa(lTp) as given in (B.5) and for TE-NPWM τl = Tpa(tl,N) as given in (B.8).

B.2 For TE-UPWM Signals

For TE-UPWM signals, according to (B.5), the expression (B.9) can be described by

ap,U(t) =

∞
∑

l=−∞

u(t− lTp)− u(t− lTp − Tpa(lTp)). (B.10)

The Fourier transform of (B.10) is given by

Ap,U(f)=
∞
∑

l=−∞

e−j2πflTp

j2πf
+ πδ(2πf)e−j2πflTp − e−j2πf(lTp+Tpa(lTp))

j2πf
− πδ(2πf)e−j2πf(lTp+Tpa(lTp))

=

∞
∑

l=−∞

e−j2πflTp
(

1− e−j2πfTpa(lTp)
)

j2πf

=
∞
∑

l=−∞

e−j2πflTp

j2πf

∞
∑

r=1

−(−j2πfTpa(lTp))
r

r!

=

∞
∑

r=1

−1

j2πf

(−j2πfTp)
r

r!

1

Tp

∞
∑

l=−∞

Tpa
r(lTp)e

−j2πflTp

=
∞
∑

r=1

(−j2πfTp)
r−1

r!

∞
∑

k=−∞

Ar(f − kfp) (B.11)
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where Ar(f) is the Fourier transforms of (a(t))r and the Taylor series

eξ − 1 =

∞
∑

r=1

ξr

r!
(B.12)

is used. Let

Ap,U(f) = AU(f) +

∞
∑

k=1

Ak,U(f) (B.13)

where

AU(f)=

∞
∑

r=1

(−j2πfTp)
r−1

r!
Ar(f) = A(f) +

∞
∑

r=2

(−j2πfTp)
r−1

r!
Ar(f) (B.14)

and

Ak,U(f) =
∞
∑

k=1

(−j2πfTp)
r−1

r!
[Ar(f + kfp) +Ar(f − kfp)]. (B.15)

The Inverse Fourier transform of (B.14) is

aU(t) = a(t) +

∞
∑

r=2

1

r!
(−Tp)

r−1d
r−1[ar(t)]

dtr−1
(B.16)

where the relation

F−1 {(j2πf)rH(f)} =
dr[h(t)]

dtr
(B.17)

is used and F−1 denotes the inverse Fourier transform. The Fourier transform of (B.15) is

ak,U(t) =

∞
∑

r=1

1

r!
(−Tp)

r−1 d
r−1[2ar(t) cos(2πfpkt)]

dtr−1
. (B.18)

Therefore the TE-UPWM signal can be expressed as

ap,U(t)= aU(t) + ak,U(t)

= aU(t) +

∞
∑

k=1

1

kπ

[

sin(2πkfpt)− sin(2πkfpt− 2πkaU(t))
]

(B.19)

where the proof is similar to that of TE-NPWM signal which is of more interest and given

in (B.31).
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B.3 For TE-NPWM Signals

The TE-NPWM signal obtained from the natural sampling of a(t) can be regarded as the TE-

UPWM signal obtained from the uniform sampling of â(t), where â(t) is a distorted form of

a(t) [1]. The results of TE-UPWM signals can then be applied to obtain the expressions of

TE-NPWM signals. In order to determine â(t), a generalized crossing-point equation is given

by

t̂ = t+ Tpa(t̂), t̂ ∈ [lTp, (l + 1)Tp] (B.20)

where it gives t̂ = tl,N if t = lTp as in (B.7). The slope of the modulating signal a(t) should be

smaller than the reference signal so that the solution to the crossing-point equation (B.20) t̂ is

unique for each choice of t [1]. Thus â(t) can be defined by

â(t) = a(t̂), −∞ < t < ∞. (B.21)

According to (B.5), (B.8), (B.20) and (B.21), the lth TE-NPWM pulse width τl,N = Tpa(tl,N) for

the singal a(t) is the same as the pulse width Tpâ(lTp), that is the lth TE-UPWM pulse width

for the signal â(t). Therefore the TE-NPWM signal from a(t) is the same as the TE-UPWM

signal from â(t). The TE-NPWM signal obtained from a(t) is given by

ap,N(t) = aN(t) + ak,N(t) (B.22)

where according to (B.16) it gives

aN(t; a(t)) = aN(t; â(t)) = â(t) +
∞
∑

r=2

1

r!
(−Tp)

r−1d
r−1[âr(t)]

dtr−1
(B.23)

with the frequency-domain expression by

AN(f)= Â(f) +
∞
∑

r=2

(−j2πfTp)
r−1

r!
Âr(f) (B.24)

where Âr(f) is the Fourier transform of the signal (â(t))r. The signal ak,N(t) is given by

ak,N(t) =

∞
∑

r=1

1

r!
(−Tp)

r−1d
r−1[2âr(t) cos(2πfpkt)]

dtr−1
(B.25)

with the frequency-domain expression by

Ak,N(f) =

∞
∑

r=1

(−j2πfTp)
r−1

r!
[Âr(f + kfp) + Âr(f − kfp)]. (B.26)
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It has been shown in [1] that according to the Lagrange theorem it gives

aN(t) = a(t) (B.27)

meaning that when natural sampling is used, the generated PWM signal consists of the wanted

modulating signal a(t). To express the signal in (B.25) in terms of a(t), the following formular

dr

dtr
(u · v) =

r
∑

i=0

(

r

i

)(

dr−iu

dtr−i

)(

div

dti

)

(B.28)

where
(

r

i

)

=
r!

i!(r − i)!
(B.29)

and the formula [1]

(a(t))i =

∞
∑

m=0

1

m!
(−Tp)

m

(

i

i+m

)

dm

dtm
(â(t))m+i (B.30)

are applied to (B.25). It gives

ak,N(t) =

∞
∑

r=1

1

r!
(−Tp)

r−1 d
r−1

dtr−1

[

2âr(t) cos(2πfpkt)
]

=
∞
∑

r=1

1

r!
(−Tp)

r−1 d
r−1

dtr−1

[

âr(t)
(

ej2πkfpt + e−j2πkfpt
)]

=
∞
∑

r=1

1

r!
(−Tp)

r−1
r−1
∑

i=0

(

r − 1

i

)(

dr−1−iâr(t)

dtr−1−i

)





di
(

ej2πkfpt + e−j2πkfpt
)

dti





=

∞
∑

r=1

1

r!
(−Tp)

r−1
r−1
∑

i=0

(r − 1)!

i!(r − 1− i)!
(j2πkfp)

i
(

ej2πkfpt + (−1)ie−j2πkfpt
)

(

dr−1−iâr(t)

dtr−1−i

)

=

∞
∑

r=1

r−1
∑

i=0

(r − 1)!

r!
(−Tp)

r−1−i

(−1

fp

)i (j2πk)i(fp)
i

i!(r − 1− i)!

(

ej2πkfpt + (−1)ie−j2πkfpt
)

(

dr−1−iâr(t)

dtr−1−i

)

=

∞
∑

r=1

r−1
∑

i=0

1

r
(−Tp)

r−1−i(−1)i
(j2πk)i

i!(r − 1− i)!

(

ej2πkfpt + (−1)ie−j2πkfpt
)

(

dr−1−iâr(t)

dtr−1−i

)

=

∞
∑

i=0

(j2πk)i

i!

(

e−j2πkfpt + (−1)iej2πkfpt
)

∞
∑

m=0

(

1

m+ i+ 1

)

1

m!
(−Tp)

m dm

dtm
(â(t))m+i+1

=
∞
∑

i=0

(j2πk)i

(i+ 1)!

(

e−j2πkfpt + (−1)iej2πkfpt
)

(a(t))i+1

=

∞
∑

i=0

1

j2πk

(

(j2πka(t))i+1

(i+ 1)!
e−j2πkfpt − (−j2πka(t))i+1

(i+ 1)!
ej2πkfpt

)
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=
1

j2πk

[(

ej2πka(t) − 1
)

e−j2πkfpt −
(

e−j2πka(t) − 1
)

ej2πkfpt
]

=
1

kπ

[

sin(2πkfpt)− sin(2πkfpt− 2πka(t))
]

(B.31)

where the Taylor series (B.12) is used and m = r − i − 1 is applied. Therefore according to

(B.22), (B.27) and (B.31), the time-domain TE-NPWM signal with magnitude input a(t) ∈ [0, 1]

is given by

ap,N(t)= a(t) +

∞
∑

k=1

1

kπ

[

sin(2πkfpt)− sin(2πkfpt− 2πka(t))
]

. (B.32)

The frequency-domain signal can be expressed by

Ap,N(f)= A(f) +
∞
∑

k=1

∞
∑

r=1

(j2πk)r−1

r!

[

Ar(f + kfp) + (−1)r−1Ar(f − kfp)
]

. (B.33)

The analytical results describing other types of PWM signals can be extended from the results

obtained for TE-NPWM signals and are given in Section 2.3.
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C
Basic Principle of Polyphase Multipath

technique

The aim of the polyphase multipath technique lies in two aspects [2, 105]. First, each desired

signal after the nonlinear system in each path should have the same phase, such that the desired

signals can be constructively combined to form the wanted signal. Second, undesired signals

after the nonlinear system in each path should have different phases, such that the unwanted

signals are canceled out.

A block diagram of the polyphase multipath system is shown in Figure C.1. The nonlinear

system is assumed to be memoryless and weakly nonlinear [105]. With an input signal of

x(t) = A cos(2πft), the output of the nonlinear system in the mth path will be

zm(t) = b0 +

∞
∑

k=1

bk(cos 2πft+ (m− 1)kφ) (C.1)

where m denotes the order of the signal path and bk are weighting constants. The phase shift φ

satisfies

φ =
2π

M
(C.2)

where M is the number of signal paths. After the phase compensation, it gives

ym(t)= b0 +

∞
∑

k=1

bk cos (2πift+ (m− 1)(k − 1)φ)

= b0 + b1 cos (2πft) +
∞
∑

k=2

bk cos (2πift+ (m− 1)(k − 1)φ) (C.3)
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Figure C.1: Block diagram of a polyphase multipath (M path) system according to [2].

It can be seen that the desired signal b1 cos (2πft) from each path is with the same phase and

can be added constructively. When the harmonics from different paths are added, for the kth

harmonic, k ≥ 2, it gives

yk(t) =

M
∑

m=1

bk cos (2πift+ (m− 1)(k − 1)φ) . (C.4)

It can be seen that when M = 1 the harmonics cannot be canceled out. Thus to cancel the

harmonics the signal paths is required to be M ≥ 2. By use of the term sin((k − 1)φ/2), the

harmonics in (C.4) can be expressed by

yk(t)=

∑M
m=1 bk cos (2πift+ (m− 1)(k − 1)φ) sin((k − 1)φ2 )

sin((k − 1)φ2 )

= bk sin

(

2πift+
(2M − 1)(k − 1)φ

2

)

− bk sin

(

2πift− (k − 1)φ

2

)

=
bk cos

(

2πift+ (M−1)(k−1)φ
2

)

sin
(

M(k−1)φ
2

)

sin
(

(k − 1)φ2

)

=
bk cos

(

2πift+ (M−1)(k−1)π
M

)

sin((k − 1)π)

sin
(

(k−1)π
M

)

= 0 (C.5)

where (C.2) is applied and the trigonometric identities

cosα sin β=
sin(α+ β)− sin(α− β)

2
(C.6)

sinα− sin β= 2cos

(

α+ β

2

)

sin

(

α− β

2

)

(C.7)

are used. Note that (C.5) requires sin((k − 1)φ/2) 6= 0, meaning that k 6= qM + 1, q = 1, 2, · · · .
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Figure C.2: Spectral illustration of a polyphase multipath system with M = 3 according to [2].

Otherwise for k = qM + 1 the harmonics are not canceled out. An illustration of the harmonic

cancelation in frequency domain is shown in Figure C.2.

The polyphase multipath technique can be applied to the PWM system in order to cancel

the nearest harmonics around the desired signal or cancel all the harmonics. Note that the

nonlinear system here is referred to the PWM operator. Since the PW modulator generates the

wanted signal together with the harmonics, it is not necessary to use phase compensation after

the PWM modulator. The phase shift for each path is applied to the reference signal during the

PWM process.

For the AFPWM method, according to (4.2), the signals generated by the reference signals

with equally distributed phases can be expressed by

apm [n]=
1

M
a[n] +

K
∑

k=1

2

πkM
sin(πka[n]) cos

(

2πkfpnTs −
2πk(m− 1)

M

)

. (C.8)

When signals from different paths are added up, the desired signals are constructively combined

to form the wanted signal a[n]. The harmonics are partly or all canceled depending on the

relation between the total number of harmonicsK and the number of pathsM . If k ≤ (M−1), by

using AFPWM method, all of the harmonics can be canceled out after a constructive combining.

Thus a coding efficiency of 100% can be achieved for such multiphase multilevel PWM based

burst-mode RF transmitters [82].
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