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## Abstract

The rapid development in many sciences, such as economics, biology, sociology, geology, physics and others, had a great impact on statistics, and vice versa. In particular, the progress in computer science and hardware technology led to a substantial increase in the amount of data being collected and analyzed. As the size of the data grows, so does often the dimensionality, and tools such as principal component analysis become inevitable for analyzing and modeling. A fundamental tool in this theory is the multivariate central limit theorem. It allows to deal with important issues such as parameter estimation and model diagnosis. For example, suppose that we have a sample of $n$ random variables $\mathbf{X}_{(n)}=\left(X_{1}, \ldots, X_{n}\right)$ and a collection of estimators for some parameters

$$
\mathbf{g}_{(d)}=\left(g_{1}\left(X_{1}, \ldots, X_{n}\right), \ldots, g_{d}\left(X_{1}, \ldots, X_{n}\right)\right)^{T}
$$

based on the sample $\mathbf{X}_{(n)}$. If the multivariate central limit theorem holds, one can use $T$-tests and $F$-tests to decide upon the redundance of various parameters and the model quality. We may summarize these procedures in the confidence ellipsoids

$$
\begin{equation*}
\left\{\boldsymbol{\Theta}_{d} \mid\left(\mathbf{g}_{(d)}-\boldsymbol{\Theta}_{d}\right)^{T} \widehat{\Gamma}^{-1}\left(\mathbf{g}_{(d)}-\boldsymbol{\Theta}_{d}\right) \leq n^{-1} \chi_{1-\alpha}^{2}(d)\right\} \tag{1}
\end{equation*}
$$

where $\widehat{\Gamma}$ is an estimator of the covariance matrix, and $\chi_{1-\alpha}^{2}(d)$ the quantile of the $\chi^{2}$ distribution with $d$ degrees of freedom, corresponding to the confidence level $1-\alpha$. Unfortunately, as the dimension $d$ grows, the above ellipsoids become less and less informative, as everything is 'summed up'. It is therefore more convenient to use the maximum function instead of adding all the elements, i.e. to consider

$$
\mathcal{V}_{d}=\sqrt{n} \max _{1 \leq h \leq d} \widehat{\gamma}_{h, h}^{-1}\left|g_{h}\left(X_{1}, \ldots, X_{n}\right)-\theta_{h}\right|,
$$

where $\widehat{\gamma}_{h, h}^{2}$ denotes an estimator of the diagonal elements $\gamma_{h, h}^{2}$ of the covariance matrix $\Gamma$. Suppose that we have

$$
\begin{equation*}
a_{d}^{-1}\left(\mathcal{V}_{d}-b_{d}\right) \xrightarrow{w} G \quad \text { as } d \rightarrow \infty \tag{2}
\end{equation*}
$$

for some sequences $a_{d}, b_{d}$, where $G$ is an extreme value distribution. Then we can formulate the simultaneous confidence band

$$
\begin{equation*}
\left\{\boldsymbol{\Theta}_{d}\left|\sqrt{n} \max _{1 \leq h \leq d} \widehat{\gamma}_{h, h}^{-1}\right| g_{h}\left(X_{1}, \ldots, X_{n}\right)-\theta_{h} \mid \leq a_{d} G_{1-\alpha}+b_{d}\right\} \tag{3}
\end{equation*}
$$

where $G_{1-\alpha}$ corresponds to the quantile of an extreme value distribution with confidence level $1-\alpha$. It turns out that in many cases the actual growth rate
of $a_{d} G_{1-\alpha}+b_{d}$ is of the magnitude $\mathcal{O}(\sqrt{\log d})$, which is much smaller than $\sqrt{d}$ for large $d$, reflecting the growth rate of the ellipsoids in (1). Moreover, using the maximum function allows for immediate inference for subsets or single components, whereas the ellipsoids in (1) are rather inappropriate for such purpose. However, establishing weak convergence to an extreme value distribution of functionals of the above type is a very delicate problem, as the difficulties in the proofs of Erdős-Darling type limit theorems clearly indicate. The purpose of this thesis is to develop techniques allowing to establish (2) for a variety of different settings, which include covariance estimators, Yule-Walker estimators in case of autoregressive processes, and also change-point analysis in increasing dimension. The statistical gains from our program are considerable, e.g. an improved efficiency of a number of statistical procedures used previously in the literature. Our methods lead also to some new theoretical facts, among others limit theorems for random vectors with increasing dimensions and an analogue of the Berry-Esseen inequality in the context of the Cramér-Wold device, used repeatedly in our thesis.
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## Chapter 1

## Why Extreme Inference?

### 1.1 Introduction

Data analysis grew out from mathematical statistics and by now it has become a fundamental tool in applied sciences. In the 1960's, John Tukey was one of the first mathematicians recognizing the great importance of its development as an independent discipline. It uses methods from various mathematical fields ranging from number theory to functional analysis, but its interplay with other disciplines such as economics, biology, chemistry, geology, physics and other sciences, has also had a tremendous impact on its development. In particular, the progress in computer science and hardware technology have completely changed the scenery. Over the last few decades, data management and data processing have become crucial factors in science and technology and substantial progress has taken place in data gathering and data processing mechanisms. Recent examples include biotech data, economical data, financial data, and imagery.

Inevitably, many of the data sets encountered in practice are multidimensional, leading to profound mathematical difficulties. Working with high dimensional data has both its advantages and disadvantages, or as Donoho 40 puts it, "the blessings and curses of high dimensionality". A cartesian grid of spacing $1 / 10$ on the unit cube in 10 dimensions has $10^{10}$ points; if the cube in 20 dimensions were considered, we would have $10^{20}$ points. Thus optimizing a function over a continuous product domain of a few dozen variables by performing a search on some discrete space defined by a crude discretization, we will be faced with the problem of making tens of trillions of evaluations of the function. This precludes, under almost any computational scheme foreseeable today, the use of exhaustive enumeration strategies, requiring completely new techniques, such as principal component analysis or dynamic programming, developed by Richard Bellman. In order to give some more insight on this subject, I will present a brief overview
of some classical examples and possible solutions offered by the literature.

### 1.1.1 The 'curses' of high dimension

## Non-parametric estimation

Suppose we have a data set of $d$-dimensional variables whose first coordinate depends on the others through a model of the form

$$
\begin{equation*}
X_{i, 1}=f\left(X_{i, 2}, \ldots, X_{i, d}\right)+\epsilon_{i} . \tag{1.1.1}
\end{equation*}
$$

Suppose that $f$ is of unknown form, i.e. we are not using a specific model for $f$ such as, for example, a linear model. Instead, we assume merely that $f$ is a Lipschitz function and the noise variables $\left\{\epsilon_{i}\right\}_{i \in \mathbb{N}}$ are i.i.d. Gaussian r.v.'s with mean 0 and variance 1 . How does the accuracy of estimation depend on $n$, the number of observations in our data set? Denote with $\mathcal{F}$ the class of Lipschitz functions on $[0,1]^{d}$. A standard calculation in minimax decision theory [30] shows that for any estimator $\widehat{f}$ we have

$$
\begin{equation*}
\sup _{f \in \mathcal{F}}\|\widehat{f}(x)-f(x)\|_{2} \geq C n^{-1 /(2+d)} \tag{1.1.2}
\end{equation*}
$$

where $\|.\|_{2}$ denotes the $L^{2}$ norm. This lower bound is nonasymptotic. Thus getting an estimate for $f$ with accuracy 0.01 for large $d$ requires trillions of samples. The very slow rate of convergence in high dimensions is the ugly consequence of dimensionality.

## Model selection

Suppose that, contrary to the previous example, we model $f$ as a linear function, i.e. we consider the linear regression problem, where there is a dependent variable $X_{i, 1}$ which we want to model as a linear function of $X_{i, 2}, \ldots, X_{i, d}$ as in (1.1.1). Standard techniques provide us with estimators $\widehat{\alpha}=\left(\widehat{\alpha}_{1}, \ldots, \widehat{\alpha}_{d}\right)^{T}$ for the regression coefficients. To investigate whether the model fits or not, one can use the F-test. If $d$ is very large, we might have overparameterized the model, and having many irrelevant variables can easily lead to wrong conclusions and poor performance. Hence we are highly interested in reducing the dimension of the parameter vector $\widehat{\boldsymbol{\alpha}}$. For this reason, statisticians have, for a long time, considered model selection by searching among subsets of the possible explanatory variables, trying to find a few variables among the many which will adequately explain the dependent variable. The history of this approach goes back to the early 1960's when computers began to be used for data analysis and automatic
variable selection became a possibility. A natural approach is via hypothesis testing; for instance, we can use the $T$-test to accept or reject the hypothesis $\alpha_{i}=0$ for some $1 \leq i \leq d$. If $d$ is large, we need to test simultaneously the hypothesis $\alpha_{i_{1}}=\alpha_{i_{2}}=\ldots=\alpha_{i_{m}}=0$, for some $m \in \mathbb{N}$. By combining the $T$-tests, a popular approach is to consider the statistic $\left(\widehat{\alpha}_{i_{1}}, \ldots, \widehat{\alpha}_{i_{m}}\right) \widehat{\Sigma}\left(\widehat{\alpha}_{i_{1}}, \ldots, \widehat{\alpha}_{i_{m}}\right)^{T}$. Let $\boldsymbol{\alpha}=\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{m}}\right)^{T}$ be the true parameter vector. Inference may then be based on the ellipsoids
$\left\{\boldsymbol{\alpha} \in \mathbb{R}^{m} \mid\left(\widehat{\alpha}_{i_{1}}-\alpha_{i_{1}}, \ldots, \widehat{\alpha}_{i_{m}}-\alpha_{i_{m}}\right) \widehat{\Gamma}^{-1}\left(\widehat{\alpha}_{i_{1}}-\alpha_{i_{1}}, \ldots, \widehat{\alpha}_{i_{m}}-\alpha_{i_{m}}\right)^{T} \leq m^{-1} \chi_{q}^{2}(m)\right\}$,
where $\widehat{\Gamma}$ denotes an estimator of the covariance matrix $\Gamma$ and $\chi_{q}^{2}(m)$ is the $q$ quantile of the chi-square distribution with $m$ degrees of freedom. This approach seems reasonable, but it has some drawbacks. Since one essentially sums up all the errors, it is difficult to provide inference for single elements. This is especially the case if $m$ is large. Hence it is desirable to have a procedure which is essentially invariant of $m$ and which allows for simple inference for the single elements.

Before investigating which, if any, parameters are redundant, it has become common practice to first establish an upper bound for $d$. This approach goes back to the 1960's, path breaking contributions are due to [1] and [86, 87]. The idea is to optimize over the penalized form

$$
\begin{equation*}
\min \{R S S(\text { Model })+\lambda(d) \text { Model Complexity }\} \tag{1.1.4}
\end{equation*}
$$

where $R S S$ denotes the sum of squares of some residuals, and the model complexity is the number of variables $\boldsymbol{\alpha}=\left(\alpha_{i_{1}}, \ldots, \alpha_{i_{d}}\right)^{T}$ used in forming the model. Early formulations used $\lambda(d)=2 \sigma^{2}$, where $\sigma^{2}$ is the assumed variance of the noise $\left\{\epsilon_{i}\right\}_{i \in \mathbb{N}}$ in 1.1.1. The overall idea is to impose a cost on large complex models. More recently, one sees proposals of the form $\lambda(d)=2 \sigma^{2} \log d$ or $\lambda(d)=2 \sigma^{2} \log \log d$. With these logarithmic penalties, one takes into account in an appropriate way the true effects of searching for variables to be included among many variables. This approach stems from information theoretic arguments, and a variety of results indicate that this form of logarithmic penalty is quite satisfactory; for a survey see [31] and [82]. That is, with this logarithmic penalty, one can mine one's data to one's taste, while controlling the risk of finding spurious structure. The logarithm increases slowly with $d$, a faster increase would indicate that automatic variable selection is in general hopeless: one loses too much by searching for the right variables. Having decided upon a specific choice of $d$, one can then use the ellipsoid in (1.1.3) to single out redundant parameters. This procedure is commonly referred to as subset-modelling, and is an active field of
research.

## Covariance Estimation

An important concept in probability theory and statistics is dependence. A lot of different dependence concepts and models have been established over the past years, such as Markov chains, martingales, mixing, etc. More recently, emphasis has been put on various projective dependence measures, see for instance [41, 129]. A fundamental concept in multivariate analysis is covariance, and more recently, also copulas. Suppose that we have data $\left\{X_{i, j}\right\}_{1 \leq i \leq n, 1 \leq j \leq d}$ where the vectors $X^{(i)}=\left(X_{i, j} \mid 1 \leq j \leq d\right)$ are assumed to be samples from a Gaussian distribution with mean zero and covariance $\Gamma$. We are interested in knowing whether $\Gamma=I$ as compared to $\Gamma \neq I$, where $I$ denotes the identity. In the spirit of principal component analysis, and depending on the alternative hypothesis, it is natural to rephrase the question as $\lambda_{1}=1$ versus $\lambda_{1}>1$, where $\lambda_{1}$ is the top eigenvalue of the covariance matrix. It then becomes natural to develop a test based on $l_{1}$, the top eigenvalue of the empirical covariance matrix $\widehat{\Gamma}$. Thus, finding the asymptotic null distribution of $l_{1}$ is very important. Exact formulas go back to Anderson (1962), but are not very useful in practice; already for moderate $d$, and also if $n$ is proportional to $d$, one cannot apply them since they are extremely complicated. We are interested, instead, in a simple approach assuming that $d$ is large. Suppose we are in a setting of many observations and many variables. What is the behavior of the top eigenvalue of $\widehat{\Gamma}$ ? Consider the case where $d / n \rightarrow \beta$, i.e. we have large dimension and large sample size. This problem has been studied for decades; see [32] for references. Classical results in random matrix theory, e.g. the Wigner semicircle law, concern infinite matrices and give information about the bulk spectrum of $\widehat{\Gamma}$; but unfortunately they do not accurately predict the top eigenvalue. Tracy and Widom introduced substantial new ideas in the study of the top eigenvalues of certain ensembles of infinite random matrices, and finally Johnstone [72], extending and adapting this work to a statistical setting, has been able to obtain asymptotic results for the top eigenvalue of $\widehat{\Gamma}$ in the so-called null case. This, however, requires knowledge of the single parameters $\mu_{j}=\mathbb{E}\left(X_{j}^{(i)}\right)$ and $\sigma_{i}^{2}=\operatorname{Var}\left(X_{j}^{(i)}\right)$, in particular one needs that $\mu_{1}=\ldots=\mu_{d}$, and $\sigma_{1}^{2}=\ldots=\sigma_{d}^{2}$. There seems to be evidence that even if these conditions are violated, $l_{1}$ will asymptotically follow the Tracy-Widom law. There is another promising approach due to T. Jiang [71]. Instead of considering the maximum eigenvalue $l_{1}$, he considers the maximum entry of the empirical correlation matrix $\widehat{\Sigma}$. Denote this entry with $\max |\widehat{\Sigma}|$. Then, based on methods developed by Dembo et al. [36, 37], he shows that, given appropriate moment assumptions,

$$
\begin{equation*}
n(\max |\widehat{\Sigma}|)^{2}-4 \log n+\log \log n \xrightarrow{w} G, \tag{1.1.5}
\end{equation*}
$$

where $G$ is an extreme value distribution. Empirical studies show that the results, though derived asymptotically, are useful for small $d$ as well. Hence one obtains, from a high-dimensional analysis, useful results in moderate dimensions.

A related problem is the following. Suppose that we are given a time series $\left\{X_{k}\right\}_{k \in \mathbb{N}}$, possibly non-Gaussian, and we want to test $\mathbb{E}\left(X_{h} X_{0}\right)=\phi_{h}=0$ for $h \in \mathcal{I}$, where $\mathcal{I}$ is some index set with $|\mathcal{I}|=d$. Such a test is important in the inference of stochastic processes. For example, after a model is fitted to some observed data, one would like to inspect the residuals and perform model diagnostics. If the residuals do not behave like a white noise sequence, one may need to find a better model which can capture more structural information from the data. Various tests for white noise have been proposed in the literature: they include Fisher's test, generalized likelihood ratio test, and the Neyman test, see Section 7.4 in [49. Another general test is the Ljung-Box test, proposed in [83], which has the form

$$
\begin{equation*}
\mathcal{Q}_{L B}=n(n+2) \sum_{k=1}^{d} \frac{\widehat{\rho}_{k}^{2}}{n-k}, \quad \text { where } \widehat{\rho}_{k}^{2}=\frac{\widehat{\phi}_{k}}{\widehat{\phi}_{0}} \tag{1.1.6}
\end{equation*}
$$

and behaves as $\chi^{2}(d)$ if the sample size $n$ is large enough. Recently, Wu [131] proposed the test statistic

$$
\begin{equation*}
\mathcal{Q}_{W}=\max _{1 \leq h \leq d}\left|\frac{\widehat{\phi}_{k}}{\widehat{\phi}_{0}}\right|, \tag{1.1.7}
\end{equation*}
$$

and established an upper tail bound for the asymptotic distribution of $\mathcal{Q}_{W}$ (suitably normalized) under general dependence conditions, if $d=d_{n}$ is of the magnitude $\mathcal{O}\left(n^{1 / 2}(\log n)^{-1 / 2}\right)$. He then used his result to demonstrate that a test based on (1.1.7) has far more power than the Ljung-Box test based on (1.1.6). Moreover, his test is practically invariant to the dimension $d=d_{n}$, which is another attractive feature. However, showing that $\mathcal{Q}_{W}$ (suitably normalized) converges weakly to an extreme value distribution is a much harder problem than it was in the previous case of the correlation matrix $\widehat{\Sigma}$. Due to the more complicated dependence structure, arguments based on [36, 37] cannot be used, and another approach needs to be developed.

### 1.1.2 The 'blessings' of high dimension and the main question

In the previous examples we have seen that using the maximum function as a statistic yields very good results. A possible explanation is the concentration of
measure phenomenon, a terminology introduced by V. Milman for a remarkable fact about probabilities on product spaces in high dimensions. Suppose we have a Lipschitz function $f$ on the $d$-dimensional sphere. Place a uniform measure $P$ on the sphere, and let $X$ be a random variable with law $P$. Then

$$
\begin{equation*}
P\left(|f(X)-\mathbb{E}(f(X))|_{d}>t\right) \leq C_{1} \exp \left(-C_{2} t^{2}\right) \tag{1.1.8}
\end{equation*}
$$

where $|.|_{d}$ denotes the usual Euclidian norm, and $C_{1}, C_{2}$ are constants independent of $f$ and of the dimension. In short, a Lipschitz function is nearly constant for large $d$. But even more importantly: the tails behave at worst like a scalar Gaussian random variable with controlled mean and variance. Variants of this phenomenon are known for many high-dimensional situations; e.g. discrete hypercubes $\mathbb{Z}_{2}^{d}$ with the Hamming distance. The roots of these phenomena are quite old: they go back to the isoperimetric problem of classical geometry. Milman credits Paul Lévy with the first modern general recognition of the phenomenon. There is a vast literature on this problem and we find that using the maximal function fits well into this framework. Suppose we take the maximum of $d$ i.i.d. Gaussian random variables $X_{1}, \ldots, X_{d}$. As the maximum is a Lipschitz functional, we know from the concentration of measure principle that the distribution of the maximum behaves not worse than a standard normal distribution in the tails. Using other arguments, one can show that

$$
\begin{equation*}
\limsup _{d \rightarrow \infty}(2 \log d)^{1 / 2} \frac{\max \left(X_{1}, \ldots, X_{d}\right)-(2 \log d)^{1 / 2}}{\log \log d}=\frac{1}{2} \tag{1.1.9}
\end{equation*}
$$

hence the chance that the maximum exceeds $\sqrt{2 \log d}+t$ decays very rapidly in $t$. These properties indicate that the statistic $\max \left(X_{1}, \ldots, X_{d}\right)$ is a promising candidate when one is dealing with higher dimensions. To highlight the advantages, let us, for comparison, consider the well-known $\chi^{2}(d)$ based test statistics, and the corresponding ellipsoids. Suppose that we have a sample of $n$ random variables $\mathbf{X}_{(n)}=\left(X_{1}, \ldots, X_{n}\right)$, and we have a collection of estimators

$$
\begin{equation*}
\mathbf{g}_{(d)}=\left(g_{1}\left(X_{1}, \ldots, X_{n}\right), \ldots, g_{d}\left(X_{1}, \ldots, X_{n}\right)\right)^{T} \tag{1.1.10}
\end{equation*}
$$

based on the sample $\mathbf{X}_{(n)}$. Suppose that a multivariate CLT is valid, i.e.

$$
\begin{equation*}
\sqrt{n}\left(\mathbf{g}_{(d)}-\mathbb{E}\left(\mathbf{g}_{(d)}\right)\right) \xrightarrow{w} \mathcal{N}(0, \Gamma), \tag{1.1.11}
\end{equation*}
$$

where $\Gamma$ is some covariance matrix. Let $\mathbb{E}\left(\mathbf{g}_{(d)}\right)^{T}=\Theta_{d}=\left(\theta_{1}, \ldots, \theta_{d}\right)$. Then, in spirit of the $\chi^{2}(d)$ based tests mentioned earlier, we can formulate the confidence ellipsoids

$$
\begin{equation*}
\left\{\boldsymbol{\Theta}_{d} \mid\left(\mathbf{g}_{(d)}-\boldsymbol{\Theta}_{d}\right)^{T} \widehat{\Gamma}^{-1}\left(\mathbf{g}_{(d)}-\boldsymbol{\Theta}_{d}\right) \leq n^{-1} \chi_{1-\alpha}^{2}(d)\right\} \tag{1.1.12}
\end{equation*}
$$

where $\widehat{\Gamma}$ is an estimator of the covariance matrix, and $\chi_{1-\alpha}^{2}(d)$ the quantile of the $\chi^{2}$ distribution with $d$ degrees of freedom, corresponding to the confidence level $1-\alpha$. In contrast, consider now the statistic

$$
\begin{equation*}
\mathcal{V}_{d}=\sqrt{n} \max _{1 \leq h \leq d} \widehat{\gamma}_{h, h}^{-1}\left|g_{h}\left(X_{1}, \ldots, X_{n}\right)-\theta_{h}\right|, \tag{1.1.13}
\end{equation*}
$$

where $\widehat{\gamma}_{h, h}^{2}$ denotes an estimator of the diagonal elements $\gamma_{h, h}^{2}$ of the covariance matrix $\Gamma$. Suppose that we have

$$
\begin{equation*}
a_{d}^{-1}\left(\mathcal{V}_{d}-b_{d}\right) \xrightarrow{w} G, \tag{1.1.14}
\end{equation*}
$$

for some sequences $a_{d}, b_{d}$, where $G$ is an extreme value distribution. Then we can formulate the simultaneous confidence band

$$
\begin{equation*}
\left\{\boldsymbol{\Theta}_{d}\left|\sqrt{n} \max _{1 \leq h \leq d} \widehat{\gamma}_{h, h}^{-1}\right| g_{h}\left(X_{1}, \ldots, X_{n}\right)-\theta_{h} \mid \leq a_{d} G_{1-\alpha}+b_{d}\right\}, \tag{1.1.15}
\end{equation*}
$$

where $G_{1-\alpha}$ corresponds to the quantile of an extreme value distribution with confidence level $1-\alpha$. Since we assumed that the (multivariate) CLT is valid, one can expect (and indeed this is the case), that $a_{d} G_{1-\alpha}+b_{d}$ is of the magnitude $\mathcal{O}(\sqrt{2 \log d})$. Compared to the ellipsoid given in (1.1.12), the above confidence band now has the following advantages:
(i) it is essentially invariant to the dimension $d$ if $d$ is large enough,
(ii) yields a much smaller confidence region since $2 \log d \ll d$,
(iii) only requires to estimate the variances $\gamma_{h, h}^{2}$,
(iv) provides immediate inference for the single estimators $g_{h}\left(X_{1}, \ldots, X_{n}\right)$.

It is therefore natural to pose the following question:
When does (1.1.14), i.e. weak convergence to an extreme value distribution hold?
The answer to this question depends on the relation between the growth rate of the dimension $d=d_{n}$ and the sample size $n$. Note that in the extreme case of independence we can choose $d=d_{n}=n$. It is, however, impossible to reach this rate in general. On the other hand, it is not hard to show that if the multivariate CLT holds for all fixed $d$, then there exists a sequence $d_{n} \rightarrow \infty$ such that 1.1.14 is valid. However, a logarithmic growth rate of $d$ would be undesirable, since it provides no practical use. Hence, we should reformulate the above question to

Given a dependence condition, what is the highest growth rate of $d=d_{n}$ such that 1.1.14) holds?

The aim of this thesis is to provide partial answers to this question in several different settings. The thesis is structured as follows. In Chapter 2, we outline some technical difficulties, and which tools one may use to circumvent them. Motivated by covariance estimators, a very general approach is then presented in Chapter 3, which allows for a growth rate of essentially $d_{n}=\mathcal{O}(\log n)$, if the sample size is $n$. In chapter 4, we show that by strengthening some of the structural assumptions, one may obtain a growth rate of $\mathcal{O}\left(n^{1 / 6}(\log n)^{-\alpha / 3}\right)$, $\alpha>3$. Chapter 5 addresses the problem of establishing simultaneous confidence bands for the Yule-Walker estimators in case of autoregressive processes, which also leads to new estimators for the possible order of such processes. Finally, chapter 6 deals with change-point analysis if the dimension increases, and the problem of detecting global and local changes.

## Chapter 2

## Tools

As outlined in the previous chapter, our ultimate goal is to establish weak convergence of extremal statistics such that the growth rate of the dimension is as large as possible. There is a wide literature on extreme values of dependent random variables which gives precise conditions when and how fast the maximum of a dependent sequence converges weakly to an extreme value distribution. In particular, the well known conditions $D\left(u_{n}\right)$ and $D^{*}\left(u_{n}\right)$ of Leadbetter [79] (see also [80, 84]) provide a satisfactory solution. However, verifying $D\left(u_{n}\right)$ and $D^{*}\left(u_{n}\right)$ in the situations investigated in our dissertation (such as extremal statistics involving covariances) is a very difficult technical problem. If $u_{n}$ is an increasing sequence tending to infinity and we set $Y_{h, n}=\sqrt{n}\left(g_{h}\left(X_{1}, \ldots, X_{n}\right)-\theta_{h}\right)$, $1 \leq h \leq d_{n}$, where $g_{h}\left(X_{1}, \ldots, X_{n}\right)$ is as in (1.1.10), condition $D\left(u_{n}\right)$ can be formulated as

Condition $D\left(u_{n}\right)$. There exists a sequence $\alpha_{n, l}$, with $\lim _{n \rightarrow \infty} \lim _{l \rightarrow \infty} \alpha_{n, l}=0$ such that for any $1 \leq i \leq j \leq d_{n}$ with $j-i \geq l$ we have

$$
\left|P\left(\max _{1 \leq h \leq d_{n}} Y_{h, n} \leq u_{n}\right)-P\left(\max _{1 \leq h \leq i} Y_{h, n} \leq u_{n}\right) P\left(\max _{j \leq h \leq d_{n}} Y_{h, n} \leq u_{n}\right)\right| \leq \alpha_{n, l} .
$$

Typically, the sequence $u_{n}$ is chosen to satisfy the condition

$$
\begin{equation*}
P\left(Y_{h, n}>u_{n}\right)=\frac{z}{d_{n}}+\mathcal{O}\left(d_{n}^{-1}\right), \tag{2.0.1}
\end{equation*}
$$

since then one can show that

$$
\exp (-z) \leq \liminf _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}} Y_{h, n} \leq u_{n}\right)
$$

We will discuss this point in detail later. Now let us take a closer look at condition $D\left(u_{n}\right)$. If we assume that $\left\{Y_{h, n}\right\}_{1 \leq h \leq d_{n}}$ is an array of Gaussian random variables,
then it is possible (cf. [17, 38]) to verify condition $D\left(u_{n}\right)$ if the array satisfies one of the conditions
(a) $\sum_{h=1}^{\infty} r_{h}^{2}<\infty$,
(b) For some $\beta>0$ we have $r_{h}(\log h)^{2+\beta} \rightarrow 0$,
where $r_{h}:=\lim \sup _{n \rightarrow \infty} \sup _{|i-j| \geq h}\left|\mathbb{E}\left(Y_{i, n} Y_{j, n}\right)\right|$, and we require in addition $r_{1}<1$. Unfortunately, however, the array $\left\{Y_{h, n}\right\}_{1 \leq h \leq d_{n}}$ is not Gaussian in our case. If the multivariate CLT holds, we are close to a Gaussian distribution, but we need to quantify this closeness by either a distributional or a.s. remainder term. Hence the following approach seems reasonable:
(1) Show that $\left\{Y_{h, n}\right\}_{1 \leq h \leq d_{n}}$ is 'close enough' to a Gaussian vector,
(2) use this to verify that the conditions $D\left(u_{n}\right)$ and $D^{*}\left(u_{n}\right)$ are valid.

Note that point (2) actually amounts to verifying the conditions (a), (b) given above, hence the major task is to deal with (1). The issue of Gaussian approximation has been studied for decades in the literature, and is still a very active field of research. Depending on the actual need, one may essentially distinguish between strong invariance principles, and Berry-Esséen type results; a small overview is given in the next sections.

### 2.1 Berry-Esséen type results

The first results concerning the remainder term in the CLT were obtained by A.M. Lyapunov in his works of 1900-1901. His investigations inspired many scientists to begin the analysis of approximation errors in limit theorems. A famous contribution is the Berry-Esséen theorem proved in the early 1940's. Since then, many authors have studied this problem in a variety of different situations. Roughly speaking, one can classify them according to the following three categories:
(1) the probability metric used,
(2) the dependence condition of the involved random variables,
(3) the space of the random variables.

In this section, we will restrict ourselves to the space $\mathbb{R}^{d}$; for results in more general spaces, see for instance [77, 107, 110, 139] and the references there. The
classical Berry-Esséen theorem says that, given an i.i.d. sequence of zero mean random variables $X_{1}, \ldots, X_{n}$, we have for some $C>0$

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|P\left(n^{-1 / 2} \sigma^{-1}\left(X_{1}+\ldots+X_{n}\right) \leq x\right)-\Phi(x)\right| \leq \frac{C \mathbb{E}\left|X_{1}\right|^{3}}{\sqrt{n}} \tag{2.1.1}
\end{equation*}
$$

where $\sigma^{2}=\mathbb{E}\left(X_{1}^{2}\right)$, and $\Phi(x)$ denotes the standard normal distribution function. The function that measures the discrepancy between the two probability measures above, is in fact, a metric. Let $P, Q$ be two probability measures on $\mathbb{R}^{d}$, and denote with $P_{n}$ the measure induced by the normalized sum $S_{n}=n^{-1 / 2} \sum_{k=1}^{n} X_{k}$. Then the metric $d_{\mathcal{U}}(P, Q)$ defined by

$$
\begin{equation*}
d_{\mathcal{U}}(P, Q)=\sup _{x \in \mathbb{R}^{d}}|P(x)-Q(x)| \tag{2.1.2}
\end{equation*}
$$

is often referred to as the Kolmogorov or uniform metric, and we may rewrite (2.1.1) as

$$
\begin{equation*}
d_{\mathcal{U}}\left(P_{n}, \Phi\right) \leq C \frac{C \mathbb{E}\left|X_{1}\right|^{3}}{\sqrt{n}} \tag{2.1.3}
\end{equation*}
$$

Several other metrics have also been proposed, e.g., the mean metric

$$
\begin{equation*}
\zeta_{1}(P, Q)=\int|P(x)-Q(x)| d x \tag{2.1.4}
\end{equation*}
$$

or the distance of total variation

$$
\begin{equation*}
d_{\mathcal{V}}(P, Q)=\sup \{|P(A)-Q(A)|: A \in \mathfrak{B}\}, \tag{2.1.5}
\end{equation*}
$$

where $\mathfrak{B}$ denotes the class of Borel sets. The concept of considering a metric on a particular type of sets has proved to be very useful; frequently used classes are $\mathfrak{C}$, the set of all convex sets, and $\mathfrak{S}$, the set of all spheres. One of the most convenient metrics in general probability theory is the Lévy-Prokhorov metric defined as

$$
\begin{equation*}
\pi(P, Q, \mathfrak{B})=\inf \left\{\epsilon: Q(A) \leq P\left(A^{\epsilon}\right)+\epsilon, P(A) \leq Q\left(A^{\epsilon}\right)+\epsilon \text { for all } A \in \mathfrak{B}\right\} \tag{2.1.6}
\end{equation*}
$$

where $A^{\epsilon}=\{x \mid d(x, A)<\epsilon\}$ and $d(.,$.$) it is some metric on \mathbb{R}^{d}$. This metric has remarkable properties, and in some sense, is the weakest possible (cf. [110, Section 2.1]).

### 2.1.1 I.I.D. random variables

In the one dimensional case, it is known that the Berry-Esséen estimate in 2.1.1 is optimal, namely there exist measures $P_{n}$ such that

$$
\lim _{n \rightarrow \infty} \sqrt{n} d_{\mathcal{U}}\left(P_{n}, \Phi\right)=C>0
$$

Ibragimov [67] and Ibragimov and Linnik 68] showed that the finiteness of the moment $\mathbb{E}\left|X_{1}\right|^{2+\delta}, 0<\delta<1$, guarantees the decrease rate $n^{-\delta / 2}$ for $d_{\mathcal{U}}\left(P_{n}, \Phi\right)$ as $n$ tends to infinity, and this rate is unimprovable. For $\delta \geq 1$, we have $d_{\mathcal{U}}\left(P_{n}, \Phi\right)=\mathcal{O}\left(n^{-1 / 2}\right)$, and it is already mentioned above that this estimate is sharp in the general case. The convergence rate in the CLT has been studied for practically all known metrics; for most of them the analogue of the BerryEsséen estimate holds, i.e. the convergence rate is $\mathcal{O}\left(n^{-1 / 2}\right)$. A notable exception is the total variation metric, see e.g. [110].

In theory, the distribution of the sum $S_{n}=n^{-1 / 2} \sum_{k=1}^{n} X_{k}$ can be expressed by convolutions, but evaluating these directly is generally impossible. A natural tool to handle them is Fourier analysis, and in one dimension the use of characteristic functions is a very effective method. However, in higher dimensions characteristic functions no longer lead to optimal results, for a discussion see [110, Section 3.6]. Thus finding a different approach is an important question, which was exhaustively answered by Zolotarev [139], who introduced the $s$-metric $\zeta_{s}$, which is an example of the so-called ideal metrics. Ideal metrics have the properties of semiadditivity and homogeneity of order $s$ (cf. [110]), which makes deductions of convergence rate estimates very simple. Let $s>0$. Then we can represent $s$ as $s=m+\alpha$, where $[s]=m$ denotes the integer part, and $0 \leq \alpha<1$. Let $\mathfrak{F}_{s}$ be the class of all real-valued functions $f$ such that the $m$-th derivative exists, is bounded and satisfies

$$
\begin{equation*}
\left|f^{(m)}(x)-f^{(m)}(y)\right| \leq|x-y|^{\alpha} . \tag{2.1.7}
\end{equation*}
$$

The metric $\zeta_{s}$ for two probability measures $P, Q$ is then defined as

$$
\zeta_{s}(P, Q)=\sup \left\{\left|\int f(x)(P-Q)(d x)\right|: f \in \mathfrak{F}_{s}\right\}
$$

The $s$-metrics are not very strong metrics, they are, however, stronger than the Lévy-Prokhorov metric; in fact, the following estimates (cf. [110, Theoerem 6.4.2]) are valid.

Theorem 2.1.1. Let $P, Q$ be probability measures on $\mathbb{R}^{d}$. Then the inequalities

$$
\begin{aligned}
& \pi(P, Q, \mathfrak{C}) \leq c d^{1 / 8} \zeta_{s}(P, Q)^{1 / 4} \\
& \pi(P, Q, \mathfrak{B}) \leq c d^{1 / 4} \zeta_{s}(P, Q)^{1 / 4}
\end{aligned}
$$

are valid, where $c$ is an absolute constant.
These inequalities, together with the properties of the $s$-metric, provide an essential tool, and will in fact give the largest growth rate of the dimension $d_{n}$ in 1.1.14).

### 2.1.2 Dependent random variables

In case of dependent random variables, the techniques presented in the previous section are no longer directly applicable. However, by various blocking and truncation arguments, one may construct an approximation with independent random variables, and then use the results from the previous section. There exist, however, completely different methods, which rely heavily on the assumed dependence condition. The most popular dependence structure is the class of martingales. The problem of embedding a martingale $\left\{M_{t}\right\}_{t \geq 0}$ into Brownian motion goes back to Skorohod, and has been considered by many authors. For more details, we refer to the next section. This embedding procedure is a very powerful tool, and leads to the theorem below, proved by Brown and Heyde in [27] (see also [58]). To formulate the result, let $\left\{X_{n}, \mathcal{F}_{n}, n=0,1,2 \ldots\right\}$, be a martingale with $X_{0}=0$ a.s., $X_{n}=\sum_{i=1}^{n} Y_{i}, n \geq 1$, and $\mathcal{F}_{n}$ the $\sigma$-field generated by $X_{0}, X_{1}, \ldots, X_{n}$. Put

$$
\begin{equation*}
\sigma_{n}^{2}=\mathbb{E}\left(Y_{n}^{2} \mid \mathcal{F}_{n-1}\right), \quad s_{n}^{2}=\sum_{k=1} \mathbb{E}\left(\sigma_{k}^{2}\right), \tag{2.1.8}
\end{equation*}
$$

and suppose that there is a constant $0<\delta \leq 1$ such that $\mathbb{E}\left|Y_{n}\right|^{2+2 \delta}<\infty$, $n=1,2, \ldots$.

Theorem 2.1.2. There exist positive constants $K_{1}, K_{2}$, depending only on $\delta$, such that

$$
\begin{align*}
& \sup _{x \in \mathbb{R}}\left|P\left(X_{n} \leq s_{n} x\right)-\Phi(x)\right| \\
& \leq K_{1}\left(s_{n}^{-2-2 \delta} \sum_{k=1}^{n} \mathbb{E}\left|Y_{k}\right|^{2 \delta}+\mathbb{E}\left|\left(\sum_{k=1}^{n} \sigma_{k}^{2}\right)-\sigma_{n}^{2}\right|^{1+\delta}\right)^{1 /(3+2 \delta)}  \tag{2.1.9}\\
& \leq K_{2}\left(s_{n}^{-2-2 \delta} \sum_{k=1}^{n} \mathbb{E}\left|Y_{k}\right|^{2 \delta}+\mathbb{E}\left|\left(\sum_{k=1}^{n} Y_{k}^{2}\right)-\sigma_{n}^{2}\right|^{1+\delta}\right)^{1 /(3+2 \delta)} \tag{2.1.10}
\end{align*}
$$

where $\Phi(x)$ denotes the distribution function of the standard normal distribution.
This result has been generalized and refined over the years, see for instance [28, 70] and the references there. Many classes of sequences of r.v.'s can be approximated by martingales, leading to more general results. Another powerful method
is Stein's method, originally developed to deal with the CLT. In connection with Mallivian calculus, this enables one to obtain Berry-Esseen type results and applies even for noncentral limit theorems when the underlying processes have long memory (cf. [23, 94, 95]).

### 2.2 Strong invariance principles

In many applications, a normal approximation presented as in the previous section is not sufficient. Instead of quantifying the difference of the measures via various metrics, one is rather interested in constructing normal approximations on the same probability space. The method and the quality of such approximations depend heavily on the dependence structure of the underlying random variables $X_{1}, X_{2}, \ldots$. The most frequently studied cases are where the $X_{k}$ are either independent, or martingale differences. All other cases can be reduced, in some way or other, to one of the latter problems.

### 2.2.1 Martingales

Many important stochastic processes, when suitably scaled, can be embedded into a Brownian motion $\left\{W_{t}\right\}_{t \geq 0}$. Such an embedding was first introduced by Skorohod [117], and was later extended to martingales and semimartingales, (cf. [43, 44, 90, 118]). For the question which probability measures can be embedded into a Brownian motion, we refer to [91] and in particular to [96], which gives a complete survey on this topic.
Theorem 2.2.1. Let $\left\{S_{n}=\sum_{k=1}^{n} X_{k}, \mathcal{F}_{n}, n \geq 1\right\}$ be a zero mean, square integrable martingale. Then there exists a probability space supporting a standard Brownian motion $\left\{W_{t}\right\}_{t \geq 0}$ and a sequence of nonnegative variables $\tau_{1}, \tau_{2} \ldots$ with the following properties. If $T_{n}=\sum_{h=1}^{n} \tau_{h}, S_{n}^{\prime}=W\left(T_{n}\right), X_{1}^{\prime}=S_{1}^{\prime}, X_{n}^{\prime}=$ $S_{n}^{\prime}-S_{n-1}^{\prime}$, for $n \geq 2$, and $\mathcal{G}_{n}$ is the $\sigma$-field generated by $S_{1}^{\prime}, \ldots, S_{n}^{\prime}$ and $W_{t}$ for $0 \leq t \leq T_{n}$, then
(i) $\left\{S_{n}, n \geq 1\right\} \stackrel{d}{=}\left\{S_{n}^{\prime}, n \geq 1\right\}$,
(ii) $T_{n}$ is $\mathcal{G}_{n}$-measurable,
(iii) For each real number $r \geq 1$,

$$
\mathbb{E}\left(\tau_{n}^{r} \mid \mathcal{G}_{n-1}\right) \leq C_{r} \mathbb{E}\left(\left|X_{n}^{\prime}\right|^{2 r} \mid \mathcal{G}_{n-1}\right)=C_{r} \mathbb{E}\left(\left|X_{n}^{\prime}\right|^{2 r} \mid X_{n-1}^{\prime}, \ldots, X_{1}^{\prime}\right) \quad \text { a.s. }
$$

where $C_{r}=2\left(8 / \pi^{2}\right)^{r-1} \Gamma(r+1)$, and
(v) $\mathbb{E}\left(\tau_{n} \mid \mathcal{G}_{n-1}\right)=\mathbb{E}\left(X_{n}^{\prime 2} \mid \mathcal{G}_{n-1}\right)$.

The above theorem is an essential tool in deriving both CLT's, strong invariance principles and the LIL for various processes that can be approximated by martingales. For example, consider a stationary, ergodic sequence $\left\{X_{k}\right\}_{k \in \mathbb{N}}$. The usual steps are
(i) Decompose $S_{n}=\sum_{k=1}^{n} X_{k}$ into $M_{n}+A_{n}$, where $M_{n}$ is a martingale with respect to some filtration $\mathcal{F}_{n}$.
(ii) Show that $\max _{1 \leq k \leq n}\left|A_{k}\right|=\mathcal{O}\left(n^{1 / 2}\right)$ a.s.
(iii) Prove that the increments $\Delta M_{k}=M_{k}-M_{k-1}$ satisfy

$$
\sum_{k=1}^{n}\left(\Delta M_{k}\right)^{2}=n \sigma^{2}+\mathcal{O}(n) \quad \text { a.s. } \quad \text { for some } \sigma^{2} \geq 0
$$

(iv) Use results about the increments of a Brownian motion (cf. ) to deduce that

$$
\begin{equation*}
S_{n}-\sigma W_{n}=\mathcal{O}\left(n^{1 / 2}\right) \quad \text { a.s. } \tag{2.2.1}
\end{equation*}
$$

Much of the research in this area has naturally been devoted to the question under what conditions this approach is possible, and which approximation rates can be obtained. Note that point (iii) implies that the best possible approximation rate in (2.2.1) is $\mathcal{O}\left(n^{1 / 4}\right)$, since we cannot obtain a better convergence rate than $\mathcal{O}\left(n^{1 / 2}\right)$ in (iii). Very recent and optimal results which address this question are due Wu [130], Wu and Woodroofe and . One of the main advantages of the embedding method lies in its generality, but there are also some drawbacks. One of those is the convergence rate, which is not sufficient in many cases, another one is that, in general, this method breaks down in higher dimensions. It is possible to embed a $d$-dimensional process in a $d$-dimensional Brownian motion, see e.g. the excellent survey of Obloj [96] and the references therein, but the stopping times are no longer as tractable as in Theorem 2.2.1.

### 2.2.2 I.I.D. approximations

Let $X_{1}, X_{2}, \ldots$ be independent and identically distributed random variables with zero mean and unit variance, and define $S_{n}=\sum_{k=1}^{n} X_{k}$. By the strong law of large numbers we have $n^{-1} S_{n} \rightarrow 0$ almost surely as $n \rightarrow \infty$. Rates of convergence in this result are provided by the CLT and the LIL. For a long time, the Skorohod embedding scheme described in the previous section provided the best known Wiener approximation for the partial sums $S_{n}$ and the question was posed whether this constitutes the best possible approximation or not. This question
was answered in the negative by Csörgő and Révész in [30], who introduced a completely different method to approximate partial sums of i.i.d. random variables and used this to show that under some (rather restrictive) conditions there is a version of $S_{n}$ and a Brownian motion $\left\{W_{t}\right\}_{t \geq 0}$ such that almost surely

$$
\left|S_{n}-W_{n}\right|=\mathcal{O}\left(n^{1 / 6+\epsilon}\right), \quad \epsilon>0
$$

Their key idea, namely constructing an approximating sequence via the quantile transformation, was substantially refined in the celebrated Hungarian construction of Komlós, Major and Tusnády [74, 75, 76], who proved the following.

Theorem 2.2.2. Let $X, X_{1}, X_{2}, \ldots$ be i.i.d. random variables with mean zero, variance 1 and satisfying $\mathbb{E}(\exp (t X))<\infty$ for some $|t| \leq t_{0}$. Then the sequence $\left(X_{k}\right)_{k \geq 1}$ can be redefined on a suitable probability space together with a sequence $\left(Y_{k}\right)_{k \geq 1}$ of i.i.d. standard Gaussian random variables such that putting $S_{n}=\sum_{k=1}^{n} X_{k}, T_{n}=\sum_{k=1}^{n} Y_{k}$ we have for all $x>0$ and every $n$

$$
P\left(\max _{k \leq n}\left|S_{k}-T_{k}\right|>C \log n+x\right)<K \exp (-\lambda x)
$$

where $C, K, \lambda$ depend only on $F$, and $\lambda$ can be taken as large as desired by choosing $C$ large enough. Consequently, $\left|S_{n}-T_{n}\right|=\mathcal{O}(\log n)$ a.s.

If only the first $p>2$ moments of $X$ exist, the analogous result to the above is

Theorem 2.2.3. Suppose that $\mathbb{E}|X|^{p}<\infty, p>2$. Then for an appropriate construction we have

$$
\left|S_{n}-T_{n}\right|=\mathcal{O}\left(n^{1 / p}\right) \quad \text { a.s. }
$$

As it was also shown in [76], the above convergence rates are optimal. Sahanenko (1982) extended the Komlós-Major-Tusnády theorems for independent, not necessarily identically distributed random variables. A different, but very general approach was proposed by Berkes and Philipp [16], which provides approximation rates for possibly dependent random variables in $\mathbb{R}^{d}$ or more generally, in Hilbert spaces. This approach has been extended by various authors to a variety of different dependence conditions, see [31] for a general overview on these results. A novelty of this approach was that it allows approximation for sequences where $X_{n} \in \mathbb{R}^{d_{n}}$ with $d_{n} \rightarrow \infty$. Unfortunately, approximation rates like in Theorems 2.2 .2 and 2.2 .3 could not be obtained with this approach. It was therefore natural to ask if it is possible to extend the results of the Hungarian construction presented earlier to higher dimensions, i.e. for $d \geq 2$. Affirmative answers were
given by Einmahl [46], Einmahl and Mason [47], and Zaitsev [137, 138]. Recently, Berthet and Mason [18] (see also Einmahl and Mason [47]) pointed out that the Strassen-Dudley theorem (see Theorem 11.6.2 in [45]) in combination with a special case of Theorem 1.1 and Example 1.2 of Zaitsev [136] yields the following coupling inequality.

Lemma 2.2.4. Let $X_{1}, \ldots, X_{n}$ be independent, mean zero random vectors in $\mathbb{R}^{d}$, $d \geq 1$, such that for some $B>0,\left|X_{i}\right| \leq B, i=1, \ldots, n$, where $|$.$| denotes the$ usual Euclidian norm in $\mathbb{R}^{d}$. If the probability space is rich enough, then for each $\delta>0$, one can define independent normally distributed mean zero random vectors $\xi_{1}, \ldots, \xi_{n}$ with $\xi_{i}$ and $X_{i}$ having the same covariance matrix for $i=1, \ldots, n$, such that for universal constants $C_{1}>0$ and $C_{2}>0$,

$$
P\left\{\left|\sum_{i=1}^{N}\left(X_{i}-\xi_{i}\right)\right|>\delta\right\} \leq C_{1} d^{2} \exp \left(-\frac{C_{2} \delta}{B d^{2}}\right) .
$$

This coupling inequality will be an essential tool in proving some of the results presented in Chapters, and . Note that the dimension $d$ is contained explicitly in the bound, hence we will be able to give precise conditions on the growth rate of $d=d_{n}$. A drawback of Lemma 2.2.4 is that it is only valid for a sequence of bounded random variables, thus various truncation and blocking arguments are needed to make this result applicable in more general cases.

## Chapter 3

## Extremes of Covariances and a General Device

### 3.1 Introduction

Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be a stationary process with mean zero and finite variances and let $\phi_{h}=\mathbb{E}\left(X_{k} X_{k+h}\right), k, h \in \mathbb{Z}$ be the covariance function. A wide range of statistical techniques, including regression analysis, principal component analysis, cluster analysis, linear and quadratic discriminant analysis, require the estimation of covariances. A natural estimate is the sample covariance $\widehat{\phi}_{n, h}=\frac{1}{n} \sum_{i=h+1}^{n} X_{i} X_{i-h}$. Depending on the magnitude of $h$, a different normalization, such as $(n-h)^{-1}$ is often convenient. Studying the asymptotic properties of $\widehat{\phi}_{n, h}$ is very important for applications, and has been extensively discussed in the literature, see for instance [4, 25, 58, 60, 61, 124, 131] and the references therein. We formulate here some important contributions in more detail. Let $X_{k}=\sum_{i=0}^{\infty} \alpha_{i} \epsilon_{k-i}, k \in \mathbb{Z}$ be a linear process, where $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ is an IID sequence of real-valued random variables with $\mathbb{E}\left(\epsilon_{1}\right)=0, \mathbb{E}\left(\epsilon_{1}^{2}\right)<\infty$, and $\alpha_{i} \in \mathbb{R}$. In Brockwell and Davis [25, Section 7.2] it is shown that for bounded lags $0 \leq h \leq d$, a multidimensional CLT holds under the short memory condition $\sum_{i=0}^{\infty}\left|\alpha_{i}\right|<\infty$. More precisely, for any $d \in \mathbb{N}$ we have

$$
\begin{equation*}
n^{1 / 2}\left\{\left(\widehat{\phi}_{n, 0}, \widehat{\phi}_{n, 1}, \ldots, \widehat{\phi}_{n, d}\right)^{\mathbf{T}}-\left(\phi_{0}, \phi_{1}, \ldots, \phi_{d}\right)^{\mathbf{T}}\right\} \xrightarrow{d}\left\{\xi_{h}\right\}_{0 \leq h \leq d}, \tag{3.1.1}
\end{equation*}
$$

where $\left\{\xi_{h}\right\}_{h \in \mathbb{N}}$ is a mean zero Gaussian process, whose covariance structure can be explicitly expressed in terms of the coefficients $\left\{\alpha_{i}\right\}_{i \in \mathbb{N}}$ by Bartlett's formula, see for instance [4, 25, 60]. The case of unbounded lags $h_{n}$ was discussed in Keenan [73] for stationary processes satisfying a strong mixing assumption, and
it was proved that under $h_{n} \rightarrow \infty$ and $h_{n}=\mathcal{O}(\log n)$ we have

$$
\begin{equation*}
n^{1 / 2}\left\{\left(\widehat{\phi}_{n, h_{n}}, \widehat{\phi}_{n, h_{n}+1}, \ldots, \widehat{\phi}_{n, h_{n}+d}\right)^{\mathbf{T}}-\left(\phi_{h_{n}}, \phi_{h_{n}+1}, \ldots, \phi_{h_{n}+d}\right)^{\mathbf{T}}\right\} \xrightarrow{d}\left\{G_{h}\right\}_{0 \leq h \leq d} \tag{3.1.2}
\end{equation*}
$$

where $\left\{G_{h}\right\}_{h \in \mathbb{N}}$ is the stationary Gaussian linear process defined by

$$
G_{h}=\sum_{i \in \mathbb{Z}} \phi_{i} \eta_{h-i},
$$

where $\left\{\eta_{i}, i \in \mathbb{Z}\right\}$ is an IID sequence of mean zero Gaussian random variables, see for instance Wu [131]. Note that the covariance structure of the Gaussian limit processes in (3.1.1) and (3.1.2) are different. It seems that so far this linear process $\left\{G_{h}\right\}_{h \in \mathbb{N}}$ has not been explicitly studied in the literature. However, it is worth mentioning that in the case of a long memory process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$, a variety of different limit processes can be obtained, see for instance [66, 132]. The condition $h_{n}=\mathcal{O}(\log n)$ was later weakened for linear processes by Harris et al. [64], and, quite recently, by Wu [131, whose results we will discuss now in more detail. For bounded lags, Wu established a similar result as in (3.1.1) under a very general dependence condition that includes linear processes, but also many nonlinear processes. In case of unbounded lags, he showed that the condition $h_{n}=\mathcal{O}(\log n)$ can be relaxed to $h_{n}=\mathcal{O}(n)$. In case of $d=1$, this can again be weakened to $h_{n} \rightarrow \infty$. In this context, Wu also raised the issue of simultaneous confidence bands, and proposed to study the asymptotic behavior, as $n \rightarrow \infty$, of the object

$$
\begin{equation*}
\max _{0 \leq h \leq d_{n}}\left|\widehat{\phi}_{n, h}-\phi_{h}\right| . \tag{3.1.3}
\end{equation*}
$$

He noted that obtaining the asymptotic distribution of (3.1.3) can be used to construct confidence intervals for $\left\{\phi_{k}, k \geq 0\right\}$, which in turn can be used to test the hypothesis of white noises $\phi_{1}=\phi_{2}=\ldots=0$. Wu established an asymptotic upper distributional bound, and conjectured ( [131, Conjecture 1]) that

## Conjecture 3.1.1.

$$
\begin{equation*}
P\left(a_{n}^{-1}\left(\max _{0 \leq h \leq d_{n}} \sigma^{-1 / 2} n^{1 / 2}\left|\widehat{\phi}_{n, h}-\phi_{h}\right|-b_{n}\right) \leq z\right) \rightarrow \exp \left(-2 e^{-z}\right) \tag{3.1.4}
\end{equation*}
$$

provided $d_{n} \rightarrow \infty, d_{n}=\mathcal{O}\left(n^{1 / 2}(\log n)^{-2}\right)$, where

$$
a_{n}=\left(2 \log d_{n}\right)^{-1 / 2}, \quad b_{n}=\left(2 \log d_{n}\right)^{1 / 2}-1 / 2\left(2 \log d_{n}\right)^{-1 / 2}\left(\log \log d_{n}+\log 4 \pi\right),
$$

and $\sigma=\sum_{k \in \mathbb{Z}} \phi_{k}^{2}$.

The aim of this chapter is to verify this conjecture for linear processes under the condition $d_{n}=\mathcal{O}(\log n / \log \log n)$. Due to (3.1.1) one can expect that the limiting behavior of (3.1.3) is the same as if one replaces $n^{1 / 2}\left(\widehat{\phi}_{n, h}-\phi_{h}\right)$ by its limiting distribution $\left\{\xi_{h}\right\}$ and one can try to make this heuristics precise by an almost sure invariance principle. Many strong invariance techniques rely on martingale approximation and Skorohod embedding (see e.g. Hall and Heyde [58]), but this method already breaks down for dimension two. Other approaches are based on approximations with IID sequences, see for instance [16, 75, 109], in which case strong approximation procedures with increasing dimension are possible. However, applying these results in this particular situation (which requires some careful truncation arguments, see e.g. [14]) is not easy and leads to more restrictive conditions than martingale approximation. We will circumvent the difficulty of increasing dimension by using a general estimate for the rate of convergence of the Cramér-Wold device, which puts us back to dimension one.

This chapter is structured as follows. In Section 3.2 the main results are presented. This includes a partial verification of Conjecture (3.1.1), but also a BerryEsséen type result (Theorem 3.2.4 for the sample covariances $\left\{\widehat{\phi}_{n, h}\right\}_{1 \leq h \leq d_{n}}$. In Section 3.3, the main too for the proofs is presented, which can be described as a quantitative Cramér-Wold device, and is formulated in Theorem 3.3.1. This result essentially allows to replace the normalized sample covariances $\left\{n^{1 / 2}\left(\widehat{\phi}_{n, h}-\phi_{h}\right)\right\}_{1 \leq h \leq d_{n}}$ in (3.1.4) with their limiting processes $\left\{\xi_{h}\right\}_{0 \leq h \leq d_{n}}$. Section 3.4 is devoted to establishing a Gaussian approximation result that is very useful for verifying the assumptions made in Theorem 3.3.1. Finally, the remaining proofs are given in Section 3.5.

### 3.2 Main results

Before discussing bounds for the magnitude of the dimension $d_{n}$ such that (3.1.4) holds, we address the question under what conditions such a sequence $d_{n} \rightarrow \infty$ exists. To this end, we introduce the quantity

$$
\zeta_{n, h}:=\sqrt{n \operatorname{Var}\left(\widehat{\phi}_{n, h}\right)^{-1}}\left(\widehat{\phi}_{n, h}-\phi_{h}\right), 1 \leq h \leq d
$$

Theorem 3.2.1. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be a stationary process such that (3.1.1) is valid for every $d \geq 1$. Put $\phi_{i, j}=\operatorname{Cov}\left(\xi_{i}, \xi_{j}\right), r_{n}:=\sup _{|i-j| \geq n}\left|\phi_{i, j}\right|$, and let $r_{1}<1$. Assume that one of the following two conditions is satisfied:
(a) $\sum_{n=1}^{\infty} r_{n}^{2}<\infty$,
(b) For some $\beta>0, r_{n}(\log n)^{2+\beta} \rightarrow 0$.

Then there exists a sequence $d_{n} \rightarrow \infty$ such that

$$
P\left(a_{n}^{-1}\left(\max _{0 \leq h \leq d_{n}}\left|\zeta_{n, h}\right|-b_{n}\right) \leq z\right) \rightarrow \exp \left(-e^{-z}\right),
$$

where $a_{n}=\left(2 \log d_{n}\right)^{-1 / 2}$ and $b_{n}=\left(2 \log d_{n}\right)^{1 / 2}-\left(8 \log d_{n}\right)^{-1 / 2}\left(\log \log d_{n}+4 \pi-4\right)$.
Note that the difference in the limiting extreme distributions in Conjecture 3.1.1 and the above theorem are due to the different centering sequences $b_{n}$. As already mentioned, very general conditions for (3.1.1) are given e.g. in [131]. In order to establish a bound for the growth rate of $d_{n}$, we need to estimate the convergence rate in (3.1.1). This issue is dealt with in detail in Section 3.3, and allows us to formulate our main result. For simplicity, we focus on linear, short memory processes $\left\{X_{k}\right\}_{k \in \mathbb{Z}}, X_{k}=\sum_{i=0}^{\infty} \alpha_{i} \epsilon_{k-i}$ such that $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ is an IID sequence of real-valued random variables and $\alpha_{i} \in \mathbb{R}$.

Theorem 3.2.2. Let $X_{k}=\sum_{i=0}^{\infty} \alpha_{i} \epsilon_{k-i}, k \in \mathbb{Z}$ be a linear process such that
(1) $\sum_{i=0}^{\infty} \sqrt{\sum_{j=i}^{\infty} \alpha_{j}^{2}}<\infty, \sum_{i=0}^{\infty} \alpha_{i}^{2}>\sup _{h \geq 1} \sum_{i=0}^{\infty}\left|\alpha_{i} \alpha_{i+h}\right|$.
(2) $\mathbb{E}\left(\epsilon_{k}\right)=0, \mathbb{E}\left(\epsilon_{k}^{2}\right)=1, \mathbb{E}\left(\epsilon_{k}^{8}\right)<\infty, k \in \mathbb{Z}$.
(3) The density function of $X_{1}$ exists and is continuous.

Then we have

$$
P\left(a_{n}^{-1}\left(\max _{0 \leq h \leq d_{n}}\left|\zeta_{n, h}\right|-b_{n}\right) \leq z\right) \rightarrow \exp \left(-e^{-z}\right)
$$

where $d_{n}=\lambda \log n / \log \log n, \lambda>0$ sufficiently small, $a_{n}=\left(2 \log d_{n}\right)^{-1 / 2}$ and $b_{n}=\left(2 \log d_{n}\right)^{1 / 2}-\left(8 \log d_{n}\right)^{-1 / 2}\left(\log \log d_{n}+4 \pi-4\right)$.

Remark 3.2.3. Note that condition (1) is valid if $\alpha_{n} \ll n^{-\gamma}, \gamma>3 / 2$.
Theorem 3.2.2 can be deduced by the following more general result, which can be viewed as a Berry-Esséen type result for increasing dimension.

Theorem 3.2.4. Assume that the conditions of Theorem 3.2.2 hold. If $d_{n}=$ $\lambda \log n / \log \log n$ with $\lambda>0$ sufficiently small, then

$$
\lim _{n \rightarrow \infty} \sup _{x_{1}, \ldots, x_{d_{n}} \in \mathbb{R}}\left|P\left(\zeta_{n, 1} \leq x_{1}, \ldots, \zeta_{n, d_{n}} \leq x_{d_{n}}\right)-P\left(\xi_{1} \leq x_{1}, \ldots, \xi_{d_{n}} \leq x_{d_{n}}\right)\right| \rightarrow 0
$$

where $\left\{\xi_{k}\right\}_{k \in \mathbb{N}}$ is the normalized Gaussian process appearing in (3.1.1).

Remark 3.2.5. We did not try for maximum generality in the above theorems; the assumption of linearity and in particular the dependence condition can be relaxed by using ideas from [130] and [131]. This allows for instance to consider martingale differences $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ instead of an IID sequence. We will see in the next chapter, that one can obtain a significantly larger growth rate for $d_{n}$ if one only allows for an IID sequence $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$.

It is interesting that the same result (same growth rate for the dimension $d_{n}$ ) was obtained in [73], if the process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ is strongly mixing. This, however, is a fairly strong assumption, and is generally not true for linear processes, see for instance Andrews [5].

As already mentioned, the proofs of the Theorems 3.2 .2 and 3.2 .4 are based on a general estimate for the rate of convergence of the Cramér-Wold device. Loosely speaking, this quantitative Cramér-Wold device essentially tells us that the difference of the distribution functions of two random vectors $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ and $\mathbf{Z}=\left(Z_{1}, \ldots, Z_{d}\right)$ is small, if the difference of the distribution functions of the linear combinations $s_{1} X_{1}+\ldots+s_{d} X_{d}$ and $s_{1} Z_{1}+\ldots+s_{d} Z_{d}$, is small. For more details, we refer to the next section.

### 3.3 A quantitative Cramér-Wold device

Given vectors $\mathbf{s}, \mathbf{t} \in \mathbb{R}^{d}$, we denote the usual scalar product with $\mathbf{s}^{\mathbf{T}} \mathbf{t}$, and put $|\mathbf{s}|=\sqrt{\mathbf{s}^{\mathbf{T}} \mathbf{s}}$. For a function $f \in L^{2}$ or $f \in L^{1}$, we write $\mathcal{F}(f)$ and $\varphi_{f}$ simultaneously for the Fourier transform of $f$, and, given a random variable $X$, we write $\varphi_{X}(s)=\mathbb{E}(\exp (\mathrm{i} s X))$.
Theorem 3.3.1. Let $\mathbf{X}=\left(X_{1}, \ldots, X_{d}\right)$ and $\mathbf{Z}=\left(Z_{1}, \ldots, Z_{d}\right)$ be d-dimensional random vectors with mean $\mathbf{0}$ such that $\mathbf{X}$ has a continuous density and $\mathbf{Z}$ is Gaussian. Assume $\mathbb{E}\left(X_{i} X_{j}\right)=\phi_{i, j}, \phi_{i, i}=1,1 \leq i, j \leq d$, and put $R=\sum_{i, j=1}^{d}\left|\phi_{i, j}\right|$. Assume also that

$$
\begin{equation*}
\sup _{x}\left|P\left(X_{j} \leq x\right)-P\left(Z_{j} \leq x\right)\right| \leq \mathcal{X}, \quad 1 \leq j \leq d \tag{3.3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{\{x:|x| \geq \theta\}}\left|P\left(\mathbf{s}^{\mathbf{T}} \mathbf{X} \leq x\right)-P\left(\mathbf{s}^{\mathbf{T}} \mathbf{Z} \leq x\right)\right| \leq \mathcal{X}, \quad \theta, \mathcal{X}>0 \tag{3.3.2}
\end{equation*}
$$

for all $\mathbf{s}=\left(s_{1}, \ldots, s_{d}\right)$ with $\max _{1 \leq i \leq d}\left|s_{i}\right| \leq M$. Then for any $a \geq 0$ we have

$$
\left|P\left(\left|X_{1}\right| \leq a, \ldots,\left|X_{d}\right| \leq a\right)-P\left(\left|Z_{1}\right| \leq a, \ldots,\left|Z_{d}\right| \leq a\right)\right| \leq \epsilon=\min \left\{\epsilon_{1}, \epsilon_{2}\right\}
$$

where
$\epsilon_{1}=C(a+d)^{d}\left(M \mathcal{X}+\theta+d M^{-1 / 4}\right)+C \exp \left(-a^{2} / 2\right)+R M^{-1 / 2} \exp \left(-M(\sqrt{2} R)^{-1}\right)$,
$\epsilon_{2}=\mathcal{X} d+C d \exp \left(-a^{2} / 2\right)$,
with an absolute constant $C$.

Remark 3.3.2. The condition that the density function of $\mathbf{X}$ exists can be weakened, but it simplifies the calculations substantially and since Theorem 3.3.1 suffices for the purposes of the present paper, we will keep this condition. Also, Theorem 3.3.1 can be modified for sets of the form

$$
\left\{b_{1} \leq X_{1} \leq a_{1}, \ldots, b_{d} \leq X_{d} \leq a_{d}\right\}
$$

which will be apparent from the proof.
Remark 3.3.3. Condition (3.3.1) is the Kolmogorov distance of the two random variables $X_{j}, Z_{j}$, and it is contained in condition (3.3.2) if $\theta=0$ and $M \geq 1$. Also, note that the assumption of Gaussianity of the vector $\mathbf{Z}$ is not a necessity, and is only reflected via the tail estimate given in (3.3.4). Thus, Theorem 3.3.1 can be adapted to non-Gaussian cases.

The classical Cramér-Wold device states that a sequence of real-valued $d$ dimensional vectors $\mathbf{X}_{n}=\left(X_{1, n}, \ldots, X_{d, n}\right)$ (here $d$ is fixed) converges in distribution to the vector $\mathbf{Z}=\left(Z_{1}, \ldots Z_{d}\right)$, if and only if all the linear combinations $s_{1} X_{1, n}+\ldots+s_{d} X_{d, n}$ converge in distribution to $s_{1} Z_{1}+\ldots+s_{d} Z_{d}$, a fact that can readily be proved via characteristic functions. Note that this reduces the problem of establishing weak convergence in $\mathbb{R}^{d}$ to establishing weak convergence in $\mathbb{R}$ and vice versa. The new feature of Theorem 3.3.1 is that it gives an explicit upper bound for the approximation error in terms of the dimension $d$. This allows us to treat cases where $d=d_{n} \rightarrow \infty$, which is exactly the case encountered in Theorems 3.2 .2 and 3.2.4. However, the idea of reducing the dimension from $d$ to one is also the main idea in the proof of Theorem 3.3.1.

The proof requires some preliminary results. Denote with $F_{X}(x)$ the distribution function of a random variable $X$, and with $\Phi(x)$ the standard normal distribution function. We will use repeatedly the tail estimate

$$
\begin{equation*}
1-\Phi(x) \leq(2 \pi)^{-1 / 2} x^{-1} \exp \left(-x^{2} / 2\right) \quad(x>0) \tag{3.3.4}
\end{equation*}
$$

and the fact that

$$
\begin{align*}
\left|\varphi_{X}(1)-\varphi_{Y}(1)\right| & \leq \mathbb{E}(|X|)+\mathbb{E}(|Y|)+2\left(\mathbb{E}\left(X^{2}\right)+\mathbb{E}\left(Y^{2}\right)\right) \\
& \leq 2\left(\mathbb{E}\left(X^{2}\right)+\sqrt{\mathbb{E}\left(X^{2}\right)}+\mathbb{E}\left(Y^{2}\right)+\sqrt{\mathbb{E}\left(Y^{2}\right)}\right) \tag{3.3.5}
\end{align*}
$$

for any square integrable random variables $X, Y$. We will further use the following well known connection between Fourier transform and convolution.

Lemma 3.3.4. Let $\left\{h_{j}(x)\right\}_{1 \leq j \leq d}$ and $f\left(x_{1}, \ldots, x_{d}\right)$ be a collection of real valued, integrable functions such that their Fourier transform is integrable. Put

$$
T\left(y_{1}, \ldots, y_{d}\right)=\int_{R^{d}} f\left(x_{1}, \ldots, x_{d}\right) \prod_{j=1}^{h} h_{j}\left(y_{j}-x_{j}\right) d x_{1} \ldots d x_{d}
$$

Then we have

$$
\mathcal{F}(T)\left(s_{1}, \ldots, s_{d}\right)=\mathcal{F}(f)\left(s_{1}, \ldots, s_{d}\right) \prod_{j=1}^{d} \mathcal{F}\left(h_{j}\right)\left(s_{j}\right)
$$

for any $s_{1}, \ldots, s_{d}$, and in particular

$$
\sup _{y_{1}, \ldots, y_{d}}\left|T\left(y_{1}, \ldots, y_{d}\right)\right| \leq(2 \pi)^{-d / 2}\left\|\mathcal{F}(T)\left(s_{1}, \ldots, s_{d}\right)\right\|_{1} \quad \text { a.s. }
$$

where $\|\cdot\|_{1}$ denotes $L^{1}(-\infty, \infty)$ norm.
The next lemma is a continuity result.
Lemma 3.3.5. Under the conditions of Theorem 3.3.1 we have

$$
\begin{aligned}
& \left|P\left(\left|X_{1}\right| \leq a_{1}, \ldots,\left|X_{d}\right| \leq a_{d}\right)-P\left(\left|X_{1}\right| \leq a_{1}+\delta, \ldots,\left|X_{d}\right| \leq a_{d}+\delta\right)\right| \\
& \leq C\left(d \mathcal{X}+\delta \sum_{j=1}^{d} \exp \left(-a_{j}^{2} / 2\right)\right)
\end{aligned}
$$

for $a_{i}>0,1 \leq i \leq d$ and $\delta \geq 0$, with an absolute constant $C>0$.
Proof. First observe that

$$
\begin{align*}
& \left|P\left(\left|X_{1}\right| \leq a_{1}, \ldots,\left|X_{d}\right| \leq a_{d}\right)-P\left(\left|X_{1}\right| \leq a_{1}+\delta, \ldots,\left|X_{d}\right| \leq a_{d}+\delta\right)\right| \\
& \leq \sum_{j=1}^{d}\left(P\left(-a_{j}-\delta \leq X_{j} \leq-a_{j}\right)+P\left(a_{j} \leq X_{j} \leq a_{j}+\delta\right)\right) . \tag{3.3.6}
\end{align*}
$$

By assumption (3.3.1) of Theorem 3.3.1 and by properties of the Gaussian distribution function, this is smaller than

$$
2 d \mathcal{X}+C \sum_{j=1}^{d}\left(\Phi\left(a_{j}+\delta\right)-\Phi\left(a_{j}\right)\right) \leq C\left(d \mathcal{X}+\delta \sum_{j=1}^{d} \exp \left(-a_{j}^{2} / 2\right)\right)
$$

Proof of Theorem 3.3.1. The idea of the proof is to approximate the probabilities

$$
P\left(-a \leq X_{1} \leq a, \ldots,-a \leq X_{d} \leq a\right) \quad \text { and } \quad P\left(-a \leq Z_{1} \leq a, \ldots,-a \leq Z_{d} \leq a\right)
$$

using mollifiers (smooth truncation functions), and then estimate the various approximation errors with the help of Fourier transforms. We will repeatedly use the fact that $\varphi_{\mathbf{s}^{\mathbf{T}} \mathbf{X}}(1)=\varphi_{\mathbf{X}}\left(s_{1}, \ldots, s_{d}\right)$. Throughout this proof, $C$ denotes absolute constants that may vary from one formula to another.

Let us first establish the bound $\epsilon_{2}$, whose derivation is rather straightforward. We have that

$$
\begin{aligned}
& \left|P\left(-a \leq X_{1} \leq a, \ldots,-a \leq X_{d} \leq a\right)-P\left(-a \leq Z_{1} \leq a, \ldots,-a \leq Z_{d} \leq a\right)\right| \\
& =\left|1-P\left(\max _{1 \leq j \leq d}\left|X_{j}\right| \geq a\right)-1+P\left(\max _{1 \leq j \leq d}\left|Z_{j}\right| \geq a\right)\right| \\
& \leq d\left(\max _{1 \leq j \leq d} P\left(\left|X_{j}\right| \geq a\right)+\max _{1 \leq j \leq d} P\left(\left|Z_{j}\right| \geq a\right)\right) .
\end{aligned}
$$

By the assumptions and relation (3.3.4), we conclude that

$$
d\left(\max _{1 \leq j \leq d} P\left(\left|X_{j}\right| \leq a\right)+\max _{1 \leq j \leq d} P\left(\left|Z_{j}\right| \leq a\right)\right) \leq C\left(d \mathcal{X}+d \exp \left(-a^{2} / 2\right)\right)
$$

which yields the claim. Unfortunately, establishing the bound $\epsilon_{1}$ is more involved. To this end, let $B_{M}:=\left\{x \in \mathbb{R}^{1}:|x| \leq M\right\}$ and denote $\mathbf{1}_{B_{M}}(x) \quad\left(x \in \mathbb{R}^{1}\right)$ and $\mathbf{1}_{B_{M}}(\mathrm{x}) \quad\left(\mathrm{x} \in \mathbb{R}^{d}\right)$ the indicator function of $B_{M}$ and the indicator function of $B_{M} \times \cdots \times B_{M}$, respectively. For any $a>0$, put $I_{\mathbf{a}}(x):=\mathbf{1}_{[-a, a]}(x)$. Fix $a>0$, let $h=h\left(x_{1}, \ldots, x_{d}\right)$ be a real-valued function, and define

$$
H_{h}\left(y_{1}, \ldots, y_{d}\right):=\int_{\mathbb{R}^{d}} I_{\mathbf{a}}\left(y_{1}-x_{1}\right) I_{\mathbf{a}}\left(y_{2}-x_{2}\right) \ldots I_{\mathbf{a}}\left(y_{d}-x_{d}\right) h\left(x_{1}, \ldots, x_{d}\right) d x_{1} \ldots d x_{d}
$$

Let $f=f_{X_{1}, \ldots, X_{d}}\left(x_{1}, \ldots, x_{d}\right)$ and $g=g_{Z_{1}, \ldots, Z_{d}}\left(z_{1}, \ldots, z_{d}\right)$ be the density functions of $\mathbf{X}$ and $\mathbf{Z}$. Clearly
$P\left(-a \leq X_{1} \leq a, \ldots,-a \leq X_{d} \leq a\right)=\int_{[-a, a]^{d}} f_{X_{1}, \ldots, X_{d}}\left(x_{1}, \ldots, x_{d}\right) d x_{1} \ldots d x_{d}=H_{f}(0, \ldots, 0)$,
and the same is valid for $g$. Thus

$$
\begin{aligned}
& \left|P\left(-a \leq X_{1} \leq a, \ldots,-a \leq X_{d} \leq a\right)-P\left(-a \leq Z_{1} \leq a, \ldots,-a \leq Z_{d} \leq a\right)\right| \\
& \quad=\left|H_{f}(0, \ldots, 0)-H_{g}(0, \ldots, 0)\right|=\left|H_{f-g}(0, \ldots, 0)\right|
\end{aligned}
$$

For some $b>0$ we introduce the quantity

$$
J_{f-g}\left(z_{1}, \ldots, z_{d}\right):=\int_{\mathbb{R}^{d}} \prod_{j=1}^{d}(2 b)^{-1} I_{\mathbf{b}}\left(z_{j}-y_{j}\right) H_{f-g}\left(y_{1}, \ldots, y_{d}\right) d y_{1} \ldots d y_{d}
$$

Then we have the following bound for $\left|H_{f-g}(0, \ldots, 0)\right|$ :

$$
\begin{aligned}
& \left|H_{f-g}(0, \ldots, 0)\right|=\left|\int_{\mathbb{R}^{d}} \prod_{j=1}^{d}(2 b)^{-1} I_{\mathbf{b}}\left(-y_{j}\right) H_{f-g}(0, \ldots, 0) d y_{1}, \ldots, d y_{d}\right| \\
& \leq\left|\int_{\mathbb{R}^{d}} \prod_{j=1}^{d}(2 b)^{-1} I_{\mathbf{b}}\left(-y_{j}\right) H_{f-g}\left(y_{1}, \ldots, y_{d}\right) d y_{1}, \ldots, d y_{d}\right|+\sup _{\left|y_{j}\right| \leq b, 1 \leq j \leq d}\left|H_{f-g}\left(y_{1}, \ldots, y_{d}\right)-H_{f-g}(0, \ldots, 0)\right| \\
& \leq\left|J_{f-g}(0, \ldots, 0)\right|+\sup _{\left|y_{j}\right| \leq b, 1 \leq j \leq d}\left|H_{f-g}\left(y_{1}, \ldots, y_{d}\right)-H_{f-g}(0, \ldots, 0)\right| .
\end{aligned}
$$

By Lemma 3.3.5, we have

$$
\sup _{\left|y_{j}\right| \leq b, 1 \leq j \leq d}\left|H_{f-g}\left(y_{1}, \ldots, y_{d}\right)-H_{f-g}(0, \ldots, 0)\right| \leq C\left(d \mathcal{X}+d b \exp \left(-a^{2} / 2\right)\right)
$$

Choosing $b^{-1}=d$, we obtain

$$
\begin{equation*}
\sup _{\left|y_{j}\right| \leq b, 1 \leq j \leq d}\left|H_{f-g}\left(y_{1}, \ldots, y_{d}\right)-H_{f-g}(0, \ldots, 0)\right| \leq C\left(d \mathcal{X}+\exp \left(-a^{2} / 2\right)\right) \tag{3.3.7}
\end{equation*}
$$

Hence we need to study $\left|J_{f-g}(0, \ldots, 0)\right|$ if $b^{-1}=d$. By Lemma 3.3.4, we have that

$$
\begin{align*}
& \sup _{z_{1}, \ldots, z_{d}}\left|J_{f-g}\left(z_{1}, \ldots, z_{d}\right)\right| \leq(2 \pi)^{-d / 2}\left\|\mathcal{F}\left(J_{f-g}\right)\right\|_{1} \\
& =(2 \pi)^{-d / 2}\left\|\mathcal{F}\left(H_{f-g}\right) \prod_{j=1}^{d} \mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right)\right\|_{1}=(2 \pi)^{-d / 2}\left\|\mathcal{F}(f-g) \prod_{j=1}^{d} \mathcal{F}\left(I_{\mathbf{a}}\right)\left(s_{j}\right) \prod_{j=1}^{d} \mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right)\right\|_{1} \\
& =(2 \pi)^{-d / 2}\left\|\mathcal{F}(f-g) \prod_{j=1}^{d}\left(\mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right) \mathcal{F}\left(I_{\mathbf{a}}\right)\left(s_{j}\right)\right)\right\|_{1}:=\Omega_{d} . \tag{3.3.8}
\end{align*}
$$

Notice that

$$
\begin{aligned}
& \left|\mathcal{F}(f-g)\left(\mathbf{s}_{\mathbf{d}}\right)\right| \leq\left|\mathcal{F}(f-g)\left(\mathbf{s}_{\mathbf{d}}\right) \mathbf{1}_{B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right)\right|+\left|\mathcal{F}(f-g)\left(\mathbf{s}_{\mathbf{d}}\right) \mathbf{1}_{\mathbb{R}^{d} \backslash B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right)\right| \\
& =\left|\varphi_{\mathbf{s}_{\mathbf{d}}^{\mathrm{T}} \cdot \mathbf{x}}(1)-\varphi_{\mathbf{s}_{\mathbf{d}}^{\mathrm{T}} \cdot \mathbf{z}}(1)\right| \mathbf{1}_{B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right)+\left|\mathcal{F}(f-g)\left(\mathbf{s}_{\mathbf{d}}\right)\right| \mathbf{1}_{\mathbb{R}^{d} \backslash B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right) \\
& \quad:=A\left(\mathbf{s}_{\mathbf{d}}\right)+B\left(\mathbf{s}_{\mathbf{d}}\right) .
\end{aligned}
$$

To treat $A\left(\mathbf{s}_{\mathbf{d}}\right)$, observe that

$$
\begin{aligned}
& \mid \varphi_{\mathbf{s}_{\mathbf{d}}} \mathbf{T} \cdot X \\
&(1)-\varphi_{\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}}(1) \mid \leq\left|\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right) \mathbf{1}_{B_{M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right)\right)-\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right) \mathbf{1}_{B_{M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right)\right)\right| \\
&+\left|\mathbb{E}\left(\exp \left(\mathbf{i s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right) \mathbf{1}_{\mathbb{R} \backslash B_{M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right)\right)\right|+\left|\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right) \mathbf{1}_{\mathbb{R} \backslash B_{M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right)\right)\right| \\
& \leq\left|\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right) \mathbf{1}_{B_{M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right)\right)-\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right) \mathbf{1}_{B_{M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right)\right)\right| \\
&+P\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X} \in \mathbb{R} \backslash B_{M}\right)+P\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z} \in \mathbb{R} \backslash B_{M}\right) \\
&:=C\left(\mathbf{s}_{\mathbf{d}}\right)+D\left(\mathbf{s}_{\mathbf{d}}\right)+E\left(\mathbf{s}_{\mathbf{d}}\right) .
\end{aligned}
$$

Let $B_{\theta, M}:=\{x|\theta \leq|x| \leq M\}$. Then by Lemma 3.3.5, we have that

$$
\begin{aligned}
C\left(\mathbf{s}_{\mathbf{d}}\right)= & \left|\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right) \mathbf{1}_{B_{M}}\left(\mathbf{s}_{\mathbf{d}}{ }^{\mathbf{T}} \cdot X\right)\right)-\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right) \mathbf{1}_{B_{M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right)\right)\right| \\
& \leq\left|\mathbb{E}\left(\exp \left(\mathbf{i s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right) \mathbf{1}_{B_{\theta}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right)\right)-\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right) \mathbf{1}_{B_{\theta}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right)\right)\right| \\
& +\left|\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right) \mathbf{1}_{B_{\theta, M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right)\right)-\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right) \mathbf{1}_{B_{\theta, M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right)\right)\right| \\
& \leq 8 \theta+\left|\mathbb{E}\left(\exp \left(\mathbf{i s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right) \mathbf{1}_{B_{\theta, M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}\right)\right)-\mathbb{E}\left(\exp \left(\mathrm{is}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right) \mathbf{1}_{B_{\theta, M}}\left(\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z}\right)\right)\right| \\
& :=8 \theta+F\left(\mathbf{s}_{\mathbf{d}}\right) .
\end{aligned}
$$

Put

$$
\mu_{\mathbf{s}_{\mathbf{d}}}(u):=P\left(0 \leq \mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X} \leq u\right)-P\left(0 \leq \mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z} \leq u\right)=F_{\mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X}}(u)-F_{\mathbf{s}_{\mathbf{d}}^{T} \cdot \mathbf{Z}}(u)
$$

By the conditions of Theorem 3.3.1, this gives us the following bound for $F\left(\mathbf{s}_{\mathbf{d}}\right)$

$$
\begin{aligned}
F\left(\mathbf{s}_{\mathbf{d}}\right) & =\left|\int_{B_{M, \theta_{n}}}(\cos u+\mathrm{i} \sin u) d\left(F_{\mathbf{s}_{\mathbf{d}} \mathbf{T} \cdot X}(u)-F_{\mathbf{s}_{\mathbf{d}} \mathbf{T} \cdot Z}(u)\right)\right| \\
& \leq \sum_{j=1}^{4 M}\left(\left|\int_{j \pi / 2}^{(j+1) \pi / 2} \sin x \mu_{\mathbf{s}_{\mathbf{d}}}(d x)\right|+\left|\int_{j \pi / 2}^{(j+1) \pi / 2} \cos x \mu_{\mathbf{s}_{\mathbf{d}}}(d x)\right|\right) \\
& +\left|\int_{\theta}^{\pi / 2} \sin x \mu_{\mathbf{s}_{\mathbf{d}}}(d x)\right|+\left|\int_{\theta}^{\pi / 2} \cos x \mu_{\mathbf{s}_{\mathbf{d}}}(d x)\right|
\end{aligned}
$$

For a continuous random variable $\theta \leq U \leq \pi / 2$, an application of integration by parts gives us

$$
\begin{aligned}
\int_{\theta}^{\pi / 2} \cos x d F_{U}(x) & =-\cos \theta F_{U}(\theta)+\cos \pi / 2 F_{U}(\pi / 2)-\int_{\theta}^{\pi / 2} F_{U}(x) d \cos x \\
& =-\cos \theta F_{U}(\theta)+\int_{\theta}^{\pi / 2} F_{U}(x) \sin x d x
\end{aligned}
$$

Since $|\cos x|$ and $|\sin x|$ are bounded by one, we obtain from the conditions of Theorem 3.3.1 and integration by parts

$$
\begin{aligned}
\left|\int_{\theta}^{\pi / 2} \cos x \mu_{\mathbf{s}_{\mathbf{d}}}(d x)\right| & \leq C\left|P\left(\theta \leq \mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{X} \leq \pi / 2\right)-P\left(\theta \leq \mathbf{s}_{\mathbf{d}}^{\mathbf{T}} \cdot \mathbf{Z} \leq \pi / 2\right)\right| \\
& \leq C \mathcal{X}
\end{aligned}
$$

Similarly, one obtains the same bound for $\int_{j \pi / 2}^{(j+1) \pi / 2} \cos x \mu_{\mathbf{s}_{\mathbf{d}}}(d x)$ and $\int_{j \pi / 2}^{(j+1) \pi / 2} \sin x \mu_{\mathbf{s}_{\mathbf{d}}}(d x)$ for $1 \leq j \leq M$, hence we obtain

$$
F\left(\mathbf{s}_{\mathbf{d}}\right) \leq C M \mathcal{X}
$$

In order to treat $D\left(\mathbf{s}_{\mathbf{d}}\right)$ and $E\left(\mathbf{s}_{\mathbf{d}}\right)$, notice that the assumptions of Theorem 3.3.1 give us

$$
\left|E\left(\mathbf{s}_{\mathbf{d}}\right)-D\left(\mathbf{s}_{\mathbf{d}}\right)\right| \leq C \mathcal{X}
$$

On the other hand, using Lemma 3.3.4, we get

$$
\begin{aligned}
& \mathbf{1}_{B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right) E\left(\mathbf{s}_{\mathbf{d}}\right) \leq \sup _{\mathbf{s}_{\mathbf{d}} \in B_{\sqrt{M}}} \sqrt{\frac{2 \sigma_{\mathbf{s}_{\mathbf{d}}}^{2}}{\pi}} M^{-1} \exp \left(-M^{2}\left(2 \sigma_{\mathbf{s}_{\mathbf{d}}}^{2}\right)^{-1}\right) \\
& \leq \sqrt{\frac{2 R_{d}^{2} M}{\pi M^{2}}} \exp \left(-M\left(\sqrt{2} R_{d}\right)^{-1}\right) \\
& \leq \sqrt{\frac{2 R_{d}^{2}}{\pi M}} \exp \left(-M\left(\sqrt{2} R_{d}\right)^{-1}\right):=G
\end{aligned}
$$

where $\sigma_{\mathrm{s}_{\mathrm{d}}}^{2}=\sum_{i, j=1}^{d} s_{j} s_{i} \rho_{i, j} \leq R_{d} \sup _{1 \leq i \leq d}\left|s_{i}\right|^{2}$. Hence we obtain

$$
\mathbf{1}_{B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right)\left|E\left(\mathbf{s}_{\mathbf{d}}\right)+D\left(\mathbf{s}_{\mathbf{d}}\right)\right| \leq 2 G+C \mathcal{X}
$$

and thus

$$
A\left(\mathbf{s}_{\mathbf{d}}\right) \leq C(M \mathcal{X}+\theta+G+\mathcal{X}) \mathbf{1}_{B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right)
$$

Continuing in equation 3.3.8, we obtain

$$
\begin{aligned}
& \Omega_{d}=(2 \pi)^{-d / 2}\left\|\mathcal{F}(f-g) \prod_{j=1}^{d}\left(\mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right) \mathcal{F}\left(I_{\mathbf{a}}\right)\left(s_{j}\right)\right)\right\|_{1} \\
& \leq(2 \pi)^{-d / 2}\left\|\left(A_{n}\left(\mathbf{s}_{\mathbf{d}}\right)+B_{n}\left(\mathbf{s}_{\mathbf{d}}\right)\right) \prod_{j=1}^{d}\left(\mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right) \mathcal{F}\left(I_{\mathbf{a}}\right)\left(s_{j}\right)\right)\right\|_{1} \\
& \leq(2 \pi)^{-d / 2}\left\|\mathbf{1}_{B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right) \prod_{j=1}^{d}\left(\mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right) \mathcal{F}\left(I_{\mathbf{a}}\right)\left(s_{j}\right)\right)\right\|_{1} C(M \mathcal{X}+\theta+G) \\
& +(2 \pi)^{-d / 2}\left\|\prod_{j=1}^{d}\left(\mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right) \mathcal{F}\left(I_{\mathbf{a}}\right)\left(s_{j}\right)\right) \mathbf{1}_{\mathbb{R}^{d} \backslash B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right) B_{n}\left(\mathbf{s}_{\mathbf{d}}\right)\right\|_{1} .
\end{aligned}
$$

Since $\mathcal{F}\left(I_{\mathbf{a}}\right)(s)=(2 \sin a s) s^{-1}$, we obtain

$$
\begin{aligned}
& (2 \pi)^{-d / 2}\left\|\prod_{j=1}^{d} \mathbf{1}_{B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right)\left(\mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right) \mathcal{F}\left(I_{\mathbf{a}}\right)\left(s_{j}\right)\right)\right\|_{1} \leq \prod_{j=1}^{d}\left\|\frac{\sin b s_{j} \sin a s_{j}}{b s_{j}^{2}}\right\|_{1} \\
& \leq C\left(a+b^{-1}\right)^{d}
\end{aligned}
$$

and similarly, since $\left|B_{n}(s)\right| \leq 2$,

$$
\begin{aligned}
& (2 \pi)^{-d / 2}\left\|\prod_{j=1}^{d} \mathbf{1}_{\mathbb{R}^{d} \backslash B_{\sqrt{M}}}\left(\mathbf{s}_{\mathbf{d}}\right) B_{n}\left(\mathbf{s}_{\mathbf{d}}\right)\left(\mathcal{F}\left(\frac{1}{2 b} I_{\mathbf{b}}\right) \mathcal{F}\left(I_{\mathbf{a}}\right)\left(s_{j}\right)\right)\right\|_{1} \\
& \leq C d\left\|\left(b s^{2}\right)^{-1} \mathbf{1}_{\mathbb{R} \backslash B_{\sqrt{M}}}(s)\right\|_{1} \prod_{j=2}^{d}\left\|\frac{\sin b s_{j} \sin a s_{j}}{b s_{j}^{2}}\right\|_{1} \\
& \leq C d\left(b^{-1}+a\right)^{d} M^{-1 / 2} .
\end{aligned}
$$

Piecing everything together, we obtain the bound

$$
\begin{aligned}
\Omega_{n, d} & \leq C\left(b^{-1}+a\right)^{d}\left(M \mathcal{X}+\theta+G+\mathcal{X}+d M^{-1 / 2}\right) \\
& \leq C(a+d)^{d}\left(M \mathcal{X}+\theta+G+\mathcal{X}+d M^{-1 / 2}\right)
\end{aligned}
$$

which completes the proof.

### 3.4 Normal approximation

Let

$$
\begin{equation*}
S_{n, h}=n^{-1 / 2} \sum_{k=0}^{n-h}\left(X_{k} X_{k+h}-\phi_{h}\right) \quad\left(1 \leq h \leq d_{n}\right), \quad S_{n}=\sum_{h=0}^{d_{n}} s_{h} S_{n, h} \tag{3.4.1}
\end{equation*}
$$

with some sequence $d_{n} \rightarrow \infty$ of positive integers and real coefficients $s_{h}$. In this section we prove, under suitable assumptions, a normal approximation for the r.v.'s $S_{n, h}, 1 \leq h \leq d_{n}$ and $S_{n}$. Using the quantitative Cramér-Wold device obtained in the previous section, it will then follow that the distribution of $\mathbf{X}_{n}=\left(S_{n, 1}, \ldots, S_{n, d_{n}}\right)$ is close to the distribution of a Gaussian vector $\mathbf{Z}_{n}=$ $\left(Z_{n, 1}, \ldots, Z_{n, d_{n}}\right)$, with the same covariance structure. In Section 3.5 we will show that the distribution of $\mathbf{Z}_{n}$ converges to the finite dimensional distributions of a Gaussian process $\left\{\xi_{k}\right\}_{k \in \mathbb{Z}}$ and using the extremal theory of Gaussian processes, Theorem 3.2.2 will follow.

Theorem 3.4.1. Let $X_{k}=\sum_{i=0}^{\infty} \alpha_{i} \epsilon_{k-i}, k \in \mathbb{Z}$ be a linear process such that the $\epsilon_{i}$ are i.i.d. random variables and
(i) $\sum_{i=0}^{\infty} \sqrt{\sum_{j=i}^{\infty} \alpha_{j}^{2}}<\infty$,
(ii) $\mathbb{E}\left(\epsilon_{1}\right)=0, \mathbb{E}\left(\epsilon_{1}^{2}\right)=1, \mathbb{E}\left(\epsilon_{1}^{8}\right)<\infty$.

Let $d_{n} \rightarrow \infty, M_{n} \rightarrow \infty, \theta_{n} \rightarrow 0$ be positive sequences satisfying $d_{n}^{4} M_{n}^{4}=\mathcal{O}\left(n^{r}\right)$, $0<r<1 / 2$ and assume also $\max _{0 \leq h \leq d_{n}}\left|s_{h}\right| \leq M_{n}$. Then there exist a Gaussian random variable $Z_{n}$ with $\operatorname{Var}\left(Z_{n}\right)=\operatorname{Var}\left(S_{n}\right)$ and a Gaussian vector $\left\{Z_{n, h}, 1 \leq\right.$ $\left.h \leq d_{n}\right\}$ with the same covariance structure as $\left\{S_{n, h}, 1 \leq h \leq d_{n}\right\}$ such that

$$
\begin{aligned}
& \sup _{\left\{x:|x| \geq \theta_{n}\right\}}\left|P\left(S_{n} \leq x\right)-P\left(Z_{n} \leq x\right)\right| \leq C\left(n^{-1 / 10+r}+n^{-1 / 2} \theta_{n}^{-2}\right), \\
& \sup _{x}\left|P\left(S_{n, h} \leq x\right)-P\left(Z_{n, h} \leq x\right)\right| \leq C\left(n^{-1 / 10+r}\right), \quad 0 \leq h \leq d_{n},
\end{aligned}
$$

Proof. The proof is based on martingale approximation and an estimate of the speed of convergence in the martingale CLT by Heyde and Brown [27]. Denote with $\mathcal{G}_{i}=\sigma\left(\epsilon_{k}, k \leq i\right)$ the $\sigma$-algebra generated by the innovations $\left\{\epsilon_{k}\right\}_{k \leq i}$. For the proof, it is convenient to introduce the following projection operator

$$
\mathcal{P}_{i} X=\mathbb{E}\left(X \mid \mathcal{G}_{i}\right)-\mathbb{E}\left(X \mid \mathcal{G}_{i-1}\right)
$$

For $j<k$, put

$$
\begin{aligned}
X_{k} & :=X_{k}^{(k \leq j)}+X_{k}^{(k>j)}=X_{k}^{(k<j)}+X_{k}^{(k=j)}+X_{k}^{(k>j)} \\
& =\sum_{i=0}^{\infty} \alpha_{k-j+i} \epsilon_{j-i}+\sum_{i=0}^{k-j-1} \alpha_{i} \epsilon_{k-i} \\
& =\sum_{i=0}^{\infty} \alpha_{k-j+1+i} \epsilon_{j-i-1}+\alpha_{k-j} \epsilon_{j}+\sum_{i=0}^{k-j-1} \alpha_{i} \epsilon_{k-i} .
\end{aligned}
$$

Note that for $h \geq 0$,

$$
\begin{equation*}
\mathcal{P}_{i} X_{k} X_{k+h}=X_{k}^{(k=i)} X_{k+h}^{(k+h=i)}-\mathbb{E}\left(X_{k}^{(k=i)} X_{k+h}^{(k+h=i)}\right)+X_{k}^{(k=i)} X_{k+h}^{(k+h<i)}+X_{k}^{(k<i)} X_{k+h}^{(k+h=i)} . \tag{3.4.2}
\end{equation*}
$$

For fixed $n$, we introduce the martingale

$$
M_{l}:=\sum_{k=1}^{\infty} \sum_{h=1}^{d} s_{h}\left(\mathbb{E}\left(X_{k} X_{k+h} \mid \mathcal{G}_{l}\right)-\mathbb{E}\left(X_{k} X_{k+h} \mid \mathcal{G}_{0}\right)\right), l \geq 0
$$

and the process

$$
R_{l}:=\sum_{k=l+1}^{\infty} \sum_{h=1}^{d} s_{h}\left(\mathbb{E}\left(X_{k} X_{k+h}-\phi_{h} \mid \mathcal{G}_{l}\right)\right), l \geq 0 .
$$

Thus, we obtain the decomposition

$$
S_{n}=M_{n}+R_{0}-R_{n+d} .
$$

Note that by stationarity, for $k \geq 0$ it holds that

$$
\left\|R_{k}\right\|_{2}^{2}=\left\|R_{0}\right\|_{2}^{2}
$$

and using (3.4.2) in connection with Assumption (i), (ii), we obtain

$$
\begin{equation*}
\left\|R_{k}\right\|_{2}^{2}=\left\|R_{0}\right\|_{2}^{2} \leq C d^{2} \max _{1 \leq h \leq d}\left|s_{h}\right|^{2}=\mathcal{O}\left(n^{r / 2}\right) \tag{3.4.3}
\end{equation*}
$$

For the martingale differences $M_{l}-M_{l-1}$, we have that

$$
\Delta M_{l}=M_{l}-M_{l-1}=\sum_{i=l-d}^{\infty} \mathcal{P}_{l}\left(\sum_{h=1}^{d} s_{h} X_{i} X_{i+h}\right)
$$

in particular, proceeding as in the case of the process $\left\{R_{l}\right\}_{l \in \mathbb{N}}$, we have that

$$
\begin{equation*}
\left\|\Delta M_{l}\right\|_{4}^{4} \leq C d^{4} \max _{1 \leq h \leq d}\left|s_{h}\right|^{4} . \tag{3.4.4}
\end{equation*}
$$

In addition, we put

$$
\begin{equation*}
\sigma_{n, d}:=\sum_{l=1}^{n} \mathbb{E}\left(\Delta M_{l}^{2}\right) \tag{3.4.5}
\end{equation*}
$$

For computational reasons, we now introduce the martingales $N_{l}^{n}$, defined as

$$
N_{l}^{n}:=\sum_{k=1}^{n} \mathbb{E}\left(\Delta M_{k}^{2}-\mathbb{E}\left(\Delta M_{k}^{2}\right) \mid \mathcal{G}_{l}\right),
$$

and the corresponding martingale differences

$$
\Delta N_{l}^{n}=N_{l}^{n}-N_{l-1}^{n}=\sum_{i=l}^{n} \mathcal{P}_{l}\left(\Delta M_{i}^{2}\right) .
$$

For a discrete time martingale $\left\{M_{k}\right\}_{k \in \mathbb{N}}$, denote with

$$
[M, M]_{k}:=\sum_{l=0}^{k} \Delta M_{l}^{2}
$$

the square bracket of a martingale. Using the $L^{2}$ orthogonality of the martingale differences, we then have that

$$
\begin{aligned}
\left\|[M, M]_{n}-\mathbb{E}\left([M, M]_{n}\right)\right\|_{2}^{2} & =\left\|N_{n}^{n}\right\|_{2}^{2}=\left\|\sum_{k=0}^{n} \Delta N_{k}^{n}\right\|_{2}^{2}=\sum_{k=0}^{n}\left\|\Delta N_{k}^{n}\right\|_{2}^{2} \\
& =\sum_{k=0}^{n}\left\|\sum_{i=0}^{n} \mathcal{P}_{k}\left(\Delta M_{i}^{2}\right)\right\|_{2}^{2}=\sum_{k=0}^{n} \sum_{i=0}^{n}\left\|\mathcal{P}_{k}\left(\Delta M_{i}^{2}\right)\right\|_{2}^{2}
\end{aligned}
$$

Proceeding as in the case of the process $\left\{R_{l}\right\}_{l \in \mathbb{N}}$, one readily computes that

$$
\begin{equation*}
\sum_{i=0}^{\infty}\left\|\Delta M_{i}^{2}\right\|_{2}^{2} \leq C d^{4} \max _{1 \leq h \leq d}\left|s_{h}\right|^{4} \tag{3.4.6}
\end{equation*}
$$

It now follows from [27, Theorem], that

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|P\left(\sigma_{n, d}^{-1 / 2} M_{n} \leq x\right)-\Phi(x)\right| \leq C\left(\sigma_{n, d}^{-1} d^{4} \max _{1 \leq h \leq d}\left|s_{h}\right|^{4}\right)^{1 / 5} . \tag{3.4.7}
\end{equation*}
$$

We will now show that we can essentially replace $M_{n}$ with $S_{n, d}$ in (3.4.7). To this end, let $\gamma_{n}$ be a positive, monotone decreasing sequence. For a random variable $U$, we define the following sets:

$$
\begin{aligned}
& A_{U}:=\left\{\omega| | U(\omega) \mid \leq \gamma_{n}\right\}, \\
& A_{U}^{+}:=A \cap\{\omega \mid U(\omega) \geq 0\}, \\
& A_{U}^{-}:=A \cap\{\omega \mid U(\omega)<0\} .
\end{aligned}
$$

For a random variable $V$, we now have that

$$
\begin{aligned}
& |P(V+U \leq x)-P(V \leq x)| \leq P\left(\{x-U \leq V \leq x\} \cap A_{U}\right)+P\left(A_{U}^{c}\right) \\
& \leq P\left(\{x-U \leq V \leq x\} \cap A_{U}^{+}\right)+P\left(\{x \leq V \leq x-U\} \cap A_{U}^{-}\right)+P\left(A_{U}^{c}\right) \\
& \leq \mid P\left(\left\{x-\gamma_{n} \leq V \leq x\right\} \cap A_{U}^{+}\right)+P\left(\left\{x \leq V \leq x+\gamma_{n}\right\} \cap A_{U}^{-}\right)+P\left(A_{U}^{c}\right) \\
& \leq P\left(x-\gamma_{n} \leq V \leq x\right)+P\left(x \leq V \leq \gamma_{n}+x\right)+P\left(A_{U}^{c}\right) \\
& \leq 2 P\left(x-\gamma_{n} \leq V \leq x+\gamma_{n}\right)+P\left(A_{U}^{c}\right)
\end{aligned}
$$

The Markov inequality yields

$$
P\left(A^{c}\right) \leq \frac{\mathbb{E}\left(U^{2}\right)}{\gamma_{n}^{2}}
$$

hence, substituting $U=\sigma_{n, d}^{-1 / 2}\left(R_{0}-R_{n+d}\right), V=\sigma_{n, d}^{-1 / 2} M_{n}$, we obtain

$$
\begin{align*}
& \left|P\left(\sigma_{n, d}^{-1 / 2} S_{n} \leq x\right)-P\left(\sigma_{n, d}^{-1 / 2} M_{n} \leq x\right)\right| \\
& \quad \leq 2 P\left(x-\gamma_{n} \leq \sigma_{n, d}^{-1 / 2} M_{n} \leq x+\gamma_{n}\right)+\frac{C}{\gamma_{n}^{2} \sigma_{n, d}} \tag{3.4.8}
\end{align*}
$$

According to (3.4.7), the above is smaller than

$$
\begin{aligned}
& C\left(\sigma_{n, d}^{-1} d^{4} \max _{1 \leq h \leq d}\left|s_{h}\right|^{4}\right)^{1 / 5}+2 \sup _{\substack{x \in \mathbb{R},|y| \leq \gamma_{n}}}|\Phi(x-y)-\Phi(x+y)|+\frac{C}{\gamma_{n}^{2} \sigma_{n, d}} \\
& \leq C\left(\sigma_{n, d}^{-1} d^{4} \max _{1 \leq h \leq d}\left|s_{h}\right|^{4}\right)^{1 / 5}+4 \gamma_{n}+\frac{C}{\gamma_{n}^{2} \sigma_{n, d}} .
\end{aligned}
$$

By equating the last two terms, we obtain $\gamma_{n}=\sigma_{n, d}^{-1 / 3}$, hence

$$
\begin{equation*}
\sup _{x \in \mathbb{R}}\left|P\left(\sigma_{n, d}^{-1 / 2} S_{n} \leq x\right)-\Phi(x)\right| \leq C\left(\sigma_{n, d}^{-1} d^{4} \max _{1 \leq h \leq d}\left|s_{h}\right|^{4}\right)^{1 / 5} . \tag{3.4.9}
\end{equation*}
$$

We will now consider the two cases $\operatorname{Var}\left(S_{n}\right) \leq n^{2 / 3}$ and $\operatorname{Var}\left(S_{n}\right)>n^{2 / 3}$. In the first case, note that

$$
\begin{aligned}
\sup _{\left\{x|x| \geq \theta_{n}\right\}}\left|P\left(n^{-1 / 2} S_{n} \leq x\right)-P\left(Z_{n} \leq x\right)\right| & =\sup _{\left\{x \mid x \geq \theta_{n}\right\}}\left|P\left(n^{-1 / 2} S_{n}>x\right)-P\left(Z_{n}>x\right)\right| \\
& +\sup _{\left\{x \mid-x \geq \theta_{n}\right\}}\left|P\left(n^{-1 / 2} S_{n} \leq x\right)-P\left(Z_{n} \leq x\right)\right| \\
& \leq 4 \frac{\operatorname{Var}\left(S_{n}\right) n^{-1}}{\theta_{n}^{2}} \leq 4 n^{-1 / 3} \theta_{n}^{-2} .
\end{aligned}
$$

In order to treat the second case, by the Cauchy-Schwarz inequality, we have

$$
\left|\operatorname{Var}\left(S_{n}\right)-\sigma_{n, d}\right| \leq \operatorname{Var}\left(R_{0}-R_{n+d}\right)+2 \sqrt{\operatorname{Var}\left(R_{0}-R_{n+d}\right) \operatorname{Var}\left(S_{n}\right)}
$$

which implies that $\sigma_{n, d} \geq C n^{2 / 3}$. Put

$$
\begin{equation*}
\Delta_{n, d}:=\sigma_{n, d}^{-1}\left(\operatorname{Var}\left(R_{0}-R_{n+d}\right)+2 \sqrt{\operatorname{Var}\left(R_{0}-R_{n+d}\right) \operatorname{Var}\left(S_{n}\right)}\right) \tag{3.4.10}
\end{equation*}
$$

and note that $\Delta_{n, d}=\mathcal{O}\left(n^{-1 / 3+r / 4}\right)$. In addition, one readily verifies

$$
\begin{equation*}
\left|\operatorname{Var}\left(S_{n}\right)^{1 / 2} \sigma_{n, d}^{-1 / 2}-1\right| \leq \Delta_{n, d} . \tag{3.4.11}
\end{equation*}
$$

This gives us the following bound

$$
\begin{aligned}
& \sup _{\left\{x| | x \mid \geq \theta_{n}\right\}}\left|P\left(n^{-1 / 2} S_{n} \leq x\right)-P\left(Z_{n} \leq x\right)\right| \leq C\left(\sigma_{n, d}^{-1} d^{4} \max _{1 \leq h \leq d}\left|s_{h}\right|^{4}\right)^{1 / 5} \\
& +\sup _{\left\{x| | x \mid \geq \theta_{n}\right\}}\left|\Phi\left(x n^{1 / 2} \sigma_{n, d}^{-1 / 2}\right)-\Phi\left(x n^{1 / 2} \operatorname{Var}\left(S_{n}\right)^{-1 / 2}\right)\right| .
\end{aligned}
$$

Due to (3.4.11), we have

$$
\begin{aligned}
& \sup _{\left\{x| | x \mid \geq \theta_{n}\right\}}\left|\Phi\left(x n^{1 / 2} \sigma_{n, d}^{-1 / 2}\right)-\Phi\left(x n^{1 / 2} \operatorname{Var}\left(S_{n}\right)^{-1 / 2}\right)\right| \\
& \leq \sup _{\left\{x|x| \geq \theta_{n}\right\}} \sup _{\left\{y| | y \mid \leq \Delta_{n, d}\right\}}\left|\Phi\left(x n^{1 / 2} \operatorname{Var}\left(S_{n}\right)^{-1 / 2}\right)-\Phi\left((x+y) n^{1 / 2} \operatorname{Var}\left(S_{n}\right)^{-1 / 2}\right)\right|,
\end{aligned}
$$

and since $\Delta_{n, d} n^{1 / 2} \operatorname{Var}\left(S_{n}\right)^{-1 / 2}=\mathcal{O}\left(n^{-1 / 6+r / 4}\right)$, this is further smaller than

$$
\left|\Phi(0)-\Phi\left(C n^{-1 / 6}\right)\right| \leq C n^{-1 / 6+r / 4}
$$

Piecing everything together, we obtain

$$
\begin{aligned}
\sup _{\left\{x| | x \mid \geq \theta_{n}\right\}}\left|P\left(n^{-1 / 2} S_{n} \leq x\right)-P\left(Z_{n} \leq x\right)\right| & \leq C\left(n^{-1 / 10+r}+n^{-1 / 6+r / 4}+n^{-1 / 2} \theta_{n}^{-2}\right) \\
& \leq C\left(n^{-1 / 10+r}+n^{-1 / 3} \theta_{n}^{-2}\right)
\end{aligned}
$$

It is clear that from the previous computations, we also have that

$$
\sup _{x}\left|P\left(n^{-1 / 2} S_{n, h} \leq x\right)-P\left(Z_{n, h} \leq x\right)\right| \leq C\left(n^{-1 / 10+r}\right), \quad 0 \leq h \leq d,
$$

which completes the proof.

### 3.5 Proof of the theorems

For the proof of the Theorems 3.2 .1 , Theorem 3.2 .2 and Theorem 3.2 .4 , we require some additional results (Lemma 3.5.1, Lemma 3.5.2, Lemma 5.7.1 and Corollary 3.5.3), whose proof will be given at the end of this section.

Lemma 3.5.1. Let $Z_{n}, Z$ be mean zero Gaussian random variables such that

$$
\left|\operatorname{Var}\left(Z_{n}\right)-\operatorname{Var}(Z)\right| \leq n^{-q}, q>0 .
$$

Then for any $\theta_{n}>0$

$$
\sup _{\left\{x| | x \mid \geq \theta_{n}\right\}}\left|P\left(Z_{n} \leq x\right)-P(Z \leq x)\right| \leq C\left(n^{-q / 2} \theta_{n}^{-2}\right) .
$$

Let $S_{n, h}$ be defined by (3.4.1), put $\rho_{n, i, j}=\operatorname{Cov}\left(S_{n, i}, S_{n, j}\right), \rho_{i, j}=\lim _{n} \operatorname{Cov}\left(S_{n, i}, S_{n, j}\right)$, and $r_{n}:=\sup _{|i-j| \geq n}\left|\rho_{i, j}\right|$, provided the limit exists.
Lemma 3.5.2. Let $\lambda>0, d_{n}=\lambda \log n /(\log \log n)$, let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be a linear process satisfying the conditions of Theorem 3.4.1. Then the limit $\rho_{k, l}$ exists for all $k, l \in \mathbb{N}$ and
a) $\max _{0 \leq k, l \leq d_{n}}\left|\rho_{n, k, l}-\rho_{k, l}\right|=\mathcal{O}\left(n^{-2 / 3}\right)$,
b) $\min _{0 \leq k \leq d_{n}}\left|\rho_{n, k, k}\right| \geq c>0$,
c) $r_{n} \rightarrow 0$,
d) $\sum_{1 \leq k, l \leq n}\left|\rho_{k, l}\right|=\mathcal{O}(n)$.

Corollary 3.5.3. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be a linear process satisfying the conditions of Theorem 3.4.1. Assume in addition that

- $\max _{0 \leq h \leq d_{n}}\left|s_{h}\right| \leq M_{n}$,
- $d_{n}^{2} M_{n}^{2}=\mathcal{O}\left(n^{r}\right), 0<r<1 / 6$.

Then we have

$$
\sup _{\left\{x| | x \mid \geq \theta_{n}\right\}}\left|P\left(n^{-1 / 2} S_{n} \leq x\right)-P\left(Z_{d_{n}} \leq x\right)\right| \leq C\left(n^{-1 / 10+r}+n^{-1 / 4} \theta_{n}^{-2}\right)
$$

where $S_{n}$ is as in Proposition 3.4.1, and $Z_{d_{n}}$ is a mean zero Gaussian random variable with $\operatorname{Var}\left(Z_{d_{n}}\right)=\sum_{i, j=0}^{d_{n}} s_{i} s_{j} \rho_{i, j}$.

The following result is a key ingredient, and is due to C. Deo and can be found in [38, Theorem 1].

Lemma 3.5.4. Let $\left\{\xi_{i}\right\}_{i \in \mathbb{N}}$ be Gaussian process, where $\mathbb{E}\left(\xi_{i}\right)=0, \mathbb{E}\left(\xi_{i}^{2}\right)=1$ for all $i \in \mathbb{N}$. Put $\phi_{i, j}=\operatorname{Cov}\left(\xi_{i}, \xi_{j}\right), r_{n}:=\sup _{|i-j| \geq n}\left|\phi_{i, j}\right|$, and let $r_{1}<1$. Assume that one of the following two conditions is satisfied:
(a) $\sum_{n=1}^{\infty} r_{n}^{2}<\infty$,
(b) For some $\beta>0, r_{n}(\log n)^{2+\beta} \rightarrow 0$.

Then it holds

$$
P\left(a_{n}^{-1}\left(\max _{1 \leq h \leq n}\left|\xi_{h}\right|-b_{n}\right) \leq z\right) \rightarrow \exp \left(-e^{-z}\right)
$$

where $a_{n}=(2 \log n)^{-1 / 2}$ and $b_{n}=(2 \log n)^{1 / 2}-(8 \log n)^{-1 / 2}(\log \log n+4 \pi-4)$.
Proof of Theorem 3.2.2. In this proof, $C$ always denotes a generic, positive constant, that may vary from one formulae to another. We will only consider the case of $z \geq 0$, the other case $z<0$ follows in the same manner. Put $\sigma_{n, h}=\operatorname{Var}\left(S_{n, h}\right)$, $\sigma_{h}=\operatorname{Var}\left(\xi_{h}\right)$, and

$$
\begin{aligned}
& \Psi_{n}(z):=P\left(a_{n}^{-1}\left(\max _{0 \leq h \leq d} \sigma_{n, h}^{-1 / 2}\left|S_{n, h}\right|-b_{n}\right) \leq z\right), \\
& \Phi_{n}(z):=P\left(a_{n}^{-1}\left(\max _{0 \leq h \leq d} \sigma_{h}^{-1 / 2}\left|\xi_{h}\right|-b_{n}\right) \leq z\right), \\
& \Psi_{n}(A(n)):=P\left(\sigma_{n, 1}^{-1 / 2}\left|S_{n, 1}\right| \leq A(n), \ldots \sigma_{n, d}^{-1 / 2}\left|S_{n, d_{n}}\right| \leq A(n)\right), \\
& \Phi_{n}(A(n)):=P\left(\sigma_{1}^{-1 / 2}\left|\xi_{1}\right| \leq A(n), \ldots \sigma_{d}^{-1 / 2}\left|\xi_{d}\right| \leq A(n)\right),
\end{aligned}
$$

where $\left\{\xi_{h}\right\}_{h \in \mathbb{N}}$ is a mean zero Gaussian process with $\operatorname{Cov}\left(\xi_{i}, \xi_{j}\right)=\rho_{i, j}, i, j \geq 0$. Put $A(n)=z a_{n}+b_{n}, \theta_{n}=n^{-1 / 24}, p=\min \{1 / 10-r, 1 / 48\}$ and $M(n)=n^{p / 4}$,
and note that $d_{n}^{4} M(n)^{4}=n^{3 p / 2} \leq n^{1 / 8}$. Then by Corollary 3.5.3 and Theorem 3.3.1 we have

$$
\begin{equation*}
\left|\Psi_{n}(z)-\Phi_{n}(z)\right|=\left|\Psi_{n}(A(n))-\Phi_{n}(A(n))\right|=\mathcal{o}(1) \tag{3.5.1}
\end{equation*}
$$

hence it suffices tho show that

$$
\Phi_{n}(z) \rightarrow \exp \left(-e^{-z}\right) .
$$

Per assumption, we have $\sum_{i=0}^{\infty} \alpha_{i}^{2}>\sup _{h \geq 1} \sum_{i=0}^{\infty}\left|\alpha_{i} \alpha_{i+h}\right|$, hence we deduce from the proof of Lemma 3.5.2 that

$$
\sup _{k, l:|k-l|=1}\left|\left(\sigma_{k} \sigma_{l}\right)^{-1} \rho_{k, l}\right|<1,
$$

thus the claim follows from Lemma 3.5 .2 and Lemma 3.5.4.
Proof of Theorem 3.2.1. Put $\sigma_{n, h}=\operatorname{Var}\left(S_{n, h}\right), \sigma_{h}=\operatorname{Var}\left(\xi_{h}\right)$, and denote with $\mathcal{L}(.,$.$) the Lévy distance, i.e.$
$\mathcal{L}(X, Y)=\inf \{\epsilon>0: F(x) \leq G(x+\epsilon)+\epsilon$ and $G(x) \leq F(x+\epsilon)+\epsilon$, for all $x\}$,
where $F$ and $G$ are distribution functions of the r.v. $X$ and $Y$. By assumption, we have

$$
n^{-1 / 2}\left\{\left(\widehat{\phi}_{0}, \widehat{\phi}_{1}, \ldots, \widehat{\phi}_{d}\right)^{\mathbf{T}}-\left(\phi_{0}, \phi_{1}, \ldots, \phi_{d}\right)^{\mathbf{T}}\right\} \xrightarrow{d}\left\{\xi_{h}\right\}_{0 \leq h \leq d}
$$

for any finite $d \in \mathbb{N}$, where $\left\{\xi_{h}\right\}_{h \in \mathbb{N}}$ is a mean zero Gaussian process. On the other hand, it follows from Lemma 5.7.1 that

$$
P\left(a_{n}^{-1}\left(\max _{0 \leq h \leq n} \sigma_{h}^{-1 / 2}\left|\xi_{h}\right|-b_{n}\right) \leq z\right) \rightarrow \exp \left(-e^{-z}\right)
$$

where $a_{n}=(2 \log n)^{-1 / 2}$ and $b_{n}=(2 \log n)^{1 / 2}-(8 \log n)^{-1 / 2}(\log \log n+4 \pi-4)$. Let $V$ be a r.v. with $\operatorname{cdf} F(z)=\exp \left(-e^{-z}\right)$, and put

$$
\begin{aligned}
E_{X, d_{n}} & =a_{d_{n}}^{-1}\left(\max _{0 \leq h \leq d_{n}} \sigma_{d_{n}, h}^{-1 / 2}\left|S_{n_{d_{n}}, h}\right|-b_{d_{n}}\right), \\
E_{\xi, d_{n}} & =a_{d_{n}}^{-1}\left(\max _{0 \leq h \leq d_{n}} \sigma_{h}^{-1 / 2}\left|\xi_{h}\right|-b_{d_{n}}\right) .
\end{aligned}
$$

Then for any $\epsilon>0$, we can chose a $d_{n}$ and a corresponding $n_{d_{n}}$ such that

$$
\mathcal{L}\left(V, E_{X, d_{n}}\right) \leq \mathcal{L}\left(V, E_{\xi, d_{n}}\right)+\mathcal{L}\left(E_{X, d_{n}}, E_{\xi, d_{n}}\right) \leq \epsilon,
$$

hence the claim follows.

Proof of Theorem 3.2.4. Let $A_{d}^{(n)}=\left\{1 \leq j \leq d| | x_{j} \mid \geq \log n\right\}, 1 \leq j \leq d$ and denote with $\left|A_{d}^{(n)}\right|$ the cardinality of the set $A_{d}^{(n)}$. Note that the sets $A_{d}^{(n)}$ may substantially vary for each $d$. Let $A_{d}^{(n), c}$ be the complement of $A_{d}^{(n)}$ with respect to the total set $\{1, \ldots, d\}$. We then have

$$
\begin{aligned}
& \left|P\left(\bigcap_{j \in A_{d}^{(n), c}}\left\{\zeta_{n, j} \leq x_{j}\right\} \cap \bigcap_{j \in A_{d}^{(n)}}\left\{\zeta_{n, j} \leq x_{j}\right\}\right)-P\left(\bigcap_{j \in A_{d}^{(n), c}}\left\{\zeta_{n, j} \leq x_{j}\right\}\right)\right| \\
& \leq \sum_{j \in A_{d}^{(n)}} P\left(\zeta_{n, j}>\left|x_{j}\right|\right) \leq \mathcal{X} d+C d \exp \left(-(\log n)^{2} / 2\right),
\end{aligned}
$$

and the same bound is valid for the vector $\left(\xi_{1}, \ldots, \xi_{d}\right)^{T}$. Since $d_{n}=\mathcal{O}(\log n)$, the above bound converges to zero as $n$ increases, hence it suffices to establish the claim for $\max _{1 \leq j \leq d}\left|x_{j}\right| \leq \log n$. To this end, note that under the assumptions of Theorem 3.3.1 we have the more general conclusion

$$
\begin{align*}
& \left|P\left(-b<\zeta_{n, 1} \leq x_{1}, \ldots,-b<\zeta_{n, d} \leq x_{d}\right)-P\left(-b<\xi_{1} \leq x_{1}, \ldots,-b<\xi_{d} \leq x_{d}\right)\right| \\
& \leq C(x+b+d \log d)^{d}\left(M \mathcal{X}+\theta+d M^{-1 / 4}\right)+R M^{-1 / 2} \exp \left(-M(\sqrt{2} R)^{-1}\right)  \tag{3.5.2}\\
& +C d^{-1} \sum_{j=1}^{d} \exp \left(-x_{j}^{2} / 2\right):=\epsilon
\end{align*}
$$

where $x=\max _{j}\left\{x_{j}\right\}$. In addition, observe that

$$
\begin{aligned}
& \left|P\left(\zeta_{n, 1} \leq x_{1}, \ldots, \zeta_{n, d} \leq x_{d}\right)-P\left(-b<\zeta_{n, 1} \leq x_{1}, \ldots,-b<\zeta_{n, 1} \leq x_{d}\right)\right| \\
& \leq d \max _{1 \leq j \leq d} P\left(\left|\zeta_{n, j}\right| \geq b\right) \leq d \mathcal{X}+C d P\left(\left|\xi_{j}\right| \geq b\right) \\
& \leq C d\left(\mathcal{X}+\exp \left(-b^{2} / 2\right)\right)
\end{aligned}
$$

We choose now $d=d_{n}=\lambda \log n / \log \log n, \lambda>0$ and $b=b_{n}=d_{n} \log d_{n}$. Suppose now that

$$
\begin{equation*}
\limsup _{d \rightarrow \infty} d^{-1} \sum_{j=1}^{d} \exp \left(-x_{j}^{2} / 2\right)=0 \tag{3.5.3}
\end{equation*}
$$

Then by virtue of Theorem 3.4.1 and arguing as in the proof of Theorem 3.2.2, one easily verifies that $\lim _{n \rightarrow \infty} \epsilon_{n}=0$ and $\lim _{n \rightarrow \infty} d_{n} \mathcal{X}_{n}+d_{n} \exp \left(-b_{n}^{2} / 2\right)=0$ for appropriately increasing sequences $\mathcal{X}_{n}, \theta_{n}^{-1}, M_{n}$ and sufficiently small $\lambda>0$, where $\epsilon_{n}$ is the quantity in formula (3.5.2) with variable parameters $d_{n}, \mathcal{X}_{n}, M_{n},, R_{n}, \theta_{n}$.

This leaves us to consider the case were (3.5.3) is violated. This implies that we must have

$$
\begin{equation*}
\underset{d \rightarrow \infty}{\limsup } d^{-1} \sum_{j=1}^{d} \exp \left(-x_{j}^{2} / 2\right) \geq \delta>0 \tag{3.5.4}
\end{equation*}
$$

Define the sets $B_{d}^{(n)}=\left\{1 \leq j \leq d \mid \exp \left(-x_{j}^{2} / 2\right) \geq \delta / 2\right\}$, and note that these sets may substantially differ for each $d$. Due to (3.5.4), we have that $\left|B_{d}^{(n)}\right| \rightarrow \infty$ as $n$ (and hence also $d$ ) increases, where $\left|B_{d}^{(n)}\right|$ denotes the cardinality of the set. We thus obtain

$$
\begin{aligned}
& \left|P\left(\zeta_{n, 1} \leq x_{1}, \ldots, \zeta_{n, d} \leq x_{d}\right)-P\left(\xi_{1} \leq x_{1}, \ldots, \xi_{d} \leq x_{d}\right)\right| \\
& \leq P\left(\bigcap_{j \in B_{d}^{(n)}}\left\{\zeta_{n, j} \leq x_{j}\right\}\right)+P\left(\bigcap_{j \in B_{d}^{(n)}}\left\{\xi_{j} \leq x_{j}\right\}\right) \\
& \leq P\left(\bigcap_{j \in B_{d}^{(n)}}\left\{\zeta_{n, j} \leq \sqrt{-2 \ln \delta / 2}\right\}\right)+P\left(\bigcap_{j \in B_{d}^{(n)}}\left\{\xi_{j} \leq \sqrt{-2 \ln \delta / 2}\right\}\right) .
\end{aligned}
$$

Since $\left|B_{d}^{(n)}\right| \rightarrow \infty$ as $n$ (and hence also $d$ ) increases, [39, Theorem] implies that $P\left(\bigcap_{j \in B_{d}^{(n)}}\left\{\xi_{j} \leq \sqrt{-2 \ln \delta / 2}\right\}\right) \rightarrow 0$. On the other hand, it follows from the proof of Theorem 3.2.1 that there exists a sequence of subsets $B_{d}^{(n), *} \subset B_{d}^{(n)}$, such that $\lim _{n}\left|B_{d}^{(n), *}\right| \rightarrow \infty$ and

$$
\lim _{n}\left|P\left(\bigcap_{j \in B_{d}^{(n), *}}\left\{\zeta_{n, j} \leq \sqrt{-2 \ln \delta / 2}\right\}\right)-P\left(\bigcap_{j \in B_{d}^{(n), *}}\left\{\xi_{j} \leq \sqrt{-2 \ln \delta / 2}\right\}\right)\right| \rightarrow 0
$$

Since $P\left(\bigcap_{j \in B_{d}^{(n)}}\left\{\zeta_{n, j} \leq \sqrt{-2 \ln \delta / 2}\right\}\right) \leq P\left(\bigcap_{j \in B_{d}^{(n), *}}\left\{\zeta_{n, j} \leq \sqrt{-2 \ln \delta / 2}\right\}\right)$, we conclude that

$$
\lim _{n}\left|P\left(\zeta_{n, 1} \leq x_{1}, \ldots, \zeta_{n, d} \leq x_{d}\right)-P\left(\xi_{1} \leq x_{1}, \ldots, \xi_{d} \leq x_{d}\right)\right|=0
$$

if (3.5.3) is violated. Piecing everything together, the claim follows. This completes the proof of Theorem 3.2.4.

Proof of Lemma 3.5.1. Put $\sigma_{n}=\operatorname{Var}\left(Z_{n}\right), \sigma=\operatorname{Var}(Z), r_{n}:=\left|\sigma_{n}-\sigma\right|, L:=$ $r_{n} /\left(\sigma \sigma_{n}\right)$, and

$$
\phi_{\sigma}(x)=(\sqrt{2 \pi \sigma})^{-1 / 2} \exp \left(-x^{2} /(2 \sigma)\right) .
$$

Then

$$
\begin{align*}
& \left|\int_{0}^{\infty}\left((\sqrt{2 \pi \sigma})^{-1 / 2} \exp \left(-x^{2} /(2 \sigma)\right)-\left(\sqrt{2 \pi \sigma_{n}}\right)^{-1 / 2} \exp \left(-x^{2} /\left(2 \sigma_{n}\right)\right)\right) d x\right| \\
& \leq \int_{0}^{\infty} \varphi_{\sigma}(x) \sqrt{1+\frac{r_{n}}{\sigma_{n}}} \exp \left(x^{2} r_{n} /\left(\sigma \sigma_{n}\right)-1\left|d x+\left|\sqrt{1+\frac{r_{n}}{\sigma_{n}}}-1\right|\right.\right. \\
& \leq\left|r_{n} \sigma_{n}^{-1}\right|+\sqrt{1+\frac{r_{n}}{\sigma_{n}}}\left(\int_{0}^{L^{-1}} \varphi_{\sigma}(x) x^{2} L d x+2 \int_{L^{-1}}^{\infty} \varphi_{\sigma}(x) \exp \left(x^{2} L\right) d x\right) \\
& \leq\left|r_{n} \sigma_{n}^{-1}\right|+\sqrt{1+\frac{r_{n}}{\sigma_{n}}}\left(\sigma L+\left(1-2 \sigma \sigma_{n}^{-1} L\right) \int_{L^{-1}}^{\infty} \varphi_{\sigma}(x) d x\right):=A \tag{3.5.5}
\end{align*}
$$

If we have that $\sigma_{n} \geq 2 \sqrt{r_{n}}=2 n^{-q}, q>0$, an application of Lemma 3.3.4 gives the following upper bound for $A$.

$$
A \leq 4\left(\sqrt{r_{n}}+\int_{L^{-1}}^{\infty} \varphi_{\sigma}(x) d x\right) \leq 5 \sqrt{r_{n}}=5 n^{-q / 2}
$$

On the other hand, if $\sigma_{n}<2 \sqrt{r_{n}}$, we obtain as in the proof of Theorem 3.4.1

$$
\sup _{\left\{x| | x \mid \geq \theta_{n}\right\}}\left|P\left(Z_{n} \leq x\right)-P(Z \leq x)\right| \leq C\left(\sqrt{r_{n}} \theta_{n}^{-2}\right)
$$

which completes the proof.
Proof of Lemma 3.5.2. Put $\mathbb{E}\left(\epsilon^{4}\right)=\eta$ and let $\Lambda_{n, h}=n^{-1 / 2} \sum_{j=0}^{n}\left(X_{j} X_{j+h}-\phi_{h}\right)$. Since $d_{n}=\mathcal{O}(\log n)$, we have that

$$
\begin{aligned}
\mathbb{E}\left(S_{n, k}, S_{n, l}\right) & =\mathbb{E}\left(\Lambda_{n, k}, \Lambda_{n, l}\right)+\mathcal{O}\left(n^{-1}(\log n)^{2}\right) \\
& =\mathbb{E}\left(\Lambda_{n, k}, \Lambda_{n, l}\right)+\mathcal{O}\left(n^{-2 / 3}\right)
\end{aligned}
$$

and it thus suffices to consider $\mathbb{E}\left(\Lambda_{n, k}, \Lambda_{n, l}\right)$. Due to [25, section 7.2], it holds that

$$
\begin{equation*}
\mathbb{E}\left(\Lambda_{n, k}, \Lambda_{n, l}\right)=\sum_{|m|<n} \frac{n-|m|}{n} T_{m} \tag{3.5.6}
\end{equation*}
$$

where

$$
T_{m}=\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}+(\eta-3) \sum_{i} \alpha_{i} \alpha_{i+k} \alpha_{i+m} \alpha_{i+m+l} .
$$

In particular, it holds that

$$
\begin{equation*}
\rho_{k, l}=\lim _{n} \rho_{n, k, l}=(\eta-3) \phi_{k} \phi_{l}+\sum_{m=-\infty}^{\infty}\left(\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}\right) . \tag{3.5.7}
\end{equation*}
$$

We will now show $a$ ). Since

$$
\begin{equation*}
\int_{1}^{\infty} \frac{1}{\left(x(x+m)^{3 / 2}\right)} d x=\mathcal{O}\left((m \sqrt{m})^{-1}\right), \tag{3.5.8}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\phi_{m}=\sum_{i=0}^{\infty} \alpha_{i} \alpha_{i+m}=\mathcal{O}\left((m \sqrt{m})^{-1}\right) . \tag{3.5.9}
\end{equation*}
$$

We thus obtain for $0 \leq k, l \leq d_{n}$

$$
\sum_{|m|>n^{1 / 3}}\left(\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}\right)=\mathcal{O}\left(n^{-2 / 3}\right) .
$$

Using this, we obtain for $0 \leq k, l \leq d_{n}$ the decomposition

$$
\begin{equation*}
\rho_{k, l}=\sum_{|m|=0}^{\infty} T_{m}=\sum_{|m| \leq n^{1 / 3}} T_{m}+\mathcal{O}\left(n^{-2 / 3}\right), \tag{3.5.10}
\end{equation*}
$$

which yields

$$
\max _{0 \leq k, l \leq d_{n}}\left|\rho_{n, k, l}-\rho_{k, l}\right|=\mathcal{O}\left(n^{-2 / 3}\right),
$$

and thus $a$ ). b) follows from (6.5.16), while $c$ ) follows from (6.5.24) and (3.5.8). Finally, $d$ ) follows from (6.5.24) and (3.5.8).

Proof of Corollary 3.5.3. By [131, Theorem 1], we have for any fixed $d \in \mathbb{N}$, that

$$
\left\{S_{n, h}\right\}_{0 \leq h \leq d} \xrightarrow{d}\left\{\xi_{h}\right\}_{0 \leq h \leq d},
$$

where $\left\{\xi_{h}\right\}_{0<h<d}$ is a Gaussian process with $\operatorname{Cov}\left(\xi_{i}, \xi_{j}\right)=\rho_{i, j}, 0 \leq i, j \leq d$. Put $S_{n, h, s}=n^{-1 / 2} \sum_{k=0}^{n} s_{h}\left(X_{k} X_{k+h}-\phi_{h}\right)$, and $\xi_{h, s}=s_{h} \xi_{h}$, where $\max _{0 \leq h \leq d}\left|s_{h}\right| \leq M$. Then Proposition 3.5.2 implies

$$
\left|\operatorname{Var}\left(\sum_{h=0}^{d} S_{n, h, s}\right)-\operatorname{Var}\left(\sum_{h=0}^{d} \xi_{h, s}\right)\right| \leq n^{-2 / 3} d^{2} M^{2} \leq n^{-1 / 2},
$$

and the claim follows from Lemma 3.5.1 and Theorem 3.4.1.

## Chapter 4

## Obtaining a larger Growth Rate

### 4.1 Introduction

Let us reconsider the problem discussed in the previous chapter, i.e; we want to study the asymptotic behavior, as $n \rightarrow \infty$, of the object

$$
\begin{equation*}
\max _{0 \leq h \leq d_{n}}\left|\widehat{\phi}_{n, h}-\phi_{h}\right| . \tag{4.1.1}
\end{equation*}
$$

We essentially established a growth rate of $d_{n}=\mathcal{O}(\log n)$ using the quantiative Cramér-Wold device discussed in Section 3.3. The prove was based on martingale approximations and characteristic functions. The advantage of this approach was that it allows for very general processes. On the other hand, as for instance Senatov [110] pointed out, using characteristic functions as a tool in higher dimensions cannot lead to optimal results. Moreover, this is also the case when using martingale approximations for obtaining Gaussian approximations (cf. Chapter 24). Narrowing down the class of potential processes allows to use different tools which yield much larger growth rates for $d_{n}$, more precisely, we will establish analogues of Theorem 3.2 .2 with the growth rate $d_{n}=\mathcal{O}\left(n^{1 / 6}(\log n)^{-\alpha / 3}\right)$, for some $\alpha>3$. To this end, note that in case of linear processes, one may write

$$
\begin{equation*}
\widehat{\phi}_{n, h}=\frac{1}{n} \sum_{k=1}^{n} g_{h}\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots\right), \tag{4.1.2}
\end{equation*}
$$

where the functions $g_{h}$ are defined via

$$
\begin{equation*}
g_{h}\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots\right):=X_{k+h} X_{k}=\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \alpha_{i} \alpha_{j} \epsilon_{k+h-i} \epsilon_{k-j} \tag{4.1.3}
\end{equation*}
$$

Instead of considering the particular case of the covariance estimators $\left\{\widehat{\phi}_{n, h}\right\}_{1 \leq h \leq d_{n}}$, we will generally discuss functions $g_{h}\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots\right)$ under a mild dependence condition, that is easy to verify.

### 4.2 Main results

Let $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ be a sequence of zero mean IID random variables. In the sequel, we will consider the array of zero mean random variables $X_{k, h}=g_{h}\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots\right)$, $k \in \mathbb{Z}, 1 \leq h \leq d_{n}$, where $g_{h}$ are measurable functions such that $X_{k, h}$ are proper random variables. For convenience, we will also write $g_{h}\left(\xi_{k+h}\right)$, with $\xi_{k}=\left(\epsilon_{k}, \epsilon_{k-1}, \ldots\right)$. The class of processes that fits into this framework is large, and contains a variety of linear and nonlinear processes including ARCH, GARCH and related processes, see for instance [52, 104, 120, 121]. A very nice feature of the representation given above is that it allows to give simple, yet very efficient and general dependence conditions. Following Wu [133], let $\left\{\epsilon_{k}^{\prime}\right\}_{k \in \mathbb{Z}}$ be an independent copy of $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ on the same probability space, and define the ${ }^{\prime}$ filters' $\xi_{k,}^{\left(m,{ }^{\prime}\right)}, \xi_{k, h}^{(m, *)}$ as $\xi_{k, h}^{\left(m,{ }^{\prime}\right)}=\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots, \epsilon_{k-m}^{\prime}, \epsilon_{k-m-1}, \ldots\right)$ and $\xi_{k, h}^{(m, *)}=$ $\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots, \epsilon_{k-m}, \epsilon_{k-m-1}^{\prime}, \ldots\right)$. We put $\xi_{k, h}^{\prime}=\xi_{k, h}^{\left(0,{ }^{\prime}\right)}=\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots, \epsilon_{0}^{\prime}, \epsilon_{-1}, \ldots\right)$ and $\xi_{k, h}^{*}=\xi_{k, h}^{(0, *)}=\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots, \epsilon_{0}, \epsilon_{-1}^{\prime}, \ldots\right)$. In analogy, we put $X_{k, h}^{\left(m,{ }^{\prime}\right)}=$ $g_{h}\left(\xi_{k, h}^{\left(m,{ }^{\prime}\right)}\right)$ and $X_{k, h}^{(m, *)}=g_{h}\left(\xi_{k, h}^{(m, *)}\right)$, in particular we have $X_{k, h}^{\prime}=X_{k, h}^{\left(0,{ }^{\prime}\right)}$ and $X_{k, h}^{*}=X_{k, h}^{(0, *)}$.

As a dependence measure, one may now consider the quantities $\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p}$ or $\left\|X_{k, h}-X_{k, h}^{*}\right\|_{p}, p \geq 1$, where $\|\cdot\|_{p}^{p}=\mathbb{E}\left(|\cdot|^{p}\right)$. For example, if we define the linear processes $X_{k, h}=\sum_{i=0}^{\infty} \alpha_{i, h} \epsilon_{k-i}$, the condition

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{2}<\infty \tag{4.2.1}
\end{equation*}
$$

is valid if $\sum_{i=0}^{\infty}\left|\alpha_{i, h}\right|<\infty$, provided that $\mathbb{E}\left(\epsilon_{0}^{2}\right)<\infty$. Dependence conditions of the type of (4.2.1) are often quite general and easy to verify in many cases, see for instance [15, 34, 42, 130] and the references there. For fixed $h$, we will always express the dependence condition in terms of $\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p}$ in the sequel (cf. Assumption 4.2.1.

For $1 \leq h \leq d_{n}$, we denote the partial sums with

$$
S_{n, h}=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} X_{k, h}
$$

and define the $d_{n}$-dimensional vector

$$
\mathbf{S}_{n}=\left(S_{n, 1}, S_{n, 2}, \ldots, S_{n, d_{n}}\right)^{T}
$$

In order to state the main results, we require the following additional notation. We formally define the limit covariance

$$
\begin{equation*}
\varphi_{h, l}=\limsup _{n \rightarrow \infty}\left|\mathbb{E}\left(S_{n, h}^{\left(m_{n}\right)}, S_{n, l}^{\left(m_{n}\right)}\right)\right|, \quad h, l \in \mathbb{N} \tag{4.2.2}
\end{equation*}
$$

and for $k \geq 0$ the total limit covariance

$$
\begin{equation*}
r_{k}=\sup _{|h-l| \geq k}\left|\varphi_{h, l}\right| . \tag{4.2.3}
\end{equation*}
$$

The main results are derived under the following dependence and regularity conditions.

Assumption 4.2.1. Assume that for some $p \geq 4$ it holds that

$$
\begin{aligned}
& \text { (i) } \max _{1 \leq h \leq d_{n}}\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p}=\mathcal{O}\left(k^{-\beta}\right), \quad \beta>3 / 2, \\
& \text { (ii) } \liminf _{n \rightarrow \infty} \min _{1 \leq h \leq d_{n}} \operatorname{Var}\left(S_{n, h}\right)>0 .
\end{aligned}
$$

Note that (i) implies in particular that $\max _{1 \leq h \leq d_{n}}\left\|X_{k, h}\right\|_{p}<\infty$, this follows for instance from Lemma 4.3.3. We also mention that instead of (i), one may also use the condition

$$
\begin{equation*}
\max _{1 \leq h \leq d_{n}}\left\|X_{k, h}-X_{k, h}^{\left(h^{\prime}\right)}\right\|_{p}=\mathcal{O}\left(k^{-\beta}\right), \quad \beta>3 / 2 \tag{4.2.4}
\end{equation*}
$$

We can now give the main result.
Theorem 4.2.2. Assume that $r_{1}<1$ and that $r_{n}(\log n)^{2+\gamma} \rightarrow 0$, for some $\gamma>0$. Then, if in addition Assumption 4.2.1 is valid, we have for $z \in \mathbb{R}$

$$
\lim _{n \rightarrow \infty} P\left(a_{n}^{-1}\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}\right)^{-1 / 2}\right|-b_{n}\right) \leq z\right)=\exp \left(-e^{-z}\right)
$$

where $a_{n}=\left(2 \log d_{n}\right)^{-1 / 2}$ and $b_{n}=\left(2 \log d_{n}\right)^{1 / 2}-\left(8 \log d_{n}\right)^{-1 / 2}\left(\log \log d_{n}+4 \pi-4\right)$, and $d_{n}=\mathcal{O}\left(n^{1 / 6}(\log n)^{-\alpha / 3}\right)$, for some $\alpha>4$.

The conditions needed to prove the above theorem can essentially be divided into two classes. Assumption 4.2.1 is needed to allow for a suitable Gaussian approximation for the random vector $\mathbf{S}_{n}$, whereas condition (a) or (b) is required to establish weak convergence to an extreme-value type distribution. On the whole, the above conditions are quite general and, as pointed out earlier, include many weakly dependent processes.

In general, the variance $\operatorname{Var}\left(S_{n, h}\right)$ is not known in practice and needs to be estimated. One may hope that the above Theorems are still valid if one replaces $\operatorname{Var}\left(S_{n, h}\right)$ with the corresponding estimates $\widehat{\operatorname{Var}}\left(S_{n, h}\right)$, and indeed this is the case if the following mild condition is imposed on potential variance estimators $\widehat{\psi}_{h}$.

## Assumption 4.2.3.

$$
\limsup _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|\widehat{\operatorname{Var}}\left(S_{n, h}\right)-\operatorname{Var}\left(S_{n, h}\right)\right|>(\log n)^{-\alpha}\right)=0, \alpha>1 .
$$

We then have that
Theorem 4.2.4. Assume that the assumptions of Theorem 4.2.2 are satisfied. If in addition Assumption 4.2.3 is valid, we have

$$
\lim _{n \rightarrow \infty} P\left(a_{n}^{-1}\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \widehat{\operatorname{Var}}\left(S_{n, h}\right)^{-1 / 2}\right|-b_{n}\right) \leq z\right)=\exp \left(-e^{-z}\right),
$$

where $a_{n}=\left(2 \log d_{n}\right)^{-1 / 2}$ and $b_{n}=\left(2 \log d_{n}\right)^{1 / 2}-\left(8 \log d_{n}\right)^{-1 / 2}\left(\log \log d_{n}+4 \pi-4\right)$, and $d_{n}=\mathcal{O}\left(n^{1 / 6}(\log n)^{-\alpha / 3}\right)$, for some $\alpha>3$.

The literature (cf. [4, 25, 60]) provides many potential candidates to estimate the long run variance $\sigma_{h}^{2}=\lim _{n \rightarrow \infty} \operatorname{Var}\left(S_{n, h}\right)$. A popular estimator is Bartlett's estimator, or more general, estimators of the form

$$
\begin{equation*}
\widehat{\sigma}_{h}^{2}=\sum_{|j| \leq r} \omega(k / r) \widehat{\gamma}_{j, h} \tag{4.2.5}
\end{equation*}
$$

with weight function $\omega(x)$, where $\gamma_{j, h}=\mathbb{E}\left(X_{0, h} X_{j, h}\right)$ and $\widehat{\gamma}_{j, h}=n^{-1} \sum_{k=1}^{n-j} X_{k, h} X_{k+j, h}$. Considering the triangular weight function $\omega(x)=1-|x|$ for $|x| \leq 1$ and $\omega(x)=0$ for $|x|>1$, one recovers the Bartlett estimator in 4.2.5). One may also use the plain estimate

$$
\begin{equation*}
\widehat{\sigma}_{h}^{2}=\widehat{\gamma}_{0, h}+2 \sum_{i=1}^{l_{n}} \widehat{\gamma}_{i, h}, \tag{4.2.6}
\end{equation*}
$$

see for instance [112, 113]. In particular, Wu [131, Proposition 1] provides the following result, which we have reformulated for our setting.

Proposition 4.2.5. Let $l_{n} \in \mathbb{N}, l_{n} \rightarrow \infty$ as $n$ increases with $l_{n}=\mathcal{O}\left(\sqrt{n}\left(d_{n}(\log n)^{\alpha}\right)^{-1}\right)$, where $\alpha>1$. If Assumption 4.2.1 holds, then

$$
\limsup _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|\widehat{\operatorname{Var}}\left(S_{n, h}\right)-\operatorname{Var}\left(S_{n, h}\right)\right|>(\log n)^{-\alpha}\right)=0, \alpha>1
$$

Consequently, Theorem 4.2.4 is valid if one uses the variance estimator given in 4.2.6).

Let us briefly reconsider the case of the covariance estimators $\widehat{\phi}_{n, h}$ in case of
linear processes $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$, more precisely, let $L_{k}=\sum_{i=0}^{\infty} \alpha_{i} \epsilon_{k-i}$ be a linear process, where $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ is a mean zero IID sequence. We are interested in establishing simultaneous confidence bands for the covariances $\phi_{h}=\mathbb{E}\left(L_{h} L_{0}\right)$, which, as mentioned in Chapters 1 and 3, is an important issue. To this end, let

$$
S_{n, h}=\frac{1}{\sqrt{n}} \sum_{k=0}^{n-h}\left(L_{k} L_{k+h}-\phi_{h}\right), \quad 0 \leq h \leq d_{n}
$$

where $\phi_{h}=\sum_{i=0}^{\infty} \alpha_{i} \alpha_{i+h}$.
Then the following variant of Theorem 4.2.2 holds.
Theorem 4.2.6. Assume that $0<\left\|\epsilon_{0}\right\|_{8}<\infty$, and that

- $\left|\alpha_{i}\right|>0$ for at least one $i \in \mathbb{N}_{0}$,
- $\left|\alpha_{i}\right|=\mathcal{O}\left(i^{-\beta}\right)$, with $\beta>3 / 2$.

Then for $z \in \mathbb{R}$ it holds that

$$
\lim _{n \rightarrow \infty} P\left(a_{n}^{-1}\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}\right)^{-1 / 2}\right|-b_{n}\right) \leq z\right)=\exp \left(-e^{-z}\right)
$$

where $a_{n}=\left(2 \log d_{n}\right)^{-1 / 2}$ and $b_{n}=\left(2 \log d_{n}\right)^{1 / 2}-\left(8 \log d_{n}\right)^{-1 / 2}\left(\log \log d_{n}+4 \pi-4\right)$, and $d_{n}=\mathcal{O}\left(n^{1 / 6}(\log n)^{-\alpha / 3}\right)$, for some $\alpha>3$.

Naturally, an analogue version of Theorem4.2.4 is valid, and Proposition 4.2.5 is also valid under the conditions given in Theorem 4.2.6.

### 4.3 Proofs

The proof of Theorem 4.2 .2 is developed in a series of Lemmas. To this end, we formally introduce the following notation. Let $\left\{U_{k}\right\}_{k \in \mathbb{Z}}$ be a stationary process, adapted to some filtration $\mathcal{F}_{k}$. We define the projection operator $\mathcal{P}_{k} U_{i}$ as

$$
\mathcal{P}_{k} U_{i}=\mathbb{E}\left(U_{i} \mid \mathcal{F}_{k}\right)-\mathbb{E}\left(U_{i} \mid \mathcal{F}_{k-1}\right), k, i \in \mathbb{Z} .
$$

Let us consider the partial sums $\Lambda_{n}=\sum_{i=1}^{n} U_{i}$. Many of the following results are based on martingale approximations for $\Lambda_{n}$. Various different approximating martingale sequences have been proposed in the literature, see for instance [70, 100, 101, 128, 130] and the references there. In our setting, the following approximating sequence of martingales, introduced by Gordin [55], is
appropriate. Define the martingale $\left\{M_{k}\right\}_{k \in \mathbb{Z}}$ and the remainder process $\left\{R_{k}\right\}_{k \in \mathbb{Z}}$ as

$$
M_{k}=\sum_{i=1}^{\infty} \mathbb{E}\left(U_{i} \mid \mathcal{F}_{k}\right), \quad R_{k}=\sum_{i=k+1}^{\infty} \mathbb{E}\left(U_{i} \mid \mathcal{F}_{k}\right) .
$$

Note that both processes are stationary (if the above series converge), this follows for instance from Lemma 3.84 in [70]. We can now decompose $\Lambda_{n}$ as

$$
\begin{equation*}
\Lambda_{n}=M_{n}-M_{1}+M_{1}-R_{n}, \tag{4.3.1}
\end{equation*}
$$

where we note that $M_{1}=R_{0}$. We will frequently use the above decomposition for varying underlying processes $\left\{U_{k}\right\}_{k \in \mathbb{Z}}$. We will, however, abuse the notation by always writing $M_{n}, R_{n}$ for the corresponding martingale and remainder process, regardless of the specific process $\left\{U_{k}\right\}_{k \in \mathbb{Z}}$. In addition, we define the martingale differences

$$
\begin{equation*}
D_{k}=M_{k+1}-M_{k} . \tag{4.3.2}
\end{equation*}
$$

Another essential tool will be approximations with $m_{n}$-dependent random variables. To this end, we introduce the following notation. Let $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ be a sequence of zero mean IID random variables. We define the following two $\sigma$ algebras

$$
\begin{equation*}
\mathcal{F}_{k}=\sigma\left(\epsilon_{j}, j \leq k\right), \quad \mathcal{F}_{k-m}^{k+m}=\sigma\left(\epsilon_{j}, k-m \leq j \leq k+m\right) \tag{4.3.3}
\end{equation*}
$$

and for $1 \leq h \leq d_{n}$ the random variables

$$
\begin{align*}
& Y_{k, h}^{(\leq m)}=\mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{k-m}^{k+m}\right) \\
& Y_{k, h}^{(>m)}=X_{k, h}-Y_{k, h}^{(\leq m)}=X_{k, h}-\mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{k-m}^{k+m}\right) \tag{4.3.4}
\end{align*}
$$

In addition to the conditional approximations defined above, we denote the corresponding partial sums as

$$
S_{n, h}^{(m)}=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} Y_{k, h}^{(\leq m)}, \quad S_{n, h}^{(>m)}=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} Y_{k, h}^{(>m)}, \quad 1 \leq h \leq d_{n},
$$

and the random vector

$$
\mathbf{S}_{n}^{(m)}=\left(S_{n, 1}^{(m)}, S_{n, 2}^{(m)}, \ldots, S_{n, d_{n}}^{(m)}\right)^{T}, \quad \mathbf{S}_{n}^{(>m)}=\left(S_{n, 1}^{(>m)}, S_{n, 2}^{(>m)}, \ldots, S_{n, d_{n}}^{(>m)}\right)^{T}
$$

When dealing with extreme value-type distributions, the following notation also turns out to be quite convenient. For $z \in \mathbb{R}$ we put

$$
u_{d_{n}}(z)=a_{n} z+b_{n},
$$

where $a_{n}, b_{n}$ are as in Theorem 4.2.2, and we usually write $u_{d_{n}}$ instead of $u_{d_{n}}(z)$ if the dependence on $z$ is not important. Note in particular the following asymptotic expansion

$$
\begin{equation*}
u_{d_{n}}^{2}(z)=u_{d_{n}}^{2}=2 \log d_{n}-\log \log d_{n}+\mathcal{O}(1), \tag{4.3.5}
\end{equation*}
$$

and, for a standard Gaussian random variable $Z$ the tail estimate

$$
\begin{equation*}
P\left(|Z| \geq u_{d_{n}}(z)\right)=\frac{z}{d_{n}}+\mathcal{O}\left(d_{n}^{-1}\right) \tag{4.3.6}
\end{equation*}
$$

which we will extensively use in the sequel. Throughout the proofs, we will always assume that the sequences $m=m_{n}$ and $d_{n}$ satisfy

- $d_{n}=\mathcal{O}\left(n^{1 / 6}(\log n)^{-\alpha / 3}\right)$, for some $\alpha>3$.
- $2 d_{n} \leq m_{n}=\mathcal{O}\left(n^{1 / 6}(\log n)^{-\alpha / 3}\right)$, where $\alpha>3$ is as above.

The proof of Theorem 4.2 .2 essentially consists of three steps. In the first step we collect some preliminary results concerning the magnitude of $S_{n, h}^{\left(m_{n}\right)}, S_{n, h}^{\left(>m_{n}\right)}$, and related quantities. The second step consists of various truncation arguments, which essentially allows to consider $m_{n}$-dependent sequences $\left\{X_{k, h}\right\}_{k \in \mathbb{N}}$. Finally, the third steps presents an appropriate Gaussian approximation, which allows to apply results from the literature to deduce the result.

### 4.3.1 Step one - preliminary results

Lemma 4.3.1. Assume that Assumption 4.2.1 is valid. Then

$$
\max _{1 \leq h \leq d_{n}}\left\|S_{n, h}^{\left(>m_{n}\right)}\right\|_{2}=\mathcal{O}\left(m_{n}^{3 / 2-\beta}+n^{-1 / 2}\right) .
$$

Remark 4.3.2. Note that the assumption $d_{n} \geq n^{\delta}$ for some $\delta>0$ implies that we have in particular

$$
\begin{equation*}
\max _{1 \leq h \leq d_{n}}\left\|S_{n, h}^{\left(>m_{n}\right)}\right\|_{2}=\mathcal{O}\left((\log n)^{-q}\right), \tag{4.3.7}
\end{equation*}
$$

for any $q>0$, since $d_{n}<m_{n}$.

Proof of Lemma 4.3.1. First note that the Cauchy-Schwarz inequality implies

$$
\begin{equation*}
\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{2} \leq\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{4}=\mathcal{O}\left(k^{-\beta}\right) . \tag{4.3.8}
\end{equation*}
$$

Using that $S_{n, h}^{\left(>m_{n}\right)}=M_{n}-M_{1}-\left(R_{n}-R_{0}\right)$, we obtain

$$
\left\|S_{n, h}^{\left(>m_{n}\right)}\right\|_{2} \leq 2\left\|R_{0}\right\|_{2}+\left\|M_{n}\right\|_{2} .
$$

Using the orthogonality of the martingale increments $D_{k}$ we have

$$
\left\|M_{n}\right\|_{2}=\left\|\sum_{k=0}^{\infty} \mathcal{P}_{0}\left(Y_{k, h}^{\left(>m_{n}\right)}\right)\right\|_{2} \leq \sum_{k=0}^{\infty}\left\|\mathcal{P}_{0}\left(Y_{k, h}^{\left(>m_{n}\right)}\right)\right\|_{2}
$$

Since $\mathbb{E}\left\{\mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{k-m}^{k+m}\right) \mid \mathcal{F}_{0}\right\}=0$ for $k>m$, we obtain that

$$
\begin{equation*}
\left\|\mathcal{P}_{0}\left(Y_{k, h}^{\left(>m_{n}\right)}\right)\right\|_{2} \leq 2 \min \left\{\left\|Y_{k, h}^{\left(>m_{n}\right)}\right\|_{2},\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{2}\right\} . \tag{4.3.9}
\end{equation*}
$$

Let $\mathcal{F}_{k}^{\prime}=\sigma\left(\epsilon_{k}^{\prime}, \epsilon_{k-1}^{\prime}, \ldots\right)$. Then for any $p \geq 1$ we have by the triangular and Jensen's inequality

$$
\begin{aligned}
\left\|Y_{k, h}^{\left(>m_{n}\right)}\right\|_{p} & \leq\left\|X_{k, h}-X_{k, h}^{\left(m_{n}, *\right)}\right\|_{p}+\left\|\mathbb{E}\left(X_{k, h}-X_{k, h}^{\left(m_{n, *}\right)} \mid \sigma\left(\mathcal{F}_{k-m_{n}}^{k+m_{n}} \cup \mathcal{F}_{k-m_{n}-1}^{\prime}\right)\right)\right\|_{p} \\
& \leq 2\left\|X_{k, h}-X_{k, h}^{\left(m_{n}, *\right)}\right\|_{p}
\end{aligned}
$$

where we also used the fact that

$$
X_{k, h}^{\left(m_{n}, *\right)}-\mathbb{E}\left(X_{k, h}^{\left(m_{n}, *\right)} \mid \mathcal{F}_{k-m_{n}}^{k+m_{n}}\right)=\mathbb{E}\left(X_{k, h}^{\left(m_{n}, *\right)}-X_{k, h} \mid \sigma\left(\mathcal{F}_{k-m_{n}}^{k+m_{n}} \cup \mathcal{F}_{k-m_{n}-1}^{\prime}\right)\right) .
$$

Hence we obtain from the above that

$$
\begin{align*}
\sum_{k=1}^{\infty}\left\|\mathcal{P}_{0}\left(Y_{k, h}^{\left(>m_{n}\right)}\right)\right\|_{2} & \leq \sum_{k=1}^{m_{n}} 2\left\|X_{k, h}-X_{k, h}^{\left(m_{n}, *\right)}\right\|_{2}+\sum_{k=m_{n}+1}^{\infty}\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{2} \\
& =2 m_{n}\left\|X_{1, h}-X_{1, h}^{\left(m_{n}, *\right)}\right\|_{2}+\sum_{k=m_{n}+1}^{\infty}\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{2} \tag{4.3.10}
\end{align*}
$$

By [129, Theorem 1 (iii)] and Assumption 4.2.1 (i) we have for $p \geq 2$

$$
\begin{equation*}
\left\|X_{1, h}-X_{1, h}^{\left(m_{n}, *\right)}\right\|_{p}^{2} \leq C \sum_{i=-\infty}^{0}\left\|X_{m_{n}+h-i, h}-X_{m_{n}-i, h}^{\prime}\right\|_{p}^{2}=\mathcal{O}\left(m_{n}^{1-2 \beta}\right), \tag{4.3.11}
\end{equation*}
$$

and we thus obtain that

$$
\begin{equation*}
\left\|M_{n}\right\|_{2} \leq \sum_{k=1}^{\infty}\left\|\mathcal{P}_{0}\left(Y_{k, h}^{\left(>m_{n}\right)}\right)\right\|_{2}=\mathcal{O}\left(m_{n}^{3 / 2-\beta}\right) . \tag{4.3.12}
\end{equation*}
$$

On the other hand, using (4.3.11) and similar arguments as above, we have

$$
\sqrt{n}\left\|R_{0}\right\|_{2} \leq 2 \sum_{k=0}^{\infty}\left\|X_{k, h}-X_{k, h}^{*}\right\|_{2}=\mathcal{O}\left(\sum_{k=1}^{\infty} k^{1 / 2-\beta}\right)=\mathcal{O}(1)
$$

Piecing everything together, the claim follows.
Lemma 4.3.3. Assume that Assumption 4.2.1 is valid. Then

$$
\limsup _{n \rightarrow \infty} \max _{1 \leq h \leq d_{n}}\left\|\frac{1}{\sqrt{L}} \sum_{k=1}^{L} Y_{k, h}^{\left(\leq m_{n}\right)}\right\|_{4}<\infty
$$

for any $1 \leq L \leq n$.
Proof of Lemma 4.3.3. Using the martingale decomposition $S_{n, h}^{\left(\leq m_{n}\right)}=M_{n}-M_{1}-$ ( $R_{n}-R_{1}$ ), we obtain as in Lemma 4.3.1

$$
\left\|S_{L, h}^{\left(\leq m_{n}\right)}\right\|_{4} \leq 2\left\|R_{1}\right\|_{4}+\left\|M_{L}\right\|_{4}=\mathcal{O}\left(L^{-1 / 2}\right)+\left\|M_{L}\right\|_{4}
$$

Let $D_{k}=M_{k+1}-M_{k}$ be the martingale differences. Then an application of [35, Proposition 4] yields

$$
\begin{equation*}
\left\|M_{L}\right\|_{4}^{2} \leq \frac{8}{L} \sum_{k=0}^{L}\left\|D_{k}^{2}\right\|_{2}=\mathcal{O}(1) \tag{4.3.13}
\end{equation*}
$$

For $x \geq 1$, let $r_{x}$ be the solution of the equation

$$
x=\left(1+r_{x}\right)^{9} \exp \left(x^{2} / 2\right) .
$$

As $x \rightarrow \infty$, one has the expansion $r_{x}^{2}=2 \log x-(18+\mathcal{O}(1)) \log (1+\sqrt{2 \log x})$, see [57]. The following result is a reformulation of Theorem 3 in [131], which we have adapted for our cause.

Lemma 4.3.4. Assume that Assumption 4.2.1 is valid. Let $b_{n}=d_{n} / n+n^{-2 / 3}$. Then

$$
\max _{1 \leq h \leq d_{n}}\left|P\left(\left|\sum_{k=1}^{n} X_{k, h}\right|>\sigma_{h} \sqrt{n} r_{x}\right)-2\left(\Phi\left(r_{x}\right)-1\right)\right| \leq C\left(b_{n} x\right)^{1 / 5}\left(\Phi\left(r_{x}\right)-1\right)
$$

uniformly over $x \in\left[1, b_{n}^{-1}\right]$, where $C$ is independent of $h, n$.

### 4.3.2 Step two - truncation

We will frequently use the following result.
Lemma 4.3.5. Let $\mathbf{Z}_{n}^{(1)}=\left(Z_{1}^{(1)}, \ldots, Z_{n}^{(1)}\right)^{T}$ be a zero mean $n$-dimensional Gaussian random vector, such that

$$
\operatorname{Var}\left(Z_{i}^{(1)}\right)=1,1 \leq i \leq d_{n}
$$

Suppose that $\mathbf{Z}_{n}^{(2)}=\left(Z_{1}^{(2)}, \ldots, Z_{n}^{(2)}\right)^{T}$ is another $n$-dimensional random vector such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\max \left|\mathbf{Z}_{n}^{(2)}\right|>(\log n)^{-\delta}\right)=0 \tag{4.3.14}
\end{equation*}
$$

for some $\delta>1 / 2$. Then

$$
\begin{equation*}
\left|P\left(\max \left|\mathbf{Z}_{n}^{(1)}+\mathbf{Z}_{n}^{(2)}\right| \leq u_{n}\right)-P\left(\max \left|\mathbf{Z}_{n}^{(1)}\right| \leq u_{n}\right)\right| \rightarrow 0 \tag{4.3.15}
\end{equation*}
$$

as $n$ tends to infinity.
Proof of Lemma 4.3.5. We have
$\left|P\left(\max \left|\mathbf{Z}_{n}^{(1)}+\mathbf{Z}_{n}^{(2)}\right| \leq u_{n}\right)-P\left(\left\{\max \left|\mathbf{Z}_{n}^{(1)}+\mathbf{Z}_{n}^{(2)}\right| \leq u_{n}\right\} \cap\left\{\max \left|\mathbf{Z}_{n}^{(2)}\right| \leq(\log n)^{-\delta}\right\}\right)\right|$ $\leq P\left(\max \left|\mathbf{Z}_{n}^{(2)}\right|>(\log n)^{-\delta}\right)$,
which tends to zero as $n$ increases due to condition 4.3.14. Moreover, it holds that
$\left|P\left(\left\{\max \left|\mathbf{Z}_{n}^{(1)}+\mathbf{Z}_{n}^{(2)}\right| \leq u_{n}\right\} \cap\left\{\max \left|\mathbf{Z}_{n}^{(2)}\right| \leq(\log n)^{-\delta}\right\}\right)\right|$
$\leq P\left(u_{n}-(\log n)^{-\delta} \leq \max \left|\mathbf{Z}_{n}^{(1)}\right| \leq u_{n}\right)+P\left(u_{n} \leq \max \left|\mathbf{Z}_{n}^{(1)}\right| \leq u_{n}+(\log n)^{-\delta}\right)$
$\leq n\left(\max _{1 \leq i \leq n} P\left(u_{n}-(\log n)^{-\delta}\left|Z_{i}^{(1)}\right| \leq u_{n}\right)+\max _{1 \leq i \leq n} P\left(u_{n} \leq\left|Z_{i}^{(1)}\right| \leq u_{n}+(\log n)^{-\delta}\right)\right)$.
Using the tail estimate $1-\Phi(x) \leq(2 \pi)^{-1 / 2} x^{-1} \exp \left(-x^{2} / 2\right)$ for $x>0$, the above is smaller than
$C n\left((\log n)^{-\delta} u_{n}^{-1} \exp \left(-u_{n}^{2} / 2+u_{n}(\log n)^{-\delta}\right)+(\log n)^{-\delta} u_{n}^{-1} \exp \left(-u_{n}^{2} / 2-u_{n}(\log n)^{-\delta}\right)\right)$.
Note that $u_{n}(\log n)^{-\delta} \rightarrow 0$ as $n$ increases, thus by relation 4.3.5) the above is bounded by $C(\log n)^{-\delta}$. Hence the claim follows.
Lemma 4.3.6. Assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}^{(m)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\right)=\exp (-e(-z)) \tag{4.3.16}
\end{equation*}
$$

and that Assumption 4.2.1 is valid. Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}\right)^{-1 / 2}\right| \leq u_{d_{n}}\right)=\exp (-e(-z))
$$

Proof of Lemma 4.3.6. Put

$$
\begin{aligned}
I_{n, h}^{(m)} & :=\frac{S_{n, h}}{\sqrt{\operatorname{Var}\left(S_{n, h}\right)}}-\frac{S_{n, h}}{\sqrt{\operatorname{Var}\left(S_{n, h}^{(m)}\right)}} \\
& =\frac{S_{n, h}}{\sqrt{\operatorname{Var}\left(S_{n, h}^{(m)}\right)}} \frac{\operatorname{Var}\left(S_{n, h}^{(m)}\right)-\operatorname{Var}\left(S_{n, h}\right)}{\sqrt{\operatorname{Var}\left(S_{n, h}\right)}\left(\sqrt{\operatorname{Var}\left(S_{n, h}^{(m)}\right)}+\sqrt{\operatorname{Var}\left(S_{n, h}\right)}\right)} \\
& :=\frac{S_{n, h}}{\sqrt{\operatorname{Var}\left(S_{n, h}^{(m)}\right)}} I I_{n, h}^{(m)},
\end{aligned}
$$

and note that relation (4.3.7) implies that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \max _{1 \leq h \leq d_{n}}\left|I I_{n, h}^{(m)}\right|(\log n)^{1 / 2+\delta}=0, \delta>1 / 2 \tag{4.3.17}
\end{equation*}
$$

We thus obtain that for sufficiently large $n$

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}}\left|I_{n, h}^{(m)}\right|>(\log n)^{-\delta}\right) & \leq P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}^{(m)}\right)^{-1 / 2}\right|>(\log n)^{-\delta}\left|I I_{n, h}^{(m)}\right|^{-1}\right) \\
& \leq P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}^{(m)}\right)^{-1 / 2}\right|>\sqrt{3 \log n}\right) \\
& =\mathcal{O}(1) .
\end{aligned}
$$

Then, arguing as in the proof of Lemma 4.3.5 yields

$$
\begin{aligned}
& \left|P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}\right)^{-1 / 2}\right| \leq u_{n}\right)-P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}^{(m)}\right)^{-1 / 2}\right| \leq u_{n}\right)\right| \\
& \leq P\left(u_{n}-(\log n)^{-\delta} \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}^{(m)}\right)^{-1 / 2}\right| \leq u_{n}\right) \\
& +P\left(u_{n} \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}^{(m)}\right)^{-1 / 2}\right| \leq u_{n}+(\log n)^{-\delta}\right) \\
& =\mathcal{O}(1),
\end{aligned}
$$

hence the claim follows.
Lemma 4.3.7. Assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{(m)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\right)=\exp (-e(-z)), \tag{4.3.18}
\end{equation*}
$$

and that Assumption 4.2.1 is valid. Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}^{(m)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\right)=\exp (-e(-z))
$$

Proof of Lemma 4.3.7. Let $\delta>1 / 2$. Then, proceeding as in the proof of Lemma 4.3.5, we obtain that

$$
\begin{aligned}
& \left|P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{n}\right)-P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{n}\right)\right| \\
& \leq P\left(u_{d_{n}}-(\log n)^{-\delta} \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\right) \\
& +P\left(u_{d_{n}} \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}+(\log n)^{-\delta}\right) \\
& +P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(>m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \geq(\log n)^{-\delta}\right) .
\end{aligned}
$$

Due to Lemma 4.3.3 and relation 4.3.7 we have for sufficiently large $n$ that

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}} \mid S_{n, h}^{\left(>m_{n}\right)}\right. & \left.\operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2} \mid \geq(\log n)^{-\delta}\right) \\
& \leq d_{n} \max _{1 \leq h \leq d_{n}} P\left(\left|S_{n, h}^{\left(>m_{n}\right)}\right| \operatorname{Var}\left(S_{n, h}^{\left(>m_{n}\right)}\right)^{-1 / 2}>\sqrt{\log n}\right)
\end{aligned}
$$

Setting $b_{n}=n^{-2 / 3}, x=b_{n}^{-1}$, an application of Lemma 4.3.4 yields that the above is bounded by $C d_{n}\left(\Phi\left(r_{x}\right)-1\right)$, for some $C>0$, where $r_{x}^{2} \geq 1 / 2 \log n$ for sufficiently large $n$. Hence, using the well known tail estimate $1-\Phi(x) \leq$ $(2 \pi)^{-1 / 2} x^{-1} \exp \left(-x^{2} / 2\right)$ for $x>0$, we thus obtain

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(>m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \geq(\log n)^{-\delta}\right)=\mathcal{O}\left(d_{n} n^{-1 / 2}\right)=\mathcal{O}(1) \tag{4.3.19}
\end{equation*}
$$

On the other hand, for any $z^{\prime}<z<z^{\prime \prime}$, we have for sufficiently large $n$ the inequalities

$$
\begin{aligned}
P\left(u_{d_{n}}(z)-(\log n)^{-\delta}\right. & \left.\leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}(z)\right) \\
& \leq P\left(u_{d_{n}}\left(z^{\prime}\right) \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}(z)\right) \\
P\left(u_{d_{n}}(z)\right. & \left.\leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}(z)+(\log n)^{-\delta}\right) \\
& \leq P\left(u_{d_{n}}(z) \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\left(z^{\prime \prime}\right)\right)
\end{aligned}
$$

In addition, condition 4.3.18) yields that

$$
\begin{aligned}
& P\left(u_{d_{n}}\left(z^{\prime}\right) \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}(z)\right) \\
& +P\left(u_{d_{n}}(z) \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\left(z^{\prime \prime}\right)\right) \rightarrow \exp \left(-e\left(-z^{\prime \prime}\right)\right)-\exp \left(-e\left(-z^{\prime}\right)\right)
\end{aligned}
$$

as $n$ tends to infinity. This implies that we can chose sequences $z_{n}^{\prime} \uparrow z, z_{n}^{\prime \prime} \downarrow z$, such that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} P\left(u_{d_{n}}\left(z_{n}^{\prime}\right) \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}(z)\right) \\
& =\exp (-e(-z))-\exp (-e(-z))=0, \\
& \lim _{n \rightarrow \infty} P\left(u_{d_{n}}(z) \leq \max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\left(z_{n}^{\prime \prime}\right)\right) \\
& =\exp (-e(-z))-\exp (-e(-z))=0,
\end{aligned}
$$

which completes the proof.
We will now approximate $\left\{X_{k, h}\right\}_{k \in \mathbb{N}}$ with an $m_{n}$-dependent sequence. To this end, let $d_{n}^{*}=d_{n}+d_{n}(\log n)^{\alpha}$. We divide the set of integers $\{1,2, \ldots\}$ into consecutive blocks $\mathcal{H}_{1}, \mathcal{I}_{1}, \mathcal{H}_{2}, \mathcal{I}_{2} \ldots$. The blocks are defined by recursion, more precisely, define

$$
\mathcal{H}_{j}:=\left\{k \in \mathbb{N} \mid 1+(j-1) d_{n}^{*} \leq k \leq j d_{n}^{*}\right\},
$$

and

$$
\mathcal{I}_{j}=\left\{k \in \mathbb{N} \mid j d_{n}^{*}-2 m_{n}-1 \leq k \leq j d_{n}^{*}\right\} .
$$

Note that unlike to many other authors, we do not use a dyadic (or triadic) scheme, since it turns out that the Gaussian approximation used in Section 4.3.3 works better with the blocks defined above.

For $1 \leq j \leq\left\lceil n / d_{n}^{*}\right\rceil$ we define the random variables

$$
\begin{equation*}
\eta_{j, h}^{(m, 1)}=\sum_{k \in \mathcal{H}_{j}} Y_{k, h}^{(\leq m)}, \quad \eta_{j, h}^{(m, 2)}:=\sum_{k \in \mathcal{I}_{j}} Y_{k, h}^{(\leq m)}, \tag{4.3.20}
\end{equation*}
$$

and the random vectors

$$
\begin{equation*}
\boldsymbol{\eta}_{j}^{(m, i)}=\left(\eta_{j, 1}^{(m, i)}, \eta_{j, 2}^{(m, i)}, \ldots, \eta_{j, d_{n}}^{(m, i)}\right)^{T}, \quad i \in\{1,2\} \tag{4.3.21}
\end{equation*}
$$

In this spirit, we also define the partial sums as

$$
S_{n, h}^{(m, i)}=\frac{1}{\sqrt{n}} \sum_{j=1}^{\left\lceil n / d_{n}^{*}\right\rceil} \eta_{j, h}^{(m, i)}, \quad i \in\{1,2\},
$$

and the random vectors

$$
\mathbf{S}_{n}^{(m, i)}=\left(S_{n, 1}^{(m, i)}, S_{n, 2}^{(m, i)}, \ldots, S_{n, d_{n}}^{(m, i)}\right)^{T}, \quad i \in\{1,2\} .
$$

Note that we have the representation

$$
\mathbf{S}_{n}^{(m)}=\mathbf{S}_{n}^{(m, 1)}+\mathbf{S}_{n}^{(m, 2)}=\frac{1}{\sqrt{n}} \sum_{j=1}^{\left\lceil n / d_{n}^{*}\right\rceil}\left(\boldsymbol{\eta}_{j}^{(m, 1)}+\boldsymbol{\eta}_{j}^{(m, 2)}\right)
$$

In addition, we assume throughout the remainder of this paper that $\Lambda_{n, h}^{(m, i)}, i \in$ $\{1,2\}$ are Gaussian copies of $S_{n, h}^{(m, i)}, i \in\{1,2\}$, in other words, Gaussian processes with the same covariance structure as $S_{n, h}^{(m, i)}, i \in\{1,2\}$.

Lemma 4.3.8. Let $d_{n}^{*}=d_{n}+d_{n}(\log n)^{\alpha}, \alpha>3$, and assume that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 1\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\right)=\exp (-e(-z)) \tag{4.3.22}
\end{equation*}
$$

and that Assumption 4.2.1 is valid. Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)^{-1 / 2}\right| \leq u_{d_{n}}\right)=\exp (-e(-z))
$$

Proof of Lemma 4.3.8. By the cauchy-Schwarz inequality, we have

$$
\left|\operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 1\right)}\right)-\operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)\right| \leq \operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 2\right)}\right)+2 \sqrt{\operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 2\right)}\right) \operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 1\right)}\right)}
$$

hence

$$
\begin{equation*}
\max _{1 \leq h \leq d_{n}}\left|\operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 1\right)}\right)-\operatorname{Var}\left(S_{n, h}^{\left(m_{n}\right)}\right)\right|=\mathcal{O}\left(\max _{1 \leq h \leq d_{n}} \sqrt{\operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 2\right)}\right)}\right) \tag{4.3.23}
\end{equation*}
$$

Per construction, we have

$$
\operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 2\right)}\right)=\frac{1}{n} \sum_{j=1}^{\left\lceil n / d_{n}^{*}\right\rceil} \operatorname{Var}\left(\eta_{j, 2}^{\left(m_{n}, 2\right)}\right) \leq C\left(d_{n}^{*}\right)^{-1} \operatorname{Var}\left(\eta_{1,2}^{\left(m_{n}, 2\right)}\right),
$$

and due to Assumption 4.2.1 (ii) the right hand side is bounded by

$$
\begin{equation*}
C\left(d_{n}^{*}\right)^{-1} d_{n}=\mathcal{O}\left((\log n)^{-\alpha / 2}\right) . \tag{4.3.24}
\end{equation*}
$$

One can now proceed exactly as in the proof of Lemma 4.3.6.

### 4.3.3 Step three - normal approximation

To simplify the notation a little, we will assume from now on that

$$
\operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 1\right)}\right)=1, \quad \max _{1 \leq h \leq d_{n}} \operatorname{Var}\left(S_{n, h}^{\left(m_{n}, 2\right)}\right)=\mathcal{O}\left((\log n)^{-\alpha}\right), \alpha>3
$$

Note that this does not pose any additional restraint due to the previous results. In the sequel, we will be dealing with $d$-dimensional spheres. To this end, we define the open sphere with center $x$ as

$$
\mathbf{B}(\mathbf{x}, r, d)=\left\{\mathbf{y} \in \mathbb{R}^{d}| | \mathbf{x}-\mathbf{y} \mid<r\right\}
$$

and we denote with $\mathfrak{S}$ the system of all such spheres. In this spirit, we define the Lévy-Prokhorov metric as

$$
\pi(U, V ; \mathfrak{S})=\inf \left\{\epsilon: V(A) \leq U\left(A^{\epsilon}\right)+\epsilon, U(A) \leq V\left(A^{\epsilon}\right)+\epsilon \text { for all } A \in \mathfrak{S}\right\}
$$

where $U, V$ are probability distributions, and $A^{\epsilon}=\{x: d(x, A)<\epsilon\}$ is the $\epsilon$-neighborhood of a set $A$, and $d(x, A)$ is the distance between $x$ and the set $A$. For a random variable $X$, we will write $P_{X}(A)$ for the probability $P(X \in A)$, and $\Phi_{X}(A)$ if the distribution is Gaussian with the same covariance structure as $X$.

An important tool for estimating convergence rates for the Lévy-Prokhorov metric are the $\zeta_{s}$-metrics (cf. [110, 139), which are examples of the so-called ideal metrics. Ideal metrics have the properties of semiadditivity and homogeneity of order $s$ (cf. [110), which make deductions of convergence rate estimates very simple. Let $s>0$. Then we can represent $s$ as $s=m+\alpha$, where $[s]=m$ denotes the integer part, and $0 \leq \alpha<1$. Let $\mathfrak{F}_{s}$ be the class of all real-valued functions $f$, such that the $m$-th derivative exists, is bounded and satisfies

$$
\begin{equation*}
\left|f^{(m)}(x)-f^{(m)}(y)\right| \leq|x-y|^{\alpha} . \tag{4.3.25}
\end{equation*}
$$

The metric $\zeta_{s}$ for two probability measures $P, Q$ is then defined as

$$
\zeta_{s}(P, Q)=\sup \left\{\left|\int f(x)(P-Q)(d x)\right|: f \in \mathfrak{F}_{s}\right\} .
$$

Based on the $\zeta_{s}$-metrics, we have the following estimate for the the LévyProkhorov metric.

Lemma 4.3.9. We have

$$
\begin{aligned}
& \pi\left(P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \mathfrak{S}\right)^{1+s} \leq c(s)\left(n^{s / 2-1} d_{n}^{*}\right)^{-1} \zeta_{s}\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}, \Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right) \\
& \pi\left(P_{\mathbf{S}_{n}^{\left(m_{n}, 2\right)}}, \Phi_{\left.\mathbf{S}_{n}^{\left(m_{n}, 2\right)}, \mathfrak{S}\right)^{1+s} \leq c(s)\left(n^{s / 2-1} d_{n}^{*}\right)^{-1} \zeta_{s}\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 2\right)},}, \Phi_{\left.\boldsymbol{\eta}_{1}^{\left(m_{n}, 2\right)}\right)}\right.} .\right.
\end{aligned}
$$

Proof of Lemma 4.3.9. By inequality [110, 6.1.3] (see also Dudley), we have

$$
\pi\left(P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \mathfrak{S}\right) \leq c(s) \zeta_{s}\left(P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\right)
$$

Using the semi-addivity of the $\zeta_{s}$ metric, we obtain

$$
\begin{aligned}
& \zeta_{s}\left(P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \Phi_{\left.\mathbf{S}_{n}^{\left(m_{n}, 1\right)}\right)}\right)=\zeta_{s}\left(P_{n^{-1 / 2}\left(\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}+\ldots+\boldsymbol{\eta}_{\left[n, d d_{n}^{(m)}\right]}^{\left(m_{n}, 1\right)}\right.}, \Phi_{n^{-1 / 2}\left(\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}+\ldots+\boldsymbol{\eta}_{\left[n / d_{n}^{\left(m_{n}\right)}\left(m_{n}\right)\right.}\right)}\right) \\
& \leq \zeta_{s}\left(P_{n^{-1 / 2}} \boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}, \Phi_{n^{-1 / 2}} \boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}\right) \\
& +\zeta_{s}\left(P_{n^{-1 / 2}( }\left(\boldsymbol{\eta}_{2}^{\left(m_{n}, 1\right)}+\ldots+\boldsymbol{\eta}_{\left[n / d_{n}\left(m_{n}\right)\right.}^{\left(m_{1}\right)}, \Phi_{n^{-1 / 2}\left(\boldsymbol{\eta}_{2}^{\left(m_{n}, 1\right)}+\ldots+\boldsymbol{\eta}_{\left[n / d_{n}\right)}^{\left(m_{n}, 1\right)}\right)}\right)\right. \\
& \leq \sum_{j=1}^{\left\lceil n / d_{n}^{*}\right\rceil} \zeta_{s}\left(P_{n^{-1 / 2}} \boldsymbol{\eta}_{j}^{\left(m_{n}, 1\right)}, \Phi_{n^{-1 / 2}} \boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}\right) .
\end{aligned}
$$

In addition, the homogeneity of the $\zeta_{s}$ metric implies that

$$
\begin{aligned}
\sum_{j=1}^{\left\lceil n / d_{n}^{*}\right\rceil} \zeta_{s}\left(P_{n^{-1 / 2}} \boldsymbol{\eta}_{j}^{\left(m_{n, 1}\right.}, \Phi_{n^{-1 / 2}} \boldsymbol{\eta}_{j}^{\left(m_{n}, 1\right)}\right) & \leq\left\lceil n / d_{n}^{*}\right\rceil \zeta_{s}\left(P_{n^{-1 / 2}} \boldsymbol{\eta}_{1}^{\left(m_{n, 1}\right)}, \Phi_{n^{-1 / 2}} \boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}\right) \\
& \leq 2\left(n^{s / 2-1} d_{n}\right)^{-1} \zeta_{s}\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}, \Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)
\end{aligned}
$$

which completes the proof.
Lemma 4.3.10. If Assumption 4.2.1 is valid, then

$$
\begin{align*}
& \zeta_{3}\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}, \Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)=\mathcal{O}\left(d_{n}^{5 / 2}\left(d_{n}^{*}\right)^{3 / 2}\right),  \tag{4.3.26}\\
& \zeta_{3}\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 2\right)}}, \Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 2\right)}}\right)=\mathcal{O}\left(d_{n}^{5 / 2}\left(d_{n}^{*}\right)^{3 / 2}\right) \tag{4.3.27}
\end{align*}
$$

The proof goes along the lines of [110], see also Zolotarev [139] for the original argument.

Proof of Lemma 4.3.10. Fix any function $f \in \mathfrak{F}_{3}$. Using Taylor's formula with the integral representation for the remainder term, we have.

$$
f(\mathbf{x})=f(\mathbf{0})+\sum_{i=1}^{d_{n}} \frac{\partial f(\mathbf{0})}{\partial x_{i}} x_{i}+(2!)^{-1} \sum_{i_{1}, i_{2}=1}^{d_{n}} x_{i_{1}} x_{i_{2}} \int_{0}^{1}\left(\frac{\partial^{2} f(\lambda \mathbf{x})}{\partial x_{i_{1}} \partial x_{i_{2}}}(1-\lambda)\right) d \lambda .
$$

Using this, we obtain for the expectation given below the estimate

$$
\begin{aligned}
& \int f(\mathbf{x})\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}-\Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)(d \mathbf{x}) \\
& =(2!)^{-1} \int\left(\sum_{i_{1}, i_{2}=1}^{d_{n}} x_{i_{1}} x_{i_{2}} \int_{0}^{1}\left(\frac{\partial^{2} f(\lambda \mathbf{x})}{\partial x_{i_{1}} \partial x_{i_{2}}}(1-\lambda)\right) d \lambda\right)\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}-\Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)(d \mathbf{x}) .
\end{aligned}
$$

Moreover, using that

$$
\begin{aligned}
\left|\int_{0}^{1}\left(\frac{\partial^{2} f(\lambda \mathbf{x})}{\partial x_{i_{1}} \partial x_{i_{2}}}-\frac{\partial^{2} f(\lambda \mathbf{0})}{\partial x_{i_{1}} \partial x_{i_{2}}}\right)(1-\lambda) d \lambda\right| & \leq \int_{0}^{1}(|\lambda \mathbf{x}|(1-\lambda)) d \lambda \\
& \leq|\mathbf{x}| \int_{0}^{1} \lambda(1-\lambda) d \lambda \\
& \leq C|\mathbf{x}|
\end{aligned}
$$

the above estimate simplifies to

$$
\begin{aligned}
\left|\int f(\mathbf{x})\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}-\Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)(d \mathbf{x})\right| & \leq C \sum_{i_{1}, i_{2}=1}^{d_{n}} \int\left(|\mathbf{x}|\left|x_{i_{1}} x_{i_{2}}\right|\right)\left|P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}-\Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right|(d \mathbf{x}) \\
& \leq C \sum_{i_{1}, i_{2}=1}^{d_{n}} \int\left(|\mathbf{x}|\left|x_{i_{1}} x_{i_{2}}\right|\right)\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}+\Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)(d \mathbf{x})
\end{aligned}
$$

An application of the Cauchy-Schwarz inequality now yields

$$
\int\left(|\mathbf{x}|\left|x_{i_{1}} x_{i_{2}}\right|\right) P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}} \leq \sqrt{\int|\mathbf{x}|^{2} P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}} \sqrt{\int\left(x_{i_{1}} x_{i_{2}}\right)^{2} P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}} .
$$

Lemma 4.3.3 now implies that

$$
\begin{equation*}
\int|\mathbf{x}|^{2} P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}=\sum_{i=1}^{d_{n}} \mathbb{E}\left(\left(\eta_{i, 1}^{\left(m_{n}, 1\right)}\right)^{2}\right)=\mathcal{O}\left(d_{n} d_{n}^{*}\right) \tag{4.3.28}
\end{equation*}
$$

In addition, an application of the Cauchy-Schwarz inequality yields

$$
\left(\int\left(x_{i_{1}} x_{i_{2}}\right)^{2} P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)^{1 / 2} \leq\left(\int x_{i_{2}}^{4} P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}} \int x_{i_{1}}^{4} P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)^{1 / 4}=\mathcal{O}\left(d_{n}^{*}\right)
$$

where the last assertion follows from Lemma 4.3.3. Hence we obtain that

$$
\begin{equation*}
\sum_{i_{1}, i_{2}=1}^{d_{n}} \int\left(x_{i_{1}} x_{i_{2}}\right)^{2} P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}=\mathcal{O}\left(d_{n}^{2} d_{n}^{*}\right) \tag{4.3.29}
\end{equation*}
$$

which together with (4.3.28) yields

$$
\left|\int f(\mathbf{x})\left(P_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}-\Phi_{\boldsymbol{\eta}_{1}^{\left(m_{n}, 1\right)}}\right)(d \mathbf{x})\right|=\mathcal{O}\left(d_{n}^{5 / 2}\left(d_{n}^{*}\right)^{3 / 2}\right) .
$$

Since the function $f$ was arbitrary, the claim follows.

Lemma 4.3.11. Let $v_{n} \geq 0$. If Assumption 4.2.1 holds, we have

$$
\begin{aligned}
&\left|P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)-\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)\right|=\mathcal{O}(1), \\
&\left|P_{\mathbf{S}_{n}^{\left(m_{n}, 2\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)-\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 2\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)\right|=\mathcal{O}(1)
\end{aligned}
$$

Proof of Lemma 4.3.11. It follows from Lemma 4.3.9 and 4.3.10 that

$$
\pi\left(P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \mathfrak{S}\right)^{3} \leq c(3) \zeta_{3}\left(P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}, \Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\right)=\mathcal{O}\left(\epsilon_{n}\right)
$$

where

$$
\begin{equation*}
\epsilon_{n}=n^{-1 / 2} d_{n}^{5 / 2}\left(d_{n}^{*}\right)^{1 / 2}=(\log n)^{-\alpha / 2} \tag{4.3.30}
\end{equation*}
$$

where we point out that $\alpha / 6>1 / 2$. Hence we obtain the inequalities

$$
\begin{aligned}
P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right) & -\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right) \\
& \leq \Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}+\epsilon_{n}, d_{n}\right)\right)+\epsilon_{n}^{1 / 3}-\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\Phi_{\mathbf{S}_{n}^{\left(m_{n, 1)}\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right) & -P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right) \\
& \leq P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}+\epsilon_{n}, d_{n}\right)\right)+\epsilon_{n}^{1 / 3}-P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)
\end{aligned}
$$

Arguing as in the proof of Lemma 4.3.5, we obtain that

$$
\begin{aligned}
& \Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}+\epsilon_{n}, d_{n}\right)\right)-\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right) \\
& \leq d_{n}\left(\max _{1 \leq i \leq d_{n}} P\left(v_{n}-\epsilon_{n}^{1 / 3} \leq\left|\Lambda_{n, i}^{\left(m_{n}, 1\right)}\right| \leq v_{n}\right)+\max _{1 \leq i \leq d_{n}} P\left(v_{n} \leq\left|\Lambda_{n, i}^{\left(m_{n}, 1\right)}\right| \leq v_{n}+\epsilon_{n}^{1 / 3}\right)\right) \\
& =\mathcal{O}(1)
\end{aligned}
$$

since $\epsilon_{n}^{1 / 3}=(\log n)^{-\alpha / 6}$. Hence we conclude that

$$
\begin{equation*}
\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)-\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)=\mathcal{O}(1) \tag{4.3.31}
\end{equation*}
$$

In the same manner, we obtain

$$
\begin{align*}
& P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)-\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right) \\
& \leq d_{n}\left(\max _{1 \leq i \leq d_{n}} P\left(v_{n}-\epsilon_{n}^{1 / 3} \leq\left|S_{n, i}^{\left(m_{n}, 1\right)}\right| \leq v_{n}\right)+\max _{1 \leq i \leq d_{n}} P\left(v_{n} \leq\left|S_{n, i}^{\left(m_{n}, 1\right)}\right| \leq v_{n}+\epsilon_{n}^{1 / 3}\right)\right) . \tag{4.3.32}
\end{align*}
$$

By the classical Berry-Esséen bound, we have that

$$
\begin{aligned}
\max _{1 \leq i \leq d_{n}} \sup _{x \in \mathbb{R}}\left|P\left(S_{n, i}^{\left(m_{n}, 1\right)} \leq x\right)-P\left(\Lambda_{n, i}^{\left(m_{n}, 1\right)} \leq x\right)\right| & \leq \sqrt{\frac{d_{n}^{*}}{n}} \max _{1 \leq i \leq d_{n}} \mathbb{E}\left(\left(\left(d_{n}^{*}\right)^{-1 / 2} \eta_{i, 1}^{\left(m_{n}, 1\right)}\right)^{3}\right) \\
& =\mathcal{O}\left(\sqrt{\frac{d_{n}^{*}}{n}}\right)
\end{aligned}
$$

Since $d_{n}\left(d_{n}^{*}\right)^{1 / 2} n^{-1 / 2}=\mathcal{O}(1)$, we can replace the random variables $S_{n, i}^{\left(m_{n}, 1\right)}$ with their Gaussian versions $\Lambda_{n, i}^{\left(m_{n}, 1\right)}$ in 4.3.32, and we already know from the above that the magnitude of the resulting expression is $\mathcal{O}(1)$. We thus conclude that

$$
\begin{equation*}
P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)-P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)=\mathcal{O}(1) \tag{4.3.33}
\end{equation*}
$$

which together with 4.3.32) yields

$$
\begin{equation*}
\left|P_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)-\Phi_{\mathbf{S}_{n}^{\left(m_{n}, 1\right)}}\left(\mathbf{B}\left(\mathbf{0}, v_{n}, d_{n}\right)\right)\right|=\mathcal{O}(1) \tag{4.3.34}
\end{equation*}
$$

Lemma 4.3.12. Let $d_{n}^{*}=d_{n}+d_{n}(\log n)^{\alpha}, \alpha>3$, and assume that Assumption 4.2 .1 is valid. Then

$$
\lim _{n \rightarrow \infty}\left|P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)}\right| \leq u_{n}\right)-P\left(\max _{1 \leq h \leq d_{n}}\left|\Lambda_{n, h}^{\left(m_{n}\right)}\right| \leq u_{n}\right)\right|=0 .
$$

Proof of Lemma 4.3.12. Let $Z$ be a standard Gaussian random variable, and $\delta>$ $1 / 2$. We have

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}}\left|\Lambda_{n, h}^{\left(m_{n}, 2\right)}\right|>(\log n)^{-\delta}\right) & \leq d_{n} \max _{1 \leq h \leq d_{n}} P\left(\left|\Lambda_{n, h}^{\left(m_{n}, 2\right)}\right|>(\log n)^{-\delta}\right) \\
& =d_{n} \max _{1 \leq h \leq d_{n}} P\left(|Z|^{2}>(\log n)^{-2 \delta} \operatorname{Var}\left(\Lambda_{n, h}^{\left(m_{n}, 2\right)}\right)\right) \\
& \left.\leq d_{n} P\left(|Z|>(\log n)^{-\delta+\alpha / 2}\right)\right) .
\end{aligned}
$$

Since $\alpha>3$, we can chose $\delta>1 / 2$ such that $\alpha / 2-\delta>1 / 2$. Then, arguing as in the proof of Lemma 4.3.5, we obtain

$$
\left.d_{n} P\left(|Z|>(\log n)^{-\delta+\alpha / 2}\right)\right)=\mathcal{o}(1)
$$

hence

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left|\Lambda_{n, h}^{\left(m_{n}, 2\right)}\right|>(\log n)^{-\delta}\right)=\mathcal{O}(1), \quad \delta>1 / 2 . \tag{4.3.35}
\end{equation*}
$$

Similarly, using Lemma 4.3.11 and relation 4.3.35 we obtain

$$
\begin{equation*}
P\left(\max \left|\mathbf{S}_{n}^{\left(m_{n}, 2\right)}\right|>(\log n)^{-\delta}\right)=\mathcal{O}(1), \quad \delta>1 / 2 \tag{4.3.36}
\end{equation*}
$$

Since $u_{n}^{2}=\mathcal{O}(\log n)$, repeating the arguments of Lemma 4.3.14 together with the approximation given by Lemma 4.3.11 yields that

$$
\begin{equation*}
\left|P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}, 1\right)}\right| \leq u_{n}\right)-P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)}\right| \leq u_{n}\right)\right|=\mathcal{O}(1) \tag{4.3.37}
\end{equation*}
$$

and the same is true for $\Lambda_{n, h}^{\left(m_{n}\right)}$. Hence we obtain that,

$$
\begin{aligned}
\mid P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}\right)}\right| \leq u_{n}\right)- & P\left(\max _{1 \leq h \leq d_{n}}\left|\Lambda_{n, h}^{\left(m_{n}\right)}\right| \leq u_{n}\right) \mid \\
& \leq\left|P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}, 1\right)}\right| \leq u_{n}\right)-P\left(\max _{1 \leq h \leq d_{n}}\left|\Lambda_{n, h}^{\left(m_{n}, 1\right)}\right| \leq u_{n}\right)\right|+\mathcal{O}(1)
\end{aligned}
$$

But by Lemma 4.3.11 we have

$$
\left|P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h}^{\left(m_{n}, 1\right)}\right| \leq u_{n}\right)-P\left(\max _{1 \leq h \leq d_{n}}\left|\Lambda_{n, h}^{\left(m_{n}, 1\right)}\right| \leq u_{n}\right)\right|=\mathcal{O}(1)
$$

hence the claim follows.

### 4.3.4 Proofs of Theorem 4.2.2 and 4.2.4

Proof of Theorem 4.2.2. Due to the results of Sections 4.3.1, 4.3.2 and 4.3.3, it suffices to establish that

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left|\Lambda_{n, h}^{\left(m_{n}\right)}\right| \leq u_{n}\right) \rightarrow \exp (-z) . \tag{4.3.38}
\end{equation*}
$$

Note however, that the truncation and blocking arguments have altered the covariance structure, i.e. the covariance matrices of $S_{n, h}$ and $\Lambda_{n, h}^{\left(m_{n}\right)}, 1 \leq h \leq d_{n}$ are not the same. Fortunately, it will be sufficient that the covariance structures are close enough. To this end, note that the Cauchy-Schwarz inequality and Lemma 4.3 .3 imply that for $1 \leq i, j \leq d_{n}$

$$
\left|\operatorname{Cov}\left(S_{n, i}, S_{n, j}\right)-\operatorname{Cov}\left(\Lambda_{n, i}^{\left(m_{n}\right)}, \Lambda_{n, j}^{\left(m_{n}\right)}\right)\right| \leq C \max _{1 \leq h \leq d_{n}}\left(\left\|S_{n, h}^{(>m)}\right\|_{2}+\left\|S_{n, h}^{(m, 2)}\right\|_{2}\right)
$$

By Lemma 4.3.1 we have $\left\|S_{n, h}^{(m, 2)}\right\|_{2}=\mathcal{O}\left(m_{n}^{3 / 2-\beta}+n^{-1 / 2}\right)$, and Lemma 4.3.3 implies that $\left\|S_{n, h}^{(m, 2)}\right\|_{2}=\mathcal{O}\left(d_{n}^{1 / 2}\left(d_{n}^{*}\right)^{-1 / 2}\right)=\mathcal{O}\left((\log n)^{\alpha / 2}\right)$. Hence we obtain that

$$
\begin{equation*}
\left|\operatorname{Cov}\left(S_{n, i}, S_{n, j}\right)-\operatorname{Cov}\left(\Lambda_{n, i}^{\left(m_{n}\right)}, \Lambda_{n, j}^{\left(m_{n}\right)}\right)\right|=\mathcal{O}\left((\log n)^{2+\gamma}\right), \gamma>0 \tag{4.3.39}
\end{equation*}
$$

Per assumption, we have that $r_{1}<1$, and in addition $r_{n}(\log n)^{2+\gamma} \rightarrow 0$ for some $\gamma>0$, where $\varphi_{h, l}=\lim \sup _{n \rightarrow \infty}\left|\mathbb{E}\left(S_{n, h}, S_{n, l}\right)\right|, h, l \in \mathbb{N}$, and $r_{k}=$ $\sup _{|h-l| \geq k}\left|\varphi_{h, l}\right|$. Hence, for large enough $n$, it follows from 4.3.39), that these conditions are also valid if we replace $S_{n, h}$ with $\Lambda_{n, h}^{\left(m_{n}\right)}$. Thus 4.3.38) follows from Theorem 1 in 38 .
Proof of Theorem 4.2.4. In order to increase the readability, we introduce the following notation. Denote with $\sigma_{h}^{2}=\operatorname{Var}\left(S_{n, h}\right)$, and $\widehat{\sigma}_{h}^{2}=\widehat{\operatorname{Var}}\left(S_{n, h}\right)$. We need to show that the error

$$
\begin{equation*}
\max _{1 \leq h \leq d_{n}}\left|\left(\sigma_{h}^{-1}-\widehat{\sigma}_{h}^{-1}\right) S_{n, h}\right| \tag{4.3.40}
\end{equation*}
$$

is sufficiently small in probability, since then the claim follows from Theorem 4.3 .6 and arguments used in the proof of Lemma 4.3.6. To this end, we have

$$
\left|\left(\sigma_{h}^{-1}-\widehat{\sigma}_{h}^{-1}\right) S_{n, h}\right|=\left|\frac{S_{n, h}}{\sigma_{h}} \frac{\widehat{\sigma}_{h}^{2}-\sigma_{h}^{2}}{\widehat{\sigma}_{h}\left(\widehat{\sigma}_{h}+\sigma_{h}\right)}\right| \leq\left|\frac{S_{n, h}}{\sigma_{h}} \frac{\widehat{\sigma}_{h}^{2}-\sigma_{h}^{2}}{\widehat{\sigma}_{h}^{2}}\right| .
$$

In addition, for $0<\epsilon_{n} \leq 1$ we have

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\sigma}_{h}^{2}-\sigma_{h}^{2}\right| \widehat{\sigma}_{h}^{-2}\right) \geq \epsilon_{n}\right) & \leq P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\sigma}_{h}^{2}-\sigma_{h}^{2}\right|\left(1+\epsilon_{n}\right) \sigma_{h}^{-2}\right) \geq \epsilon_{n}\right) \\
& \leq P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\sigma}_{h}^{2}-\sigma_{h}^{2}\right| \sigma_{h}^{-2}\right) \geq \epsilon_{n} / 2\right),
\end{aligned}
$$

which due to Assumption 4.2 .1 is bounded by $P\left(\max _{1 \leq h \leq d_{n}}\left|\widehat{\sigma}_{h}^{2}-\sigma_{h}^{2}\right| \geq C \epsilon\right)$, for some $C>0$, which does not depend on $n$ or $h$. Choosing $\epsilon_{n}=(\log n)^{-\alpha}, \alpha>1$, we thus obtain from Assumption 4.2.3

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\sigma}_{h}^{2}-\sigma_{h}^{2}\right| \widehat{\sigma}_{h}^{-2}\right) \geq \epsilon_{n}\right)=\mathcal{O}(1) . \tag{4.3.41}
\end{equation*}
$$

In addition, it follows from the above that for some $\delta>1 / 2$

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}}\left|\left(\sigma_{h}^{-1}-\widehat{\sigma}_{h}^{-1}\right) S_{n, h}\right|>(\log n)^{-\delta}\right) & \leq P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \sigma_{h}^{-1}\right| \geq(\log n)^{-\delta+\alpha}\right) \\
& +P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\sigma}_{h}^{2}-\sigma_{h}^{2}\right| \widehat{\sigma}_{h}^{-2}\right) \geq(\log n)^{-\alpha}\right) .
\end{aligned}
$$

Since $\alpha>1$, we can choose a $\delta>1 / 2$ such that $\alpha-\delta>1 / 2$. Then, arguing as in the proof of Lemma 4.3.11 or using Theorem 4.2.2, one deduces that

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \sigma_{h}^{-1}\right| \geq(\log n)^{-\delta+\alpha}\right)=\mathcal{O}(1) \tag{4.3.42}
\end{equation*}
$$

Using (4.3.41), we thus obtain

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left|\left(\sigma_{h}^{-1}-\widehat{\sigma}_{h}^{-1}\right) S_{n, h}\right|>(\log n)^{-\delta}\right)=\mathcal{O}(1), \quad \delta>1 / 2 . \tag{4.3.43}
\end{equation*}
$$

Due to Theorem 4.2.2, we can now use the same arguments as in the proof of Lemma 4.3.6, which yields the claim.

### 4.3.5 Proof of Theorem 4.2.6

In order to proof Theorem 4.2.6, we need to validate Assumption 4.2.1. We will do so in the lemmas given below. To this end, let

$$
\begin{equation*}
X_{k, h}=L_{k+h-1} L_{k}-\phi_{h-1} . \tag{4.3.44}
\end{equation*}
$$

In order to verify Assumption 4.2.1 (i), the following result is useful.
Lemma 4.3.13. Assume that $\|\epsilon\|_{8}<\infty$ and that $\sum_{i=0}^{\infty}\left|\alpha_{i}\right|<\infty$. Then

$$
\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{4} \leq C\left(\left|\alpha_{k}\right|+\left|\alpha_{k+h}\right|\right)
$$

where $C$ does not depend on $h, k$.
For $m \geq 0$ and $k \geq l \geq 0$, let

$$
\begin{equation*}
T_{m}=\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}+(\eta-3) \sum_{i=0}^{\infty} \alpha_{i} \alpha_{i+k} \alpha_{i+m} \alpha_{i+m+l}, \tag{4.3.45}
\end{equation*}
$$

with the convention that $\alpha_{i}=0$ for $i<0$, and $\phi_{m}=\phi_{|m|}$, if $m<0$. In addition, put $\rho_{i, j}^{(n)}=\mathbb{E}\left(S_{n, i} S_{n, j}\right) / \sqrt{\mathbb{E}\left(S_{n, i}^{2}\right) \mathbb{E}\left(S_{n, j}^{2}\right)}$. We then have the following two results.

Lemma 4.3.14. Suppose that $0<\|\epsilon\|_{4}<\infty$. If

- $\left|\alpha_{i}\right|>0$ for at least one $i \in \mathbb{N}_{0}$,
- $\left|\alpha_{i}\right|=\mathcal{O}\left(i^{-\beta}\right)$, with $\beta>3 / 2$,
then

$$
\begin{equation*}
\mathbb{E}\left(S_{n, k} S_{n, l}\right)=\sum_{m=-\infty}^{\infty} T_{m}+\mathcal{O}\left(n^{-1 / 3} d_{n}^{1 / 2}\right) \tag{4.3.46}
\end{equation*}
$$

In particular, it holds that $\inf _{h \geq L} \varphi_{h, h}>0$, for some finite $L \geq 0$.
Lemma 4.3.15. Suppose that $\|\epsilon\|_{4}<\infty$, and that
(i) $\sum_{m=0}^{\infty}\left|\phi_{m}\right|<\infty$,
(ii) $\lim \sup _{h \rightarrow \infty} \sup _{m \geq L}\left|\frac{\phi_{m+h}}{\phi_{m}}\right|<1$, for some finite $L>0$.

Then we have

$$
\limsup _{n \rightarrow \infty} \sup _{i, j \geq M_{0}: 1 \leq|i-j|}\left|\rho_{i, j}^{(n)}\right|<1
$$

for some finite $M_{0}>0$.
Remark 4.3.16. Note that since $\lim _{m \rightarrow \infty}\left|\phi_{m}\right|=0$, one can actually assume that $L=0$ in condition (ii) of Lemma 4.3.15.

We are now ready to proof Theorem 4.2.6.
Proof of Theorem 4.2.6. The assumption $\left|\alpha_{i}\right|=\mathcal{O}\left(i^{-\beta}\right)$ of Theorem 4.2 .6 together with Lemma 4.3.13 implies that Assumption 4.2.1 (i) is valid, and (ii) follows from Lemma 4.3.14. Moreover, discarding the first $M_{0}$ elements of

$$
\max _{1 \leq h \leq d_{n}}\left|S_{n, h} \operatorname{Var}\left(S_{n, h}\right)^{-1 / 2}\right|
$$

has no effect on the limit distribution, and thus it suffices to establish that $r_{1}=$ $\sup _{|h-l| \geq 1}\left|\varphi_{h, l}\right|<1$ for $\min \{h, l\} \geq M_{0}$, where $M_{0}$ is finite. This, however, follows directly from Lemma 4.3.15. In addition, the estimate 4.3.46) together with the definition of $T_{m}$ in (4.3.45) implies that $r_{n}(\log n)^{3} \rightarrow 0$, which completes the proof.

Proof of Lemma 4.3.13. We have that

$$
\begin{aligned}
\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{4} & \leq\left\|\epsilon_{0}^{\prime} \alpha_{k} \sum_{\substack{i=0, i \neq k+h}}^{\infty} \alpha_{i} \epsilon_{k+h-i}+\epsilon_{0}^{\prime} \alpha_{k+h} \sum_{\substack{i=0, i \neq k}}^{\infty} \alpha_{i} \epsilon_{k-i}+\left(\epsilon_{0}^{\prime}\right)^{2} \alpha_{k} \alpha_{k+h}\right\|_{4} \\
& +\left\|\epsilon_{0} \alpha_{k} \sum_{\substack{i=0, i \neq k+h}}^{\infty} \alpha_{i} \epsilon_{k+h-i}+\epsilon_{0} \alpha_{k+h} \sum_{\substack{i=0, i \neq k}}^{\infty} \alpha_{i} \epsilon_{k-i}+\left(\epsilon_{0}\right)^{2} \alpha_{k} \alpha_{k+h}\right\|_{4} \\
& \leq C\left(\left|\alpha_{k}\right|+\left|\alpha_{k+h}\right|\right),
\end{aligned}
$$

which completes the proof.
Proof of Lemma 4.3.14. Put $R_{n, k}=n^{-1 / 2} \sum_{k=1}^{n}\left(L_{k} L_{k+h}-\phi_{h}\right)$.
An application of the Cauchy-Schwarz inequality yields

$$
\mathbb{E}\left(S_{n, k} S_{n, l}\right)=\mathbb{E}\left(R_{n, k} R_{n, l}\right)+\mathcal{O}\left(n^{-1 / 2} d_{n}^{1 / 2}\right),
$$

hence it suffices to consider $\mathbb{E}\left(R_{n, k} R_{n, l}\right)$. Due to [25, section 7.2], it holds that

$$
\begin{equation*}
\mathbb{E}\left(R_{n, k}, R_{n, l}\right)=\sum_{|m|<n} \frac{n-|m|}{n} T_{m}, \tag{4.3.47}
\end{equation*}
$$

in particular, we have

$$
\begin{equation*}
\varpi_{k, l}=\lim _{n \rightarrow \infty} \mathbb{E}\left(R_{n, k}, R_{n, l}\right)=(\eta-3) \phi_{k} \phi_{l}+\sum_{m=-\infty}^{\infty}\left(\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}\right) . \tag{4.3.48}
\end{equation*}
$$

Moreover, we have the decomposition

$$
\sum_{|m| \leq n} \frac{n-m}{n} T_{m}=\sum_{m=-\infty}^{\infty} T_{m}+\sum_{|m|>n} T_{m}+n^{-1} \sum_{|m| \leq n} m T_{m}
$$

Note that for $k \geq l$, we have

$$
\begin{aligned}
\sum_{|m|>K}\left|T_{m}\right| & \leq C\left\{\sum_{|m|>K}\left|\alpha_{m}\right|+\sum_{|m|>K}\left(\left|\phi_{m}\right|+\left|\phi_{m+k}\right|\right)\right\} \\
& \leq C\left\{\sum_{i>K}\left|\alpha_{i}\right|+\sum_{|m|>K}\left|\phi_{m}\right|\right\}:=\theta_{K}
\end{aligned}
$$

with $\lim _{K \rightarrow \infty} \theta_{K}=0$. Thus we get the estimate

$$
n^{-1} \sum_{|m| \leq n} m\left|T_{m}\right| \leq \lambda \sum_{|m| \leq \lambda n}\left|T_{m}\right|+\sum_{|m|>n \lambda}\left|T_{m}\right|=\mathcal{O}\left(\theta_{\lambda n}+\lambda\right) .
$$

Note that

$$
\begin{equation*}
\sum_{|m|>K}^{\infty}\left|\phi_{m}\right| \leq 2 \sum_{m>K}^{\infty} \sum_{i=0}^{\infty}\left|\alpha_{i} \alpha_{i+m}\right| \leq C \sum_{m>K}^{\infty}\left|\alpha_{i}\right|, \tag{4.3.49}
\end{equation*}
$$

which implies $\theta_{K}=\mathcal{O}\left(K^{-1 / 2}\right)$. Hence choosing $\lambda=\lambda_{n}=n^{-1 / 3}$ gives

$$
n^{-1} \sum_{|m| \leq n} m\left|T_{m}\right|=\mathcal{O}\left(n^{-1 / 3}\right),
$$

which implies (4.3.46). Finally note that since $\lim _{m \rightarrow \infty}\left|\phi_{m}\right|=0$, we have

$$
\begin{equation*}
\limsup \sup _{k \geq h}\left|\sum_{m=-\infty}^{\infty} T_{m}-\sum_{m=-\infty}^{\infty} \phi_{m}^{2}\right|=0 \tag{4.3.50}
\end{equation*}
$$

hence $\inf _{h \geq L} \varphi_{h, h}>0$, for some finite $L \geq 0$.

Proof of Lemma 4.3.15. Due to Lemma 4.3.14, we can assume that

$$
\begin{equation*}
\mathbb{E}\left(S_{n, k}, S_{n, l}\right)=(\eta-3) \phi_{k} \phi_{l}+\sum_{m=-\infty}^{\infty}\left(\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}\right) \tag{4.3.51}
\end{equation*}
$$

Now suppose first that $\min \{k, l\} \geq M_{0}$, for some $M_{0}>0$. Thus, since $\lim _{m \rightarrow \infty}\left|\phi_{m}\right|=$ 0 , we have from (4.3.51) that

$$
\begin{equation*}
\varpi_{k, l}=\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+k-l}+\epsilon^{\left(M_{0}\right)}, \tag{4.3.52}
\end{equation*}
$$

where $\epsilon^{\left(M_{0}\right)} \downarrow 0$ as $M_{0}$ increases. Condition (ii) and Remark 4.3.16 imply that for some $K \geq L$ large enough, we have

$$
\begin{equation*}
\sup _{m}\left|\frac{\phi_{m+h}}{\phi_{m}}\right| \leq \vartheta^{(K)}<1, K \leq h . \tag{4.3.53}
\end{equation*}
$$

Hence we obtain

$$
\begin{equation*}
\sqrt{\varpi_{k, k} \varpi_{l, l}} \geq \sum_{m=-\infty}^{\infty} \phi_{m}^{2}-\mathcal{O}\left(\epsilon^{\left(M_{0}\right)}\right) \tag{4.3.54}
\end{equation*}
$$

and

$$
\sum_{m=-\infty}^{\infty} \phi_{m}^{2}-\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+h} \geq\left(1-\vartheta^{(K)}\right) \sum_{m=-\infty}^{\infty} \phi_{m}^{2}
$$

Hence, for large enough but fixed $M_{0}$ and $K$, we deduce that that the CauchySchwarz inequality is strict, i.e.

$$
\begin{equation*}
\left|\rho_{i, j}^{(n)}\right|<1 . \tag{4.3.55}
\end{equation*}
$$

Now suppose that $h<K$. Then the Cauchy-Schwarz inequality (in $l_{2}$ ) implies that

$$
\left|\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+h}\right| \leq \sum_{m=-\infty}^{\infty} \phi_{m}^{2},
$$

and we have equality if and only if $v_{1}=\lambda v_{2}, \lambda \in \mathbb{R}$ and $v_{1}=\left(\ldots, \phi_{m}, \ldots\right)^{T}$, $v_{2}=\left(\ldots \phi_{m+h}, \ldots\right)^{T}$. This implies that $\phi_{m}=\lambda \phi_{m+h}$, and consequently

$$
\begin{equation*}
\phi_{0}=\lambda \phi_{h}=\lambda^{2} \phi_{2 h}=\ldots=\lambda^{n} \phi_{n h} . \tag{4.3.56}
\end{equation*}
$$

Since $\left|\phi_{n h}\right| \rightarrow 0$, we must have $|\lambda|>1$. We thus conclude that

$$
\left|\sum_{m=-\infty}^{\infty} \phi_{m}-\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+h}\right|=|\lambda-1| \sum_{m=-\infty}^{\infty} \phi_{m}^{2}>0 .
$$

Since $K$ is finite, we deduce that

$$
\min _{1 \leq h<K}\left|\sum_{m=-\infty}^{\infty} \phi_{m}-\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+h}\right|=\epsilon^{(K)}>0,
$$

which together with (4.3.54) implies that for large enough (but finite) $M_{0}$, we have (4.3.55), which completes the proof.

## Chapter 5

## Extremes of Yule-Walker Estimators

### 5.1 Introduction

Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be a $q$-th order autoregressive process AR(q) with coefficient vector $\Theta_{q} \in \mathbb{R}^{q}$. A considerable literature in the past years dealt with various aspects and problems on AR(q)-processes, see for instance [4, 25, 60, 85] and the references therein. More recently, people have moved on to more complicated models such as ARCH [22, 48, GARCH [21] and related models, which again have been extended in many different directions. However, in many applications, $\operatorname{AR}(\mathrm{q})$-processes still form the backbone and are often used as first approximations for further analysis, in particular, many estimation and fitting procedures can be based on preliminary AR(q) approximations. This includes for instance ARMA, ARCH and GARCH models ( [20, 56, 62]). Thus, $\operatorname{AR}(\mathrm{q})$ processes have moved from the spotlight to the backstage area, yet their significance remains unchallenged.

When fitting an $\operatorname{AR}(\mathrm{q})$ model, two important questions arise: how to choose the order $q$, and having done so, which estimators are to be used. Naturally, these two problems can hardly be separated and are often dealt with simultaneously, or at least so in preliminary estimates. An extensive literature has evolved around these two issues, pioneering contributions in this direction are due to Akaike [1, 2], Mallows [86, 87], Walker [123] and Yule [134, for more details we refer to [4, 24, [25, 60, 85]. In order to be able to describe some of the basic results, we recall that an $\operatorname{AR}(\mathrm{q})$ process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ is defined through the recurrence relation

$$
\begin{equation*}
X_{k}=\theta_{1} X_{k-1}+\ldots+\theta_{q} X_{k-q}+\epsilon_{k}, \tag{5.1.1}
\end{equation*}
$$

where it is often assumed that $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ is an IID sequence. Let $\phi_{h}=\mathbb{E}\left(X_{k} X_{k+h}\right)$, $k, h \in \mathbb{Z}$ be the covariance function. A natural estimate for $\phi_{h}$ is the sample
covariance $\widehat{\phi}_{n, h}=\frac{1}{n} \sum_{i=h+1}^{n} X_{i} X_{i-h}$. Depending on the magnitude of $h$, a different normalization, such as $(n-h)^{-1}$ is sometimes more convenient. Denote with $\boldsymbol{\Theta}_{q}=\left(\theta_{1}, \ldots, \theta_{q}\right)^{T}$ the parameter vector and put $\boldsymbol{\Phi}_{q}=\left(\phi_{1}, \ldots, \phi_{q}\right)^{T}$, and let $\boldsymbol{\Gamma}_{q}=$ $\left(\phi_{|i-j|}\right)_{1 \leq i, j \leq q}$ be the $q \times q$ dimensional covariance matrix. Then it follows from (5.1.1) that

$$
\begin{equation*}
\boldsymbol{\Gamma}_{q} \Theta_{q}=\boldsymbol{\Phi}_{q} \tag{5.1.2}
\end{equation*}
$$

Hence a natural idea is to replace the corresponding quantities by estimators $\widehat{\boldsymbol{\Phi}}_{q}=\left(\widehat{\phi}_{n, 1}, \ldots, \widehat{\phi}_{n, q}\right)^{T}, \widehat{\boldsymbol{\Gamma}}_{q}=\left(\widehat{\phi}_{n,|i-j|}\right)_{1 \leq i, j \leq q}$, and thus define the estimator $\widehat{\boldsymbol{\Theta}}_{q}=$ $\left(\widehat{\theta}_{1}, \ldots, \widehat{\theta}_{q}\right)^{T}$ via

$$
\begin{equation*}
\widehat{\boldsymbol{\Gamma}}_{q}^{-1} \widehat{\boldsymbol{\Phi}}_{q}=\widehat{\boldsymbol{\Theta}}_{q} \text { and } \widehat{\sigma}^{2}(q)=\widehat{\phi}_{0}-\widehat{\boldsymbol{\Theta}}_{q}^{T} \widehat{\boldsymbol{\Phi}}_{q} \tag{5.1.3}
\end{equation*}
$$

where $\sigma^{2}=\mathbb{E}\left(\epsilon_{0}^{2}\right)$. These estimators are commonly referred to as the Yule-Walker estimators, and they have some remarkable properties. For example, if $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ is causal, then the fitted model

$$
X_{k}=\widehat{\theta}_{1} X_{k-1}+\ldots+\widehat{\theta}_{p} X_{k-q}+\epsilon_{k}
$$

is still causal, see for instance [25] and [93]. Another interesting feature is that even though the Yule-Walker estimators are obtained via moment matching methods, their variance is asymptotically equivalent with those obtained via a maximum likelihood approach. More precisely, for $m \geq q$ it holds that

$$
\begin{equation*}
\sqrt{n}\left(\widehat{\boldsymbol{\Theta}}_{m}-\boldsymbol{\Theta}_{m}\right) \xrightarrow{d} \mathcal{N}\left(0, \sigma^{2} \boldsymbol{\Gamma}_{m}^{-1}\right), \tag{5.1.4}
\end{equation*}
$$

where $\boldsymbol{\Theta}_{m}=\left(\theta_{1}, \ldots, \theta_{q}, 0, \ldots, 0\right)^{T}$, see for instance [25]. These asymptotic results form the basis for earlier estimation methods of the order $q$ ( [105, 122, 126]), which focused on a fixed, finite number of possible orders and consist of multiple-testing-procedures, which in practice leads to the difficulty of having a required level. On the other hand, as it was pointed out by Shwarz [116], a direct likelihood approach fails, since it invariably chooses the highest possible dimension. Akaike [1] and Mallows [86, 87, developed a different approach, which is based on a 'generalized likelihood function', which has been further developed by various authors. Shibata [114] investigated the asymptotic distribution and showed that the estimator defined as in (5.1.5) is not consistent. This issue was successfully dealt with by Akaike [2] (BIC), Hannan and Quinn [63] (HQC), Parzen [99], Rissanen [108] and Shwarz [116] (SIC), who introduced consistent modifications (Parzen's CAT-criterion is conceptually different). For more recent advances and generalizations, see for instance Barron et al. [12], Foster and

George [50], Shao [111] and the detailed review on model selection given by Leeb and Pötscher [82]. Here and now, we will content ourselves with briefly discussing Akaike's approach and closely related criteria. Akaike's generalized likelihood function leads to the expression

$$
\begin{equation*}
\operatorname{AIC}(m)=n \log \widehat{\sigma}^{2}(m)+2 m \tag{5.1.5}
\end{equation*}
$$

where $n$ is the sample size and $\widehat{\sigma}^{2}(m)$ is as in (5.1.3). The order $q$ is then obtained by minimizing $\operatorname{AIC}(m), m \in\{0,1, \ldots, K\}$, for some predefined $K>0$. Consistent modifications are obtained by inserting an increasing sequence $C_{n}$, and $\operatorname{AIC}(m)$ then becomes

$$
\begin{equation*}
\widetilde{\operatorname{AIC}}(m)=n \log \widehat{\sigma}^{2}(m)+2 C_{n} m \tag{5.1.6}
\end{equation*}
$$

Most modifications result in $C_{n}=\mathcal{O}(\log n)$, even though the arguments are sometimes quite different. A notable exception is the idea of Hannan and Quinn 63], who successfully employed the LIL to obtain $C_{n}=\mathcal{O}(\log \log n)$.

The aim of this chapter is to introduce a different approach, based on the quantity $\max _{1 \leq i \leq d_{n}}\left|\widehat{\theta}_{i}-\theta_{i}\right|$, where $d_{n}$ is an increasing function in $n$. It is shown for instance that appropriately normalized, this expression converges weakly to a Gumbel-type distribution. On one hand, this allows to construct simultaneous confidence bands for the Yule-Walker-estimators $\widehat{\boldsymbol{\Theta}}_{d_{n}}$, but also permits us to construct a variety of different, consistent estimators for the order $q$ of an autoregressive process. The asymptotic distribution of such a particular estimator is also derived. As a byproduct, it is shown that known consistent criteria such as BIC, SIC and HQC are also consistent if the parameter space is increasing, i.e. consistency even holds if $q \in\left\{0, \ldots, d_{n}\right\}$, where $d_{n}=\mathcal{O}\left(n^{\delta}\right)$. This partially gives answers to questions raised by Hannan and Quinn [63, Shibata [114], and extends results given by An et al. [3]. In addition, the general method seems to be very useful for model fitting for subset autoregressive processes (see for instance [89), which is highlighted in Remark 5.2.7 and Section 5.3.

### 5.2 Main Results

We will frequently use the following notation. For a matrix $\mathbf{A}=\left(a_{i, j}\right)_{\substack{1 \leq i \leq r,\} \\ 1 \leq j \leq s}}^{\substack{\text {, }}}$, $r, s \in \mathbb{N}$ we put

$$
\begin{equation*}
\max |\mathbf{A}|=\max _{1 \leq i \leq r, 1 \leq j \leq s}\left|a_{i, j}\right| . \tag{5.2.1}
\end{equation*}
$$

In addition, we will use the abbreviation $\|\cdot\|_{p}=\left(\mathbb{E}\left(|\cdot|^{p}\right)\right)^{1 / p}$. The main results are dealing with an array of $\mathrm{AR}(\mathrm{q})$ processes, more precisely, we consider the family
of $\operatorname{AR}\left(d_{n}\right)$ processes $\left\{X_{k}^{(r)}\right\}_{k \in \mathbb{Z}}, 1 \leq r \leq d_{n}$, where $d_{n}=\mathcal{O}\left(n^{\delta}\right)$ (more details are given later). Since we are always only dealing with a single member of this array, the index $(r)$ is dropped for convenience, and we just consider an $\operatorname{AR}\left(d_{n}\right)$ process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$, keeping in mind that the parameters $\left\{\theta_{i}\right\}_{1 \leq i \leq d_{n}}$ may depend on $n$. This implies that $X_{k}$ satisfies the recurrence relation

$$
\begin{equation*}
X_{k}=\theta_{1} X_{k-1}+\ldots+\theta_{d_{n}} X_{k-d_{n}}+\epsilon_{k}, \quad k \in \mathbb{Z}, \tag{5.2.2}
\end{equation*}
$$

where $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ defines the usual innovations. We specifically point out that $\left\{\theta_{i}\right\}_{1<i<d_{n}}$ are not required to be all different from zero, only one parameter should be nonzero to exclude the trivial case. All of the results are derived under the following assumption regarding the $\operatorname{AR}\left(d_{n}\right)$ process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$.

## Assumption 5.2.1.

- $\sum_{i=1}^{d_{n}}\left|\theta_{i}\right| \leq \vartheta<1$, where $\vartheta$ does not depend on $n$,
- $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ is a mean zero IID-sequence of random variables, such that $\left\|\epsilon_{k}\right\|_{p}<$ $\infty$ for some $p>4,\left\|\epsilon_{k}\right\|_{2}^{2}=\sigma^{2}, k \in \mathbb{Z}$.
We point out that Assumption 5.2 .1 implies that the $\operatorname{AR}\left(d_{n}\right)$-process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ is causal, and admits the representation

$$
X_{k}=\sum_{i=0}^{\infty} \psi_{i} \epsilon_{k-i}, \quad \text { with }\left|\psi_{i}\right| \leq \vartheta^{i},
$$

see also Lemma 5.6.1. Also, it is clear from the proofs that condition $\sum_{i=1}^{d_{n}}\left|\theta_{i}\right| \leq$ $\vartheta<1$ can be considerably relaxed and reformulated for instance in terms of the eigenvalues of the covariance matrix $\boldsymbol{\Gamma}_{d_{n}}$ and the spectral density function of the process $\left\{X_{k}\right\}_{\{k \in \mathbb{Z}\}}$ (see also [13]). However, the current formulation significantly simplifies the notation and some of the proofs.

In accordance to the previously established notation, we introduce the inverse and estimated inverse matrix

$$
\begin{equation*}
\Gamma_{d_{n}}^{-1}=\left(\gamma_{i, j}^{*}\right)_{1 \leq i, j \leq d_{n}}, \quad \widehat{\Gamma}_{d_{n}}^{-1}=\left(\widehat{\gamma}_{i, j}^{*}\right)_{1 \leq i, j \leq d_{n}} . \tag{5.2.3}
\end{equation*}
$$

In addition, we will use the convention that $\theta_{0}=\widehat{\theta}_{0}=-1$. Put

$$
\begin{equation*}
r_{k, n}=\max _{k \leq h, i \leq d_{n}}\left|\sum_{r=0}^{i-1} \theta_{r} \theta_{r+h}-\sum_{r=d_{n}+1-i-h}^{d_{n}-h} \theta_{r} \theta_{r+h}\right|, \tag{5.2.4}
\end{equation*}
$$

where a sum is taken to be zero if its upper limit is less than its lower limit. We can now formulate our main result.

Theorem 5.2.2. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R\left(d_{n}\right)$ process satisfying Assumption 5.2.1. Suppose that $d_{n}=\mathcal{O}\left(n^{\delta(p)}\right)$ and that $\sup _{n} r_{k, n}(\log k)^{2+\beta} \rightarrow 0$, for some $\beta>0$. Then for $z \in \mathbb{R}$

$$
P\left(a_{n}^{-1}\left(\sqrt{n} \max _{1 \leq i \leq d_{n}}\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\left(d_{n}\right)\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right|-b_{n}\right) \leq z\right) \rightarrow \exp \left(-e^{-z}\right)
$$

where $a_{n}=\left(2 \log d_{n}\right)^{-1 / 2}$ and $b_{n}=\left(2 \log d_{n}\right)^{1 / 2}-\left(8 \log d_{n}\right)^{-1 / 2}\left(\log \log d_{n}+4 \pi-4\right)$.
Remark 5.2.3. The exact specification of $\delta(p)$ is not very simple and involves a maximization-minimization problem, which is given in Theorem 5.4.3. An upper bound is $\delta(p)<1 / 10$, and thus for smaller $n$ the restriction $n^{\delta(p)}$ is rather strong. However, numerical results (see Section 5.3) indicate that at least in the cases of $n \in\{125,250,500,1000\}$ the true bound is bigger, good results were obtained for instance with $d_{n} \in\{2 \log n, 4 \log n, 6 \log n\}$.

The proof of Theorem 5.2 .2 essentially consists of two main steps. The first step deals with estimating the error max $\left|\hat{\boldsymbol{\Gamma}}_{d_{n}}^{-1}-\Gamma_{d_{n}}^{-1}\right|$ (Theorem 5.4.2), the second step with approximating $\sqrt{n}\left(\boldsymbol{\Theta}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)$ by an appropriate Gaussian random vector (Theorem 6.6.4). The partial result of the Gaussian approximation also has a practical relevance, since it gives us an upper bound on how close the expression $\sqrt{n} \max _{1 \leq i \leq d_{n}}\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\left(d_{n}\right)\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right|$ is to a correspondingly transformed Gaussian distribution, see Remark 5.4.7 for more details.

The above result allows us to construct the simultaneous confidence bands

$$
\begin{equation*}
\left\{\boldsymbol{\Theta}_{d_{n}} \in \mathbb{R}^{d_{n}} \mid a_{n}^{-1}\left(\max _{1 \leq i \leq d_{n}}\left|\left(\widehat{\gamma}_{i, i}^{*}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right|-b_{n}\right) \leq n^{-1 / 2} \sqrt{\widehat{\sigma}^{2}\left(d_{n}\right)} V_{1-\alpha}\right\}, \tag{5.2.5}
\end{equation*}
$$

where $V_{1-\alpha}$ denotes the $1-\alpha$ quantile of the Gumbel-type distribution given above. In the literature ( $[4,25,60]$ ) one often finds the confidence ellipsoids

$$
\begin{equation*}
\left\{\boldsymbol{\Theta}_{m} \in \mathbb{R}^{m} \mid\left(\widehat{\boldsymbol{\Theta}}_{m}-\boldsymbol{\Theta}_{m}\right) \boldsymbol{\Gamma}_{m}\left(\widehat{\boldsymbol{\Theta}}_{m}-\boldsymbol{\Theta}_{m}\right)^{T} \leq n^{-1} \widehat{\sigma}^{2}\left(d_{n}\right) \chi_{1-\alpha}^{2}(m)\right\} \tag{5.2.6}
\end{equation*}
$$

where $\chi_{1-\alpha}^{2}(m)$ denotes the $1-\alpha$ quantile of the chi-square distribution with $m$ degrees of freedom. By the law of large numbers, we have $\chi_{1-\alpha}^{2}\left(d_{n}\right) \approx d_{n}$, and since $\left(a_{n} V_{1-\alpha}+b_{n}\right)^{2} \approx \log d_{n}$ the confidence band given in (5.2.5) is asymptotically much smaller than the one in (5.2.6). In addition, 5.2.5 immediately gives bounds for the single elements $\left\{\left|\widehat{\theta_{i}}-\theta_{i}\right|\right\}_{1 \leq i \leq d_{n}}$.

Theorem 5.2 .2 can not only be used to construct simultaneous confidence bands for the Yule-Walker estimators $\widehat{\boldsymbol{\Theta}}_{d_{n}}$, but also provides a test for the degree of an an $\operatorname{AR}(q)$-process. To be more precise, for an $\operatorname{AR}(q)$-process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ satisfying the assumptions of Theorem 5.2.2, we formulate the null hypothesis
$\mathcal{H}_{0}: q \leq q_{0}$, and the alternative $\mathcal{H}_{A}: q>q_{0}$. It follows immediately from Theorem 5.2.2 that under $\mathcal{H}_{0}$ we have

$$
P\left(a_{n}^{-1} \sqrt{n}\left(\max _{q_{0}+k \leq i \leq d_{n}}\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\left(d_{n}\right)\right)^{-1 / 2} \widehat{\theta}_{i}\right|-b_{n}\right) \leq z\right) \rightarrow \exp \left(-e^{-z}\right)
$$

for any fixed integer $k>0$, since we are assuming that $\theta_{i}=0$ for $i>q_{0}$. Conversely, it is not hard to verify (see the proof of Theorem 5.2 .4 for details) that the quantity

$$
a_{n}^{-1} \sqrt{n}\left(\max _{q_{0}+1 \leq i \leq d_{n}}\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\left(d_{n}\right)\right)^{-1 / 2} \widehat{\theta}_{i}\right|-b_{n}\right)
$$

explodes under the alternative $\mathcal{H}_{A}: q>q_{0}$. This can be used to establish a lower bound for the order $q$ or to test if the order was chosen sufficiently large. This is particularly useful if $q$ is large compared with the sample size and the magnitude of $\Theta_{q}$, in which case the AIC and related criteria sometimes heavily fail to get anywhere near the true order. More details on this subject and examples are given in Section 5.3. Generally speaking, such situations are often encountered in so-called subset autoregressive models, see Remark (5.2.7).

The above conclusions lead to the following family of estimators $\widehat{q}_{z_{n}}^{(1)}$ for $q$. Let $z_{n}$ be a monotone sequence that tends to infinity as $n$ increases. Then we define the estimator

$$
\begin{equation*}
\widehat{q}_{z_{n}}^{(1)}=\min \left\{q \in \mathbb{N} \mid a_{n}^{-1} \sqrt{n}\left(\max _{q+1 \leq i \leq d_{n}}\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\left(d_{n}\right)\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right|-b_{n}\right) \leq z_{n}\right\} . \tag{5.2.7}
\end{equation*}
$$

Using the above ideas, it is not hard to show that the estimators $\widehat{q}_{z_{n}}^{(1)}$ are consistent if $z_{n}$ does not grow too fast. In fact, under some more conditions imposed on the sequence $z_{n}$, we can even derive the asymptotic distribution of the estimators.

Theorem 5.2.4. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R(q)$-process, and assume that the conditions of Theorem 5.2.2 are satisfied. Assume in addition that $z_{n}=\mathcal{O}\left(\sqrt{n(\log n)^{-1}}\right)$, and $\kappa_{n} d_{n} \rightarrow 0$ as $n$ increases, where $\kappa_{n}$ is as in Theorem 5.4.3. Then if $z_{n} \rightarrow \infty$, the estimator $\widehat{q}_{z_{n}}^{(1)}$ in 5.2.7) is consistent. Moreover, the following expansion is valid.

$$
P\left(\widehat{q}_{z_{n}}^{(1)}=k+q\right)=\frac{e^{-z_{n}}}{d_{n}}+\mathcal{O}\left(\frac{e^{-z_{n}}}{d_{n}}+d_{n}^{-z_{n}^{2}+1}\right)+\mathcal{O}\left(\kappa_{n} d_{n}\right)
$$

for $k \in \mathbb{N}, k>0$.

This immediately gives us the following corollary.
Corollary 5.2.5. Assume that the conditions of Theorem 5.2.4 are satisfied. If $z_{n}=\mathcal{O}\left(\left|\log \kappa_{n}\right|+\left|2 \log d_{n}\right|\right)$, then

$$
P\left(\widehat{q}_{z_{n}}^{(1)}=k+p\right)=\frac{e^{-z_{n}}}{d_{n}}+\mathcal{O}\left(\frac{e^{-z_{n}}}{d_{n}}\right)
$$

for $k \in \mathbb{N}, k>0$.
Remark 5.2.6. From the above corollary we obtain that in some sense, the estimators $\hat{q}_{z_{n}}^{(1)}$ possess a discrete uniform asymptotic distribution, which yields the surprising conclusion

$$
P\left(\widehat{q}_{z_{n}}^{(1)}=1+q\right) \approx P\left(\widehat{q}_{z_{n}}^{(1)}=1000+q\right) .
$$

However, this fact can be explained by the maximum function in the definition of $\hat{q}_{z_{n}}^{(1)}$, more precisely, due to the weak dependence of the Yule-Walker estimators $\boldsymbol{\Theta}_{d_{n}}$. The maximum function essentially does not care at which index $i$ the boundary $z_{n}$ is exceeded, and this results in the uniform distribution. It turns out (see Section 5.3) that a modified version of the estimator $\widehat{q}_{z_{n}}^{(1)}$ is a very efficient preliminary estimator that establishes a decent lower bound.

An asymptotic uniform-type distribution clearly is not a desirable property for an estimator. However, similar to Akaike's method, we can introduce a penalty function and construct different yet also consistent estimators for the order $q$. To this end, for $x \in \mathbb{R}$ put $(x)^{+}=\max (0, x)$ and let $\Upsilon_{n, i}=a_{n}^{-1} \sqrt{n}\left(\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\left(d_{n}\right)\right)^{-1 / 2} \widehat{\theta}_{i}\right|-\right.$ $\left.b_{n}\right)$. Then we introduce a new estimator $\widehat{q}_{z_{n}}^{(2)}$ as

$$
\widehat{q}_{z_{n}}^{(2)}=\underset{q \in \mathbb{N}}{\operatorname{argmin}}\left\{\max _{q+1 \leq i \leq d_{n}}\left\{\left(\Upsilon_{n, i}-z_{n}\right)^{+}\right\}+\log (1+q)\right\} .
$$

More generally, let $\mathcal{F}=\left(f_{d}\right)_{d \in \mathbb{N}}$ be a collection of continuous functions such that

- $f_{d}$ is a map from $\mathbb{R}^{d+2}$ to $\mathbb{R}$,
- $f_{d}(0, \ldots, 0, q, d)<f_{d}(0, \ldots, 0, q+1, d)$ for all $d, q \in \mathbb{N}$,
- if $a_{n}, d_{n} \rightarrow \infty$ as $n$ increases, then $f_{d_{n}}\left(\ldots, a_{n}, \ldots, q, d_{n}\right) \rightarrow \infty$ as $n$ increases, regardless of the values of the other coordinates.

Define

$$
\begin{equation*}
\widehat{q}_{z_{n}}^{(f)}=\underset{q \in \mathbb{N}}{\operatorname{argmin}} f_{d_{n}}\left(0, \ldots, 0,\left(\Upsilon_{n, q+1}-z_{n}\right)^{+}, \ldots,\left(\Upsilon_{n, d_{n}}-z_{n}\right)^{+}, q, d_{n}\right) . \tag{5.2.8}
\end{equation*}
$$

Then arguing as in the proof of Theorem 5.2.4 it can be shown that this constitutes a consistent estimator for the true value $q$. For example, the following estimator

$$
\widehat{q}_{z_{n}}^{(3)}=\underset{q \in \mathbb{N}}{\operatorname{argmin}}\left\{\sum_{q+1 \leq i \leq d_{n}}\left(\Upsilon_{n, i}-z_{n}\right)^{+}+q\right\},
$$

satisfies the conditions above and is consistent.
Remark 5.2.7. Note that instead of defining a specific order $q$, one can also consider a special lag configuration, for example, $\boldsymbol{\Theta}_{q}=\left(\theta_{1}, \theta_{2}, 0, \ldots 0, \theta_{10}, \theta_{11}, \ldots, \theta_{q}\right)^{T}$. Such configurations are commonly referred to as subset autoregressive models, see for instance [26, 88, 89, 119, 127] and the references therein. The $\operatorname{AIC}(m)$ and especially related consistent criteria have problems dealing with such subset autoregressive models, which can be seen as follows. By Hannan [60, Chapter VI], we have for $m \in \mathbb{N}$

$$
\begin{equation*}
\widetilde{\operatorname{AIC}}(m) n^{-1}=\log \left(\widehat{\sigma}^{2}(m)\right)+2 n^{-1} C_{n} m=\log \widehat{\phi}_{n, 0}+\sum_{j=1}^{m} \log \left(1-\widehat{\theta}_{j}^{2}(m)\right)+2 n^{-1} C_{n} m \tag{5.2.9}
\end{equation*}
$$

For large enough $n$ we can assume that $\widehat{\theta}_{j}^{2}(m)<1$ and hence

$$
\sum_{j=1}^{m} \log \left(1-\widehat{\theta}_{j}^{2}(m)\right) \approx-\sum_{j=1}^{m} \widehat{\theta}_{j}^{2}(m)
$$

This shows that in case of subset autoregressive models, the penalty function $2 n^{-1} C_{n} m$ is too severe and should be replaced, at least in theory, by $2 n^{-1} C_{n} \sum_{\substack{1 \leq i \leq m,\} \\ \theta_{i} \neq 0}} 1$, since this is impossible in practice. Of course the same problem arises if some of the $\left\{\theta_{i}\right\}_{1 \leq i \leq q}$ are close to zero. On the other hand, a maximum based estimator like $\widehat{q}_{z_{n}}^{(1)}$ does not face this problem. This is empirically confirmed in Section 5.3.

An important theoretical assumption for estimators related to $\operatorname{AIC}(m)$ is that the parameter space for $q$ is finite, i.e; it is usually assumed in advance that $q \in\{1, . ., K\}$, where $K$ is 'chosen sufficiently large', but finite. In [63], $K$ is allowed to increase with the sample size with unknown rate, which was specified later by An et al. [3]. Note however that for the estimators defined above we allow $K=K_{n}=d_{n}$. Before extending this result, we give precise definitions of BIC, HQC and SIC, as the literature does not seem to be very clear on this subject, in particular in the case of the BIC and SIC. In the sequel, the following definitions are used.

$$
\begin{align*}
& \mathrm{BIC}(m)=\log \widehat{\sigma}^{2}(m)+m n^{-1} \log n, \\
& \mathrm{SIC}(m)=\log \widehat{\sigma}^{2}(m)+m / 2 n^{-1} \log n, \\
& \mathrm{HQC}(m)=\log \widehat{\sigma}^{2}(m)+n^{-1} 2 c m \log \log n, \quad c>1 \tag{5.2.10}
\end{align*}
$$

In case of the BIC, HQC, An et al. [3] obtained the rates $K_{n}=\mathcal{O}(\log (n))$ (BIC) and $K_{n}=\mathcal{O}(\log \log (n))(\mathrm{HQC})$, in particular, it is always assumed that the true order $q$ is fixed.

Using some of the results of Section 5.4 and 5.5, this result can be extended.
Theorem 5.2.8. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R(q)$ process satisfying Assumption 5.2.1. Assume in addition that $C_{n}, K_{n}$ are positive sequences such that

- $\lim _{n} C_{n}(2 \log \log n)^{-1}>1, C_{n}=\mathcal{O}(n)$,
- $4 \log K_{n} \leq C_{n}, K_{n}=\mathcal{O}(\sqrt{n})$.

Then the estimators for the order $q$ defined as

$$
\widehat{q}_{n}^{*}=\underset{0 \leq m \leq K_{n}}{\operatorname{argmin}}\left(\log \widehat{\sigma}^{2}(m)+n^{-1} C_{n} m\right),
$$

are consistent. If $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ is an $A R\left(d_{n}\right)$ process where $d_{n}=\mathcal{O}\left(n^{\delta(p)}\right)$ is as in Theorem 5.2.2, then the above defined $\widehat{q}_{n}^{*}$ is also consistent.

Theorem 5.2.8 thus implies the bounds $K_{n} \in\left\{n^{1 / 4}, n^{1 / 8},(\log n)^{c / 2}\right\}$ for BIC, SIC and HQC. In particular, it is not required that the true order $q$ is fixed. On the other hand, the setting in An et al. [3] is more general, and they also show that the estimators are strongly consistent.

### 5.3 Simulation and numerical results

In this section we will perform a small simulation study to compare some of the previously mentioned estimators.

We will look at the performance in case of $\operatorname{AR}(6), \operatorname{AR}(12)$ and $\operatorname{AR}(24)$ processes. The sample size $n$ satisfies $n \in\{125,250,500,1000\}$, as for the dimension $d_{n}$, we chose the functions $d_{n} \in\{2 \log n, 4 \log n, 6 \log n\}$, and rounded up the values. This implies that the parameter space $q \in\{0, . ., K\}$ satisfies $K \in\{10,12,13,14\}, K \in\{20,23,25,29\}, K \in\{29,34,38,42\}$.

To introduce the estimators $\hat{q}_{z_{n}}^{(4)}\left(d_{n}\right), \widehat{q}_{z_{n}}^{(5)}\left(d_{n}\right)$, we require some additional notation. For $1 \leq k \leq d_{n}$, define $\left\{\widehat{\gamma}_{i, i}^{*}(k)\right\}_{1 \leq i \leq k}$ and $\left\{\widehat{\theta}_{i}(k)\right\}_{1 \leq i \leq k}$ via the usual relation

$$
\begin{equation*}
\widehat{\Theta}_{k}=\widehat{\Gamma}_{k}^{-1} \widehat{\Phi}_{k} . \tag{5.3.1}
\end{equation*}
$$

The estimators are now defined as

$$
\begin{aligned}
& \widehat{q}_{z_{n}}^{(4)}(k)=\min \left\{q \in \mathbb{N} \mid a_{n}^{-1} \sqrt{n}\left(\max _{q+1 \leq i \leq k}\left|\left(\widehat{\gamma}_{i, i}^{*}(k) \widehat{\sigma}^{2}(k)\right)^{-1 / 2} \widehat{\theta}_{i}(k)\right|-b_{n}\right) \leq z_{n}\right\}, \\
& \widehat{q}_{z_{n}}^{(5)}\left(d_{n}\right)=\max _{1 \leq k \leq d_{n}} \widehat{q}_{z_{n}}^{(4)}(k) .
\end{aligned}
$$

Note that the definition of $a_{n}, b_{n}$ remains unchanged. Usually, the 'maximum' version $\widehat{q}_{z_{n}}^{(5)}\left(d_{n}\right)$ outperforms its counterpart $\widehat{q}_{z_{n}}^{(4)}\left(d_{n}\right)$, at least in the examples given below. The values for $z_{n}$ were chosen as $z_{n} \in\left\{x_{n}, y_{n}\right\}$, where $x_{n}$ satisfies $a_{n} x_{n}+$ $b_{n}=2.71$ for $n \in\{125,250\}, a_{n} x_{n}+b_{n}=2.91$ for $n \in\{500,1000\}$. Similarly, we have $a_{n} y_{n}+b_{n}=3$ for $n \in\{125,250\}, a_{n} y_{n}+b_{n}=3.2$ for $n \in\{500,1000\}$. This means that the estimators get less parsimonious when $d_{n}$ increases. Of course an adaption to maintain the same confidence level is possible, but the general picture remains the same.

For the criteria AIC, BIC , HQC and SIC we use the definitions given in (5.1.5) and 5.2.10), in case of HQC we chose $c=1$, since, as pointed out by Hannan and Quinn [63], "it would seem pedantic to chose values as $c=1.01$ ". The following modifications are also considered.

$$
\begin{align*}
& \operatorname{AIC}(m)^{*}=\max \left\{\operatorname{AIC}(m), \widehat{q}_{y_{n}}^{(5)}\left(d_{n}\right)\right\}, \operatorname{BIC}(m)^{*}=\max \left\{\operatorname{BIC}(m), \widehat{q}_{y_{n}}^{(5)}\left(d_{n}\right)\right\}, \\
& \operatorname{HQC}(m)^{*}=\max \left\{\operatorname{HQC}(m), \widehat{q}_{y_{n}}^{(5)}\left(d_{n}\right)\right\}, \operatorname{SIC}(m)^{*}=\max \left\{\operatorname{SIC}(m), \widehat{q}_{y_{n}}^{(5)}\left(d_{n}\right)\right\} . \tag{5.3.2}
\end{align*}
$$

All simulations were carried out using the program $R$. In order to get a sample of size $n$, a sample path of size $1000+n$ was simulated and the first 1000 observations were discarded.

Generally speaking, unreported simulations show that in many cases the modified criteria $\operatorname{AIC}(m)^{*}, \operatorname{BIC}(m)^{*} \ldots$ perform nearly identical as the none-modified ones $\operatorname{AIC}(m), \operatorname{BIC}(m) \ldots$. This is in particular the case when dealing with full parameter sets, i.e. $\theta_{i} \neq 0,1 \leq i \leq q$, and $\theta_{q}$ is sufficiently large. If this is the case, the estimators $\widehat{q}_{x_{n}}^{(5)}\left(d_{n}\right), \widehat{q}_{y_{n}}^{(5)}\left(d_{n}\right)$ performance is somewhere between the $\mathrm{BIC}(m)$ and $\mathrm{HQC}(m)$. On the other hand, if the model is not full and/or the order $q$ is sufficiently large, then the differences can be quite striking. The aim of the following examples is to illustrate this behavior.

### 5.3.1 AR(6)

First note that the definitions of $x_{n}, y_{n}$ result in

$$
\begin{aligned}
& P(\max |\boldsymbol{\xi}| \leq 2.71) \geq 0.92, \quad P(\max |\boldsymbol{\xi}| \leq 3) \geq 0.97, d_{n} \in\{10,12\} \\
& P(\max |\boldsymbol{\xi}| \leq 2.91) \geq 0.95, \quad P(\max |\boldsymbol{\xi}| \leq 3.2) \geq 0.98, d_{n} \in\{13,14\}
\end{aligned}
$$

where $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{d_{n}}\right)^{T}$ is a $d_{n}$-dimensional mean zero Gaussian random vector where the covariance matrix is the identity.

The results shown in Tables 5.1, 5.2 hint at what is to be expected in case of full models, namely that the modifications $\operatorname{AIC}(m)^{*}, \operatorname{BIC}(m)^{*} \ldots$ perform nearly as

| n | $\widehat{q}$ | AIC | AIC* | BIC | BIC* | HQC | HQC $^{*}$ | SIC | SIC $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 125 | $<5$ | 428 | 427 | 943 | 808 | 746 | 704 | 550 | 545 | 816 | 701 |
|  | 5 | 65 | 65 | 10 | 30 | 32 | 40 | 58 | 58 | 28 | 41 |
|  | $\mathbf{6}$ | $\mathbf{3 4 4}$ | $\mathbf{3 4 1}$ | $\mathbf{4 5}$ | $\mathbf{1 4 3}$ | $\mathbf{1 9 1}$ | $\mathbf{2 1 4}$ | $\mathbf{2 9 5}$ | $\mathbf{2 9 4}$ | $\mathbf{1 3 7}$ | $\mathbf{1 9 6}$ |
|  | 7 | 66 | 65 | 1 | 5 | 23 | 24 | 54 | 53 | 5 | 14 |
|  | $<7$ | 97 | 102 | 1 | 14 | 8 | 18 | 43 | 50 | 14 | 48 |
| 250 | $<5$ | 93 | 89 | 693 | 432 | 328 | 282 | 202 | 188 | 440 | 299 |
|  | 5 | 24 | 23 | 14 | 32 | 32 | 32 | 33 | 31 | 42 | 38 |
|  | $\mathbf{6}$ | $\mathbf{6 4 6}$ | $\mathbf{6 3 2}$ | $\mathbf{2 8 7}$ | $\mathbf{4 8 1}$ | $\mathbf{5 8 6}$ | $\mathbf{5 9 5}$ | $\mathbf{6 4 9}$ | $\mathbf{6 3 4}$ | $\mathbf{4 6 7}$ | $\mathbf{5 4 3}$ |
|  | 7 | 96 | 95 | 5 | 8 | 37 | 35 | 74 | 73 | 4 | 9 |
|  | $>7$ | 141 | 161 | 1 | 47 | 17 | 56 | 42 | 74 | 47 | 111 |

Table 5.1: Simulation of an $\operatorname{AR}(6)$ process with coefficients $\Theta_{6}=$ $(0.1,-0.3,0.05,0.2,-0.1,0.2)^{T}, \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{10,12\}$.
good as the normal versions $\operatorname{AIC}(m), \operatorname{BIC}(m) \ldots$ The estimators $\widehat{q}_{x_{n}}^{(5)}\left(d_{n}\right), \widehat{q}_{y_{n}}^{(5)}\left(d_{n}\right)$ perform also quite well.

Contrary to the previous results, Tables 5.5 and 5.6 show the difference of the modified estimators (and $\left.\widehat{q}_{x_{n}}^{(5)}\left(d_{n}\right), \widehat{q}_{y_{n}}^{(5)}\left(d_{n}\right)\right)$, if the model is very sparse. Except for the case $n=1000$, the modifications are notable better.

### 5.3.2 $\operatorname{AR}(12)$

The definitions of $x_{n}, y_{n}$ result in

$$
\begin{aligned}
& P(\max |\boldsymbol{\xi}| \leq 2.71) \geq 0.85, \quad P(\max |\boldsymbol{\xi}| \leq 3) \geq 0.94, d_{n} \in\{20,23\}, \\
& P(\max |\boldsymbol{\xi}| \leq 2.91) \geq 0.9, \quad P(\max |\boldsymbol{\xi}| \leq 3.2) \geq 0.96, d_{n} \in\{25,29\},
\end{aligned}
$$

where $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{d_{n}}\right)^{T}$ is a $d_{n}$-dimensional mean zero Gaussian random vector where the covariance matrix is the identity.

The results are depicted in the Tables 5.5, 5.6 and 5.7, 5.8, and are quite similar as in the case of the $\operatorname{AR}(6)$-processes. If the model is rather full, $\operatorname{AIC}(m)^{*}, \operatorname{BIC}(m)^{*} \ldots$ perform nearly as good as the normal versions $\operatorname{AIC}(m), \operatorname{BIC}(m) \ldots$, whereas in case of the sparse model, a significant difference can be observed.

### 5.3.3 $\operatorname{AR}(24)$

In this case the definitions of $x_{n}, y_{n}$ result in

$$
\begin{aligned}
& P(\max |\boldsymbol{\xi}| \leq 2.71) \geq 0.795, \quad P(\max |\boldsymbol{\xi}| \leq 3) \geq 0.912, \quad d_{n} \in\{29,34\}, \\
& P(\max |\boldsymbol{\xi}| \leq 2.91) \geq 0.86, \quad P(\max |\boldsymbol{\xi}| \leq 3.2) \geq 0.94, d_{n} \in\{38,42\},
\end{aligned}
$$

| n | $\widehat{q}$ | AIC | AIC* $^{*}$ | BIC | BIC $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widetilde{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | $<5$ | 1 | 1 | 177 | 75 | 29 | 25 | 15 | 15 | 86 | 52 |
|  | 5 | 3 | 3 | 9 | 11 | 6 | 6 | 3 | 3 | 17 | 14 |
|  | $\mathbf{6}$ | $\mathbf{7 3 0}$ | $\mathbf{7 1 3}$ | $\mathbf{8 0 5}$ | $\mathbf{8 7 4}$ | $\mathbf{9 1 3}$ | $\mathbf{8 8 9}$ | $\mathbf{8 9 2}$ | $\mathbf{8 6 7}$ | $\mathbf{8 6 5}$ | $\mathbf{8 4 9}$ |
|  | 7 | 108 | 108 | 8 | 8 | 42 | 42 | 57 | 57 | 0 | 2 |
|  | $<7$ | 158 | 175 | 1 | 32 | 10 | 38 | 33 | 58 | 32 | 83 |
| 1000 | $<5$ | 0 | 0 | 3 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $\mathbf{6}$ | $\mathbf{7 2 4}$ | $\mathbf{7 0 9}$ | $\mathbf{9 9 0}$ | $\mathbf{9 5 1}$ | $\mathbf{9 5 2}$ | $\mathbf{9 1 7}$ | $\mathbf{9 3 4}$ | $\mathbf{9 0 1}$ | $\mathbf{9 5 5}$ | $\mathbf{8 8 5}$ |
|  | 7 | 103 | 101 | 7 | 9 | 36 | 34 | 47 | 44 | 5 | 7 |
|  | $>7$ | 173 | 190 | 0 | 40 | 12 | 49 | 19 | 55 | 40 | 108 |

Table 5.2: Simulation of an $\operatorname{AR}(6)$ process with coefficients $\Theta_{6}=$ $(0.1,-0.3,0.05,0.2,-0.1,0.2)^{T}, \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{13,14\}$.

| n | $\widehat{q}$ | AIC | AIC* | BIC | BIC* $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC* $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 125 | $<5$ | 719 | 699 | 998 | 854 | 944 | 842 | 839 | 787 | 854 | 747 |
|  | 5 | 11 | 11 | 0 | 0 | 2 | 2 | 7 | 7 | 0 | 11 |
|  | $\mathbf{6}$ | $\mathbf{1 6 8}$ | $\mathbf{1 8 1}$ | $\mathbf{2}$ | $\mathbf{1 2 4}$ | $\mathbf{4 3}$ | $\mathbf{1 2 6}$ | $\mathbf{1 0 7}$ | $\mathbf{1 4 5}$ | $\mathbf{1 2 4}$ | $\mathbf{1 8 4}$ |
|  | 7 | 44 | 44 | 0 | 4 | 8 | 11 | 23 | 24 | 4 | 8 |
|  | $<7$ | 58 | 65 | 0 | 18 | 3 | 19 | 24 | 37 | 18 | 50 |
| 250 | $<5$ | 290 | 276 | 960 | 437 | 723 | 424 | 550 | 396 | 438 | 321 |
|  | 5 | 6 | 6 | 0 | 3 | 2 | 3 | 5 | 5 | 3 | 5 |
|  | $\mathbf{6}$ | $\mathbf{4 9 1}$ | $\mathbf{4 8 8}$ | $\mathbf{3 9}$ | $\mathbf{5 1 3}$ | $\mathbf{2 4 5}$ | $\mathbf{5 0 3}$ | $\mathbf{3 7 6}$ | $\mathbf{4 9 4}$ | $\mathbf{5 1 3}$ | $\mathbf{5 7 3}$ |
|  | 7 | 91 | 90 | 1 | 2 | 21 | 21 | 40 | 40 | 1 | 7 |
|  | $>7$ | 122 | 140 | 0 | 45 | 9 | 49 | 29 | 65 | 45 | 94 |

Table 5.3: Simulation of an $\operatorname{AR}(6)$ process with coefficients $\Theta_{6}=$ $(0.1,0,0.05,0,0,0.2)^{T}, \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{10,12\}$.

| n | $\widehat{q}$ | AIC | AIC $^{*}$ | BIC | BIC $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | $<5$ | 21 | 21 | 761 | 102 | 267 | 98 | 164 | 85 | 102 | 56 |
|  | 5 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
|  | $\mathbf{6}$ | $\mathbf{6 6 3}$ | $\mathbf{6 5 5}$ | $\mathbf{2 3 4}$ | $\mathbf{8 7 1}$ | $\mathbf{6 7 5}$ | $\mathbf{8 2 2}$ | $\mathbf{7 3 6}$ | $\mathbf{7 9 6}$ | $\mathbf{8 7 4}$ | $\mathbf{8 6 3}$ |
|  | 7 | 125 | 124 | 4 | 3 | 50 | 49 | 69 | 68 | 0 | 10 |
|  | $<7$ | 191 | 200 | 0 | 24 | 8 | 31 | 31 | 51 | 24 | 70 |
| 1000 | $<5$ | 0 | 0 | 168 | 1 | 3 | 1 | 1 | 1 | 1 | 0 |
|  | 5 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $\mathbf{6}$ | $\mathbf{7 0 2}$ | $\mathbf{6 8 3}$ | $\mathbf{8 2 2}$ | $\mathbf{9 4 9}$ | $\mathbf{9 4 0}$ | $\mathbf{9 0 5}$ | $\mathbf{9 1 9}$ | $\mathbf{8 8 7}$ | $\mathbf{9 5 5}$ | $\mathbf{8 9 8}$ |
|  | 7 | 121 | 119 | 9 | 9 | 43 | 42 | 52 | 52 | 3 | 9 |
|  | $>7$ | 177 | 198 | 1 | 41 | 14 | 52 | 28 | 60 | 41 | 93 |

Table 5.4: Simulation of an $\operatorname{AR}(6)$ process with coefficients $\Theta_{6}=$ $(0.1,0,0.05,0,0,0.2)^{T}, \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{13,14\}$.

| n | $\widehat{q}$ | AIC | AIC* $^{*}$ | BIC | BIC* | HQC | HQC* | SIC | SIC* $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 125 | $<11$ | 705 | 701 | 995 | 966 | 931 | 917 | 812 | 807 | 969 | 929 |
|  | 11 | 79 | 79 | 2 | 3 | 22 | 22 | 54 | 54 | 1 | 2 |
|  | $\mathbf{1 2}$ | $\mathbf{1 4 1}$ | $\mathbf{1 4 1}$ | $\mathbf{3}$ | $\mathbf{2 3}$ | $\mathbf{4 0}$ | $\mathbf{4 7}$ | $\mathbf{9 7}$ | $\mathbf{9 8}$ | $\mathbf{2 2}$ | $\mathbf{4 7}$ |
|  | 13 | 48 | 48 | 0 | 4 | 6 | 9 | 30 | 30 | 4 | 11 |
|  | $>13$ | 27 | 31 | 0 | 4 | 1 | 5 | 7 | 11 | 4 | 11 |
| 250 | $<11$ | 257 | 257 | 854 | 730 | 573 | 560 | 423 | 421 | 748 | 620 |
|  | 11 | 39 | 39 | 9 | 10 | 31 | 31 | 39 | 39 | 3 | 11 |
|  | $\mathbf{1 2}$ | $\mathbf{4 9 5}$ | $\mathbf{4 9 3}$ | $\mathbf{1 3 5}$ | $\mathbf{2 4 7}$ | $\mathbf{3 4 9}$ | $\mathbf{3 5 6}$ | $\mathbf{4 4 2}$ | $\mathbf{4 4 1}$ | $\mathbf{2 3 7}$ | $\mathbf{3 1 3}$ |
|  | 13 | 115 | 115 | 2 | 4 | 40 | 40 | 65 | 65 | 3 | 13 |
|  | $>13$ | 94 | 96 | 0 | 9 | 7 | 13 | 31 | 34 | 9 | 43 |

Table 5.5: Simulation of an $\operatorname{AR}(12)$ process with nonzero coefficients $\theta_{1}=0.1$, $\theta_{3}=-0.4, \theta_{5}=0.5, \theta_{7}=-0.1, \theta_{8}=0.05, \theta_{10}=-0.3, \theta_{12}=0.2 \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{20,23\}$.

| n | $\widehat{q}$ | AIC | AIC* | BIC | BIC $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | $<11$ | 19 | 19 | 367 | 256 | 110 | 106 | 75 | 73 | 269 | 183 |
|  | 11 | 4 | 4 | 4 | 4 | 6 | 6 | 6 | 6 | 2 | 2 |
|  | $\mathbf{1 2}$ | $\mathbf{6 8 4}$ | $\mathbf{6 8 0}$ | $\mathbf{6 1 8}$ | $\mathbf{7 0 5}$ | $\mathbf{8 0 8}$ | $\mathbf{7 9 3}$ | $\mathbf{8 0 8}$ | $\mathbf{7 9 7}$ | $\mathbf{7 0 2}$ | $\mathbf{7 5 8}$ |
|  | 13 | 129 | 128 | 10 | 12 | 63 | 62 | 78 | 76 | 4 | 8 |
|  | $>13$ | 164 | 169 | 1 | 23 | 13 | 33 | 33 | 48 | 23 | 49 |
| 1000 | $<11$ | 0 | 0 | 11 | 2 | 0 | 0 | 0 | 0 | 2 | 1 |
|  | 11 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $\mathbf{1 2}$ | $\mathbf{6 7 9}$ | $\mathbf{6 7 6}$ | $\mathbf{9 7 0}$ | $\mathbf{9 4 7}$ | $\mathbf{9 2 5}$ | $\mathbf{9 0 0}$ | $\mathbf{8 9 6}$ | $\mathbf{8 7 3}$ | $\mathbf{9 5 8}$ | $\mathbf{9 1 4}$ |
|  | 13 | 151 | 150 | 17 | 17 | 61 | 60 | 79 | 78 | 6 | 13 |
|  | $>13$ | 170 | 174 | 2 | 34 | 14 | 40 | 25 | 49 | 34 | 72 |

Table 5.6: Simulation of an $\operatorname{AR}(12)$ process with nonzero coefficients $\theta_{1}=0.1$, $\theta_{3}=-0.4, \theta_{5}=0.5, \theta_{7}=-0.1, \theta_{8}=0.05, \theta_{10}=-0.3, \theta_{12}=0.2 \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{25,28\}$.

| n | $\widehat{q}$ | AIC | AIC* $^{*}$ | BIC | BIC $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC* $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 125 | $<10$ | 884 | 853 | 1000 | 920 | 995 | 920 | 963 | 910 | 920 | 861 |
|  | 11 | 3 | 3 | 0 | 0 | 0 | 0 | 1 | 1 | 0 | 3 |
|  | $\mathbf{1 2}$ | $\mathbf{6 8}$ | $\mathbf{9 4}$ | $\mathbf{0}$ | $\mathbf{7 1}$ | $\mathbf{5}$ | $\mathbf{7 1}$ | $\mathbf{2 5}$ | $\mathbf{7 0}$ | $\mathbf{7 1}$ | $\mathbf{1 1 4}$ |
|  | 13 | 11 | 13 | 0 | 3 | 0 | 3 | 4 | 7 | 3 | 5 |
|  | $>13$ | 34 | 37 | 0 | 6 | 0 | 6 | 7 | 12 | 6 | 17 |
| 250 | $<10$ | 509 | 421 | 999 | 555 | 934 | 552 | 792 | 530 | 555 | 424 |
|  | 11 | 3 | 3 | 0 | 3 | 0 | 2 | 2 | 3 | 3 | 4 |
|  | $\mathbf{1 2}$ | $\mathbf{3 4 0}$ | $\mathbf{4 1 9}$ | $\mathbf{1}$ | $\mathbf{4 2 1}$ | $\mathbf{5 9}$ | $\mathbf{4 1 9}$ | $\mathbf{1 7 0}$ | $\mathbf{4 1 6}$ | $\mathbf{4 2 1}$ | $\mathbf{5 1 4}$ |
|  | 13 | 67 | 68 | 0 | 2 | 4 | 6 | 18 | 19 | 2 | 5 |
|  | $>13$ | 81 | 89 | 0 | 19 | 3 | 21 | 18 | 32 | 19 | 53 |

Table 5.7: Simulation of an $\operatorname{AR}(12)$ process with nonzero coefficients $\theta_{1}=0.1$, $\theta_{3}=-0.4, \theta_{12}=0.2 \in \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{20,23\}$.

| n | $\widehat{q}$ | AIC | AIC* | BIC | BIC $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | $<11$ | 77 | 58 | 983 | 125 | 613 | 125 | 402 | 115 | 125 | 78 |
|  | 11 | 0 | 0 | 0 | 2 | 0 | 2 | 0 | 1 | 2 | 1 |
|  | $\mathbf{1 2}$ | $\mathbf{6 6 3}$ | $\mathbf{6 7 8}$ | $\mathbf{1 7}$ | $\mathbf{8 5 8}$ | $\mathbf{3 6 0}$ | $\mathbf{8 3 4}$ | $\mathbf{5 3 2}$ | $\mathbf{8 0 8}$ | $\mathbf{8 5 8}$ | $\mathbf{8 7 0}$ |
|  | 13 | 104 | 103 | 0 | 3 | 15 | 16 | 39 | 40 | 3 | 4 |
|  | $>13$ | 156 | 161 | 0 | 12 | 12 | 23 | 27 | 36 | 12 | 47 |
| 1000 | $<11$ | 0 | 0 | 689 | 2 | 67 | 2 | 35 | 2 | 2 | 2 |
|  | 11 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | $\mathbf{1 2}$ | $\mathbf{7 0 6}$ | $\mathbf{7 0 1}$ | $\mathbf{3 0 7}$ | $\mathbf{9 7 1}$ | $\mathbf{8 8 0}$ | $\mathbf{9 2 6}$ | $\mathbf{8 9 3}$ | $\mathbf{9 0 7}$ | $\mathbf{9 7 2}$ | $\mathbf{9 3 6}$ |
|  | 13 | 124 | 123 | 2 | 2 | 39 | 38 | 54 | 53 | 1 | 3 |
|  | $>13$ | 170 | 176 | 2 | 25 | 14 | 34 | 18 | 38 | 25 | 59 |

Table 5.8: Simulation of an $\operatorname{AR}(12)$ process with nonzero coefficients $\theta_{1}=0.1$, $\theta_{3}=-0.4, \theta_{12}=0.2 \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{25,28\}$.
where $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{d_{n}}\right)^{T}$ is a $d_{n}$-dimensional mean zero Gaussian random vector where the covariance matrix is the identity. The behavior shown in Tables 5.9, 5.10 and $5.11,5.12$, is as in the previous two cases. The difference in the sparse model is perhaps the most striking one.

### 5.4 Proofs and ramification

In this section, we will prove the Theorems 5.2.2, 5.2.4, 5.2.8, and also explicitly mention some auxiliary results which have interest in themselves. Throughout this section, we will assume that Assumption 5.2 .1 is valid. For $d_{n} \leq m$ let $\boldsymbol{\Gamma}_{m}^{-1}=\left(\gamma_{i, j}^{*}\right)_{1 \leq i, j \leq m}$ be the inverse of the covariance matrix $\boldsymbol{\Gamma}_{m}=\left(\gamma_{i, j}\right)_{1 \leq i, j \leq m}$ associated to the $\operatorname{AR}\left(d_{n}\right)$-process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$. Due to Galbraith and Galbraith 51], it holds that

$$
\begin{equation*}
\sigma^{2} \gamma_{i, j}^{*}=\sum_{r=0}^{\alpha} \theta_{r} \theta_{r+j-i}-\sum_{r=\beta}^{d_{n}+i-j} \theta_{r} \theta_{r+j-i}, \quad 1 \leq i \leq j \leq m, \tag{5.4.1}
\end{equation*}
$$

where

$$
\alpha=\min \left\{i-1, d_{n}+i-j, m-j\right\}, \quad \beta=\max \{i-1, m-j\},
$$

and either of the sums is taken to be zero if its upper limit is less than its lower limit. The second sum is zero unless $m-d_{n}+1 \leq i \leq j \leq d_{n}$ while both sums are zero if $j-i>d_{n}$. Note that this implies $\sigma^{2}(m) \gamma_{m, m}^{*}=1$ for $m>d_{n}$. In addition, throughout this section and particularly in the proofs of the presented results, we use the notation $\widehat{\sigma}^{2}=\widehat{\sigma}^{2}\left(d_{n}\right)$.

| n | $\widehat{q}$ | AIC | AIC* | BIC | BIC $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 125 | $<23$ | 972 | 970 | 1000 | 996 | 1000 | 996 | 992 | 990 | 996 | 989 |
|  | 23 | 12 | 12 | 0 | 1 | 0 | 1 | 5 | 5 | 1 | 2 |
|  | $\mathbf{2 4}$ | $\mathbf{3}$ | $\mathbf{3}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{1}$ | $\mathbf{6}$ |
|  | 25 | 10 | 10 | 0 | 0 | 0 | 0 | 2 | 2 | 0 | 1 |
|  | $>25$ | 3 | 5 | 0 | 2 | 0 | 2 | 0 | 2 | 2 | 2 |
| 250 | $<23$ | 518 | 516 | 995 | 923 | 872 | 840 | 727 | 717 | 924 | 845 |
|  | 23 | 120 | 120 | 2 | 13 | 48 | 50 | 77 | 78 | 12 | 25 |
|  | $\mathbf{2 4}$ | $\mathbf{1 8 5}$ | $\mathbf{1 8 6}$ | $\mathbf{3}$ | $\mathbf{5 7}$ | $\mathbf{6 7}$ | $\mathbf{9 0}$ | $\mathbf{1 3 5}$ | $\mathbf{1 3 8}$ | $\mathbf{5 7}$ | $\mathbf{9 8}$ |
|  | 25 | 89 | 89 | 0 | 1 | 7 | 8 | 38 | 38 | 1 | 10 |
|  | $\mathbf{> 2 5}$ | 88 | 89 | 0 | 6 | 6 | 12 | 23 | 29 | 6 | 22 |

Table 5.9: Simulation of an $\operatorname{AR}(24)$ process with nonzero coefficients $\theta_{1}=0.6$, $\theta_{2}=-0.1, \theta_{4}=0.05, \theta_{7}=0.15, \theta_{8}=-0.27, \theta_{10}=0.1, \theta_{12}=-0.2, \theta_{15}=-0.25$, $\theta_{18}=0.05, \theta_{20}=0.1, \theta_{21}=-0.3, \theta_{24}=0.17, \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{29,34\}$.

| n | $\widehat{q}$ | AIC | AIC* $^{*}$ | BIC | BIC $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | $<23$ | 63 | 62 | 716 | 545 | 302 | 288 | 210 | 205 | 589 | 430 |
|  | 23 | 38 | 38 | 55 | 60 | 87 | 87 | 85 | 85 | 58 | 71 |
|  | $\mathbf{2 4}$ | $\mathbf{5 1 3}$ | $\mathbf{5 1 2}$ | $\mathbf{2 0 8}$ | $\mathbf{3 5 7}$ | $\mathbf{4 9 0}$ | $\mathbf{5 0 0}$ | $\mathbf{5 2 5}$ | $\mathbf{5 2 6}$ | $\mathbf{3 2 6}$ | $\mathbf{4 3 7}$ |
|  | 25 | 192 | 192 | 18 | 28 | 93 | 93 | 129 | 129 | 19 | 27 |
|  | $>25$ | 194 | 196 | 3 | 10 | 28 | 32 | 51 | 55 | 8 | 35 |
| 1000 | $<23$ | 0 | 0 | 81 | 30 | 6 | 5 | 3 | 3 | 42 | 18 |
|  | 23 | 0 | 0 | 34 | 31 | 8 | 7 | 6 | 6 | 48 | 35 |
|  | $\mathbf{2 4}$ | $\mathbf{5 6 2}$ | $\mathbf{5 5 2}$ | $\mathbf{8 3 5}$ | $\mathbf{8 5 7}$ | $\mathbf{7 9 6}$ | $\mathbf{7 7 5}$ | $\mathbf{7 6 1}$ | $\mathbf{7 4 1}$ | $\mathbf{8 6 8}$ | $\mathbf{8 4 2}$ |
|  | 25 | 197 | 195 | 48 | 45 | 140 | 137 | 160 | 156 | 7 | 24 |
|  | $\mathbf{> 2 5}$ | 241 | 253 | 2 | 37 | 50 | 76 | 70 | 94 | 35 | 81 |

Table 5.10: Simulation of an $\operatorname{AR}(24)$ process with nonzero coefficients $\theta_{1}=0.6$, $\theta_{2}=-0.1, \theta_{4}=0.05, \theta_{7}=0.15, \theta_{8}=-0.27, \theta_{10}=0.1, \theta_{12}=-0.2, \theta_{15}=-0.25$, $\theta_{18}=0.05, \theta_{20}=0.1, \theta_{21}=-0.3, \theta_{24}=0.17, \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{38,42\}$.

| n | $\widehat{q}$ | AIC | AIC* | BIC | BIC* | HQC | HQC* | SIC | SIC $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 125 | $<23$ | 1000 | 991 | 1000 | 991 | 1000 | 991 | 1000 | 991 | 991 | 969 |
|  | 23 | 0 | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 2 | 6 |
|  | $\mathbf{2 4}$ | $\mathbf{0}$ | $\mathbf{6}$ | $\mathbf{0}$ | $\mathbf{6}$ | $\mathbf{0}$ | $\mathbf{6}$ | $\mathbf{0}$ | $\mathbf{6}$ | $\mathbf{6}$ | $\mathbf{2 0}$ |
|  | 25 | 0 | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 1 | 1 |
|  | $>25$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 250 | $<23$ | 857 | 768 | 1000 | 817 | 998 | 817 | 986 | 815 | 817 | 702 |
|  | 23 | 1 | 15 | 0 | 27 | 0 | 26 | 0 | 25 | 27 | 39 |
|  | $\mathbf{2 4}$ | $\mathbf{9 9}$ | $\mathbf{1 6 6}$ | $\mathbf{0}$ | $\mathbf{1 4 2}$ | $\mathbf{2}$ | $\mathbf{1 4 3}$ | $\mathbf{1 3}$ | $\mathbf{1 4 5}$ | $\mathbf{1 4 2}$ | $\mathbf{2 2 5}$ |
|  | 25 | 20 | 22 | 0 | 3 | 0 | 3 | 0 | 3 | 3 | 5 |
|  | $>25$ | 23 | 29 | 0 | 11 | 0 | 11 | 1 | 12 | 11 | 29 |

Table 5.11: Simulation of an $\operatorname{AR}(24)$ process with nonzero coefficients $\theta_{1}=0.6$, $\theta_{2}=-0.1, \theta_{4}=0.05, \theta_{10}=0.1, \theta_{12}=-0.2, \theta_{24}=0.17, \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{29,34\}$.

| n | $\widehat{q}$ | AIC | AIC* $^{*}$ | BIC | BIC $^{*}$ | HQC | HQC $^{*}$ | SIC | SIC* $^{*}$ | $\widehat{q}_{y_{n}}^{(5)}$ | $\widehat{q}_{x_{n}}^{(5)}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | $<23$ | 351 | 270 | 1000 | 383 | 952 | 380 | 854 | 379 | 383 | 256 |
|  | 23 | 2 | 8 | 0 | 51 | 0 | 48 | 0 | 41 | 51 | 61 |
|  | $\mathbf{2 4}$ | $\mathbf{4 5 1}$ | $\mathbf{5 2 2}$ | $\mathbf{0}$ | $\mathbf{5 4 7}$ | $\mathbf{4 5}$ | $\mathbf{5 5 0}$ | $\mathbf{1 3 0}$ | $\mathbf{5 4 5}$ | $\mathbf{5 4 7}$ | $\mathbf{6 3 7}$ |
|  | 25 | 74 | 73 | 0 | 0 | 3 | 3 | 13 | 13 | 0 | 2 |
|  | $>25$ | 122 | 127 | 0 | 19 | 0 | 19 | 3 | 22 | 19 | 44 |
| 1000 | $<23$ | 10 | 6 | 986 | 15 | 440 | 15 | 280 | 15 | 15 | 3 |
|  | 23 | 0 | 0 | 0 | 14 | 0 | 13 | 0 | 11 | 14 | 12 |
|  | $\mathbf{2 4}$ | $\mathbf{7 1 8}$ | $\mathbf{7 1 5}$ | $\mathbf{1 4}$ | $\mathbf{9 4 1}$ | $\mathbf{5 2 2}$ | $\mathbf{9 0 8}$ | $\mathbf{6 5 9}$ | $\mathbf{8 8 7}$ | $\mathbf{9 4 1}$ | $\mathbf{9 0 5}$ |
|  | 25 | 121 | 118 | 0 | 3 | 32 | 31 | 46 | 45 | 3 | 8 |
|  | $\mathbf{> 2 5}$ | 151 | 161 | 0 | 27 | 6 | 33 | $\mathbf{1 5}$ | 42 | 27 | 72 |

Table 5.12: Simulation of an $\operatorname{AR}(24)$ process with nonzero coefficients $\theta_{1}=0.6$, $\theta_{2}=-0.1, \theta_{4}=0.05, \theta_{10}=0.1, \theta_{12}=-0.2, \theta_{24}=0.17, \epsilon \sim \mathcal{N}(0,1), 1000$ repetitions, $d_{n} \in\{38,42\}$.

Note that we can rewrite the equation defining the $\operatorname{AR}\left(d_{n}\right)$-process as

$$
\begin{equation*}
\mathbf{Y}=\mathbf{X} \Phi_{\mathbf{d}_{\mathrm{n}}}+\mathbf{Z} \tag{5.4.2}
\end{equation*}
$$

where $\mathbf{Y}=\left(X_{1}, \ldots, X_{n}\right)^{T}, \mathbf{Z}=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right)^{T}$, and the $n \times d_{n}$ design matrix $\mathbf{X}$ is given as

$$
\mathbf{X}=\left(\begin{array}{cccc}
X_{0} & X_{-1} & \ldots & X_{1-d_{n}} \\
X_{1} & X_{0} & \ldots & X_{2-d_{n}} \\
\ldots & \ldots & & \\
X_{n-1} & X_{n-2} & \ldots & X_{n-d_{n}}
\end{array}\right)
$$

The following two results are key ingredients.
Proposition 5.4.1. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R\left(d_{n}\right)$ process, such that Assumption 5.2 .1 is valid. Let $d_{n}$ be an increasing sequence in $n, \epsilon>0$. Then

$$
P\left(\max \left|\boldsymbol{\Gamma}_{d_{n}}^{-1}-\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}\right|>\epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) .
$$

Theorem 5.4.2. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R\left(d_{n}\right)$ process, such that Assumption 5.2.1 is valid. Then we have
$P\left(\max \left|n^{1 / 2}\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)-n^{-1 / 2} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{2 p}(\log n)^{p}+n^{-1}\right)$, where $d_{n}$ is chosen as $d_{n}=\mathcal{O}\left(n^{\delta}\right)$, and $\delta$ needs to satisfy the conditions given in Theorem 5.4.3 given below.

The proofs of Proposition 5.4.1 and Theorem 5.4.2 are given in Section 5.6.1. Based on the above results, we can now prove the following.

Theorem 5.4.3. Under the same conditions as in Theorem 5.4.2, we have for $x>0$ that

$$
\left|P\left(\max \left|n^{1 / 2}\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)\right| \leq x\right)-P\left(\max \left|\xi_{\mathbf{d}_{\mathbf{n}}}\right| \leq x\right)\right|=\mathcal{O}\left(\kappa_{n}\right),
$$

where $\xi_{\mathbf{d}_{\mathbf{n}}}=\left(\xi_{n, 1}, \ldots, \xi_{n, d_{n}}\right)^{T}$ is a $d_{n}$-dimensional mean zero Gaussian random vector with covariance matrix $\boldsymbol{\Gamma}_{\boldsymbol{\xi}^{d_{n}}}$, such that max $\left|n^{-1} \boldsymbol{\Gamma}_{\boldsymbol{\xi}^{d_{n}}}-\sigma^{2} \boldsymbol{\Gamma}_{d_{n}}\right|=\mathcal{O}\left(n^{-\delta / 2}\right)$, where $d_{n}=\mathcal{O}\left(n^{\delta}\right), \kappa_{n}=\mathcal{O}\left(n^{-1 / 8+\delta}+n^{1 / \nu-1 / 2+\delta}+n^{-p(1 / 3-2 \delta)}(\log n)^{p}\right)$ and $\delta$ must satisfy

$$
\delta<\min \left\{\frac{8+3 p-(4+p) \nu}{(8+5 p) \nu}, \frac{(3 \nu-4)(4+5 p)}{(52+25 p) \nu-16}\right\} .
$$

Remark 5.4.4. For fixed $p>4$, the largest possible values for $\delta$ can be obtained by computing

$$
\max _{2 \leq \nu}\left(\min \left\{\frac{8+3 p-(4+p) \nu}{(8+5 p) \nu}, \frac{(3 \nu-4)(4+5 p)}{(52+25 p) \nu-16}, 1 / 2-1 / \nu\right\}\right) .
$$

For example, for $p=16$ we obtain $\delta<$, with $\nu=$.
Using the above results, we obtain the following corollaries.
Corollary 5.4.5. Under the same conditions as in Theorem 5.4.2, we have

$$
P\left(\left|\hat{\sigma}^{2}-\sigma^{2}\right| \geq \epsilon\right)=\mathcal{O}\left(n^{-1}+\epsilon^{-p} n^{-p / 2} d_{n}(\log n)^{p / 2}+\epsilon^{-p / 2} n^{-p / 2} d_{n}\left(d_{n} \log n\right)^{p / 2}\right) .
$$

Corollary 5.4.6. Theorem 5.4.3 remains valid if one replaces max $\mid n^{1 / 2}\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\right.$ $\left.\Theta_{d_{n}}\right) \mid$ with the normalized version $\max _{1 \leq i \leq n}\left|\sqrt{n}\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right|$.
Remark 5.4.7. The above theorem also has the following practical relevance: The rate of convergence to an extreme-value type distribution as given in Theorem 5.2 .2 can be rather slow, see for instance [10, 97]. On the other hand, we get from the above corollary that

$$
\left|P\left(\max _{1 \leq i \leq n}\left|\sqrt{n}\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right| \leq x\right)-P\left(\max \left|\xi_{\mathrm{d}_{\mathbf{n}}}\right| \leq x\right)\right|=\mathcal{O}\left(\kappa_{n}\right)
$$

where $\boldsymbol{\xi}_{d_{n}}=\left(\xi_{n, 1}, \ldots, \xi_{n, d_{n}}\right)^{T}$ is a $d_{n}$-dimensional mean zero Gaussian random vector with covariance matrix $\boldsymbol{\Gamma}_{\boldsymbol{\xi}^{d_{n}}}$, that is close to the matrix

$$
\Gamma_{d_{n}}^{*}=\left(\gamma_{i, j}^{*} / \sqrt{\gamma_{i, i}^{*} \gamma_{j, j}^{*}}\right)_{1 \leq, i, j \leq d_{n}}=\left\{\rho_{i, j}\right\}_{1 \leq, i, j \leq d_{n}} .
$$

Corresponding quantiles can be obtained for instance via a Monte Carlo technique. However, if $d_{n}$ is sufficiently large, one has that

$$
P\left(\max \left|\boldsymbol{\xi}_{d_{n}}\right| \leq x\right) \approx P\left(\max \left|\boldsymbol{\eta}_{d_{n}}\right| \leq x\right)
$$

where $\boldsymbol{\eta}_{d_{n}}=\left(\eta_{n, 1}, \ldots, \eta_{n, d_{n}}\right)^{T}$ is a sequence of IID mean zero Gaussian random variables with unit variance. A bound for the error can be given by using the techniques developed by Berman [17] and Deo [38], see also the proof of Theorem 5.2.4.

Throughout the proofs, the following inequality will be frequently used. For random variables $X_{1}, \ldots, X_{q}$, and $\epsilon>0$, the inequality between the geometric and arithmetic mean implies

$$
\begin{equation*}
P\left(\prod_{i=1}^{q}\left|X_{i}\right| \geq \epsilon\right) \leq \sum_{i=1}^{q} P\left(\left|X_{i}\right| \geq \epsilon^{1 / q}\right) \tag{5.4.3}
\end{equation*}
$$

Proof of Theorem 5.4.3. Let $\chi_{n, \epsilon}=\epsilon^{-p} n^{-p / 2} d_{n}^{2 p}(\log n)^{p}+n^{-1}$. Then Theorem 5.4.2 implies

$$
\begin{aligned}
P\left(\max \left|n^{1 / 2}\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)\right| \leq x\right) & \leq P\left(\max \left|n^{1 / 2}\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)-n^{-1 / 2} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq 2 \epsilon\right) \\
& +P\left(\max \left|n^{-1 / 2} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \leq x+2 \epsilon\right) \\
& =\mathcal{O}\left(\chi_{n, \epsilon}\right)+P\left(\max \left|n^{-1 / 2} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \leq x+2 \epsilon\right)
\end{aligned}
$$

As in Brockwell and Davis [25, Section 8.10], by setting $\mathbf{U}_{k}=\left(X_{k-1}, \ldots, X_{k-d_{n}}\right)^{T} \epsilon_{k}$, $k \in \mathbb{N}$, we have

$$
n^{-1 / 2} \mathbf{X}^{\mathbf{T}} \mathbf{Z}=n^{-1 / 2} \sum_{k=1}^{n} \mathbf{U}_{k} .
$$

Note in particular that $\mathbb{E}\left(\mathbf{U}_{k}\right)=0$, and

$$
\mathbb{E}\left(\mathbf{U}_{k} \mathbf{U}_{k+h}^{T}\right)= \begin{cases}\sigma^{2} \Gamma_{d_{n}}, & \text { if } h=0,  \tag{5.4.4}\\ 0_{d_{n} \times d_{n}}, & \text { if } h \neq 0,\end{cases}
$$

since $\epsilon_{\mathbf{k}}$ is independent of $\left\{X_{k-i}\right\}_{i \geq 1}$. Note that since $\left|\theta_{i}\right|<1$, using the representation (5.4.1) for $\left\{\gamma_{i, j}^{*}\right\}_{1 \leq i \leq d_{n}}$, we obtain that

$$
\sigma^{2} \max \left|\boldsymbol{\Gamma}_{d_{n}}^{-1}\right|<2
$$

From Corollary 5.5.3 we obtain that on a possible larger probability space there exists a $d_{n}$-dimensional Gaussian vector $\xi_{\mathbf{d}_{\mathbf{n}}}=\left(\xi_{n, 1}, \ldots, \xi_{n, d_{n}}\right)^{T}$ with the covariance matrix $\boldsymbol{\Gamma}_{\boldsymbol{\xi}^{d_{n}}}$, such that for $2 \leq \nu$

$$
\begin{equation*}
P\left(\max \left|n^{-1 / 2} \boldsymbol{\Gamma}_{d_{n}}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}-\boldsymbol{\xi}_{d_{n}}\right|>n^{1 / \nu-1 / 2}\right)=\mathcal{O}\left(n^{-1}\right) . \tag{5.4.5}
\end{equation*}
$$

Using this we obtain

$$
P\left(\max \left|n^{1 / 2}\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)\right| \leq x\right) \leq P\left(\max \left|\boldsymbol{\xi}_{d_{n}}\right| \leq x+\epsilon+n^{1 / \nu-1 / 2}\right)+\mathcal{O}\left(\chi_{n, \epsilon}\right)
$$

Observe that for $y>0$

$$
\begin{aligned}
P\left(\max \left|\boldsymbol{\xi}_{d_{n}}\right| \leq x+y\right)-P\left(\max \left|\boldsymbol{\xi}_{d_{n}}\right| \leq x\right) & \leq \sum_{h=0}^{d_{n}} P\left(x \leq\left|\xi_{h}\right| \leq x+y\right) \\
& \leq \sum_{h=0}^{d_{n}} P\left(\left|\xi_{h}\right| \leq y\right)=\mathcal{O}\left(y d_{n}\right)
\end{aligned}
$$

hence

$$
\begin{equation*}
P\left(\max \left|n^{1 / 2}\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)\right| \leq x\right) \leq P\left(\max \left|\boldsymbol{\xi}_{d_{n}}\right| \leq x\right)+\mathcal{O}\left(\left(\epsilon+n^{1 / \nu-1 / 2}\right) d_{n}+\chi_{n, \epsilon}\right) . \tag{5.4.6}
\end{equation*}
$$

Similarly, one establishes the lower bound

$$
\begin{equation*}
P\left(\max \left|n^{1 / 2}\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)\right| \leq x\right) \geq P\left(\max \left|\boldsymbol{\xi}_{d_{n}}\right| \leq x\right)-\mathcal{O}\left(\left(\epsilon+n^{1 / \nu-1 / 2}\right) d_{n}+\chi_{n, \epsilon}\right) . \tag{5.4.7}
\end{equation*}
$$

Setting $\epsilon=n^{-c}$, we obtain the inequalities

$$
\delta<\frac{1}{2}-\frac{1}{\nu}, \quad \delta<\frac{1-2 c}{4}, \quad \delta<c .
$$

Hence we can choose $c=1 / 8$, and thus obtain

$$
\left(\epsilon+n^{1 / \nu-1 / 2}\right) d_{n}+\chi_{n, \epsilon} \leq n^{-1 / 8+\delta}+n^{1 / \nu-1 / 2+\delta}+n^{-p(1 / 3-2 \delta)}(\log n)^{p},
$$

which completes the proof.
Proof of Corollary 5.4.5. Trivially, it holds that

$$
\begin{aligned}
\widehat{\sigma}^{2}-\sigma^{2} & =\widehat{\phi}_{0}-\phi_{0}+\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T} \widehat{\boldsymbol{\Phi}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}^{T} \boldsymbol{\Phi}_{d_{n}} \\
& =\widehat{\phi}_{0}-\phi_{0}+\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\boldsymbol{\Theta}_{d_{n}}^{T}\right)\left(\widehat{\boldsymbol{\Phi}}_{d_{n}}-\boldsymbol{\Phi}_{d_{n}}\right)+\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\boldsymbol{\Theta}_{d_{n}}^{T}\right) \boldsymbol{\Phi}_{d_{n}}+\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\boldsymbol{\Theta}_{d_{n}}^{T}\right) \boldsymbol{\Phi}_{d_{n}} .
\end{aligned}
$$

Since $\sum_{i=1}^{d_{n}}\left|\theta_{i}\right|<1$, Lemma 5.6.1, the Markov and Minikowski inequality yield

$$
\begin{aligned}
P\left(\mid \boldsymbol{\Theta}_{d_{n}}^{T}\left(\widehat{\boldsymbol{\Phi}}_{d_{n}}-\boldsymbol{\Phi}_{d_{n}} \mid \geq \epsilon\right)\right. & \leq\left\|\sum_{i=1}^{d_{n}}\left|\theta_{i}\right|\right\| \widehat{\phi}_{i}-\phi_{i} \mid \|_{p}^{p} \epsilon^{-p} \\
& \leq\left(\sum_{i=1}^{d_{n}}\left|\theta_{i}\right|\left\|\widehat{\phi}_{i}-\phi_{i} \mid\right\|_{p}\right)^{p} \epsilon^{-p}=\mathcal{O}\left(n^{-p / 2} \epsilon^{-p}\right) .
\end{aligned}
$$

Since $\sum_{h=0}^{\infty}\left|\phi_{h}\right| \leq C<\infty$ we have

$$
P\left(\left|\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\boldsymbol{\Theta}_{d_{n}}^{T}\right) \boldsymbol{\Phi}_{d_{n}}\right| \geq \epsilon\right) \leq P\left(C \max \left|\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right| \geq \epsilon\right) .
$$

An application of Theorem 5.4.2 yields

$$
P\left(\max \left|\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}-\boldsymbol{\Theta}_{d_{n}}\right)-n^{-1} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p} d_{n}^{2 p}(\log n)^{p}+n^{-1}\right) .
$$

Using the notation of the proof of Theorem 6.6.4 we have

$$
\boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}=\sum_{i \leq i \leq d_{n}} \mathbf{U}_{\mathbf{i}}
$$

By Lemma 5.6.1, we can present $X_{k}$ as $X_{k}=\sum_{i=0}^{\infty} \psi_{i} \epsilon_{k-i}$. Set $X_{k}^{(n)}=$ $\sum_{i=0}^{\lceil A \log n\rceil} \psi_{i} \epsilon_{k-i}, A>0, Y_{k}^{(n)}=\sum_{i>\lceil A \log n\rceil}^{\infty} \psi_{i} \epsilon_{k-i}$ and define $\mathbf{U}_{k}^{(n)}=\left(U_{k}^{(1)}, \ldots, U_{k-d_{n}+1}^{\left(d_{n}\right)}\right)^{T}$, where $U_{k}^{(h)}=X_{k-h-1}^{(n)} \epsilon_{k}, 0 \leq h \leq d_{n}-1$, and similarly $\mathbf{V}_{k}^{(n)}=\left(V_{k}^{(1)}, \ldots, V_{k-d_{n}+1}^{\left(d_{n}\right)}\right)^{T}$, where $V_{k}^{(h)}=Y_{k-h-1}^{(n)} \epsilon_{k}, 0 \leq h \leq d_{n}-1$. This implies

$$
\begin{aligned}
P\left(\max \left|\boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq n \epsilon\right) & \leq P\left(\max \left|\sum_{1 \leq i \leq d_{n}} \mathbf{U}_{\mathbf{i}}^{(n)}\right| \geq n \epsilon / 2\right)+P\left(\max \left|\sum_{1 \leq i \leq d_{n}} \mathbf{V}_{\mathbf{i}}^{(n)}\right| \geq n \epsilon / 2\right) \\
& \leq \sum_{h=1}^{d_{n}} P\left(\left|\sum_{1 \leq i \leq n} U_{i}^{(h)}\right| \geq n \epsilon / 2\right)+\sum_{h=1}^{d_{n}} P\left(\left|\sum_{1 \leq i \leq n} V_{i}^{(h)}\right| \geq n \epsilon / 2\right) .
\end{aligned}
$$

By the Markov inequality and Lemma 6.6.10 we have

$$
\begin{aligned}
& \sum_{h=1}^{d_{n}} P\left(\left|\sum_{1 \leq i \leq n} U_{i}^{(h)}\right| \geq n \epsilon / 2\right) \leq(n \epsilon / 2)^{-p} \sum_{h=1}^{d_{n}}\left\|\sum_{l \leq i \leq n} U_{i}^{(h)}\right\|_{p}^{p} \leq C(n \epsilon)^{-p} d_{n}(n \log n)^{p / 2} \\
& =C \epsilon^{-p} n^{-p / 2} d_{n}(\log n)^{p / 2}
\end{aligned}
$$

On the other hand, for large enough $A>0$ we have $\left\|V_{i}^{(h)}\right\|_{p}=\mathcal{O}\left(n^{-1}\right)$, and thus the Markov and Minikowski inequality imply

$$
\begin{aligned}
\sum_{h=1}^{d_{n}} P\left(\left|\sum_{1 \leq i \leq n} V_{i}^{(h)}\right| \geq n \epsilon / 2\right) & \leq C(n \epsilon / 2)^{-p} \sum_{h=1}^{d_{n}}\left\|\sum_{1 \leq i \leq n} V_{i}^{(h)}\right\|_{p}^{p} \\
& \leq C(n \epsilon / 2)^{-p} \sum_{h=1}^{d_{n}}\left(\sum_{1 \leq i \leq n}\left\|V_{i}^{(h)}\right\|_{p}\right)^{p} \\
& =\mathcal{O}\left((n \epsilon)^{-p} d_{n}\right) .
\end{aligned}
$$

Since $d_{n}=\mathcal{O}\left(n^{-1 / 8}\right)$ this results in a total bound

$$
\begin{equation*}
P\left(\left|\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\boldsymbol{\Theta}_{d_{n}}^{T}\right) \boldsymbol{\Phi}_{d_{n}}\right| \geq \epsilon\right)=\mathcal{O}\left(n^{-1}+\epsilon^{-p} n^{-p / 2} d_{n}(\log n)^{p / 2}\right) . \tag{5.4.8}
\end{equation*}
$$

In addition, observe that

$$
P\left(\left|\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\boldsymbol{\Theta}_{d_{n}}^{T}\right)\left(\widehat{\boldsymbol{\Phi}}_{d_{n}}-\boldsymbol{\Phi}_{d_{n}}\right)\right| \geq \epsilon\right) \leq P\left(d_{n} \max \left|\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\mathbf{\Theta}_{d_{n}}^{T}\right| \max \left|\widehat{\boldsymbol{\Phi}}_{d_{n}}-\boldsymbol{\Phi}_{d_{n}}\right| \geq \epsilon\right),
$$

which by the inequality given in (5.4.3) is smaller than

$$
P\left(\max \left|\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\boldsymbol{\Theta}_{d_{n}}^{T}\right| \geq \sqrt{\epsilon d_{n}^{-1}}\right)+P\left(\max \left|\widehat{\boldsymbol{\Phi}}_{d_{n}}-\boldsymbol{\Phi}_{d_{n}}\right| \geq \sqrt{\epsilon d_{n}^{-1}}\right) .
$$

By the bounds derived above we thus obtain

$$
\begin{aligned}
P\left(\left|\left(\widehat{\boldsymbol{\Theta}}_{d_{n}}^{T}-\boldsymbol{\Theta}_{d_{n}}^{T}\right)\left(\widehat{\boldsymbol{\Phi}}_{d_{n}}-\boldsymbol{\Phi}_{d_{n}}\right)\right| \geq \epsilon\right) & =\mathcal{O}\left(n^{-1}+\epsilon^{-p / 2} n^{-p / 2} d_{n}\left(d_{n} \log n\right)^{p / 2}+\epsilon^{-p / 2} d_{n}^{p / 2} n^{-p / 2}\right) \\
& =\mathcal{O}\left(n^{-1}+\epsilon^{-p / 2} n^{-p / 2} d_{n}\left(d_{n} \log n\right)^{p / 2}\right)
\end{aligned}
$$

Piecing everything together, we obtain

$$
\begin{aligned}
P\left(\left|\widehat{\sigma}^{2}-\sigma^{2}\right| \geq \epsilon\right) & =\mathcal{O}\left(n^{-p / 2} \epsilon^{-p}+n^{-1}+\epsilon^{-p} n^{-p / 2} d_{n}(\log n)^{p / 2}+\epsilon^{-p / 2} n^{-p / 2} d_{n}\left(d_{n} \log n\right)^{p / 2}\right) \\
& =\mathcal{O}\left(n^{-1}+\epsilon^{-p} n^{-p / 2} d_{n}(\log n)^{p / 2}+\epsilon^{-p / 2} n^{-p / 2} d_{n}\left(d_{n} \log n\right)^{p / 2}\right),
\end{aligned}
$$

which completes the proof.
Proof of Corollary 5.4.6. First note that using the representation 5.4.1) for $\left\{\gamma_{i, j}^{*}\right\}_{1 \leq i \leq d_{n}}$, we obtain from Assumption 5.2.5 that

$$
\begin{equation*}
\sigma^{2} \min _{1 \leq i \leq d_{n}}\left|\gamma_{i, i}^{*}\right| \geq 1-\sum_{i=1}^{d_{n}}\left|\theta_{i}\right| \geq \vartheta>0 \tag{5.4.9}
\end{equation*}
$$

Since $\sigma^{2}>0$, it suffices to show that the error difference

$$
\begin{equation*}
\sqrt{n}\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)-\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right| \tag{5.4.10}
\end{equation*}
$$

is sufficiently small in probability, in which case the claim follows from Theorem 5.4.3.

We will first derive bounds for the difference $\Delta_{i}=\mid\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)-$ $\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right) \mid$. It holds that

$$
\begin{aligned}
& P\left(\max _{1 \leq i \leq d_{n}}\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)-\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right| \geq \epsilon\right) \\
& \leq P\left(\max _{1 \leq i \leq d_{n}}\left|\left(\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{1 / 2}-\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{1 / 2}\right)\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right| \geq \epsilon\right)
\end{aligned}
$$

Due to (5.4.9), the expression $\left|\left(\widehat{\theta}_{i}-\theta_{i}\right)\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right|$ can be controlled by Theorem 6.6.4 (we give some details later), hence we need to study $\mid\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{1 / 2}-$ $\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{1 / 2} \mid\left(\widehat{( }_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}$. Since

$$
\begin{aligned}
\left|\frac{\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{1 / 2}-\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{1 / 2}}{\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{1 / 2}}\right| & =\left|\frac{\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}-\gamma_{i, i}^{*} \sigma^{2}}{\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{1 / 2}+\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{1 / 2}} \frac{1}{\left(\widehat{\gamma}_{i, i}^{*} \hat{\sigma}^{2}\right)^{1 / 2}}\right| \\
& \leq\left|\frac{\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}-\gamma_{i, i}^{*} \sigma^{2}\right)}{\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}}\right|,
\end{aligned}
$$

it suffices to treat $\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}-\gamma_{i, i}^{*} \sigma^{2}\right)\left(\widehat{\gamma}_{i, i}^{*} \hat{\sigma}^{2}\right)^{-1}$.
For $0<\epsilon \leq 1$ we have

$$
\begin{aligned}
\left\{\left|\sigma^{2} \gamma_{i, i}^{*}-\widehat{\sigma}^{2} \widehat{\gamma}_{i, i}^{*}\right| \geq \epsilon \widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right\} & \subseteq\left\{\left|\sigma^{2} \gamma_{i, i}^{*}-\widehat{\sigma}^{2} \widehat{\gamma}_{i, i}^{*}\right|(1+\epsilon) \geq \epsilon \gamma_{i, i}^{*} \sigma^{2}\right\} \\
& \subseteq\left\{\left|\sigma^{2} \gamma_{i, i}^{*}-\widehat{\sigma}^{2} \widehat{\gamma}_{i, i}^{*}\right| \geq \epsilon \gamma_{i, i}^{*} \sigma^{2} / 2\right\} \\
& \subseteq\left\{\left|\sigma^{2} \widehat{\gamma}_{i, i}^{*}-\widehat{\sigma}^{2} \widehat{\gamma}_{i, i}^{*}\right|+\left|\sigma^{2} \gamma_{i, i}^{*}-\sigma^{2} \widehat{\gamma}_{i, i}^{*}\right| \geq \epsilon \gamma_{i, i}^{*} \sigma^{2} / 2\right\}
\end{aligned}
$$

Since $\sigma^{2}, \gamma_{i, i}^{*} \geq C>0$, we have from Proposition 5.4.1 that

$$
P\left(\max _{1 \leq i \leq d_{n}}\left|\sigma^{2} \gamma_{i, i}^{*}-\sigma^{2} \widehat{\gamma}_{i, i}^{*}\right| \geq \epsilon \min _{1 \leq i \leq d_{n}} \gamma_{i, i}^{*}\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) .
$$

In order to treat $\left|\sigma^{2} \widehat{\gamma}_{i, i}^{*}-\widehat{\sigma}^{2} \widehat{\gamma}_{i, i}^{*}\right|$, note that

$$
\left|\sigma^{2} \widehat{\gamma}_{i, i}^{*}-\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right| \leq\left|\sigma^{2}-\widehat{\sigma}^{2}\right|\left|\gamma_{i, i}^{*}-\widehat{\gamma}_{i, i}^{*}\right|+\gamma_{i, i}^{*}\left|\sigma^{2}-\widehat{\sigma}^{2}\right| .
$$

Using the inequality given in 5.4.3 we obtain from Proposition 5.4.1 and Corollary 5.4.5

$$
\begin{equation*}
P\left(\max _{1 \leq i \leq d_{n}}\left|\sigma^{2} \widehat{\gamma}_{i, i}^{*}-\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right| \geq \epsilon\right)=\mathcal{O}\left(\zeta_{n, \epsilon}\right), \tag{5.4.11}
\end{equation*}
$$

where $\zeta_{n, \epsilon}=n^{-1}+\epsilon^{-p} n^{-p / 2} d_{n}(\log n)^{p / 2}+\epsilon^{-p / 2} n^{-p / 2} d_{n}\left(d_{n} \log n\right)^{p / 2}$, and consequently for $1 \leq i \leq d_{n}$

$$
P\left(\max _{1 \leq i \leq d_{n}}\left|\sigma^{2} \gamma_{i, i}^{*}-\widehat{\sigma}^{2} \widehat{\gamma}_{i, i}^{*}\right|\left(\widehat{\gamma}_{i, i}^{*}\right)^{-1} \geq \epsilon \widehat{\sigma}^{2}\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\chi_{n, \epsilon}\right)
$$

if $0<\epsilon \leq 1$. This implies that for $\epsilon^{*}>0$ we have
$P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}} \Delta_{i} \geq \epsilon\right)$
$\leq P\left(\max _{1 \leq i \leq d_{n}} \mid\left(\left(\widehat{\theta}_{i}-\theta_{i}\right)\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2} \mid \geq \epsilon\left(\epsilon^{*}\right)^{-1}\right)+P\left(\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{1 / 2}-\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{1 / 2}\right| \geq \epsilon^{*} \widehat{\gamma}_{i, i}^{*} \hat{\sigma}^{2}\right)\right.$
$=P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}}\left|\left(\widehat{\theta}_{i}-\theta_{i}\right)\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right| \geq \epsilon\left(\epsilon^{*}\right)^{-1}\right)+\mathcal{O}\left(\left(\epsilon^{*}\right)^{-p} n^{-p / 2} d_{n}^{p}+\zeta_{n, \epsilon^{*}}\right)$.
Since $\sigma^{2}, \gamma_{i, i}^{*} \geq C>0$, and application of Theorem 5.4 (remains valid) yields $\left|P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}}\left|\left(\widehat{\theta}_{i}-\theta_{i}\right)\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right| \geq \epsilon\left(\epsilon^{*}\right)^{-1}\right)-P\left(\max _{1 \leq i \leq d_{n}}\left|\xi_{i}\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right| \geq \epsilon\left(\epsilon^{*}\right)^{-1}\right)\right|=\mathcal{O}\left(\kappa_{n}\right)$
if $\epsilon\left(\epsilon^{*}\right)^{-1} \geq 1$, where $\xi_{\mathbf{d}_{\mathbf{n}}}=\left(\xi_{n, 1}, \ldots, \xi_{n, d_{n}}\right)^{T}$ is a $d_{n}$-dimensional Gaussian vector.
Choosing $\epsilon^{*}=\epsilon(\log n)^{-1}$ we obtain

$$
P\left(\max _{1 \leq i \leq d_{n}}\left|\xi_{i}\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right| \geq \epsilon\left(\epsilon^{*}\right)^{-1}\right) \leq \sum_{i=1}^{d_{n}} P\left(\left|\xi_{i}\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right| \geq \log n\right)=\mathcal{O}\left(n^{-1}\right)
$$

Piecing everything together, we get

$$
\begin{equation*}
P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}} \Delta_{i} \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2}\left(d_{n} \log n\right)^{p}+\zeta_{n, \epsilon(\log n)^{-1}}+\kappa_{n}\right) . \tag{5.4.12}
\end{equation*}
$$

This finally entitles us to establish a decent approximation of $P\left(\max _{1 \leq i \leq d_{n}} \mid\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\right.\right.$ $\left.\left.\theta_{i}\right) \mid \leq x\right)$. From the above we have

$$
\begin{aligned}
& \left|P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}}\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right| \leq x\right)-P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}}\left|\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right| \leq x+\epsilon\right)\right| \\
& \leq P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}} \Delta_{i} \geq \epsilon\right)
\end{aligned}
$$

and as before an application of Theorem 5.4.3 gives us

$$
\begin{aligned}
& \left|P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}}\left|\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right| \leq x+\epsilon\right)-P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}}\left|\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right| \leq x\right)\right| \\
& =P\left(x \leq \max _{1 \leq i \leq d_{n}}\left|\xi_{i}\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right| \leq x+\epsilon\right)+\mathcal{O}\left(\kappa_{n}\right) \\
& \leq \sum_{i=1}^{d_{n}} P\left(x \leq\left|\xi_{i}\left(\gamma_{i, i}^{*} \sigma^{2}\right)^{-1 / 2}\right| \leq x+\epsilon\right)+\mathcal{O}\left(\kappa_{n}\right)=\mathcal{O}\left(\kappa_{n}+d_{n} \epsilon\right) .
\end{aligned}
$$

This yields a total approximation error of the magnitude

$$
\begin{align*}
& P\left(\sqrt{n} \max _{1 \leq i \leq d_{n}} \Delta_{i} \geq \epsilon\right)+\mathcal{O}\left(\kappa_{n}+d_{n} \epsilon\right) \\
& =\mathcal{O}\left(\epsilon^{-p} n^{-p / 2}\left(d_{n} \log n\right)^{p}+\zeta_{n, \epsilon(\log n)^{-1}}+\kappa_{n}+d_{n} \epsilon\right) \tag{5.4.13}
\end{align*}
$$

By comparing this error bound with the one given in the proof of Theorem 5.4.3, one finds that the latter is the dominating one, hence the conditions given in Theorem 5.4.3 remain unchanged.

We are now ready to prove Theorems 5.2 .2 and 5.2.4.
Proof of Theorem 5.2.2. By Corollary 5.4.6, it suffices to consider the absolute value of a sequence of mean zero Gaussian random variables $\boldsymbol{\xi}_{d_{n}}=\left(\xi_{n, 1}, \ldots, \xi_{n, d_{n}}\right)^{T}$, with covariance matrix $\boldsymbol{\Gamma}_{\boldsymbol{\xi}_{d_{n}}}^{*}$, that satisfies max $\left|\boldsymbol{\Gamma}_{\boldsymbol{\xi}_{d_{n}}}^{*}-\boldsymbol{\Gamma}_{d_{n}}^{*}\right|=\mathcal{O}\left(n^{-\delta / 2}\right)$, where $\boldsymbol{\Gamma}_{d_{n}}^{*}=\left(\gamma_{i, j}^{*} / \sqrt{\gamma_{i, i}^{*} \gamma_{j, j}^{*}}\right)_{1 \leq, i, j \leq d_{n}}=\left\{\rho_{i, j}\right\}_{1 \leq, i, j \leq d_{n}}$. Results for the maximum of the absolute value of Gaussian sequences is for example treated in [38] (see also [17] for earlier contributions), and is stated in Section 5.7 as Lemma 5.7.1. It thus remains to verify the conditions of Lemma 5.7.1. To this end, let us first assume that $\boldsymbol{\Gamma}_{\boldsymbol{\xi}_{d_{n}}}^{*}=\boldsymbol{\Gamma}_{d_{n}}^{*}$.

Equation (5.4.9) in the proof of Corollary 5.4.6 implies that

$$
\sigma_{1 \leq i \leq d_{n}}^{2} \min _{1, i} \mid \geq \vartheta>0
$$

In addition, the Cauchy-Schwarz inequality yields $\rho_{i, j} \leq 1$ which gives us

$$
\sup _{h, k}\left|\operatorname{Cov}\left(\xi_{k}, \xi_{k+h}\right)\right| \leq 1
$$

Suppose now that for some subsequence $n^{\prime}$ and corresponding sequences $k_{n}^{\prime}, h_{n}^{\prime}$, with $h_{n}^{\prime} \geq 1$ we actually have

$$
\begin{equation*}
\lim _{n^{\prime}}\left|\operatorname{Cov}\left(\xi_{k_{n}^{\prime}}, \xi_{k_{n}^{\prime}+h_{n}^{\prime}}\right)\right|=\left|\phi_{h_{n}^{\prime}}\right|=1 . \tag{5.4.14}
\end{equation*}
$$

If we consider the corresponding subsequence of the $2 \times 2$ submatrices

$$
\mathbf{A}_{n^{\prime}}=\left(\left(\phi_{0}, \phi_{h_{n}^{\prime}}\right)^{t},\left(\phi_{h_{n}^{\prime}}, \phi_{0}\right)^{t}\right),
$$

then it follows that the smaller eigenvalue $\lambda_{\mathbf{A}_{n^{\prime}}, 2}$ converges to zero. Hence we obtain from Cauchy's interlacing ( [106]) theorem that the smallest eigenvalue $\lambda_{n}$ of $\boldsymbol{\Gamma}_{d_{n}}$ tends to zero, which however contradicts Proposition 5.6.2. Hence we must have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{h, k, h \geq 1}\left|\operatorname{Cov}\left(\xi_{k}, \xi_{k+h}\right)\right|<1 . \tag{5.4.15}
\end{equation*}
$$

The remaining conditions of Lemma 5.7.1 are now explicitly assumed in the conditions of Theorem 5.2.2, hence the claim follows if $\boldsymbol{\Gamma}_{\boldsymbol{\xi}_{d_{n}}}^{*}=\boldsymbol{\Gamma}_{d_{n}}^{*}$. However, since $(\log n)^{2+\beta}=\mathcal{O}\left(n^{-\delta / 2}\right)$, it follows that the conditions are also verified in case of $\max \left|\boldsymbol{\Gamma}_{\boldsymbol{\xi}_{d_{n}}}^{*}-\boldsymbol{\Gamma}_{d_{n}}^{*}\right|=\mathcal{O}\left(n^{-\delta / 2}\right)$, for large enough $n$.

Proof of Theorem 5.2.4. Let $q_{0}=q$ be the true order of the AR(q)-process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$, put

$$
\bar{\theta}_{i, n}=a_{n}^{-1} \sqrt{n}\left(\left|\left(\widehat{\gamma}_{i, i}^{*} \widehat{\sigma}^{2}\right)^{-1 / 2}\left(\widehat{\theta}_{i}-\theta_{i}\right)\right|-b_{n}\right),
$$

and assume first that $k \in \mathbb{N}, k>0$. Note that $\theta_{i}=0$ for $i>q$. Then we have that

$$
\begin{aligned}
P\left(\widehat{q}_{z_{n}}=k+q\right) & =P\left(\left\{\bar{\theta}_{q+k, n}>z_{n}\right\} \cap\left\{\max _{k+q+1 \leq i \leq d_{n}} \bar{\theta}_{i, n} \leq z_{n}\right\}\right) \\
& =P\left(\max _{k+q \leq i \leq d_{n}} \bar{\theta}_{i, n} \leq z_{n}\right)-P\left(\max _{k+q+1 \leq i \leq d_{n}} \bar{\theta}_{i, n} \leq z_{n}\right) .
\end{aligned}
$$

As in the proof of Theorem 5.2 .2 , we can approximate the sequence $\left\{\bar{\theta}_{i, n}\right\}_{1 \leq i \leq d_{n}}$ by a suitably transformed corresponding sequence of mean zero Gaussian random variables $\boldsymbol{\xi}_{d_{n}}=\left(\xi_{n, 1}, \ldots, \xi_{n, d_{n}}\right)^{T}$ with covariance matrix $\boldsymbol{\Gamma}_{\boldsymbol{\xi}_{d_{n}}}^{*}$. Note that this approximation gives us an error term of the order $\mathcal{O}\left(\kappa_{n}\right)$, where $\kappa_{n}$ is as in Theorem 5.4.3. Let $\boldsymbol{\eta}_{d_{n}}=\left(\eta_{n, 1}, \ldots, \eta_{n, d_{n}}\right)^{T}$ be another sequence of IID mean zero Gaussian random variables with unit variance. Following Deo [38], we obtain from $\max \left|\boldsymbol{\Gamma}_{\boldsymbol{\xi}_{d_{n}}}^{*}-\boldsymbol{\Gamma}_{d_{n}}^{*}\right|=\mathcal{O}\left(n^{-\delta / 2}\right)$ and the Assumptions regarding the covariance structure of $\left\{\bar{\theta}_{i, n}\right\}_{1 \leq i \leq d_{n}}$ that for fixed $l \in \mathbb{N}$

$$
\begin{aligned}
& \left|P\left(\max _{q+l \leq i \leq d_{n}} a_{n}^{-1}\left(\left|\xi_{n, i}\right|-b_{n}\right) \leq z_{n}\right)-P\left(\max _{q+l \leq i \leq d_{n}} a_{n}^{-1}\left(\left|\eta_{n, i}\right|-b_{n}\right) \leq z_{n}\right)\right| \\
& \leq C \sum_{1 \leq i<j \leq d_{n}}\left|\rho_{i, j}\right|\left(d_{n}^{-\frac{2 z_{n}^{2}}{1+\left|\rho_{i, j}\right|}}\right) .
\end{aligned}
$$

Imitating the technique in Berman [17, we obtain that the above quantity is of the magnitude $\mathcal{O}\left(d_{n}^{\left(-z_{n}^{2}+1\right) / 2}\right)$. We thus obtain that

$$
\begin{aligned}
P\left(\widehat{q}_{z_{n}}=k+q\right) & \\
& =P\left(\max _{q+k+1 \leq i \leq d_{n}} a_{n}^{-1}\left(\left|\eta_{n, i}\right|-b_{n}\right) \leq z_{n}\right)-P\left(\max _{q+k \leq i \leq d_{n}} a_{n}^{-1}\left(\left|\eta_{n, i}\right|-b_{n}\right) \leq z_{n}\right) \\
& +\mathcal{O}\left(\kappa_{n}\right)+\mathcal{O}\left(d_{n}^{\left(-z_{n}^{2}+1\right) / 2}\right) \\
& =P\left(a_{n}^{-1}\left(\left|\eta_{n, 1}\right|-b_{n}\right) \leq z_{n}\right)^{d_{n}-k-q}\left(1-P\left(a_{n}^{-1}\left(\left|\eta_{n, 1}\right|-b_{n}\right) \leq z_{n}\right)\right) \\
& +\mathcal{O}\left(\kappa_{n}\right)+\mathcal{O}\left(d_{n}^{\left(-z_{n}^{2}+1\right) / 2}\right) .
\end{aligned}
$$

From the definition of $a_{n}, b_{n}$, and since $z_{n} \rightarrow \infty$, we obtain that (Deo [38])

$$
\begin{align*}
& \lim _{n} P\left(a_{n}^{-1}\left(\left|\eta_{n, 1}\right|-b_{n}\right) \leq z_{n}\right)^{d_{n}-k-q} \rightarrow 1,  \tag{5.4.16}\\
& P\left(a_{n}^{-1}\left(\left|\eta_{n, 1}\right|-b_{n}\right)>z_{n}\right)=\frac{e^{-z_{n}}}{d_{n}}+\mathcal{O}\left(\frac{e^{-z_{n}}}{d_{n}}\right) . \tag{5.4.17}
\end{align*}
$$

This yields

$$
\begin{equation*}
P\left(\widehat{q}_{z_{n}}=k+q\right)=\frac{e^{-z_{n}}}{d_{n}}+\mathcal{O}\left(\frac{e^{-z_{n}}}{d_{n}}+d_{n}^{\left(-z_{n}^{2}+1\right) / 2}\right)+\mathcal{O}\left(\kappa_{n}\right), \tag{5.4.18}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
P\left(\widehat{q}_{z_{n}}>q\right)=\sum_{k=1}^{d_{n}} P\left(\widehat{q}_{z_{n}}=k+q\right)=e^{-z_{n}}+\mathcal{O}\left(e^{-z_{n}}+d_{n}^{-z_{n}^{2}+2}\right)+\mathcal{O}\left(\kappa_{n} d_{n}\right), \tag{5.4.19}
\end{equation*}
$$

and per assumption the right hand side goes to zero as $n$ increases. We now consider the case $P\left(\widehat{q}_{z_{n}}<q\right)$. To this end, let $k \in \mathbb{N}, k>0$. Then we have

$$
\begin{aligned}
P\left(\widehat{q}_{z_{n}}=q-k\right) & \leq P\left(\bar{\theta}_{q-k, n} \leq z_{n}\right) \\
& =P\left(a_{n}^{-1}\left(\left|\xi_{n, q-k}+\sqrt{n} \theta_{q-k}\right|-b_{n}\right) \leq z_{n}\right)+\mathcal{O}\left(\kappa_{n}\right) .
\end{aligned}
$$

Since $\left|\theta_{q-k}\right|>0$ and $z_{n}=\mathcal{O}\left(\sqrt{n(\log n)^{-1}}\right)$, one readily verifies by known properties of the Gaussian cdf that $P\left(a_{n}^{-1}\left(\left|\xi_{n, q-k}+\sqrt{n} \theta_{q-k}\right|-b_{n}\right) \leq z_{n}\right)=\mathcal{O}\left(\kappa_{n}\right)$, and hence

$$
\begin{equation*}
P\left(\widehat{q}_{z_{n}}=q-k\right)=\mathcal{O}\left(r_{n}\right), \tag{5.4.20}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
P\left(\widehat{q}_{z_{n}}<q\right)=\mathcal{O}\left(\kappa_{n} q\right) \rightarrow 0, \tag{5.4.21}
\end{equation*}
$$

as $n$ increases. This together with 5.4.19 establishes consistency.
Proof of Theorem 5.2.8. Let us first assume that the the true order $q_{0}$ of the autoregressive process is fixed, i.e. $q_{0}=q$ for some finite $q$.

The proof then consists of two parts. It is first shown that $P\left(\widehat{q}_{n}^{*}<q\right) \rightarrow 0$, whereas in the second part the claim $P\left(\widehat{q}_{n}^{*}>q\right) \rightarrow 0$ is established.

By Hannan [60, Chapter VI], it holds that for $k \in \mathbb{N}$

$$
\begin{equation*}
\log \left(\widehat{\sigma}^{2}(k)\right)=\log \widehat{\phi}_{n, 0}+\sum_{j=1}^{k} \log \left(1-\widehat{\theta}_{j}^{2}(k)\right) . \tag{5.4.22}
\end{equation*}
$$

Then, arguing as in Hannan and Quinn [63], we have due to $C_{n}=\mathcal{O}(n)$ that for large enough $n$

$$
f_{n}(k)=\log \left(\widehat{\sigma}^{2}(k)\right)+n^{-1} C_{n} k
$$

is a decreasing function in $k$ for $0 \leq k<q$, and strictly decreasing for $q-1 \leq k \leq q$ (since $\theta_{q}^{2}>0$ ) with probability approaching one. This implies that eventually $\widehat{q}_{n}^{*} \geq q$, hence it suffices to establish that the probability of overestimating the order goes to zero as $n$ increases, i.e.

$$
\begin{equation*}
\lim _{n} P\left(\left(\min \left\{q \leq k \leq K_{n} \mid \log \left(\widehat{\sigma}^{2}(k)\right)+n^{-1} C_{n} k\right\} \geq q+1\right)=0 .\right. \tag{5.4.23}
\end{equation*}
$$

Using relation (5.4.22), the above can be rewritten as

$$
\begin{align*}
& P\left(\min \left\{q \leq k \leq K_{n} \mid \log \left(\widehat{\sigma}^{2}(k)\right)+n^{-1} C_{n} k\right\} \geq q+1\right)  \tag{5.4.24}\\
& =P\left(\min \left\{q \leq k \leq K_{n} \mid \log \widehat{\phi}_{n, 0}+\sum_{j=1}^{k} \log \left(1-\widehat{\theta}_{j}^{2}(k)\right)+n^{-1} C_{n} k\right\} \geq q+1\right) . \tag{5.4.25}
\end{align*}
$$

Using the same arguments as in [3], it follows that it suffices to establish

$$
\begin{equation*}
\lim _{n} P\left(\max _{1 \leq k \leq K_{n}-q}\left(\sum_{j=1+q}^{k+q}-\log \left(1-\widehat{\theta}_{j}^{2}(k)\right)\right) \geq n^{-1} C_{n} k\right)=0 . \tag{5.4.26}
\end{equation*}
$$

However, it holds that

$$
\begin{align*}
& P\left(\max _{1 \leq k \leq K_{n}-q}\left(\sum_{j=1+q}^{k+q}-\log \left(1-\widehat{\theta}_{j}^{2}(k)\right)\right) \geq n^{-1} C_{n} k\right) \\
& \leq \sum_{k=1}^{K_{n}-q} P\left(\sum_{j=1+q}^{k+q}-\log \left(1-\widehat{\theta}_{j}^{2}(k)\right) \geq n^{-1} C_{n} k\right) \\
& \leq \sum_{k=1}^{K_{n}-q} \sum_{j=1+q}^{k+q} P\left(-\log \left(1-\widehat{\theta}_{j}^{2}(k)\right) \geq n^{-1} C_{n}\right) \tag{5.4.27}
\end{align*}
$$

hence it suffices to treat

$$
P\left(-\log \left(1-\widehat{\theta}_{j}^{2}(k)\right) \geq n^{-1} C_{n}\right) \leq P\left(\left|\widehat{\theta}_{j}(k)\right| \geq n^{-1 / 2} \sqrt{C_{n}}\right),
$$

for large enough $n$ and $q<j \leq K_{n}$. Since it is no longer of any relevance, we drop the index $k$ for the sake of simplicity. Since $\theta_{j}=0$ for $q<j \leq K_{n}$, following the proof of Theorem 5.4.2 (which amounts to setting $d_{n}=1$ in Theorem 5.4.2), we obtain that

$$
P\left(\left|n^{1 / 2} \widehat{\theta}_{j}-n^{-1 / 2}\left(\gamma_{j, j}^{*}\right)^{-1} \sum_{i=1}^{n} U_{i}^{(j)}\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2}(\log n)^{p}+n^{-1}\right) .
$$

In addition, we have from Corollary 5.5.3 that on a possible larger probability space

$$
P\left(\left|\left(n^{-1 / 2}\left(\gamma_{j, j}^{*}\right)^{-1} \sum_{i=1}^{n} U_{i}^{(j)}\right)-\xi_{j}\right| \geq n^{1 / \nu-1 / 2}\right)=\mathcal{O}\left(n^{-1}\right)
$$

where $\nu \geq 2$ and $\xi_{j}$ is a Gaussian random variable with positive variance. Setting $\epsilon=2 n^{1 / \nu-1 / 2}$ we thus obtain

$$
P\left(\left|n^{1 / 2} \widehat{\theta}_{j}-\xi_{j}\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2}(\log n)^{p}+n^{-1}\right)
$$

By known properties of the Gaussian cdf, we have

$$
P\left(\left|\xi_{j}\right| \geq \sqrt{C_{n}}\right)=\mathcal{O}\left(C_{n}^{-1 / 2} \exp \left(-C_{n} / 2\right)\right)
$$

thus, using the bounds derived above, we obtain
$P\left(\left|\widehat{\theta}_{j}(k)\right| \geq n^{-1 / 2} \sqrt{C_{n}}-\epsilon\right)=\mathcal{O}\left(C_{n}^{-1 / 2} \exp \left(-C_{n} / 2\right)+\epsilon^{-p} n^{-p / 2}(\log n)^{p}+n^{-1}\right)$,
where $\epsilon=2 n^{1 / \nu-1 / 2}$. Having (5.4.27) in mind, we thus require that

$$
K_{n}^{2}\left(C_{n}^{-1 / 2} \exp \left(-C_{n} / 2\right)+\epsilon^{-p} n^{-p / 2}(\log n)^{p}+n^{-1}\right) \rightarrow 0
$$

as $n$ increases. Since $p>4$, this amounts to

$$
K_{n}=\mathcal{O}\left(n^{1 / 2}\right), \quad 4 \log K_{n} \leq C_{n},
$$

which completes the proof if the order of the process is finite.
Let us now consider the case of unbounded order, i.e. $q_{0}=d_{n}$. The above arguments are still valid to establish $\lim _{n} P\left(\widehat{q}_{n}^{*}>d_{n}\right)=0$, however, showing that $\lim _{n} P\left(\widehat{q}_{n}^{*}<d_{n}\right)=0$ turns out to be a little more involved. To establish this claim, note that by Theorem 5.4.3 we have

$$
\max |\widehat{\boldsymbol{\Theta}}-\boldsymbol{\Theta}| \leq n^{-1 / 4}
$$

with probability approaching one. Thus we obtain

$$
\begin{equation*}
\max \left|\widehat{\boldsymbol{\Theta}}^{2}-\boldsymbol{\Theta}^{2}\right| \leq \max \mid \widehat{\boldsymbol{\Theta}}-\boldsymbol{\Theta}(|\max | \widehat{\boldsymbol{\Theta}}-\boldsymbol{\Theta}|+2 \max | \boldsymbol{\Theta} \mid) \leq 3 n^{-1 / 4} \tag{5.4.28}
\end{equation*}
$$

with probability approaching one, since $\max \left|\boldsymbol{\Theta}^{2}\right| \leq \vartheta<1$. Let $x_{i} \in\left\{\theta_{i}-\right.$ $\left.3 n^{-1 / 4}, \theta_{i}+3 n^{-1 / 4}\right\}$. Then we deduce from the above, that for large enough $n$, $x_{i} \in\left\{-3 n^{-1 / 4}, \vartheta^{*}\right\}$ where $\left|\vartheta^{*}\right|<1$. This in turn implies that for large enough $n$

$$
\begin{aligned}
\sum_{j=0}^{k}\left|\log \left(1-\widehat{\theta}_{j}^{2}(k)\right)-\log \left(1-\theta_{j}^{2}(k)\right)\right| & \leq \sum_{j=0}^{k}\left|\widehat{\theta}_{j}^{2}(k)-\theta_{j}^{2}(k)\right| \frac{1}{\left|1-x_{i}\right|} \\
& \leq 3 k n^{-1 / 4} \frac{1}{1-\vartheta^{*}}
\end{aligned}
$$

with probability approaching one. Since $d_{n} n^{-1 / 4}=\mathcal{O}(1)$, relation (5.4.22) thus yields that

$$
\log \left(\widehat{\sigma}^{2}(k)\right)-\log \widehat{\phi}_{n, 0}=\sum_{j=1}^{k} \log \left(1-\widehat{\theta}_{j}^{2}(k)\right)=\sum_{j=1}^{k} \log \left(1-\theta_{j}^{2}(k)\right)+\mathcal{O}\left(k n^{-1 / 4} \frac{1}{1-\vartheta^{*}}\right)
$$

is a monotone decreasing function in $0 \leq k<d_{n}$, strictly decreasing in $k=d_{n}$, for large enough $n$ with probability approaching one. This yields that $\lim _{n} P\left(\widehat{q}_{n}^{*}<\right.$ $q)=0$.

### 5.5 Gaussian approximation

In this section we obtain under suitable assumptions, a normal approximation for the quantity $n^{-1 / 2} \mathbf{X}^{\mathbf{T}} \mathbf{Z}$, where we used the notation introduce in Section 5.4.

As in the proof of Theorem 5.4.3, let $\mathbf{U}_{k}=\left(X_{k-1}, \ldots, X_{k-d_{n}}\right)^{T} \epsilon_{k}, k \in \mathbb{N}$. We have

$$
n^{-1 / 2} \mathbf{X}^{\mathbf{T}} \mathbf{Z}=n^{-1 / 2} \sum_{k=1}^{n} \mathbf{U}_{k},
$$

with $\mathbb{E}\left(\mathbf{U}_{k}\right)=0$ and

$$
\mathbb{E}\left(\mathbf{U}_{k} \mathbf{U}_{k+h}^{T}\right)= \begin{cases}\sigma^{2} \Gamma_{d_{n}}, & \text { if } h=0,  \tag{5.5.1}\\ 0_{d_{n} \times d_{n}}, & \text { if } h \neq 0,\end{cases}
$$

since $\epsilon_{\mathbf{k}}$ is independent of $\left\{X_{k-i}\right\}_{i \geq 1}$.
The main Theorem is formulated below.
Theorem 5.5.1. Let $\nu \geq 2$. Then under Assumption 5.2.1, on a possible larger probability space, there exists a $d_{n}$-dimensional Gaussian vector $\boldsymbol{\xi}^{d_{n}}=$ $\left(\xi^{(1)}, \ldots, \xi^{\left(d_{n}\right)}\right)^{T}$ with covariance matrix $\boldsymbol{\Gamma}_{\boldsymbol{\xi}^{d_{n}}}$, such that $\max \left|n^{-1} \boldsymbol{\Gamma}_{\boldsymbol{\xi}^{d_{n}}}-\sigma^{2} \boldsymbol{\Gamma}_{d_{n}}\right|=$ $\mathcal{O}\left(n^{-\delta / 2}\right)$, and

$$
P\left(\max \left|\left(\sum_{k=1}^{n} \mathbf{U}_{k}\right)-\boldsymbol{\xi}^{d_{n}}\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-1}\right)
$$

where $d_{n}=n^{\delta}$ and $\delta$ is chosen such that

$$
\delta<\min \left\{\frac{8+3 p-(4+p) \nu}{(8+5 p) \nu}, \frac{(3 \nu-4)(4+5 p)}{(52+25 p) \nu-16}\right\} .
$$

Remark 5.5.2. Note that for $\nu=2$ and $p \geq 4$ this results in $0<\delta<1 / 14$.
Corollary 5.5.3. Let $\boldsymbol{\Gamma}_{d_{n}}^{-1}=\left(\gamma_{i, j}^{*}\right)_{1 \leq i, j \leq d_{n}}$ be the inverse of the covariance matrix $\boldsymbol{\Gamma}_{d_{n}}$. Then under the same conditions as in Theorem 6.6.4, we have that

$$
P\left(\max \left|\boldsymbol{\Gamma}_{d_{n}}^{-1}\left\{\left(\sum_{k=1}^{n} \mathbf{U}_{k}\right)-\boldsymbol{\xi}^{d_{n}}\right\}\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-1}\right) .
$$

Proof. By relation (5.4.1) and condition $\sum_{i=1}^{d_{n}}\left|\theta_{i}\right|=\vartheta<1$ we have that for fixed i

$$
\sum_{j=1}^{d_{n}}\left|\gamma_{i, j}^{*}\right| \leq \sum_{j=1}^{d_{n}}\left(\sum_{r=0}^{\alpha}\left|\theta_{r} \theta_{r+j-i}\right|+\sum_{r=\beta}^{d_{n}}\left|\theta_{r} \theta_{r+j-i}\right|\right) \leq 2 \vartheta^{2}
$$

Hence the claim readily follows from

$$
\max \left|\boldsymbol{\Gamma}_{d_{n}}^{-1}\left\{\left(\sum_{k=1}^{n} \mathbf{U}_{k}\right)-\boldsymbol{\xi}^{d_{n}}\right\}\right| \leq 2 \max \left|\left(\sum_{k=1}^{n} \mathbf{U}_{k}\right)-\boldsymbol{\xi}^{d_{n}}\right| .
$$

The proof of Theorem 6.6.4 follows [14, Theorem 4.1] in broad brushes, with some essential changes in the details. To this end, we require some preliminary results. For an $n$-dimensional vector $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$, we denote with $|\mathbf{x}|_{n}=$ $\left(\sum_{i=1}^{n}\left(x_{i}\right)^{2}\right)^{1 / 2}$ the usual euclidian norm. The following coupling inequality is due to Berthet and Mason [19].

Lemma 5.5.4 (Coupling inequality). Let $X_{1}, \ldots, X_{N}$ be independent, mean zero random vectors in $\mathbb{R}^{n}, n \geq 1$, such that for some $B>0,\left|X_{i}\right|_{n} \leq B, i=$ $1, \ldots, N$. If the probability space is rich enough, then for each $\delta>0$, one can define independent normally distributed mean zero random vectors $\xi_{1}, \ldots, \xi_{N}$ with $\xi_{i}$ and $X_{i}$ having the same variance/covariance matrix for $i=1, \ldots, N$, such that for universal constants $C_{1}>0$ and $C_{2}>0$,

$$
P\left\{\left|\sum_{i=1}^{N}\left(X_{i}-\xi_{i}\right)\right|_{n}>\delta\right\} \leq C_{1} n^{2} \exp \left(-\frac{C_{2} \delta}{B n^{2}}\right) .
$$

The proof of Theorem 6.6.4 is based on a blocking argument, which in turn requires carefully truncated random variables. By Lemma 5.6.1, we can present $X_{k}$ as $X_{k}=\sum_{i=0}^{\infty} \psi_{i} \epsilon_{k-i}$. Set $X_{k}^{(n)}=\sum_{i=0}^{[A \log n\rceil} \psi_{i} \epsilon_{k-i}, A>0$, and define $\mathbf{X}^{(n)}$ and $\mathbf{U}_{k}^{(n)}$ in an analogue manner, and $\mathbf{V}_{k}^{(n)}$ such that $\mathbf{U}_{k}=\mathbf{U}_{k}^{(n)}+\mathbf{V}_{k}^{(n)}$. Then $\left\{\mathbf{U}_{k}^{(n)}\right\}_{0 \leq k \leq n}$ are $2\lceil A \log n\rceil$-dependent sequences, with $\mathbb{E}\left(\mathbf{U}_{k}^{(n)}\right)=\mathbb{E}\left(\mathbf{V}_{k}^{(n)}\right)=0$ and

$$
\mathbb{E}\left(\mathbf{U}_{k}^{(n)} \mathbf{U}_{k+h}^{(n), T}\right)= \begin{cases}\sigma^{2} \Gamma_{d_{n}}^{(n)}, & \text { if } h=0,  \tag{5.5.2}\\ 0_{d_{n} \times d_{n}}, & \text { if } h \neq 0,\end{cases}
$$

Denote with $\mathbf{U}_{k}^{(n)}=\left(U_{k}^{(1)}, \ldots, U_{k}^{\left(d_{n}\right)}\right)^{t}, \mathbf{V}_{k}^{(n)}=\left(V_{k}^{(1)}, \ldots, V_{k}^{\left(d_{n}\right)}\right)^{t}$ the single components of $\mathbf{U}_{k}^{(n)}$ and $\mathbf{V}_{k}^{(n)}$.

Lemma 5.5.5. There is an absolute constant $C$ such that

$$
\mathbb{E}\left|\sum_{l \leq i \leq k} U_{i}^{(h)}\right|^{p} \leq C((k-l+1)\lceil A \log n\rceil)^{p / 2}
$$

Remark 5.5.6. An analogue result is valid for $\mathbf{V}_{k}^{(n)}$.

Proof of Lemma 6.6.10. Put $K=\lceil A \log n\rceil$, and denote with $\|\cdot\|_{p}=\left(\mathbb{E}|\cdot|^{p}\right)^{1 / p}$. Then per construction, we can rewrite

$$
\sum_{l \leq i \leq k} U_{i}^{(h)}=S_{1}+\ldots+S_{K},
$$

where $S_{i}$ is a sum of independent random variables with at most $(k-l+1) / K$ terms. Minikowski's inequality gives us

$$
\left\|S_{1}+\ldots+S_{K}\right\|_{p} \leq\left\|S_{1}\right\|_{p}+\ldots+\left\|S_{K}\right\|_{p} .
$$

By Rosenthal's inequality, we have

$$
\mathbb{E}\left|S_{i}\right|^{p} \leq C((k-l+1) / K)^{p / 2}=C((k-l+1) / K)^{p / 2},
$$

hence

$$
\left\|\sum_{l \leq i \leq k} U_{i}^{(h)}\right\|_{p}^{p} \leq C((k-l+1) K)^{p / 2} .
$$

Proof of Theorem 6.6.4. The proof is based on two truncation and a blocking argument. The first truncation consist of approximating $\sum_{k=1}^{n} \mathbf{U}_{k}$ with $\sum_{k=1}^{n} \mathbf{U}_{k}^{(n)}$. Due to the Markov inequality and Lemma 5.6.1, we can always find an $A$ large enough such that

$$
P\left(\max \left|\sum_{j=1}^{n}\left(\mathbf{U}_{\mathbf{j}}-\mathbf{U}_{\mathbf{j}}^{(n)}\right)\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-1}\right)
$$

and we can move on to the second truncation step, which is a little more involved. For a random variable $\epsilon$, let $\mathbf{I}_{B}^{\epsilon}=\mathbf{1}(\epsilon)_{\{|\epsilon| \leq B\}}$ for $B>0$, and similarly, $\mathbf{I}_{B^{c}}^{\epsilon}=$ $\mathbf{1}(\epsilon)_{\{|\epsilon|>B\}}$. Consider the quantity

$$
I_{B}=\epsilon_{k} \sum_{i=0}^{\infty} \psi_{i} \epsilon_{k-i-1}-\epsilon_{k} \mathbf{I}_{B}^{\epsilon_{k}} \sum_{i=0}^{\infty} \psi_{i} \epsilon_{k-i-1} \mathbf{I}_{B}^{\epsilon_{k-i-1}}
$$

Applying the Minikowski, Cauchy-Schwarz and Markov inequality we obtain for $p \geq 1$

$$
\begin{align*}
\left\|I_{B}\right\|_{2} & \leq \sum_{i=0}^{\infty}\left|\psi_{i}\right|\left\|\epsilon_{k} \mathbf{I}_{B^{c}}^{\epsilon_{k}} \epsilon_{k-i-1}\right\|_{2}+\sum_{i=0}^{\infty}\left|\psi_{i}\right|\left\|\epsilon_{k} \epsilon_{k-i-1} \mathbf{I}_{B^{c}}^{\epsilon_{k-i-1}}\right\|_{2} \\
& \leq C\left\|\epsilon_{1}\right\|_{4}^{2}\left(\mathbb{E}\left(\mathbf{I}_{B^{c}}^{\epsilon_{1}}\right)\right)^{1 / 4} \leq C\left\|\epsilon_{1}\right\|_{4}^{2}\left\|\epsilon_{1}\right\|_{p}^{p / 4} B^{-p / 4} . \tag{5.5.3}
\end{align*}
$$

One readily verifies that this bound is still valid if we replace $\epsilon_{k-i} \mathbf{I}_{B}^{\epsilon_{k-i}}$ by the centered version $\epsilon_{k-i} \mathbf{I}_{B}^{\epsilon_{k-i}}-\mathbb{E}\left(\epsilon_{k-i} \mathbf{I}_{B}^{\epsilon_{k-i}}\right)$. If we us the truncation introduced above, we can construct the truncated version $\mathbf{U}_{k}^{(n, B)}=\left(U_{k}^{(1, B)}, \ldots, U_{k}^{\left(d_{n}, B\right)}\right)^{t}$ of $\mathbf{U}_{k}^{(n)}$. Using the Markov and Cauchy-Schwarz inequality together with Lemma 6.6.10 we have

$$
\begin{aligned}
P\left(\max \left|\sum_{k=1}^{n} \mathbf{U}_{k}^{(n)}-\mathbf{U}_{k}^{(n, B)}\right| \geq x\right) & \leq C d_{n} x^{-1} \max _{1 \leq h \leq d_{n}}\left\|\sum_{k=1}^{n} U_{k}^{(h)}-U_{k}^{(h, B)}\right\|_{2} \\
& \leq C d_{n} x^{-1}(n \log n)^{1 / 2}\left\|\epsilon_{k-i} \mathbf{I}_{B}^{\epsilon_{k-i}}-\mathbb{E}\left(\epsilon_{k-i} \mathbf{I}_{B}^{\epsilon_{k-i}}\right)\right\|_{2}
\end{aligned}
$$

and using (5.5.3) the above is of the magnitude

$$
\begin{equation*}
P\left(\max \left|\sum_{k=1}^{n} \mathbf{U}_{k}^{(n)}-\mathbf{U}_{k}^{(n, B)}\right| \geq x\right)=\mathcal{O}\left(d_{n} x^{-1}(n \log n)^{1 / 2} B^{-p / 4}\right) \tag{5.5.4}
\end{equation*}
$$

We will discuss the this bound later. We will now construct a Gaussian approximation for the random vectors $\mathbf{U}_{k}^{(n, B)}$. To this end, let $\nu, \beta, \delta, b, p>0$ be numbers such that

$$
\begin{align*}
& \frac{1}{\nu}-\frac{\beta}{1+\beta}-2 b-3 \delta>0, \quad 2 / \nu-1 /(1+\beta)-2 \delta>0  \tag{5.5.5}\\
& \frac{\beta}{\beta+1}>\delta, \quad-p b / 4+1 / 2-1 / \nu+\delta<0 \tag{5.5.6}
\end{align*}
$$

We will now construct an approximation for the truncated random vector $\mathbf{U}_{k}^{(n, B)}$. To this end, we first divide the set of integers $\{1,2, \ldots\}$ into consecutive blocks $H_{1}, J_{1}, H_{2}, J_{2} \ldots$. The blocks are defined by recursion. Fix $\beta>0$. If the largest element of $J_{i-1}$ is $k_{i-1}$, then $H_{i}=\left\{k_{i-1}+1, \ldots, k_{i-1}+i^{\beta}\right\}$ and $J_{i}=\left\{k_{i-1}+\right.$ $\left.i^{\beta}+1, \ldots, k_{i}\right\}$, where $k_{i}=\min \left\{l: l-2\left\lceil d_{n}\right\rceil \geq k_{i-1}+i^{\beta}\right\}$. Let $|$.$| denote the$ cardinality of a set. It follows from the definition of $H_{i}, J_{i}$ that $\left|H_{i}\right|=i^{\beta}$ and $\left|J_{i}\right|=\mathcal{O}\left(d_{n}\right)$. Note that the total number of blocks is approximately $m=n^{1 /(1+\beta)}$ if $\beta(1+\beta)^{-1}>\delta$. For $1 \leq h \leq d_{n}$, let

$$
\xi_{k}^{(h)}=\sum_{i \in H_{k}}\left(U_{i}^{(h, B)}\right) \quad \text { and } \quad \eta_{k}^{(h)}=\sum_{i \in J_{k}} U_{i}^{(h, B)},
$$

and define the vectors

$$
\boldsymbol{\xi}_{k}=\left(\xi_{k}^{(1)}, \xi_{k}^{(2)}, \ldots, \xi_{k}^{\left(d_{n}\right)}\right)^{T} \quad \text { and } \quad \boldsymbol{\eta}_{k}=\left(\eta_{k}^{(1)}, \eta_{k}^{(2)}, \ldots, \eta_{k}^{\left(d_{n}\right)}\right)^{T}
$$

Note that per construction, we have that $\left\{\boldsymbol{\xi}_{k}\right\}_{k \in \mathbb{N}}$ is a sequence of independent random vectors with $\left|\boldsymbol{\xi}_{k}\right|_{d_{n}} \leq d_{n} m^{\beta} B^{2}$. By Lemma 6.6.9, we can define a sequence
of independent normal random vectors $\boldsymbol{\xi}_{k}^{*}=\left(\xi_{k}^{(1, *)}, \xi_{k}^{(2, *)}, \ldots, \xi_{k}^{\left(d_{n}, *\right)}\right)^{T}$, such that for $x>0$

$$
\begin{aligned}
P\left(\max _{0 \leq h \leq d_{n}}\left|\sum_{j=1}^{m}\left(\xi_{j}^{(h)}-\xi_{j}^{(h), *}\right)\right| \geq x\right) & \leq \sum_{h=1}^{d_{n}} P\left(\left|\sum_{j=1}^{m}\left(\xi_{j}^{(h)}-\xi_{j}^{(h), *}\right)\right| \geq x\right) \\
& \leq \sum_{h=0}^{d_{n}} P\left(\left|\sum_{j=1}^{m}\left(\xi_{\mathbf{j}}-\xi_{\mathbf{j}}^{*}\right)\right|_{d_{n}} \geq x\right) \\
& \leq C_{1} d_{n}^{3} \exp \left(-\frac{C_{2} x}{2 d_{n}^{3} m^{\beta} B^{2}}\right) .
\end{aligned}
$$

Hence, if $1 / \nu-\beta /(1+\beta)-2 b-3 \delta>0$, we obtain

$$
\begin{equation*}
P\left(\max _{0 \leq h \leq d_{n}}\left|\sum_{j=1}^{m}\left(\xi_{j}^{(h)}-\xi_{j}^{(h), *}\right)\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-1}\right) . \tag{5.5.7}
\end{equation*}
$$

Similar arguments show that under the same conditions as above, there exists a sequence of independent normal random vectors $\boldsymbol{\eta}_{k}^{*}=\left(\eta_{k}^{(1, *)}, \eta_{k}^{(2, *)}, \ldots, \eta_{k}^{\left(d_{n}, *\right)}\right)^{T}$, such that

$$
P\left(\max _{0 \leq h \leq d_{n}}\left|\sum_{j=1}^{m}\left(\eta_{j}^{(h)}-\eta_{j}^{(h), *}\right)\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-1}\right)
$$

By Lemma 6.6.10, we have that $\operatorname{Var}\left(\eta_{j}^{(h), *}\right) \leq C d_{n}^{2}$ for all $j \leq m, h \leq d_{n}$. Hence if $2 / \nu-1 /(\overline{1+\beta})-\delta>0$, by known properties of the tails of a normal cdf, we obtain that

$$
\begin{equation*}
P\left(\max _{0 \leq h \leq d_{n}}\left|\sum_{j=1}^{m} \eta_{j}^{(h), *}\right| \geq n^{1 / \nu}\right) \leq \sum_{h=0}^{d_{n}} P\left(\left|\sum_{j=1}^{m} \eta_{j}^{(h), *}\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-1}\right) . \tag{5.5.8}
\end{equation*}
$$

This yields

$$
\begin{equation*}
P\left(\max _{0 \leq h \leq d_{n}}\left|\sum_{j=1}^{m}\left(\eta_{j}^{(h)}+\xi_{j}^{(h),}-\xi_{j}^{(h), *}\right)\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-1}\right) . \tag{5.5.9}
\end{equation*}
$$

Let $\boldsymbol{\eta}_{k}^{* *}=\left(\eta_{k}^{(1, * *)}, \eta_{k}^{(2, * *)}, \ldots, \eta_{k}^{\left(d_{n}, * *\right)}\right)^{T}$ be a copy of $\boldsymbol{\eta}_{k}^{*}$ such that $\boldsymbol{\eta}_{i}^{* *}$ and $\boldsymbol{\xi}_{j}^{*}$ are independent for $i \neq j$. By enlarging the probability space if necessary, we can then construct $\boldsymbol{\eta}_{k}^{* *}$ in such a manner that

$$
\begin{equation*}
\operatorname{Var}\left(\boldsymbol{\xi}_{k}^{*}+\boldsymbol{\eta}_{k}^{* *}\right)=\left(\left|H_{k}\right|+\left|J_{k}\right|\right) \operatorname{Var}\left(\mathbf{U}_{k}^{(n, B)}\right) \tag{5.5.10}
\end{equation*}
$$

Piecing everything together, we obtain that

$$
P\left(\max _{0 \leq h \leq d_{n}}\left|\sum_{j=1}^{m}\left(\xi_{j}^{(h)}+\eta_{j}^{(h)}-\xi_{j}^{(h, *)}-\eta_{j}^{(h, * *)}\right)\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-1}\right) .
$$

Finally, we obtain from the above

$$
P\left(\max \left|\sum_{j=1}^{n} \mathbf{U}_{k}-\sum_{j=1}^{m}\left(\xi_{\mathbf{j}}^{*}-\eta_{\mathbf{j}}^{* *}\right)\right| \geq 2 n^{1 / \nu}\right) \leq P\left(\max \left|\sum_{j=1}^{n}\left(\mathbf{U}_{\mathbf{j}}-\mathbf{U}_{\mathbf{j}}^{(n, B)}\right)\right| \geq n^{1 / \nu}\right)+\mathcal{O}\left(n^{-1}\right) .
$$

Due to (5.5.4), we have that

$$
\begin{aligned}
P\left(\max \left|\sum_{j=1}^{n}\left(\mathbf{U}_{\mathbf{j}}-\mathbf{U}_{\mathbf{j}}^{(n, B)}\right)\right| \geq 2 n^{1 / \nu}\right) & \leq P\left(\max \left|\sum_{j=1}^{n}\left(\mathbf{U}_{\mathbf{j}}-\mathbf{U}_{\mathbf{j}}^{(n)}\right)\right| \geq n^{1 / \nu}\right) \\
& +C d_{n} n^{1 / 2-1 / \nu}(\log n) B^{-p / 4} .
\end{aligned}
$$

Now choose $B=n^{b}$. Then we obtain from the inequalities in (5.5.5), that $\delta$ is largest for $\beta=\frac{-4+3 \nu-2 b \nu}{4+2 \nu+4 b \nu}$, which results in $\delta<\min \{1 / 5(-1-2 b+3 / \nu), \beta(1+$ $\left.\beta)^{-1}\right\}$. On the other hand, we obtain from the above that $-p b / 4+1 / 2-1 / \nu+\delta<$ 0 . Hence, choosing $b=(6 \nu-8)(8 \nu+5 \nu p)^{-1}$ yields

$$
\delta<\min \left\{\frac{8+3 p-(4+p) \nu}{(8+5 p) \nu}, \frac{(3 \nu-4)(4+5 p)}{(52+25 p) \nu-16}\right\}
$$

which gives the desired bound. It thus remains to deal with the covariances. Note that the truncation and blocking arguments have altered the covariance structure. To quantify the error which stems from the first truncation, note that by the Cauchy-Schwarz inequality we have

$$
\begin{aligned}
& \max \left|\operatorname{Cov}\left(\sum_{k=1}^{n} \mathbf{U}_{\mathbf{k}}, \sum_{k=1}^{n} \mathbf{U}_{\mathbf{k}}\right)-\operatorname{Cov}\left(\sum_{k=1}^{n} \mathbf{U}_{\mathbf{k}}^{(n)}, \sum_{k=1}^{n} \mathbf{U}_{\mathbf{k}}^{(n)}\right)\right| \\
& \leq \max _{1 \leq i, j \leq d_{n}}\left(\sqrt{\operatorname{Var}\left(\sum_{k=1}^{n} U_{k}^{(j)}\right) \operatorname{Var}\left(\sum_{k=1}^{n} V_{k}^{(j)}\right)}+\operatorname{Var}\left(\sum_{k=1}^{n} V_{k}^{(j)}\right)\right),
\end{aligned}
$$

which by Lemma 6.6.10 is bounded by

$$
C n \log n \max _{1 \leq j \leq d_{n}} \sqrt{V_{1}^{(j)}}=\mathcal{O}\left(n^{-1}\right)
$$

where the last inequality is valid if we choose $A$ large enough. Similar arguments, using the results from (5.5.4), one obtains that the error in the covariance
structure which results from bounding the random vectors $\mathbf{U}_{\mathbf{k}}{ }^{(n)}$ is of the order $\mathcal{O}\left(n^{3 / 2}(\log n)^{1 / 2} B^{-p / 8}\right)$. Finally, in a similar manner, one obtains that the error which results from the blocking argument is of the size $\mathcal{O}\left(n^{\frac{2+\beta}{2(1+\beta)}} d_{n}^{1 / 2}\right)$. Piecing these bounds together, we obtain that

$$
\max \left|n^{-1} \boldsymbol{\Gamma}_{\boldsymbol{\xi}^{d_{n}}}-\sigma^{2} \boldsymbol{\Gamma}_{d_{n}}\right|=\mathcal{O}\left(n^{\frac{-\beta}{2(1+\beta)}} d_{n}^{1 / 2}(n \log n)^{1 / 2} n^{-p b / 8}\right) .
$$

Using the relations (5.5.5), we deduce that

$$
\begin{equation*}
\max \left|n^{-1} \boldsymbol{\Gamma}_{\boldsymbol{\xi}^{d_{n}}}-\sigma^{2} \boldsymbol{\Gamma}_{d_{n}}\right|=\mathcal{O}\left(n^{1 / \nu-\delta / 2}\right)=\mathcal{O}\left(n^{-\delta / 2}\right) \tag{5.5.11}
\end{equation*}
$$

### 5.6 Proofs of the auxiliary results

### 5.6.1 Proofs of Section 5.4

We will first show Proposition 5.4.1. To this end, we require some auxiliary results.

Lemma 5.6.1. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R(q)$ process such that Assumption 5.2.1 is satisfied. Then
(i) $X_{k}=\sum_{i=0}^{\infty} \psi_{i} \epsilon_{k-i}$, with $\left|\psi_{i}\right| \leq \vartheta^{i}$,
(ii) $\left|\operatorname{Cov}\left(X_{k}, X_{k+h}\right)\right|=\mathcal{O}\left(\rho^{h}\right),|\rho|<1$,
(iii) $\sqrt{n}\left\|\widehat{\phi}_{n, h}-\phi_{h}\right\|_{p}=\mathcal{O}(1), p \geq 1$.

Proof. Property ( $i$ ) simply follows by iterating the recurrence relation of an $\mathrm{AR}(\mathrm{q})$ process, and (ii) follows readily from (i). In order to show (ii), let $\mathcal{F}_{j}=\sigma\left(\epsilon_{i}, i \leq\right.$ $j)$ and $S_{j}^{(h)}=\sum_{k=1}^{j}\left(X_{k} X_{k+h}-\mathbb{E}\left(X_{k} X_{k+h}\right)\right)$. Note that by (i) we have

- $\left\|X_{k} X_{k+h}-\mathbb{E}\left(X_{k} X_{k+h}\right)\right\|_{p}<\infty$, and
- $\delta_{\infty, p}=\sum_{j=1}^{\infty} j^{-3 / 2}\left\|\mathbb{E}\left(S_{j}^{(h)} \mid \mathcal{F}_{0}\right)\right\|_{p}<\infty$.

Then by Theorem 1 in [102] we have

$$
\sqrt{n}\left\|\widehat{\phi}_{n, h}-\phi_{h}\right\|_{p} \leq C_{p}\left(\left\|X_{k} X_{k+h}-\mathbb{E}\left(X_{1} X_{1+h}\right)\right\|_{p}+80 \delta_{\infty, p}\right)=\mathcal{O}(1)
$$

hence the claim follows.

The next two Propositions help us to establish bounds for the eigenvalues of the covariance matrix $\Gamma_{d_{n}}$.

Proposition 5.6.2. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R(q)$ process, such that Assumption 5.2 .1 is satisfied. Denote with $\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{n}$ the eigenvalues of the covariance matrix $\Gamma_{n}$ of $\left(X_{1}, \ldots, X_{n}\right)^{T}$. Then we have that

$$
\frac{\sigma^{2}}{(1+\vartheta)^{2}} \leq \lambda_{1} \leq \lambda_{n} \leq \frac{\sigma^{2}}{\vartheta^{2}}
$$

In order to proof Proposition 5.6.2, we require the following auxiliary result.
Proposition 5.6.3. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R(q)$ process, such that Assumption 5.2.1 is satisfied. Then we have that

$$
\sup _{\lambda} f_{X}(\lambda) \leq \frac{\sigma^{2}}{2 \pi \vartheta^{2}}, \quad \inf _{\lambda} f_{X}(\lambda) \geq \frac{\sigma^{2}}{2 \pi(1+\vartheta)^{2}},
$$

where $\sigma^{2}=\mathbb{E}\left(\epsilon^{2}\right)$.
Proof of Proposition 5.6.3. By Lemma 5.6.1 we have that $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ is causal, and can be represented as $X_{k}=\sum_{i=0}^{\infty} \psi_{i} \epsilon_{k-i}$. Since the innovations $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ have a spectral density function $f_{\epsilon}(\lambda)=\sigma^{2} /(2 \pi)$, we obtain from [25, Theorem 4.4.1] that the density function $f_{X}(\lambda)$ exists, and by [25, Theorem 4.4.2] $f_{X}(\lambda)$ is given as

$$
f_{X}(\lambda)=\frac{\sigma^{2}}{2 \pi\left|\underline{\theta}\left(e^{-\mathrm{i} \lambda}\right)\right|^{2}}
$$

where $\underline{\theta}(s)=1-\sum_{j=1}^{q} \theta_{j} s^{j}$. Since $\theta\left(e^{-\mathrm{i} \lambda}\right)=1-\sum_{j=1}^{q} \theta_{i} e^{-\mathrm{i} \lambda j}$, it holds that

$$
\left.\left.\left|1-\sum_{j=1}^{q}\right| \theta_{j}\right|^{2} \leq\left|\theta\left(e^{-\mathrm{i} \lambda}\right)\right|^{2} \leq\left|1+\sum_{j=1}^{q}\right| \theta_{j} \mid\right)\left.\right|^{2},
$$

hence the claim follows.
Proposition 5.6.2 can now readily be deduced.
Proof of Proposition 5.6.2. By [25, Proposition 4.5.3], we have that

$$
2 \pi \inf _{\lambda} f_{X}(\lambda) \leq \lambda_{1} \leq \lambda_{n} \leq 2 \pi \sup _{\lambda} f_{X}(\lambda),
$$

hence the claim follows from Proposition 5.6.3.

We are now in the position to show Proposition 5.4.1. To this end, we will introduce the following matrix norm. For a matrix $\mathbf{A}=\left(a_{i, j}\right)_{1 \leq i, j \leq d_{n}}$ we define

$$
\|\mathbf{A}\|=\sup |\mathbf{A} \mathbf{x}|_{d_{n}},|\mathbf{x}|_{d_{n}} \leq 1, \mathbf{x} \in \mathbb{R}^{d_{n}},
$$

where $|\cdot|_{d_{n}}$ denotes the usual $d_{n}$-dimensional euclidian norm.
Proof of Proposition 5.4.1. We first remark that Proposition 5.6.2 implies that

$$
\left\|\boldsymbol{\Gamma}_{d_{n}}\right\| \leq \frac{\sigma^{2}}{\vartheta^{2}}, \quad\left\|\boldsymbol{\Gamma}_{d_{n}}^{-1}\right\| \leq \frac{(1+\vartheta)^{2}}{\sigma^{2}}
$$

We introduce the following abbreviations. Put

$$
E=\left\|\boldsymbol{\Gamma}_{d_{n}}^{-1}\right\|, F=\left\|\widehat{\boldsymbol{\Gamma}}_{d_{n}}^{-1}-\boldsymbol{\Gamma}_{d_{n}}^{-1}\right\|, G=\left\|\widehat{\boldsymbol{\Gamma}}_{d_{n}}-\boldsymbol{\Gamma}_{d_{n}}\right\| .
$$

One readily verifies that

$$
\begin{equation*}
G=\left\|\widehat{\boldsymbol{\Gamma}}_{d_{n}}-\boldsymbol{\Gamma}_{d_{n}}\right\| \leq \sum_{i, j \leq d_{n}}\left(\widehat{\phi}_{n,|i-j|}-\phi_{|i-j|}\right)^{2} . \tag{5.6.1}
\end{equation*}
$$

By Lemma 5.6.1 we have $\sqrt{n}\left\|\widehat{\phi}_{n,|i-j|}-\phi_{|i-j|}\right\|_{p} \leq C_{p}$ for some finite constant $C_{p}$. Thus the Markov inequality in connection with Minikowski's inequality implies

$$
\begin{equation*}
P\left(\left\|\widehat{\boldsymbol{\Gamma}}_{d_{n}}-\boldsymbol{\Gamma}_{d_{n}}\right\| \geq(\log n)^{-1}\right)=\mathcal{O}\left(\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) \tag{5.6.2}
\end{equation*}
$$

It follows from Lemma 3 in [13] that

$$
F \leq(E+F) G E
$$

and in particular if $E G<1$

$$
F \leq E^{2} G /(1-E G)
$$

Hence we have for sufficiently large $n$

$$
P(F \geq \epsilon) \leq P\left(G \geq(\log n)^{-1}\right)+P\left(G \geq E^{2} / 2 \epsilon\right)
$$

Since $E<C$, where $C$ does not depend on $n$, we obtain from (5.6.1), (5.6.2) and the Markov inequality

$$
P(F \geq \epsilon)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) .
$$

Since

$$
\max \left|\widehat{\boldsymbol{\Gamma}}_{d_{n}}^{-1}-\boldsymbol{\Gamma}_{d_{n}}^{-1}\right| \leq\left\|\widehat{\boldsymbol{\Gamma}}_{d_{n}}^{-1}-\boldsymbol{\Gamma}_{d_{n}}^{-1}\right\|,
$$

the claim follows.

We now introduce the estimator $\widetilde{\mathbf{\Theta}}=\left(\widetilde{\theta}_{1}, \ldots, \widetilde{\theta}_{d}\right)^{T}$. Recall that we can write

$$
\begin{equation*}
\mathbf{Y}=X \boldsymbol{\Phi}_{\mathbf{d}}+\mathbf{Z} \tag{5.6.3}
\end{equation*}
$$

where $\mathbf{Y}=\left(X_{1}, \ldots, X_{n}\right)^{T}, \mathbf{Z}=\left(\epsilon_{1}, \ldots, \epsilon_{n}\right)^{T}$. Define the $n \times d_{n}$ design matrix X as

$$
\mathbf{X}=\left(\begin{array}{cccc}
X_{0} & X_{-1} & \ldots & X_{1-d_{n}} \\
X_{1} & X_{0} & \ldots & X_{2-d_{n}} \\
\ldots & \ldots & & \\
X_{n-1} & X_{n-2} & \ldots & X_{n-d_{n}}
\end{array}\right)
$$

and the estimator $\widetilde{\boldsymbol{\Theta}}$ as

$$
\begin{equation*}
\widetilde{\boldsymbol{\Theta}}=\left(\mathbf{X}^{T} \mathbf{X}\right)^{-1} \mathbf{X}^{T} \mathbf{Y} \tag{5.6.4}
\end{equation*}
$$

Proposition 5.6.4. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R\left(d_{n}\right)$ process, such that Assumption 5.2 .1 is satisfied. Then for $\epsilon>0$

$$
P(\max |\sqrt{n}(\widehat{\boldsymbol{\Theta}}-\widetilde{\boldsymbol{\Theta}})| \geq \epsilon)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{2 p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}+n^{-1}\right),
$$

where $d_{n}$ is as in Theorem 6.6.4.
Proof. Following the proof of [25, Theorem 8.10.1], we have the following decomposition.

$$
\sqrt{n}(\widehat{\boldsymbol{\Theta}}-\widetilde{\boldsymbol{\Theta}})=\sqrt{n} \widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}\left(\widehat{\boldsymbol{\Phi}}_{\mathbf{d}_{\mathbf{n}}}-n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}\right)+n^{1 / 2}\left(\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}-n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}\right) n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}
$$

For the $i$-th component of $\sqrt{n}\left(\widehat{\boldsymbol{\Phi}}_{\mathbf{d}_{\mathbf{n}}}-n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}\right)$ we have

$$
n^{-1 / 2} \sum_{k=1-i}^{0} X_{k} X_{k+i}+\sqrt{n X_{n}}\left(\left(1-n^{-1} i\right) \bar{X}_{n}-n^{-1} \sum_{k=1}^{n-i}\left(X_{k}+X_{k+i}\right)\right) .
$$

Using the Minikowski and the Cauchy-Schwarz in equality we get

$$
\begin{aligned}
& \| n^{-1 / 2} \sum_{k=1-i}^{0} X_{k} X_{k+i}+\sqrt{n \bar{X}_{n}\left(\left(1-n^{-1} i\right) \bar{X}_{n}-n^{-1} \sum_{k=1}^{n-i}\left(X_{k}+X_{k+i}\right)\right) \|_{p / 2}} \\
& \leq \sqrt{\frac{|1-i|}{n}}\left\||1-i|^{-1 / 2} \sum_{k=1-i}^{0}\left(X_{k} X_{k+i}-\phi_{i}\right)\right\|_{p / 2}+n^{-1 / 2} \sum_{k=1-i}^{0}\left|\phi_{i}\right| \\
& +\left\|\sqrt{n} \bar{X}_{n}\right\|_{p}\left(\left\|\bar{X}_{n}\right\|_{p}+n^{-1 / 2}\left\|n^{-1 / 2} \sum_{k=1}^{n-i}\left(X_{k}+X_{k+i}\right)\right\|_{p}\right) \\
& :=A_{n} .
\end{aligned}
$$

Since $0 \leq i \leq d_{n}$, we obtain from Lemma 5.6.1 that $A_{n}=\mathcal{O}\left(n^{-1 / 2} d_{n}^{1 / 2}\right)$, and hence by the Markov inequality

$$
\begin{equation*}
P\left(\max \left|\sqrt{n}\left(\widehat{\boldsymbol{\Phi}}_{\mathbf{d}_{\mathbf{n}}}-n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}\right)\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p / 2}\right) . \tag{5.6.5}
\end{equation*}
$$

From the proof of Corollary 5.5.3, we have that $\sum_{j=1}^{d_{n}}\left|\gamma_{i, j}^{*}\right| \leq 2 \vartheta^{2}$. Then we obtain from Proposition 5.4.1

$$
\begin{align*}
P\left(\max \left|\sqrt{n} \widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}\left(\widehat{\boldsymbol{\Phi}}_{\mathbf{d}_{\mathbf{n}}}-n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}\right)\right| \geq \epsilon\right) & \leq P\left(\max \left|\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}-\boldsymbol{\Gamma}_{\mathbf{d}_{\mathbf{n}}}{ }^{-1}\right| \geq d_{n}^{-1}\right) \\
& +P\left(\max \left|\sqrt{n}\left(\widehat{\boldsymbol{\Phi}}_{\mathbf{d}_{\mathbf{n}}}-n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}\right)\right| \geq 2 \epsilon\right) \\
& =\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) . \tag{5.6.6}
\end{align*}
$$

We will now treat the second part. It holds that

$$
\sqrt{n}\left(\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}-n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}\right)=\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1} \sqrt{n}\left(n^{-1}\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)-\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}\right) n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}
$$

Note that by (5.6.5), we obtain from the Markov inequality that

$$
\begin{equation*}
P\left(\max \left|n^{-1 / 2} \mathbf{X}^{\mathbf{T}} \mathbf{X}-n^{1 / 2} \widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p / 2}\right) \tag{5.6.7}
\end{equation*}
$$

One readily verifies that Proposition 5.4.1 is also valid if one replaces $\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}$ with $n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}$, in fact, it is evident from the definition that $n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}$ is actually the better estimator, hence it holds that for $\epsilon>0$

$$
\begin{equation*}
P\left(\max \left|n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}-\boldsymbol{\Gamma}_{\mathbf{d}_{\mathbf{n}}}{ }^{-1}\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) \tag{5.6.8}
\end{equation*}
$$

Recalling that $\sum_{j=1}^{d_{n}}\left|\gamma_{i, j}^{*}\right| \leq 2 \vartheta^{2}$, we obtain from the inequality given in (5.4.3) that by appropriately adding and subtracting $\Gamma_{d_{n}}^{-1}$ and using Proposition 5.4.1, (5.6.7) and (5.6.8), that

$$
\begin{equation*}
P\left(\max \left|\sqrt{n}\left(\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}-n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}\right)\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) \tag{5.6.9}
\end{equation*}
$$

Moreover, it holds that

$$
n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}=\left(n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{X}-\boldsymbol{\Gamma}_{d_{n}}\right) \boldsymbol{\Phi}_{d_{n}}+\boldsymbol{\Gamma}_{d_{n}} \boldsymbol{\Phi}_{d_{n}}+n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}
$$

By Lemma 5.6.1 and Assumption 5.2.1 we have that $\left|\boldsymbol{\Gamma}_{d_{n}} \boldsymbol{\Phi}_{d_{n}}\right| \leq C$, where $C$ does not depend on $n$. In addition, we deduce from Theorem 6.6.4 that on a
possible larger probability space, there exists a sequence $\left\{\xi_{n, h}\right\}_{0 \leq h \leq d_{n}}$ of mean zero Gaussian random variables with strictly positive variance such that

$$
\begin{equation*}
P\left(\max _{0 \leq h \leq d_{n}}\left|\sqrt{n}\left(\widehat{\phi}_{n, h}-\phi_{h}\right)-\xi_{n, h}\right|>1\right)=\mathcal{O}\left(n^{-1}\right) . \tag{5.6.10}
\end{equation*}
$$

By known properties of the Gaussian distribution function, we obtain that

$$
\begin{equation*}
P\left(n^{-1 / 2} \max _{0 \leq h \leq d_{n}}\left|\xi_{n, h}\right| \geq 1\right) \leq \sum_{h=0}^{d_{n}} P\left(\left|\xi_{n, h}\right| \geq n^{1 / 2}\right)=\mathcal{O}\left(d_{n} e^{-n / 2}\right)=\mathcal{O}\left(n^{-1}\right) \tag{5.6.11}
\end{equation*}
$$

From the proof of Proposition 5.4.1, an application of the Markov inequality yields

$$
P\left(\max \left|n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{X}-\boldsymbol{\Gamma}_{d_{n}}\right| \geq 1\right)=\mathcal{O}\left(n^{-p / 2} d_{n}^{p}\right)
$$

hence for large enough $C>0$ we obtain

$$
\begin{equation*}
P\left(\max \left|n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}\right| \geq C\right)=\mathcal{O}\left(n^{-p / 2} d_{n}^{p}\right) \tag{5.6.12}
\end{equation*}
$$

which gives us

$$
\begin{aligned}
& P\left(\max \left|n^{-1 / 2}\left(\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}-n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}\right) n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}\right| \geq \epsilon\right) \leq P\left(\max \left|n^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Y}\right| \geq C\right) \\
& +P\left(\max \left|\sqrt{n}\left(\widehat{\boldsymbol{\Gamma}}_{\mathbf{d}_{\mathbf{n}}}^{-1}-n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}\right)\right| \geq C d_{n}^{-1} \epsilon\right) \\
& =\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{2 p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}+n^{-p / 2} d_{n}^{p}\right) .
\end{aligned}
$$

Thus, we finally obtain from the previous calculations and (5.6.6) that

$$
\begin{equation*}
P(\max |\sqrt{n}(\widehat{\boldsymbol{\Theta}}-\widetilde{\boldsymbol{\Theta}})| \geq \epsilon)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{2 p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}+n^{-1}\right) \tag{5.6.13}
\end{equation*}
$$

We are now in the position to proof Theorem 5.4.2.
Proof of Theorem 5.4.2. We have that

$$
\begin{aligned}
& P\left(\max \left|n^{1 / 2}(\widehat{\boldsymbol{\Theta}}-\boldsymbol{\Theta})-n^{-1 / 2} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq 2 \epsilon\right) \\
& \leq P\left(\max \left|n^{1 / 2}(\widehat{\boldsymbol{\Theta}}-\widetilde{\boldsymbol{\Theta}})\right| \geq \epsilon\right)+P\left(\max \left|n^{1 / 2}(\widetilde{\boldsymbol{\Theta}}-\boldsymbol{\Theta})-n^{-1 / 2} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq \epsilon\right)
\end{aligned}
$$

From Proposition 5.6.4, we have

$$
\begin{equation*}
P\left(\max \left|n^{1 / 2}(\widehat{\boldsymbol{\Theta}}-\widetilde{\boldsymbol{\Theta}})\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{2 p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) \tag{5.6.14}
\end{equation*}
$$

The proof of Proposition 5.6.4 gives us

$$
\begin{equation*}
n^{1 / 2}(\widetilde{\boldsymbol{\Theta}}-\boldsymbol{\Theta})-n^{-1 / 2} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}=\left(n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}-\boldsymbol{\Gamma}^{-1}\right) n^{-1 / 2} \mathbf{X}^{\mathbf{T}} \mathbf{Z} \tag{5.6.15}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\max \left|n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}-\boldsymbol{\Gamma}_{\mathbf{d}_{\mathbf{n}}}{ }^{-1}\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}\right) . \tag{5.6.16}
\end{equation*}
$$

Due to Theorem6.6.4, on a possible larger probability space, there exists a $d_{n^{-}}$ dimensional Gaussian vector $\boldsymbol{\xi}_{d_{n}}=\left(\xi_{n, 1}, \ldots, \xi_{n, d_{n}}\right)^{T}$ with strictly positive variance such that

$$
\begin{equation*}
P\left(\max \left|n^{-1 / 2} \mathbf{X}^{\mathrm{T}} \mathbf{Z}-\boldsymbol{\xi}_{d_{n}}\right| \geq 1\right)=\mathcal{O}\left(n^{-1}\right) \tag{5.6.17}
\end{equation*}
$$

Proceeding as in the proof of Proposition 5.6.4 we have

$$
P\left(n^{-1 / 2} \max _{0 \leq h \leq d_{n}}\left|\xi_{n, h}\right| \geq \log n\right)=\mathcal{O}\left(n^{-1}\right)
$$

hence

$$
\begin{equation*}
P\left(\max \left|n^{-1 / 2} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq \log n\right)=\mathcal{O}\left(n^{-1}\right) \tag{5.6.18}
\end{equation*}
$$

and we conclude

$$
\begin{aligned}
& P\left(\max \left|\left(n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}-\mathbf{\Gamma}^{-1}\right) n^{-1 / 2} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq \epsilon d_{n} \log n\right) \\
& \leq P\left(\max \left|n^{-1 / 2} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq \log n\right)+P\left(\max \left|n\left(\mathbf{X}^{\mathbf{T}} \mathbf{X}\right)^{-1}-\mathbf{\Gamma}_{\mathbf{d}_{\mathbf{n}}}{ }^{-1}\right| \geq \epsilon\right) \\
& =\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{p}+\frac{\left(d_{n} \log n\right)^{p}}{n^{p / 2}}+n^{-1}\right),
\end{aligned}
$$

yielding

$$
P\left(\max \left|n^{1 / 2}(\widehat{\boldsymbol{\Theta}}-\boldsymbol{\Theta})-n^{-1 / 2} \boldsymbol{\Gamma}^{-1} \mathbf{X}^{\mathbf{T}} \mathbf{Z}\right| \geq \epsilon\right)=\mathcal{O}\left(\epsilon^{-p} n^{-p / 2} d_{n}^{2 p}(\log n)^{p}+n^{-1}\right) .
$$

### 5.7 Additional results

The following result is due to C.Deo [38, Theorem 1] and describes the asymptotic behavior of the absolute value of a Gaussian, possible nonstationary sequence $\left\{\xi_{i}\right\}_{i \in \mathbb{N}}$.

Lemma 5.7.1. Let $\left\{\xi_{i}\right\}_{i \in \mathbb{N}}$ be Gaussian process, where $\mathbb{E}\left(\xi_{i}\right)=0, \mathbb{E}\left(\xi_{i}^{2}\right)=1$ for all $i \in \mathbb{N}$. Put $\phi_{i, j}=\operatorname{Cov}\left(\xi_{i}, \xi_{j}\right), r_{n}:=\sup _{|i-j| \geq n}\left|\phi_{i, j}\right|$, and let $r_{1}<1$. Assume that one of the following two conditions is satisfied:
(a) $\sum_{n=1}^{\infty} r_{n}^{2}<\infty$,
(b) For some $\beta>0, r_{n}(\log n)^{2+\beta} \rightarrow 0$.

Then it holds

$$
P\left(a_{n}^{-1}\left(\max _{1 \leq h \leq n}\left|\xi_{h}\right|-b_{n}\right) \leq z\right) \rightarrow \exp \left(-e^{-z}\right)
$$

where $a_{n}=(2 \log n)^{-1 / 2}$ and $b_{n}=(2 \log n)^{1 / 2}-(8 \log n)^{-1 / 2}(\log \log n+4 \pi-4)$.

## Chapter 6

## Change-Point Analysis with increasing Dimension - Global and Local Changes

### 6.1 Introduction

Let $X_{1}, X_{2}, \ldots, X_{n}$ denote some collected observations. Structural stability is a very important topic in statistics and econometrics, excellent surveys can be found in Banerjee and Urga [11] and Perron [103], for deeper mathematical insights we refer to Csörgő and Horváth [29, 32]. Many authors studied testing for the stability of the mean $\mu_{i}=\mathbb{E}\left(X_{i}\right), 1 \leq i \leq n$ in case of independent and dependent observations, whereas others considered tests for a change in variance or some other parameters, see for instance [6, 7, 9, 14, 54, 65, 69] and the references therein. A very popular method to detect possible changes are so called CUSUM statistics, which are based on the CUSUM process defined by

$$
S_{n}(t) \equiv \begin{cases}n^{-1 / 2} \sum_{i=1}^{[(n+1) t]}\left(X_{i}-\bar{X}_{n}\right), & \text { if } 0 \leq t<1  \tag{6.1.1}\\ 0, & \text { if } t=1\end{cases}
$$

where $\bar{X}_{n}=n^{-1} \sum_{i=1}^{n} X_{i}$. Usually, the point where the statistic reaches its maximum is considered as the change point, if the test statistic exceeds a certain critical value. Naturally, these quantiles arise from the asymptotic distribution of the CUSUM process $S_{n}(t)$. If a functional limit theorem holds for the process $M_{n}(t)=n^{-1 / 2} \sum_{i=1}^{[n t]} X_{i}$, i.e.

$$
M_{n}(t) \xrightarrow{\mathbb{D}[0,1]} \sigma W_{t}, 0 \leq t \leq 1,
$$

where $W_{t}$ is a Brownian motion and $\mathbb{D}[0,1]$ stands for the space of c ? dl ? g functions on $[0,1]$, then it follows for instance that

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sigma^{-1}\left|S_{n}(t)\right| \xrightarrow{w} \sup _{0 \leq t \leq 1}\left|B_{t}\right|, \tag{6.1.2}
\end{equation*}
$$

where $B_{t}$ denotes a Brownian Bridge, and $\xrightarrow{w}$ stands for weak convergence. It is well established in the literature (cf. [29, [78]) that a weight function $w(t)$ will increase the power of testing procedures against certain alternatives. In particular, the weight function $(t(1-t))^{-1 / 2}$ has received considerable attention, we refer to [29, 32] and the references there for more details on the subject. A theoretical drawback of weight functions is that usually, a functional limit theorem is no longer sufficient to determine the asymptotic distribution, more refined methods need to be used, such as strong or almost sure approximations, often also called strong invariance principles, for details see [16, 74, 76, 109, 130, 135] and the references there. Based on these methods, under appropriate assumptions, one obtains that

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sigma^{-1} \frac{\left|M_{n}(t)\right|}{w(t)} \xrightarrow{w} \sup _{0 \leq t \leq 1} \frac{\left|B_{t}\right|}{w(t)} \tag{6.1.3}
\end{equation*}
$$

When testing for a change point, it is usually assumed that the basic model is known, and a certain parameter space is fixed. However, when first fitting a model, these facts are not known a priori, nor is the dimension of a possible parameter space. For example, suppose that, given a mean zero time series $\left\{X_{k}\right\}_{k \in \mathbb{N}}$, we would like to fit an $\mathrm{AR}(\mathrm{p})$ model. Various procedures are known (cf. [4, 25, 60]), and, in some way or other, they all depend on the covariances $\phi_{h}=\mathbb{E}\left(X_{h} X_{0}\right)$, hence it is crucial to know whether or not the covariance structure can assumed to be stable, and, if not, where a change point is located. As a rule of thumb, one may say that fitting an $\operatorname{AR}(\mathrm{p})$ model requires estimating the first $p+1$ covariances $\phi_{0}, \ldots, \phi_{p}$. Unfortunately, we do not know anything yet about the possible order $p$. The situation is quite similar when considering MA(q) processes, or, more generally speaking, ARMA( $\mathrm{p}, \mathrm{q}$ ) processes, or linear or nonlinear regression.

Summarizing, we see that we would require a procedure that, in some sense, is invariant with respect to the number of parameters of the underlying model. If we stick to the example of the covariances, a possible approach is to proceed as in Aue et al. [7] or Lee et al. [81]. Given a meanzero, stationary sequence $\left\{X_{k}\right\}_{k \in \mathbb{N}}$, they considered the usual covariance estimators $\widehat{\phi}_{h, n}=\frac{1}{n} \sum_{k=1}^{n-h} X_{k} X_{k+h}$, and defined the CUSUM statistic as

$$
\Lambda_{n}(t)=\left(\frac{[n t]}{\sqrt{n}}\left(\widehat{\phi}_{0,[n t]}-\widehat{\phi}_{0, n}\right), \ldots, \frac{[n t]}{\sqrt{n}}\left(\widehat{\phi}_{p,[n t]}-\widehat{\phi}_{p, n}\right)\right)^{T}, \quad 0 \leq t \leq 1
$$

It was then established that the ellipsoid $\Lambda_{n}(t)^{T} \widehat{\Gamma}_{n}^{-1} \Lambda_{n}(t)$ satisfies

$$
\begin{equation*}
\Lambda_{n}(t)^{T} \widehat{\Gamma}_{n}^{-1} \Lambda_{n}(t) \xrightarrow{\mathbb{D}[0,1]} \sum_{i=0}^{p}\left(W_{t, i}\right)^{2}, \quad \text { for fixed } p \tag{6.1.4}
\end{equation*}
$$

where $\left\{W_{t, i}\right\}_{t \geq 0}$ is a sequence of independent Brownian motions, and $\widehat{\Gamma}_{n}$ is a consistent estimator of the covariance. According to Lee et al; one may then use

$$
\Lambda_{n}=\max _{p \leq k \leq n} \Lambda_{n}(k / n)^{T} \widehat{\Gamma}_{n}^{-1} \Lambda_{n}(k / n)
$$

as test statistic, whose quantiles are determined via (6.1.4). This approach is reasonable, in particular, since a change in a single parameter will often result in a global change, i.e. most, if not all of the covariances get altered, and summing up all the errors measures the total discrepancy. In view of the forgoing remarks, it is therefore desirable to extend this result to the case where one allows $p=p_{n}$ to increase in $n$. In addition, using a weighted modification $\Lambda_{n}(t)^{\nu}=(t(1-$ $t)^{1 / \nu} \Lambda_{n}(t), 1 / 2 \leq \nu$ will increase the power (cf. [32]). It is, however, possible that only a few or even a single covariance changes, see for instance Example 6.3.8. In this case, we only have a local change, and measuring this with $\Lambda_{n}(t)$ may not be the best thing to do. Similarly, suppose that we have a $d$-dimensional time series $\left\{X_{k, h}\right\}_{k \in \mathbb{Z}, 1 \leq h \leq d}$, where $d$ is fairly large, and we are interested in testing simultaneously for the stability of the mean $\mu_{h}=\mathbb{E}\left(X_{k, h}\right)$ via the estimators $\widehat{\mu}_{h, n}=\frac{1}{n} \sum_{k=1}^{n-h} X_{k, h}$. If we consider the previous approach, based on the ellipsoids in (6.1.4), then as before we will detect a global change if most of the $\mu_{h}$ change. However, if only a single or a few components have undergone a change in mean, we may not detect it since the ellipsoids in (6.1.4) measure the discrepancy of the whole set. Hence, in order to detect local changes, we propose to consider the (possible weighted) maximum, i.e

$$
\begin{equation*}
\Upsilon_{n, d}=\max _{0 \leq h \leq d}\left(\widehat{\psi}_{h}^{-1} \sup _{l \leq t \leq 1-l} w(t)^{-1}\left|\frac{[n t]}{\sqrt{n}}\left(\widehat{\mu}_{h,[n t]}-\widehat{\mu}_{h, n}\right)\right|\right) \tag{6.1.5}
\end{equation*}
$$

for some $0<l<1 / 2$, where $w(t)$ is some weight function and $\widehat{\psi}_{h}^{2}$ is a variance estimator. One can expect that for some increasing sequence $d_{n}$, and suitably normalized with sequences $a_{n}, b_{n}$, it holds that

$$
a_{n}^{-1}\left(\Upsilon_{n, d_{n}}-b_{n}\right) \xrightarrow{w} G,
$$

where $G$ denotes an extreme value distribution. The following two question arise.
(i) What growth rate for $d_{n}$ is possible?
(ii) What can we say about the magnitude of $a_{n}, b_{n}$ ?

Answering these question is important, and indeed we will show that (see Section 5.2
(i) $d_{n}$ may be chosen as $d_{n}=\mathcal{O}\left(n^{\delta}\right)$ for some $\delta>0$,
(ii) for any fixed $x \geq 0$, we have $\left(a_{n} x+b_{n}\right)^{2}=\mathcal{O}\left(\log d_{n}\right)=\mathcal{O}(\log n)$.

The statistic $\Upsilon_{n, d}$ now has the property that it is practical invariant of $d=d_{n}$, if $d_{n}$ is sufficiently large. Moreover, we are no longer required to estimate the complete covariance matrix $\Gamma_{n}$, we only need the elements of the diagonal.

The aim of this chapter is twofold. On one hand, we will generalize the approach based on the ellipsoids (6.1.4 to a weighted version which allows for an increase in dimension with an explicit growth rate. On the other hand, we will provide answers to the questions (i) and (ii) in a general setting, which includes, among others, the statistic $\Upsilon_{n, d}$. The chapter is structured as follows. In Section 6.2 the main results are presented, alongside some comments and remarks. Based on two general key results, the proofs are presented in Section 6.5. In Sections 6.6 and 6.7, the above mentioned key results are shown, which may have interest in themselves.

### 6.2 Main results

Let $\left\{X_{k, h}\right\}_{k, h \geq 1}$ be a collection of random variables such that for each $h_{0},\left\{X_{k, h_{0}}\right\}_{k \geq 1}$ is a zero mean stationary sequence. Given a sequence $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ of independent and identically distributed random variables, we define the following two $\sigma$-algebras.

$$
\begin{equation*}
\mathcal{F}_{k}=\sigma\left(\epsilon_{j}, j \leq k\right), \quad \mathcal{F}_{k-m}^{k+m}=\sigma\left(\epsilon_{j}, k-m \leq j \leq k+m\right) . \tag{6.2.1}
\end{equation*}
$$

We will always assume that $\left\{X_{k, h}\right\}_{k, h \geq 1}$ is adapted to $\mathcal{F}_{k+h}$, more specifically, we assume that $X_{k, h}$ is $\mathcal{F}_{k+h}$ measurable for each $k, h \geq 1$. Hence we implicitly assume that $X_{k, h}$ can be written as as function $g_{h, k}=g_{h}\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots\right)$. For convenience, we will write $g_{h}\left(\xi_{k+h}\right)$, with $\xi_{k}=\left(\epsilon_{k}, \epsilon_{k-1}, \ldots\right)$. The class of processes that fits into this framework is large, and contains a variety of linear and nonlinear processes including ARCH, GARCH and related processes, see for instance [52, 104, 120, 121]. A very nice feature of the representation given above is that it allows to give simple, yet very efficient and general dependence conditions. Following Wu [133], let $\left\{\epsilon_{k}^{\prime}\right\}_{k \in \mathbb{Z}}$ be an independent copy of $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ on the same probability space, and define the 'filters' $\xi_{k,}^{\left(m,{ }^{\prime}\right)}, \xi_{k, h}^{(m, *)}$ as $\xi_{k, h}^{\left(m,{ }^{\prime}\right)}=$ $\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots, \epsilon_{k-m}^{\prime}, \epsilon_{k-m-1}, \ldots\right)$ and $\xi_{k, h}^{(m, *)}=\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots, \epsilon_{k-m}, \epsilon_{k-m-1}^{\prime}, \ldots\right)$.

We put $\xi_{k, h}^{\prime}=\xi_{k, h}^{\left(0,{ }^{\prime}\right)}=\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots, \epsilon_{0}^{\prime}, \epsilon_{-1}, \ldots\right)$ and $\xi_{k, h}^{*}=\xi_{k, h}^{(0, *)}=\left(\epsilon_{k+h}, \epsilon_{k+h-1}, \ldots, \epsilon_{0}, \epsilon_{-1}^{\prime}, \ldots\right)$. In analogy, we put $X_{k, h}^{\left(m,{ }^{\prime}\right)}=g_{h}\left(\xi_{k, h}^{\left(m,{ }^{\prime}\right)}\right)$ and $X_{k, h}^{(m, *)}=g_{h}\left(\xi_{k, h}^{(m, *)}\right)$, in particular we have $X_{k, h}^{\prime}=X_{k, h}^{\left(0,{ }^{\prime}\right)}$ and $X_{k, h}^{*}=X_{k, h}^{(0, *)}$.

As a dependence measure, one may now consider the quantities $\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p}$ or $\left\|X_{k, h}-X_{k, h}^{*}\right\|_{p}, p \geq 1$, where $\|\cdot\|_{p}^{p}=\mathbb{E}\left(|.|^{p}\right)$. For example, if we define the linear processes $X_{k, h}=\sum_{i=0}^{\infty} \alpha_{i, h} \epsilon_{k-i}$, the condition

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{2}<\infty \tag{6.2.2}
\end{equation*}
$$

is valid if $\sum_{i=0}^{\infty}\left|\alpha_{i, h}\right|<\infty$, provided that $\mathbb{E}\left(\epsilon_{0}^{2}\right)<\infty$. Dependence conditions of the type of 6.2.2) are often quite general and easy to verify in many cases, see for instance $15,34,42,130$ and the references there.

Another feature of the above representation is that it allows to quantify approximations with $m$-dependent variables. To this end, let

$$
\begin{equation*}
Y_{k, h}^{(\leq m)}=\mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{k-m}^{k+m}\right), \quad Y_{k, h}^{(>m)}=X_{k, h}-Y_{k, h}^{(\leq m)}=X_{k, h}-\mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{k-m}^{k+m}\right) . \tag{6.2.3}
\end{equation*}
$$

Then one can show (cf. Proposition 6.2.4), that

$$
\left\|Y_{k, h}^{(>m)}\right\|_{p} \leq C \sum_{i=0}^{\infty}\left\|X_{m_{n}+h+i, h}-X_{m_{n}+i, h}^{\prime}\right\|_{p}^{2}
$$

Remark 6.2.1. Note that we have not defined a sample space for the sequence $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$. One may both consider cases where $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}} \in \mathbb{R}$ or $\mathbb{R}^{\infty}$.

We also introduce the following notation. Put

$$
\begin{equation*}
S_{h}^{(n, l)}=\sum_{k=1}^{l} X_{k, h}, \quad M_{t, h}^{(n)}=n^{-1 / 2}\left(\sum_{k=1}^{[n t]} X_{k, h}-t \sum_{k=1}^{n} X_{k, h}\right) \tag{6.2.4}
\end{equation*}
$$

and, for $0<l<1$, the weighted version of $M_{t, h}^{(n)}$

$$
\begin{equation*}
Z_{h}^{(n, l)}=n^{-1 / 2} \sup _{l \leq t \leq 1-l} \frac{\left|\sum_{k=1}^{[n t]} X_{k, h}-t \sum_{k=1}^{n} X_{k, h}\right|}{\sqrt{t(1-t)}} . \tag{6.2.5}
\end{equation*}
$$

We use the abbreviation $S_{h}^{(n)}=S_{h}^{(n, n)}$, and we denote the corresponding random vectors with $\mathbf{S}^{(n)}=\left(S_{1}^{(n)}, S_{2}^{(n)}, \ldots, S_{d_{n}}^{(n)}\right)^{t}, \mathbf{M}_{t}^{(n)}=\left(M_{t, 1}^{(n)}, M_{t, 2}^{(n)}, \ldots, M_{t, d_{n}}^{(n)}\right)^{t}$, and
$\mathbf{Z}_{l}^{(n)}=\left(Z_{1}^{(n, l)}, Z_{2}^{(n, l)}, \ldots, Z_{d_{n}}^{(n, l)}\right)^{t}$. Put $\phi_{i, j}=\mathbb{E}\left(X_{k, i}, X_{k, j}\right), k \geq 1$, where we point out that this is well defined since we can write $X_{k, h}=g_{h}\left(\xi_{k+h}\right)$, and thus $\phi_{i, j}$ does not depend on $k$. We formally define the variance as

$$
\begin{equation*}
\psi_{h}=\lim _{n} n^{-1} \mathbb{E}\left(S_{h}^{(n)} S_{h}^{(n)}\right) \tag{6.2.6}
\end{equation*}
$$

and for $1 \leq i \leq j \leq d_{n}$ the sample correlation

$$
\begin{equation*}
\rho_{i, j}^{(n)}=\mathbb{E}\left(S_{i}^{(n)} S_{j}^{(n)}\right)\left(\operatorname{Var}\left(S_{i}^{(n)}\right) \operatorname{Var}\left(S_{j}^{(n)}\right)\right)^{-1 / 2} \tag{6.2.7}
\end{equation*}
$$

We will also frequently use the following notation. For a matrix $\mathbf{A}=\left(a_{i, j}\right)_{\substack{1 \leq i \leq r,\} \\ 1 \leq j \leq s}}^{\substack{\leq \leq}}$, $r, s \in \mathbb{N}$ we put

$$
\begin{equation*}
\max |\mathbf{A}|=\max _{1 \leq i \leq r, 1 \leq j \leq s}\left|a_{i, j}\right| . \tag{6.2.8}
\end{equation*}
$$

To state our main results, we need some dependence assumptions that are given below.

Assumption 6.2.2. For $m=m_{n}=\mathcal{O}\left(n^{\theta}\right), 0<\theta<1, d=d_{n}=\mathcal{O}\left(n^{\delta}\right), \delta>0$ we suppose that
(i) $\sup _{h}\left\|X_{1, h}\right\|_{p}<\infty, \quad$ for some $p>8, \quad \mathbb{E}\left(X_{1, h}\right)=0$, for all $1 \leq h \leq d_{n}$,
(ii) $\sup _{h} \sum_{j=0}^{\infty} j\left|\phi_{j, h}\right|<\infty$,
(iii) $\limsup _{n \rightarrow \infty} \max _{1 \leq h \leq d_{n}} \max _{1 \leq l \leq n}\left\|\sum_{j=1}^{l} Y_{j, h}^{\left(>m_{n}\right)}\right\|_{p}=\mathcal{O}(1), p>8$,
(iv) $\limsup _{n \rightarrow \infty} \sup _{i, j: 1 \leq|i-j|}\left|\rho_{i, j}^{(n)}\right|<1$,
(v) $\limsup _{n \rightarrow \infty}(\log n)^{2}\left(\sum_{r=\sqrt{\log n}}^{d_{n}} \sup _{r \leq i-j \mid}\left|\rho_{i, j}^{(n)}\right|\right)=0$.

Remark 6.2.3. Note that Assumption 6.2.2 (ii) implies that

$$
\begin{equation*}
\psi_{h}^{2}=\lim _{n} n^{-1} \operatorname{Var}\left(\sum_{1 \leq k \leq n} X_{k, h}\right)<\infty \tag{6.2.9}
\end{equation*}
$$

and in particular $\sup _{h} \psi_{h}^{2}<\infty$.

The conditions in Assumption 6.2 .2 can be divided into the classes C1:(i)-(iii) and C2:(iv),(v). Conditions C1 are necessary to construct appropriate approximating Gaussian processes for $S_{h}^{(n)}$ and $M_{t, h}^{(n)}$, whereas conditions C 2 are required to establish weak convergence to an extreme value distribution $G$, and reflect the well-known conditions for Gaussian sequences, see for instance [17], [38] and [79]. Note that condition (v) may be considerably weakened (cf. Theorem 6.7.5), this, however, would lead to a much less tractable condition, that is hard to verify directly. In view of the previous discussion on dependence measures, it is desirable to provide easy conditions for (ii) and (iii) in terms of $\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p}, k, h \geq 1$.
Proposition 6.2.4. Suppose that $\max _{1 \leq h \leq d_{n}}\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p}=\mathcal{O}\left(k^{-\beta}\right)$, with $\theta \geq \frac{2}{2 \beta-1}, p>8$, where $\beta>5 / 3$. Then Assumption 6.2.2 (ii), (iii) are valid.

As noted by Aue et al. [8], one may weaken the moment assumptions by strengthening the dependence conditions. This is accomplished by considering the transformation $U_{k, h}=\left|X_{k, h}\right|^{\delta}$. Indeed one then obtains for $\rho \in(0,1]$ that $\left\|U_{k, h}-U_{k, h}^{\prime}\right\|_{p} \leq\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p \rho}^{\rho}$, and consequently

$$
\sum_{k=1}^{\infty}\left\|U_{k, h}-U_{k, h}^{\prime}\right\|_{p} \leq \sum_{k=1}^{\infty}\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p \rho}^{\rho} .
$$

### 6.3 Global changes

In this section, we present approximation results that can be used to detect global changes. To this end, we introduce the random vector

$$
\mathbf{M}_{t}^{(n)}=\left(M_{t, 1}^{(n)}, M_{t, 2}^{(n)}, \ldots, M_{t, d_{n}}^{(n)}\right)^{t}
$$

where $B_{t, h}=W_{t, h}-t W_{1, h}, 1 \leq h \leq d_{n}$ is a sequence of Brownian Bridges, where the Brownian motions $\left\{W_{t, h}\right\}_{0 \leq t \leq 1,1 \leq h \leq d_{n}}$ have the covariance matrix $\boldsymbol{\Gamma}_{\mathbf{W}^{(n)}}$. Denote with $\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}$ the covariance matrix of the vector $n^{-1} \mathbf{S}^{(n)}$, defined in (6.2.4).
Theorem 6.3.1. Suppose that Assumption 6.2.2 (i) - (iii) holds, and let $\boldsymbol{\Gamma}_{n}$ be a sequence of regular matrices such that $\lim _{L \rightarrow \infty} \lim _{n \rightarrow \infty} P\left(\max \left|\boldsymbol{\Gamma}_{n}^{-1}\right| \geq L\right)=0$. Then on a possible larger probability space, we have that

$$
\left|\sup _{\lambda_{n} / n \leq t \leq 1-\lambda_{n} / n}\right| w(t)^{-1}\left(\mathbf{M}_{t}^{(n)}\right)^{t} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{M}_{t}^{(n)}\left|-\sup _{\lambda_{n} / n \leq t \leq 1-\lambda_{n} / n}\right| w(t)^{-1} \mathbf{B}_{t}^{t} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{B}_{t}| |=\mathcal{O}_{p}(1) .
$$

The dimension $d_{n}=\mathcal{O}\left(n^{\delta}\right)$ must satisfy the relation

$$
\begin{equation*}
\theta \leq \delta<\min \left\{\frac{4(p-2 \nu)}{(-4+3 p) \nu}, \frac{2+p-2(1+\theta) \nu}{(2+4 \theta+p(4+\theta)) \nu}\right\} \tag{6.3.1}
\end{equation*}
$$

where we require $p>4 \nu$ and $d_{n}^{2} \lambda_{n}^{-1 / 2+1 / \nu}=\mathcal{O}\left(n^{-\kappa}\right)$, for some $\kappa>0$. Moreover, it holds that $\max \left|\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}-\boldsymbol{\Gamma}_{\mathbf{W}^{(n)}}\right|=\mathcal{O}\left(n^{-\gamma}\right)$, for some $\gamma>0$. Alternatively, if one sets $d_{n}=\mathcal{O}\left((\log n)^{\delta}\right)$, for arbitrary $\delta>0$, then we require

$$
\begin{equation*}
\nu<\min \left\{\frac{4+2 p}{4+4 \theta+p \theta+4 \theta^{2}+p \theta^{2}}, \frac{2}{1-2 \theta}, p / 4\right\} \tag{6.3.2}
\end{equation*}
$$

and $d_{n}^{2} \lambda_{n}^{-1 / 2+1 / \nu}=\mathcal{O}\left((\log n)^{-\kappa}\right)$, for some $\kappa>0$.
Remark 6.3.2. Conditions (i) and (iii) of Assumption 6.2 .2 can in fact be weakened to $p>4$. This, however, leads to a less tractable bound for $\delta$.

Remark 6.3.3. Instead of considering the statistic $\Lambda_{t}^{(n, 1)}=\sup _{\lambda_{n} / n \leq t \leq 1-\lambda_{n} / n}\left|w(t)^{-1} \Omega_{t}^{d_{n}}\right|$, where $\Omega_{t}^{d_{n}}=\left|w(t)^{-1}\left(\mathbf{M}_{t}^{(n)}\right)^{t} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{M}_{t}^{(n)}\right|$, one may also use $\Lambda_{t}^{(n, 2)}=n^{-1} \sum_{k=1}^{n} \Omega_{k / n}^{d_{n}}$. In fact, Theorems 6.3.1, 6.3.5 and 6.3.6 also apply to $\Lambda_{t}^{(n, 2)}$, and we will therefore not mention it any further.

It would be desirable to strengthen the above result such that we actually have equality in the covariance structures, i.e. $\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}=\boldsymbol{\Gamma}_{\mathbf{W}^{(n)}}$, since then we can replace $\mathbf{B}_{t}^{t} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{B}_{t}$ with $\sum_{h=1}^{d_{n}}\left(B_{t, h}^{(*)}\right)^{2}$, where $\left\{B_{t, h}^{(*)}\right\}_{0 \leq t \leq 1,1 \leq h \leq d_{n}}$ are independent Brownian Bridges. Unfortunately, this requires more knowledge about the matrix $\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}$, and even then, this seems to be rather difficult to establish in general. Before we discuss this in more detail, we will briefly touch on the weight function $w(t)$ in Theorem 6.3.1,

It is well established in the literature, that a weight function increases the power of a testing procedure against an alternative. The specific choice $w(t)=$ $\sqrt{t(1-t)}$ is particularly interesting, since it standardizes the Brownian Bridge $B_{t}=W_{t}-t W_{1}$, for details on this subject, we refer to [29, 32]. We will, however, briefly discuss the choice of $\lambda_{n}$ in Theorem 6.3.1. It is reported in [32] that the sequence $\lambda_{n}=(\log n)^{3 / 2}$ yields good results in practice. Evaluating the conditions in Theorem 6.3.1 yields that one may choose the dimension $d_{n}$ such that $d_{n}=\mathcal{O}\left((\log n)^{\delta}\right)$, with $\delta<3 / 4-3 /(2 \nu)$ where $\nu$ satisfies (6.3.2).

Instead of considering the weight function $w(t)=\sqrt{t(1-t)}$, one may also work with functions $v(t)$ satisfying the following conditions.

- $v(t)$ is a function on $(0,1)$ increasing in a neighborhood of 0 , and decreasing in a neighborhood of 1 ,
- $\inf _{c \leq t \leq 1-c} v(t)>0$ for all $0<c<1 / 2$,
- the function $I(v, c)=\int_{0}^{1} \frac{1}{t(t-1)} \exp \left(-\frac{c v^{2}(t)}{t(t-1)}\right) d t$ is finite for some $0<c<1 / 2$.

It is then possible (cf. [14, 78]) to establish an analogue version of Theorem 6.4.1, where $w(t)$ is replaced with $v(t)$, satisfying the conditions above. In particular, one may also choose $v(t)=1$, i.e. no weight function at all.

We will now continue to discuss the issue as to when and how we have $\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}=$ $\Gamma_{\mathbf{W}^{(n)}}$. As pointed out earlier, we need additional structural assumptions concerning the sequence of matrices $\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}$. One possibility is to formulate conditions in terms of the eigenvalues $\lambda_{1}, \ldots, \lambda_{n}$, which are given below together with some additional assumptions regarding the process $\left\{X_{k, h}\right\}_{k, h \geq 1}$.

Assumption 6.3.4. Assume that for $p>8$
(i) $\sup _{h}\left\|X_{1, h}\right\|_{p}<\infty, \quad \mathbb{E}\left(X_{1, h}\right)=0$,
(ii) $\max _{1 \leq h \leq d_{n}}\left\|X_{k, h}-X_{k, h}^{\prime}\right\|_{p}=\mathcal{O}\left(k^{\beta}\right)$, where $\beta \geq(4+\sqrt{82})(2 \sqrt{81}-16)^{-1} \approx$ 6.185...,
(iii) $P\left(\max \left|\widehat{\boldsymbol{\Gamma}}_{\mathbf{S}^{(n)}}-\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}\right| \geq n^{-\gamma}\right)=\mathcal{O}(1), \gamma>0$,
(iv) The eigenvalues of the matrix $\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}$ satisfy $1 / M_{n} \leq \lambda_{1} \leq \ldots \leq \lambda_{d_{n}} \leq M_{n}$, where $M_{n}=\mathcal{O}\left(d_{n}\right)$.

Under the above assumptions, the following result is valid.
Theorem 6.3.5. Assume that Assumption 6.3.4 holds. Then on a possible larger probability space, we have that

$$
\left|\sup _{\lambda_{n} / n \leq t \leq 1-\lambda_{n} / n}\right| w(t)^{-1}\left(\mathbf{M}_{t}^{(n)}\right)^{t} \widehat{\boldsymbol{\Gamma}}_{\mathbf{S}^{(n)}}^{-1} \mathbf{M}_{t}^{(n)}\left|-\sup _{\lambda_{n} / n \leq t \leq 1-\lambda_{n} / n}\right| w(t)^{-1} \sum_{h=1}^{d_{n}}\left(B_{t, h}^{(*)}\right)^{2}| |=\mathcal{O}_{p}(1),
$$

where $\left\{B_{t, h}^{(*)}\right\}_{0 \leq t \leq 1,1 \leq h \leq d_{n}}$ are independent Brownian Bridges, $\lambda_{n}=(\log n)^{\lambda}, \lambda>$ 0 and the dimension satisfies $d_{n}=\mathcal{O}\left((\log n)^{\lambda / 6} \wedge(\log n)(\log \log n)^{-\delta}\right), \delta>1$.

Now suppose that we want to test for changes in the mean of $\mathbf{S}^{(n)}$. Denote with $\boldsymbol{\mu}=\left(\mathbb{E}\left(X_{k, 1}\right), \ldots \mathbb{E}\left(X_{k, d_{n}}\right)^{t}\right.$ the vector of the means, and recall that per assumption $\mathbb{E}\left(X_{k, h}\right)=0$ for $k, h \geq 1$. We may thus formulate our null hypothesis as

$$
\mathcal{H}_{0}: 0=\boldsymbol{\mu}_{1}=\boldsymbol{\mu}_{2}=\ldots=\boldsymbol{\mu}_{n},
$$

and the alternative

$$
\mathcal{H}_{A}: 0=\boldsymbol{\mu}_{1}=\boldsymbol{\mu}_{2}=\ldots=\boldsymbol{\mu}_{k^{*}} \neq \boldsymbol{\mu}_{k^{*}+1}=\ldots=\boldsymbol{\mu}_{n} .
$$

Theorem 6.3.5 provides us with a parameter free (except for the dimension $d_{n}$, which is known however) asymptotic expression. For $l>0$, the exact distribution of $\Omega_{l}^{(d)}=\sup _{l \leq t \leq 1-l} w(t)^{-1} \sum_{h=1}^{d}\left(B_{t, h}^{(*)}\right)^{2}$ is not known, however, there exist various asymptotic results (cf. [29]), and it holds that for instance that
$P\left(\sqrt{\Omega_{l}^{(d)}} \geq x\right)=\frac{x^{d} \exp \left(-x^{2} / 2\right)}{2^{d / 2} \Gamma(d / 2)}\left(\log \frac{(1-l)^{2}}{l^{2}}-\frac{d}{x^{2}} \log \frac{(1-l)^{2}}{l^{2}}+\frac{4}{x^{4}}+\mathcal{O}\left(x^{-4}\right)\right)$,
as $x$ tends to infinity. Naturally, one may also use simulated quantiles to provide inference. Next, we turn our attention to the behavior of the statistic $\Omega_{\lambda_{n} / n}^{\left(d_{n}\right)}$ if the alternative $\mathcal{H}_{A}$ holds. As is common practice in the literature, we assume that the time of change $k^{*}=\lceil\tau n\rceil, \tau \in(0,1)$ depends on $n$. Let $\mathbf{S}^{(n)}=\mathbf{S}^{(\leq\lceil\tau n\rceil)}+\mathbf{S}^{(>\lceil\tau n\rceil)}$, where $\mathbf{S}^{(\leq\lceil\tau n\rceil)}$ denotes the pre-change vector, and $\mathbf{S}^{(>\lceil\tau n\rceil)}$ the post-change vector, and define $\mathbf{M}_{t}^{(\leq\lceil\tau n\rceil)}$, $\mathbf{M}_{t}^{(>\lceil\tau n\rceil)}$ in an analogue manner.

If we assume that the mean has changed, and that Assumption 6.3.4 is valid for both $\left\{X_{k, h}\right\}_{1 \leq h, 1 \leq k \leq k^{*}}$ and $\left\{X_{k, h}-\mathbb{E}\left(X_{k, h}\right)\right\}_{1 \leq h, k^{*}<k}$, then Theorem 6.3.5 remains valid for both sequences. In particular, we obtain that

Theorem 6.3.6. Assume that Assumption 6.3.4 is valid for both $\left\{X_{k, h}\right\}_{1 \leq h, 1 \leq k \leq k^{*}}$ and $\left\{X_{k, h}-\mathbb{E}\left(X_{k, h}\right)\right\}_{1 \leq h, k^{*}<k}$, and let $\chi_{n}=\mathcal{O}\left(n^{2} d_{n}^{-2}\right)$. Then

$$
\liminf _{n \rightarrow \infty} \chi_{n}^{-1} \sup _{\lambda_{n} / n \leq t \leq 1-\lambda_{n} / n}\left|w(t)^{-1}\left(\mathbf{M}_{t}^{(n)}\right)^{t} \widehat{\Gamma}_{\mathbf{S}^{(n)}}^{-1} \mathbf{M}_{t}^{(n)}\right|=\infty
$$

in probability.
Consider now the following examples.
Example 6.3.7. Let $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R(q)$ process where $q$ may depend on $n$, and the innovations $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ are a zero mean IID sequence, with $\left\|\epsilon_{k}\right\|_{p}<\infty$, $p>16$. For simplicity, suppose that the parameters $\boldsymbol{\zeta}_{q}=\left(1, \zeta_{1}, \zeta_{2}, \ldots, \zeta_{q}\right)$ satisfy $\sum_{j=1}^{q}\left|\zeta_{j}\right| \leq \vartheta<1$. Hence the process $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ can be represented as $L_{k}=$ $\sum_{i=0}^{\infty} \varphi_{i} \epsilon_{k-i}$, where $\left|\varphi_{n}\right|=\mathcal{O}\left(\rho^{n}\right), 0<\rho<1$. We can test for stability in the parameter $\boldsymbol{\zeta}_{q}$ by testing the stability of the covariances $\phi_{h}=\mathbb{E}\left(L_{0} L_{h}\right)$. Note that a change in a parameter will most likely result in a change in most, if not all covariances (one may construct counterexamples though). Naturally, this reflects a global change, and thus using $\Omega_{\lambda_{n} / n}^{\left(d_{n}\right)}$ as test statistic seems reasonable. Put $S_{h}^{(n)}=(n-h) \widehat{\phi}_{h}=\sum_{k=1}^{n-h} L_{k} L_{k+h}$. Let $d_{n}$ be as in Theorem 6.3.5. Then, using the causal representation of $L_{k}$ given above together with Lemma 6.5.8, it is not hard to verify that conditions (i)-(iii) of Assumption 6.3.4 are valid. Unfortunately, validating condition (iv) seems to be impossible in general, however, numerical examples indicate that this seems to be valid in most cases.

Example 6.3.8. Contrary to the previous example, let $\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ be an $M A(q)$ process, where $q$ may depend on $n$. As before, we want to test for stability in the parameters by testing the stability of the covariances. Suppose that at time $k^{*}+1,\left\{L_{k}\right\}_{k \in \mathbb{Z}}$ becomes an $M A(q+1)$ process. If we use the first $d_{n}$ covariance estimators $S_{h}^{(n)}=(n-h) \widehat{\phi}_{h}=\sum_{k=1}^{n-h} L_{k} L_{k+h}$ to form $\Omega_{\lambda_{n} / n}^{\left(d_{n}\right)}$, and if $q \ll d_{n}$, then the statistic $\Omega_{\lambda_{n} / n}^{\left(d_{n}\right)}$ will often fail to detect a change, since the change is no longer global. The reason for this is that $\phi_{h}=0$ for $h>q$, before the change, and $\phi_{h}=0$ for $h>q+1$ after the change, and hence the vast majority of the covariances remains unaltered.

Example 6.3.9. Let $X_{k, h}=\sum_{i=0}^{\infty} \alpha_{i} L_{k-i, h}$, where $\left\{L_{k, h}\right\}_{k \in \mathbb{Z}}$ is an IID sequence for every fixed $h$, and $\left\{L_{k, h}\right\}_{h \in \mathbb{Z}}$ is an $A R\left(d_{n}\right)$ process with parameter $\boldsymbol{\zeta}=$ $\left(1, \zeta_{1}, \ldots, \zeta_{d_{n}}\right)$ for every fixed $k$, i.e. $L_{k, h}=\zeta_{1} L_{k, h-1}+\ldots+\zeta_{d_{n}} L_{k, h-d_{n}}+\epsilon_{k, h}$, where $\left\{\epsilon_{k, h}\right\}_{h \in \mathbb{Z}}$ is a zero mean white noise sequence, i.e. it holds that $\mathbb{E}\left(\epsilon_{k, i} \epsilon_{k, j}\right)=0$ for $i \neq j$. Note that this results in $n^{-1} \operatorname{Cov}\left(S_{i}^{(n)}, S_{j}^{(n)}\right)=\mathbb{E}\left(L_{0, i} L_{0, j}\right) \sum_{r=0}^{\infty} \alpha_{r}^{2}$, where $S_{h}^{(n)}=\sum_{k=1}^{n} X_{k, h}$. Suppose that $\sum_{j=1}^{q}\left|\zeta_{j}\right| \leq \vartheta<1$. Proposition 6.5 .6 now implies that the eigenvalues of the covariance matrix $\boldsymbol{\Gamma}_{\mathbf{S}}^{(n)}$ are bounded from below and above, i.e; Assumption 6.3.4 (iv) is valid. Assume in addition $\left|\alpha_{k}\right|=\mathcal{O}\left(k^{-\beta}\right)$, where $\beta$ is as in Assumption 6.3.4 (ii), and that $\left\|\epsilon_{k, h}\right\|_{p}<\infty$ for $p>8, k \in \mathbb{Z}$, $1 \leq h \leq d_{n}$. Then Assumption 6.3.4 is valid, and we may use the statistic $\Omega_{\lambda_{n} / n}^{\left(d_{n}\right)}$ to test for global changes in the mean $\boldsymbol{\mu}=\left(\mathbb{E}\left(X_{k, 1}\right), \ldots \mathbb{E}\left(X_{k, d_{n}}\right)\right)^{t}$. Note however, that this test has low power if $d_{n}$ is rather large, and we only have local changes in the vector $\boldsymbol{\mu}$, i.e; we only have changes in $q \ll d_{n}$ components of $\boldsymbol{\mu}$.

### 6.4 Local changes

In this section, we present approximation results that can be used to detect local changes. Under the hypothesis of Assumption 6.2.2, we can formulate the following two results.

Theorem 6.4.1. Suppose that Assumption 6.2.2 (i) - (v) holds, and that $\inf _{h} \psi_{h}^{2}>$ 0 . Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} Z_{h}^{(n, l)} \leq u_{n}(z)\right)=\exp (-z)
$$

where $z=\exp (-x)$, and $\theta_{l}=(2 \log (1-l)-2 \log l)$ and $u_{n}=u_{n}(z)=a_{n} x+b_{n}$, with $a_{n}=(2 \log n)^{-1 / 2}$ and $b_{n}=\sqrt{2 \log n}+(2 \log n)^{-1 / 2}\left(\frac{1}{2} \log \log n+\log \theta_{l}-\frac{1}{2} \log \pi\right)$.

For $\nu>2$, the dimension $d_{n}=\mathcal{O}\left(n^{\delta}\right)$ must satisfy the relation

$$
\begin{equation*}
\theta \leq \delta<\min \left\{\frac{1}{\nu}-\frac{2}{p}, \frac{2+p-2(1+\theta) \nu}{(4+4 \theta+p(7+\theta)) \nu}\right\} \tag{6.4.1}
\end{equation*}
$$

where we require $p>4 \nu$. Alternatively, if one sets $d_{n}=\mathcal{O}\left((\log n)^{\delta}\right)$, for arbitrary $\delta>0$, then we require

$$
\begin{equation*}
\nu<\min \left\{\frac{4+2 p}{4+4 \theta+p \theta+4 \theta^{2}+p \theta^{2}}, \frac{2}{1-2 \theta}, p / 4\right\} \tag{6.4.2}
\end{equation*}
$$

Theorem 6.4.2. Suppose that Assumption 6.2.2 (i) - (v) holds, and that $\inf _{h} \psi_{h}^{2}>$ 0 . Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} \sup _{0 \leq t \leq t}\left|M_{t, h}^{(n)}\right| \leq v_{n}(z)\right)=\exp (-z)
$$

where $v_{n}=v_{n}(z)=e_{n} x+f_{n}$, with $e_{n}=1 / 4(\log (2 n) / 2)^{-1 / 2}, f_{n}=\sqrt{1 / 2 \log (2 n)}$, and $z=\exp (-x)$. The parameters $d_{n}, \theta$ and $p$ must satisfy the same conditions as in Theorem 6.4.1.

Remark 6.4.3. In both Theorems, conditions (i) and (iii) of Assumption 6.2.2 can in fact be weakened to $p>4$. This, however, leads to a less tractable bound for $\delta$.

Note that in contrast to Theorem 6.4.1, Theorem 6.4.2 does not include any weight function, and in particular not the parameter $l$. For more details on other possible weight functions we refer to the previous section or [29, 32].

A very important issue in practice is the rate of convergence. It is well known that the actual rate of convergence of extremes to an extreme value distribution can be very slow, and depends on the underlying distribution (cf. [33, [59, 97, 98]). On the other hand, the approximation error resulting from Gaussian approximations can be remarkably small, in particular in the non weighted case (cf. Theorem 6.6.4). This suggests that using simulated quantiles is more appropriate. On the first glance, this would require to estimate the covariances $\rho_{i, j}^{(n)}, 1 \leq i, j \leq d_{n}$. However, the proof of Theorem 6.7 .5 (cf. [79, Theorem 2.1]) shows that one can approximate $\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} Z_{h}^{(n, l)}$ (resp. $\left.\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} \sup _{0 \leq t \leq t}\left|M_{t, h}^{(n)}\right|\right)$ with a sequence of independent, weighted Brownian Bridges $\max _{1 \leq h \leq d_{n}} \sup _{l \leq t \leq 1-l}\left|B_{t, h}(t(1-t))^{-1 / 2}\right|$ (resp. $\max _{1 \leq h \leq d_{n}} \sup _{l \leq t \leq 1-l}\left|B_{t, h}\right|$ ), hence estimating the covariance matrix is not necessary if $d_{n}$ is large enough.

In general, the variance $\psi_{h}$ is not known in practice and needs to be estimated.

One may hope that the above Theorems are still valid if one replaces $\psi_{h}$ with the corresponding estimates $\widehat{\psi}_{h}$, and indeed this is the case if the following mild condition is imposed on potential variance estimators $\widehat{\psi}_{h}$.
Assumption 6.4.4. For some $\alpha>1$, the estimators $\widehat{\psi}_{h}$ satisfy

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right| \geq(\log n)^{\alpha}\right)=\mathcal{O}(1) \tag{6.4.3}
\end{equation*}
$$

We then have the corresponding analogue of the above results.
Theorem 6.4.5. Assume that the conditions of Theorem 6.4.1 hold, and that Assumption 6.4.4 holds. Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}} \widehat{\psi}_{h}^{-1} Z_{h}^{(n, l)} \leq u_{n}(z)\right)=\exp (-z),
$$

where $u_{n}(z)$ and $d_{n}$ are as in Theorem 6.4.1.
Remark 6.4.6. An analogue result is valid for $\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} \sup _{0 \leq t \leq t}\left|M_{t, h}^{(n)}\right|$.
The literature (cf. [4, 25, 60]) provides many potential candidates to estimate the long run variance $\psi_{h}^{2}$. A popular estimator is Bartlett's estimator, or more general, estimators of the form

$$
\begin{equation*}
\widehat{\psi}_{h}^{2}=\sum_{|j| \leq r} \omega(k / r) \widehat{\gamma}_{j, h} \tag{6.4.4}
\end{equation*}
$$

with weight function $\omega(x)$, where $\gamma_{j, h}=\mathbb{E}\left(Y_{0, h} Y_{j, h}\right)$ and $\widehat{\gamma}_{j, h}=n^{-1} \sum_{k=1}^{n-j} Y_{k, h} Y_{k+j, h}$. Considering the triangular weight function $\omega(x)=1-|x|$ for $|x| \leq 1$ and $\omega(x)=0$ for $|x|>1$, one recovers the Bartlett estimator in (6.4.4). One may also use the plain estimate

$$
\begin{equation*}
\widehat{\psi}_{h}^{2}=\widehat{\gamma}_{0, h}+2 \sum_{i=1}^{l_{n}} \widehat{\gamma}_{i, h}, \tag{6.4.5}
\end{equation*}
$$

see for instance [112, 113]. In particular, Wu [131, Proposition 1] provides the following result, which we have reformulated for our setting.

Proposition 6.4.7. Let $l_{n} \in \mathbb{N}$, $l_{n} \rightarrow \infty$ as $n$ increases with $l_{n}=\mathcal{O}\left(\sqrt{n}\left(d_{n}(\log n)^{\alpha}\right)^{-1}\right)$, where $\alpha>1$. If Assumption 6.2.2 holds, then

$$
\limsup _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}}\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right|>(\log n)^{-\alpha}\right)=0, \alpha>1
$$

where $\widehat{\psi}_{h}^{2}$ is as in 6.4.5).

Consequently, Theorem 6.4 .5 is valid if one uses the variance estimator given in 6.4.5). As in Section 6.3, using the therein established notation, we may now formulate the null hypothesis and the alternative as

$$
\mathcal{H}_{0}: 0=\boldsymbol{\mu}_{1}=\boldsymbol{\mu}_{2}=\ldots=\boldsymbol{\mu}_{n}
$$

and

$$
\mathcal{H}_{A}: 0=\boldsymbol{\mu}_{1}=\boldsymbol{\mu}_{2}=\ldots=\boldsymbol{\mu}_{k^{*}} \neq \boldsymbol{\mu}_{k^{*}+1}=\ldots=\boldsymbol{\mu}_{n}
$$

Using $\Upsilon_{n, d_{n}}=\max _{1 \leq h \leq d_{n}} \widehat{\psi}_{h}^{-1} Z_{h}^{(n, l)}$ as a test statistic, Theorem 6.4.5 provides us with a parameter free asymptotic distribution. In addition, it is a relatively easy task to show that this test is consistent, i.e. $\Upsilon_{n, d_{n}}$ will explode under the alternative $\mathcal{H}_{A}$. To verify this, suppose that $\boldsymbol{\mu}_{k^{*}}$ changes at least in element $\mu_{k^{*}, h}$, and that $n^{-1 / 2} \widehat{\psi}_{h}^{-1} S_{h}^{(n,[n t])} \xrightarrow{\mathbb{D}[0,1]} W_{t}$. Then

$$
\Upsilon_{n, d_{n}} \geq \widehat{\psi}_{h}^{-1} Z_{h}^{(n, l)}=\mathcal{O}_{P}(1)+\mathcal{O}(\sqrt{n})
$$

which proves consistency.
So far, nothing was said about the dependence conditions C2 made in Assumption 6.2.2. For an illustrative purpose, we consider the following very important example. Let $L_{k}=\sum_{i=0}^{\infty} \alpha_{i} \epsilon_{k-i}$ be a linear process, where $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ is a mean zero IID sequence. We are interested in the stability of the covariances $\phi_{h}=\mathbb{E}\left(L_{h} L_{0}\right)$, which, as previously mentioned, is an important issue. To this end, we consider $Y_{k, h}=L_{k+h-1} L_{k}-\phi_{h-1}$.

Theorem 6.4.8. Assume that Assumption 6.4.4 holds, and that
(i) $\left\|\epsilon_{1}\right\|_{12}<\infty$,
(ii) $\sum_{i=0}^{\infty} i^{\lambda}\left|\alpha_{i}\right|<\infty$, where $\lambda$ satisfies the condition given below,
(iii) $\lim \sup _{h \rightarrow \infty} \sup _{m \geq L} \frac{\phi_{m+h}}{\phi_{m}}<1$, for some finite $L>0$.

Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}} \widehat{\psi}_{h}^{-1} Z_{h}^{(n, l)} \leq u_{n}(z)\right)=\exp (-z)
$$

where $u_{n}(z)$ is as in Theorem 6.4.1, and

$$
\delta<\frac{1}{5}(\sqrt{154}-12) \approx 0.08193, \text { and } \lambda>\frac{2 \sqrt{154}-19}{4(\sqrt{154}-48)} \approx 3.5512
$$

Remark 6.4.9. An analogue result is valid for $\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} \sup _{0 \leq t \leq t}\left|M_{t, h}^{(n)}\right|$.
To estimate the variance, one may use the estimator proposed in Proposition 6.4.7. However, if the assumptions of Theorem 6.4 .8 hold, lengthy and tedious calculations show that by [4, Theorem 9.3.4] (see also [53]), we have in case of the Bartlett weights that

$$
\limsup _{n \rightarrow \infty} \max _{1 \leq h \leq d_{n}} \frac{n}{r} \operatorname{Var}\left(\widehat{\psi}_{h}^{2}\right)<\infty
$$

provided that $r / n \rightarrow 0$. Hence if we choose $r=r_{n}=\mathcal{O}\left(n d_{n}^{-1}(\log n)^{-2 \alpha}\right), \alpha>1$, the Markov inequality implies

$$
P\left(\max _{1 \leq h \leq d_{n}}\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right| \geq(\log n)^{\alpha}\right) \leq d_{n}(\log n)^{2 \alpha} \max _{1 \leq h \leq d_{n}} \operatorname{Var}\left(\widehat{\psi}_{h}^{2}\right)=\mathcal{O}(1)
$$

thus Assumption 6.4 .4 is valid. Let us briefly reconsider examples 6.3.7, 6.3.8 and 6.3 .9 of the previous section. The conditions stated in example 6.3.7 satisfy those of Theorem 6.4.8 if we assume in addition that limsup $\operatorname{sum}_{h \rightarrow \infty} \sup _{m \geq L} \frac{\phi_{m+h}}{\phi_{m}}<1$, for some finite $L>0$, an this is also the case in example 6.3.8. In case of Example 6.3.9, we can apply Theorem 6.4.5, but we need to verify Assumption 6.2.2. Condition (i) is trivially valid, conditions (ii)-(iii) follow from Proposition 6.2.4, whereas condition (v) holds since $\sup _{i, j: k \leq|i-j|} \rho_{i, j}^{(n)}$ decays exponentially fast in $k$. Verifying condition (iv) however is a little more involved. First, note that the Cauchy-Schwarz inequality yields $\varphi_{|i-j|}^{(n)}:=\rho_{i, j}^{(n)} \leq 1$. Suppose now that for some subsequence $n^{\prime}$ and corresponding sequences $k_{n}^{\prime}, h_{n}^{\prime}$, with $h_{n}^{\prime} \geq 1$ we actually have

$$
\begin{equation*}
\lim _{n^{\prime}}\left|\operatorname{Corr}\left(S_{k_{n}^{\prime}}^{\left(n^{\prime}\right)}, S_{k_{n}^{\prime}+h_{n}^{\prime}}^{\left(n^{\prime}\right)}\right)\right|=\left|\varphi_{\left|h_{n}^{\prime}\right|}^{\left(n^{\prime}\right)}\right|=1 . \tag{6.4.6}
\end{equation*}
$$

If we consider the corresponding subsequence of the $2 \times 2$ submatrices

$$
\mathbf{A}_{n^{\prime}}=\left(\left(\varphi_{0}^{(n)}, \varphi_{\left|h_{n}^{\prime}\right|}^{(n)}\right)^{t},\left(\varphi_{\left|h_{n}^{\prime}\right|}^{(n)}, \varphi_{0}^{(n)}\right)^{t}\right)
$$

then it follows that the smaller eigenvalue $\lambda_{\mathbf{A}_{n^{\prime}}, 2}$ converges to zero. Hence we obtain from Cauchy's interlacing theorem ( $[106])$ that the smallest eigenvalue $\lambda_{n}$ of $\boldsymbol{\Gamma}_{\mathbf{S}^{(\mathbf{n})}}$ tends to zero, which however contradicts Proposition 6.5.6. Hence we must have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{h, k, h \geq 1}\left|\operatorname{Corr}\left(S_{k}^{(n)}, S_{k+h}^{(n)}\right)\right|<1 \tag{6.4.7}
\end{equation*}
$$

### 6.5 Proofs and ramifications

Throughout the proofs, $C$ denotes a generic constant that may vary from one formula to another. The proofs are essentially based on the following two theorems, whose proof is given in Sections 5.5 and 6.7. We point out that the proof of Theorem 6.4.2 is almost identical with the one of Theorem 6.4.1, this is also true for all the related results. The sole difference is that one has to apply Theorem 6.7 .6 instead of 6.5.2. We therefore omit all proofs involving the non-weighted quantity $\sup _{0 \leq t \leq t}\left|M_{t, h}^{(n)}\right|$.
Theorem 6.5.1. Assume that the assumptions of Theorem 6.6.4 hold, and let $\lambda_{n}=\mathcal{O}(n)$ be a monotone increasing sequence. Then, for each $n$, we can define a $d_{n}$-dimensional Brownian Bridge $\left\{\mathbf{B}_{t}^{(n)}\right\}_{t \geq 0}=\left\{B_{t, h}^{(n)}\right\}_{\substack{0 \leq t \leq 1,1 \\ 0 \leq h \leq d_{n}}}^{\substack{\text {, }}}$ such that

$$
\max _{0 \leq h \leq d_{n}} \sup _{n} \leq t n \leq n-\lambda_{n}<\frac{\left|M_{t, h}^{(n)}-\psi_{h} B_{t, h}^{(n)}\right|}{(t(1-t))^{1 / 2}}=\mathcal{O}_{P}\left(\lambda_{n}^{-1 / 2+1 / \nu}\right)
$$

for $\nu \geq 2$. The dimension $d_{n}=\mathcal{O}\left(n^{\delta}\right)$ must satisfy the relation

$$
\theta \leq \delta<\min \left\{\frac{4(p-2 \nu)}{(-4+3 p) \nu}, \frac{2+p-2(1+\theta) \nu}{(2+4 \theta+p(4+\theta)) \nu}\right\}
$$

where we require $p>4 \nu$. In addition, we have that $\max \left|\boldsymbol{\Gamma}_{\mathbf{M}}^{(n)}-\Gamma_{\mathbf{B}}^{(n)}\right|=\mathcal{O}\left(n^{-\gamma}\right)$, for some $\gamma>0$. Alternatively, if one sets $d_{n}=\mathcal{O}\left((\log n)^{\delta}\right)$, for arbitrary $\delta>0$, then we require

$$
\nu<\min \left\{\frac{4+2 p}{4+4 \theta+p \theta+4 \theta^{2}+p \theta^{2}}, \frac{2}{1-2 \theta}, p / 4\right\}
$$

Let $\left\{W_{t}\right\}_{t \geq 0}$ be a Brownian motion, and denote with

$$
\begin{equation*}
B_{h}^{(l)}=\sup _{l \leq t \leq 1-l}\left|\frac{W_{t, h}-t W_{1, h}}{\sqrt{t(1-t)}}\right| \tag{6.5.1}
\end{equation*}
$$

the weighted Brownian Bridge. Then Theorem 6.5.1 essentially allows us to replace $\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} Z_{h}^{(n, l)}$ with $\max _{1 \leq h \leq d_{n}} B_{h}^{(l)}$, hence it suffices to show that $\max _{1 \leq h \leq d_{n}} B_{h}^{\overline{(l)}}$, appropriately normalized, converges in distribution to the desired extreme value distribution. This step is accomplished in the Theorem given below.

Theorem 6.5.2. Suppose that
(i) $\lim \sup _{n \rightarrow \infty}(\log n)^{2}\left(\sum_{r=\sqrt{\log n}}^{d_{n}} \sup _{r \leq|i-j|}\left|\rho_{i, j}\right|\right)=0$,
(ii) $\max _{1 \leq h \leq n} \sup _{i, j: 2 \leq|i-j|}\left|\rho_{i, j}\right|<1$.

Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq n} B_{h}^{(l)} \leq u_{n}(z)\right)=\exp (-z)
$$

where $z=\exp (-x)$, and $\theta_{l}=(2 \log (1-l)-2 \log l)$ and $u_{n}=u_{n}(z)=a_{n} x+b_{n}$, with $a_{n}=(2 \log n)^{-1 / 2}$ and $b_{n}=\sqrt{2 \log n}+(2 \log n)^{-1 / 2}\left(\frac{1}{2} \log \log n+\log \theta_{l}-\frac{1}{2} \log \pi\right)$.

Before proving the results of Section 6.3 and 6.4 , we will show the validity of Proposition 6.2.4.

Proof of Proposition 6.2.4. Let $\mathcal{F}_{k}^{\prime}=\sigma\left(\epsilon_{k}^{\prime}, \epsilon_{k-1}^{\prime}, \ldots\right)$. Then for any $p \geq 1$ we have by Jensen's and the triangular inequality

$$
\begin{aligned}
\left\|Y_{k, h}^{\left(>m_{n}\right)}\right\|_{p} & \leq\left\|X_{k, h}-X_{k, h}^{\left(m_{n}, *\right)}\right\|_{p}+\left\|\mathbb{E}\left(X_{k, h}-X_{k, h}^{\left(m_{n}, *\right)} \mid \sigma\left(\mathcal{F}_{k-m_{n}}^{k+m_{n}} \cup \mathcal{F}_{k-m_{n}-1}^{\prime}\right)\right)\right\|_{p} \\
& \leq 2\left\|X_{k, h}-X_{k, h}^{\left(m_{n}, *\right)}\right\|_{p}
\end{aligned}
$$

where we also used the fact that

$$
X_{k, h}^{\left(m_{n}, *\right)}-\mathbb{E}\left(X_{k, h}^{\left(m_{n}, *\right)} \mid \mathcal{F}_{k-m_{n}}^{k+m_{n}}\right)=\mathbb{E}\left(X_{k, h}^{\left(m_{n}, *\right)}-X_{k, h} \mid \sigma\left(\mathcal{F}_{k-m_{n}}^{k+m_{n}} \cup \mathcal{F}_{k-m_{n}-1}^{\prime}\right)\right) .
$$

By [129, Theorem 1 (iii)] and we have for $p \geq 2$

$$
\begin{equation*}
\left\|X_{1, h}-X_{1, h}^{\left(m_{n}, *\right)}\right\|_{p}^{2} \leq C \sum_{i=-\infty}^{0}\left\|X_{m_{n}+h-i, h}-X_{m_{n}-i, h}^{\prime}\right\|_{p}^{2}=\mathcal{O}\left(m_{n}^{1-2 \beta}\right) \tag{6.5.2}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left\|Y_{k, h}^{\left(>m_{n}\right)}\right\|_{p}=\mathcal{O}\left(m_{n}^{1 / 2-\beta}\right) \tag{6.5.3}
\end{equation*}
$$

Consequently, using the triangular inequality and the above, we obtain that

$$
\max _{1 \leq l \leq n}\left\|\sum_{j=1}^{l} Y_{j, h}^{\left(>m_{n}\right)}\right\|_{p} \leq \sum_{k=1}^{n}\left\|Y_{k, h}^{\left(>m_{n}\right)}\right\|_{p}=\mathcal{O}\left(n m_{n}^{1 / 2-\beta}\right)=\mathcal{O}(1),
$$

which proves Assumption 6.2 .2 (iii). In order to show (ii), note that the CauchySchwarz inequality implies

$$
\begin{aligned}
\left|\mathbb{E}\left(X_{k, h} X_{0, h}\right)\right|=\mid \mathbb{E}\left(X_{0, h} \mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{h}\right) \mid\right. & \leq\left\|X_{0, h}\right\|_{2}\left\|\mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{h}\right)\right\|_{2} \\
& \leq\left\|X_{0, h}\right\|_{2}\left\|X_{k, h}-X_{k, h}^{(k, *)}\right\|_{2},
\end{aligned}
$$

and it follows from (6.5.2) that

$$
\sum_{j=0}^{\infty} j\left|\phi_{j}\right| \leq C \sum_{j=0}^{\infty}\left\|X_{j, h}-X_{j, h}^{(j, *)}\right\|_{2}=\mathcal{O}\left(\sum_{j=1}^{\infty} j^{3 / 2-\beta}\right)=\mathcal{O}(1)
$$

$$
\begin{equation*}
B_{h}^{(l)}=\sup _{l \leq t \leq 1-l}\left|\frac{W_{t, h}-t W_{1, h}}{\sqrt{t(1-t)}}\right| \tag{6.5.4}
\end{equation*}
$$

### 6.5.1 Proofs of Section 6.3

We will first give the proof of Theorem 6.3.1.
Proof of Theorem 6.3.1. Define the random vector

$$
\begin{aligned}
& \mathbf{Z}_{n}=\left(Z_{1}^{\left(n, \lambda_{n} / n\right)}, Z_{2}^{\left(n, \lambda_{n} / n\right)}, \ldots, Z_{d_{n}}^{\left(n, \lambda_{n} / n\right)}\right)^{t}, \\
& \mathbf{B}_{n}=\left(B_{1}^{\left(\lambda_{n} / n\right)}, B_{2}^{\left(\lambda_{n} / n\right)}, \ldots, B_{d_{n}}^{\left(\lambda_{n} / n\right)}\right)^{t},
\end{aligned}
$$

and for a function $f(t)$, we denote with $|f|_{n}^{*}:=\sup _{\lambda_{n} / n \leq t \leq 1-\lambda / n} w(t)^{-1}|f(t)|$. Let us first assume that max $\left|\Gamma_{n}^{-1}\right| \leq L$, for some constant $L$. We have that

Using that max $\left|\Gamma_{n}^{-1}\right| \leq L$, this is further smaller than

$$
\left|\left|\mathbf{M}_{t}^{(n)} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{M}_{t}^{(n)}\right|_{n}^{*}-\left|\mathbf{B}_{t} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{B}_{t}\right|_{n}^{*}\right| \leq 2 C d_{n}^{2}\left(\max \left|\mathbf{Z}_{n}-\mathbf{B}_{n}\right|\right)\left(\max \left|\mathbf{B}_{n}\right|\right)+d_{n}^{2}\left(\max \left|\mathbf{Z}_{n}-\mathbf{B}_{n}\right|\right)^{2}
$$

By Theorem 6.6.7. we have that that $\max \left|\mathbf{Z}_{n}-\mathbf{B}_{n}\right|=\mathcal{O}_{p}\left(\lambda_{n}^{-1 / 2+1 / \nu}\right)$. Let $K>0$. Since we have $d_{n}^{2} \lambda_{n}^{-1 / 2+1 / \nu}=\mathcal{O}\left(n^{-\kappa}\right)$, for some $\kappa>0$, we obtain the bound

$$
\begin{aligned}
P\left(\left|\mathbf{Z}_{n}^{t} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{Z}_{n}-\mathbf{B}_{n}^{t} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{Z}_{n}\right| \geq K\right) & \leq \mathcal{O}(1)+2 P\left(\max \left|\mathbf{B}_{n}\right| \geq\left(C d_{n} \lambda_{n}\right)^{-1}\right) \\
& \leq C d_{n} P\left(B_{1}^{\left(\lambda_{n} / n\right)} \geq n^{\eta}\right)
\end{aligned}
$$

for some $\eta>0$. Lemma 6.7.1 implies that $P\left(B_{1}^{\left(\lambda_{n} / n\right)} \geq n^{\eta}\right)=\mathcal{O}\left(d_{n}^{-2}\right)$ which yields

$$
d_{n} P\left(B_{1}^{\left(\lambda_{n} / n\right)}=\mathcal{O}(1) .\right.
$$

Hence we can choose a sequence $K_{n}$ that tends to zero as $n$ increases, such that

$$
\begin{equation*}
P\left(\left|\left|\mathbf{M}_{t}^{(n)} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{M}_{t}^{(n)}\right|_{n}^{*}-\left|\mathbf{B}_{t} \boldsymbol{\Gamma}_{n}^{-1} \mathbf{B}_{t}\right|_{n}^{*}\right| \geq K\right)=\mathcal{O}(1) \tag{6.5.5}
\end{equation*}
$$

Moreover, we can choose a sequence $L_{n}$ with $\lim _{n} L_{n}=\infty$ and $\max \left|\boldsymbol{\Gamma}_{n}^{-1}\right| \leq L_{n}$, such that (6.5.5) remains valid, hence the claim follows.

The proof of Theorem 6.3.5 is more involved, and will be developed in a series of Lemmas. The difficulty mainly consists in controlling the error of $\max \left|\widehat{\Gamma}_{\mathbf{S}^{(n)}}^{-1}-\Gamma_{\mathbf{W}^{(n)}}^{-1}\right|$, which, however, is unpleasant enough. To this end, we require the following Lemma which may be folklore, however, we could not find a reference for it.

Lemma 6.5.3. Let $\mathbf{A}=\left(a_{i, j}\right)_{1 \leq i, j \leq d}$ and $\mathbf{B}=\left(b_{i, j}\right)_{1 \leq i, j \leq d}$ be two regular $d \times d$ dimensional matrices, such that

- $\max |\mathbf{A}| \leq 1, \max |\mathbf{B}| \leq 1$
- $\max |\mathbf{A}-\mathbf{B}| \leq \epsilon$, for some $\epsilon>0$.

Denote with $\mathbf{A}^{-1}=\left(a_{i, j}^{*}\right)_{1 \leq i, j \leq d}, \mathbf{B}^{-1}=\left(b_{i, j}^{*}\right)_{1 \leq i, j \leq d}$ the inverse matrices of $\mathbf{A}, \mathbf{B}$. Then it holds that
$\max \left|\mathbf{A}^{-1}-\mathbf{B}^{-1}\right| \leq \frac{d!d \epsilon(|\operatorname{det}(\mathbf{A})|+d!d \epsilon)+\max \left|\mathbf{A}^{-1}\right| d!d \epsilon}{\left|\operatorname{det}(\mathbf{A})^{2}-|\operatorname{det}(\mathbf{A}) d!d \epsilon|\right|}\left(1-\frac{d!d \epsilon}{\left|\operatorname{det}(\mathbf{A})^{2}-|\operatorname{det}(\mathbf{A}) d!d \epsilon|\right|}\right)^{-1}$.
Lemma 6.5.4. Let $\mathbf{A}$ be a d-dimensional regular matrix, such that the eigenvalues satisfy $0<1 / M \leq \lambda_{1} \leq \ldots \leq \lambda_{n} \leq M<\infty$. Then it holds that $\max \left|\mathbf{A}^{-1}\right| \leq \sqrt{d} M$.
Proof of Lemma 6.5.4. It holds that

$$
\max \left|\mathbf{A}^{-1}\right| \leq \sqrt{\sum_{1 \leq i, j \leq d}\left|a_{i, j}^{*}\right|^{2}}=\sqrt{\sum_{i=1}^{d} \lambda_{i}^{-2}} \leq \sqrt{d} M
$$

where $\mathbf{A}^{-1}=\left(a_{i, j}^{*}\right)_{1 \leq i, j \leq d}$.
Put

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\mathbf{d}_{\mathbf{n}}}=\left(\phi_{|i-j|}\right)_{1 \leq i, j \leq d_{n}}, \quad \Gamma_{d_{n}}^{-1}=\left(\gamma_{i, j}^{*}\right)_{1 \leq i, j \leq d_{n}} \tag{6.5.6}
\end{equation*}
$$

Let $\mathbf{A}=\left(a_{i, j}\right)_{1 \leq i, j \leq d_{n}}$ be a $d_{n} \times d_{n}$ regular matrix. Based on these two results, we can now control the distance max $\left|\mathbf{A}-\boldsymbol{\Gamma}_{d_{n}}\right|$ as follows.
Corollary 6.5.5. Let $d=d_{n}=\log n(\log \log n)^{-\delta}, \delta>1$, and $0<\gamma<\gamma^{+}$. If

$$
\max \left|\mathbf{A}-\boldsymbol{\Gamma}_{d_{n}}\right| \leq n^{-\gamma^{+}},
$$

then

$$
\left|\mathbf{A}^{-1}-\Gamma_{d_{n}}^{-1}\right|=\mathcal{O}\left(n^{-\gamma}\right)
$$

Proof. This follows directly by evaluating the bound in Lemma 6.5.3, using $\operatorname{det} \mathbf{A}=\prod_{i=1}^{n} \lambda_{i}$ and the relation

$$
\log d_{n}!=d_{n} \log d_{n}-d_{n}+\mathcal{O}\left(\log d_{n}\right)
$$

We are now ready to prove Theorem 6.3.5.
Proof of Theorem 6.3.5. First note that by Proposition 6.2.4, the assumptions of Theorem 6.3.1 are validated. Next, we notice that

Let $\mathbf{A}$ be a matrix such that $\max \left|\boldsymbol{\Gamma}_{\mathbf{S}^{(n)}}-\mathbf{A}\right|=\mathcal{O}\left(n^{-\gamma}\right)$. Then Assumption implies that

$$
\begin{equation*}
P\left(\max \left|\widehat{\boldsymbol{\Gamma}}_{\mathbf{S}^{(n)}}-\mathbf{A}\right| \geq n^{-\gamma}\right)=\mathcal{O}(1) \tag{6.5.8}
\end{equation*}
$$

Using Corollary 6.5.5 we thus obtain

$$
\begin{equation*}
P\left(\max \left|\widehat{\boldsymbol{\Gamma}}_{\mathbf{S}^{(n)}}^{-1}-\Gamma_{\mathbf{W}^{(n)}}^{-1}\right| \geq \geq n^{-\gamma^{-}}\right)=\mathcal{O}(1) \tag{6.5.9}
\end{equation*}
$$

where $0<\gamma^{-}<\gamma$.
Hence we obtain from Theorem 6.6.4 and (6.5.7) that for $K>0$

$$
\begin{aligned}
P\left(\left|\left|\mathbf{M}_{t}^{(n)} \widehat{\boldsymbol{\Gamma}}_{\mathbf{S}^{(n)}}^{-1} \mathbf{M}_{t}^{(n)}\right|_{n}^{*}-\left|\mathbf{M}_{t}^{(n)} \boldsymbol{\Gamma}_{\mathbf{W}^{(n)}}^{-1} \mathbf{M}_{t}^{(n)}\right|_{n}^{*}\right|^{1 / 2}>K\right) & \leq \mathcal{O}(1)+P\left(\max \left|\mathbf{Z}_{n}\right| \geq K d_{n} n^{-1 / 4}\right) \\
& \leq \mathcal{O}(1)+P\left(\max \left|\mathbf{B}_{n}\right| \geq K d_{n} n^{-\gamma^{-/ 2}}\right)
\end{aligned}
$$

Arguing as in the proof of Theorem 6.3.1, one obtains that

$$
P\left(\max \left|\mathbf{B}_{n}\right| \geq K d_{n} n^{-\gamma^{-} / 2}\right)=\mathcal{O}(1)
$$

hence it remains to evaluate the bounds provided by Theorem 6.3.1. The condition $\beta \geq(4+\sqrt{82})(2 \sqrt{81}-16)^{-1}$ implies that we may choose $\theta=1 / 24(4 \sqrt{82}-32)$, which allows us to choose $\nu>3$. This in turn implies that $d_{n}=\mathcal{O}\left((\log n)^{\lambda / 6} \wedge\right.$ $\left.(\log n)(\log \log n)^{-\delta}\right), \delta>1$, which completes the proof.

Proof of Theorem 6.3.6. As in the proof of Theorem 6.3.5 one derives that

$$
\widehat{\Gamma}_{\mathbf{S}^{(n)}}^{-1}=\tau \boldsymbol{\Gamma}_{\mathbf{s}^{(n, 1)}}^{-1}+(1-\tau)+\tau \boldsymbol{\Gamma}_{\mathbf{s}^{(n, 2)}}^{-1}+\mathcal{O}_{p}(1)
$$

where the matrices $\boldsymbol{\Gamma}_{\mathbf{s}^{(n, 1)}}, \boldsymbol{\Gamma}_{\mathbf{s}^{(n, 2)}}$ denote the pre respectively post-change covariance matrices. Moreover, Assumption 6.3.4 implies that

$$
\begin{aligned}
\boldsymbol{\mu}_{k^{*}+1}^{t}\left(\tau \boldsymbol{\Gamma}_{\mathbf{s}^{(n, 1)}}^{-1}+(1-\tau)+\tau \boldsymbol{\Gamma}_{\mathbf{s}^{(n, 2)}}^{-1}\right) \boldsymbol{\mu}_{k^{*}+1} & =\tau \sum_{i=1}^{d_{n}} x_{i}^{2} \lambda_{i}^{(1)}+(1-\tau) \sum_{i=1}^{d_{n}} y_{i}^{2} \lambda_{i}^{(2)} \\
& \geq d_{n}^{-1}\left(\tau \sum_{i=1}^{d_{n}} x_{i}^{2}+(1-\tau) \sum_{i=1}^{d_{n}} y_{i}^{2}\right)
\end{aligned}
$$

for some $x_{i}, y_{i} \in \mathbb{R}, 1 \leq i \leq d_{n}$ where at least one $x_{j}$ and one $y_{k}$ are non-zero, where $1 \leq j, k \leq d_{n}$. Using Theorem 6.3.5, one thus obtains for some $C>0$

$$
\sup _{\lambda_{n} / n \leq t \leq 1-\lambda_{n} / n}\left|w(t)^{-1}\left(\mathbf{M}_{t}^{(n)}\right)^{t} \widehat{\boldsymbol{\Gamma}}_{\mathbf{S}^{(n)}}^{-1} \mathbf{M}_{t}^{(n)}\right| \geq \mathcal{O}_{P}\left(n^{2} d_{n}^{-2}\right)+C n^{2} d_{n}^{-2},
$$

hence the claim follows.
Proof of Lemma 6.5.3. Let

$$
\operatorname{adj}(\mathbf{A})=(\widetilde{\mathbf{A}})^{T},
$$

be the complementary matrix, where $\widetilde{\mathbf{A}}=\left(\widetilde{a}_{i, j}\right)_{1 \leq i, j \leq d}$ and $\widetilde{a}_{i, j}$ denotes the cofactors of the matrix $\mathbf{A}$. The cofactors satisfy

$$
\widetilde{a}_{i, j}=(-1)^{i+j} M_{i, j},
$$

where $\left(M_{i, j}\right)_{1 \leq i, j \leq d}$ stands for the minors of the matrix $\mathbf{A}$, and are computed via the subdeterminants. It then holds that

$$
\begin{equation*}
\mathbf{A}^{-1}=\operatorname{adj}(\mathbf{A}) / \operatorname{det}(\mathbf{A}) . \tag{6.5.10}
\end{equation*}
$$

This formula can be found in any textbook about linear algebra. We also recall the following property of the determinant $\operatorname{det}(\mathbf{A})$ of the matrix $\mathbf{A}$.

$$
\operatorname{det}(\mathbf{A})=\sum_{\sigma \in \mathcal{S}_{d}} \operatorname{sign}(\sigma) \prod_{i=1}^{d} a_{i, \sigma(i)},
$$

where $\mathcal{S}_{d}$ denotes the set of all permutations $\sigma$, and $\operatorname{sign}(\sigma)=1(-1)$ if $\sigma$ is even (uneven). For regular matrixes $\mathbf{A}, \mathbf{B}$, denote with $\mathbf{A}^{-1}=\left(a_{i, j}^{*}\right)_{1 \leq i, j \leq d}$, $\mathbf{B}^{-1}=\left(b_{i, j}^{*}\right)_{1 \leq i, j \leq d}$ their inverses. We obtain from 6.5.10) that

$$
\left|a_{i, j}^{*}-b_{i, j}^{*}\right| \leq\left|\frac{\widetilde{a}_{j, i}^{*}}{\operatorname{det}(\mathbf{A})}-\frac{\widetilde{b}_{j, i}^{*}}{\operatorname{det}(\mathbf{B})}\right|
$$

Since we have that $\left|\mathcal{S}_{d}\right|=d$ !, we get

$$
|\operatorname{det}(\mathbf{A})-\operatorname{det}(\mathbf{B})| \leq d!d \max _{1 \leq i, j \leq d}\left|a_{i, j}-b_{i, j}\right| \leq d!d \epsilon .
$$

hence we conclude

$$
\left|\widetilde{a}_{j, i}^{*}-\widetilde{b}_{j, i}^{*}\right| \leq d!d \epsilon,
$$

and

$$
\begin{aligned}
\left|a_{i, j}^{*}-b_{i, j}^{*}\right| & \leq \frac{\left|\operatorname{det}(\mathbf{B})\left(a_{i, j}^{*}-b_{i, j}^{*}\right)\right|+\left|b_{i, j}^{*}(\operatorname{det}(\mathbf{A})-\operatorname{det}(\mathbf{B}))\right|}{\left|\operatorname{det}(\mathbf{A})^{2}-|\operatorname{det}(\mathbf{A}) d!d \epsilon|\right|} \\
& \leq \frac{d!d \epsilon(|\operatorname{det}(\mathbf{A})|+d!d \epsilon)+\left|b_{i, j}^{*}(\operatorname{det}(\mathbf{A})-\operatorname{det}(\mathbf{B}))\right|}{\left|\operatorname{det}(\mathbf{A})^{2}-|\operatorname{det}(\mathbf{A}) d!d \epsilon|\right|} \\
& \leq \frac{d!d \epsilon(|\operatorname{det}(\mathbf{A})|+d!d \epsilon)+a_{i, j}^{*} d!d \epsilon+d!d \epsilon\left|a_{i, j}^{*}-b_{i, j}^{*}\right|}{\left|\operatorname{det}(\mathbf{A})^{2}-|\operatorname{det}(\mathbf{A}) d!d \epsilon|\right|} .
\end{aligned}
$$

Since $\left|a_{i, j}^{*}\right| \leq \max \left|\mathbf{A}^{-1}\right|$ we thus obtain

$$
\left|a_{i, j}^{*}-b_{i, j}^{*}\right|\left(1-\frac{d!d \epsilon}{\left|\operatorname{det}(\mathbf{A})^{2}-|\operatorname{det}(\mathbf{A}) d!d \epsilon|\right|}\right) \leq \frac{d!d \epsilon(|\operatorname{det}(\mathbf{A})|+d!d \epsilon)+\max \left|\mathbf{A}^{-1}\right| d!d \epsilon}{\left|\operatorname{det}(\mathbf{A})^{2}-|\operatorname{det}(\mathbf{A}) d!d \epsilon|\right|},
$$

which completes the proof.
Proposition 6.5.6. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R(q)$ process with parameter $\boldsymbol{\zeta}=$ $\left(1, \zeta_{1}, \ldots, \zeta_{d_{n}}\right)$, such that $\sum_{j=1}^{q}\left|\zeta_{i}\right| \leq \vartheta<1$. Denote with $\lambda_{1} \leq \lambda_{2} \leq \ldots \leq \lambda_{n}$ the eigenvalues of the covariance matrix $\Gamma_{n}$ of $\left(X_{1}, \ldots, X_{n}\right)^{T}$. Then we have that

$$
\frac{\sigma^{2}}{(1+\vartheta)^{2}} \leq \lambda_{1} \leq \lambda_{n} \leq \frac{\sigma^{2}}{\vartheta^{2}} .
$$

In order to proof Proposition 6.5.6, we require the following auxiliary result.

Proposition 6.5.7. Let $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ be an $A R(q)$ process with parameter $\boldsymbol{\zeta}=$ $\left(1, \zeta_{1}, \ldots, \zeta_{d_{n}}\right)$, such that $\sum_{j=1}^{q}\left|\zeta_{i}\right| \leq \vartheta<1$. Then we have that

$$
\sup _{\lambda} f_{X}(\lambda) \leq \frac{\sigma^{2}}{2 \pi \vartheta^{2}}, \quad \inf _{\lambda} f_{X}(\lambda) \geq \frac{\sigma^{2}}{2 \pi(1+\vartheta)^{2}},
$$

where $\sigma^{2}=\mathbb{E}\left(\epsilon^{2}\right)$.
Proof of Proposition 6.5.7. It is easy to show that $\left\{X_{k}\right\}_{k \in \mathbb{Z}}$ can be represented as $X_{k}=\sum_{i=0}^{\infty} \psi_{i} \epsilon_{k-i}$. Since the innovations $\left\{\epsilon_{k}\right\}_{k \in \mathbb{Z}}$ have a spectral density function $f_{\epsilon}(\lambda)=\sigma^{2} /(2 \pi)$, we obtain from [25, Theorem 4.4.1] that the density function $f_{X}(\lambda)$ exists, and by [25, Theorem 4.4.2] $f_{X}(\lambda)$ is given as

$$
f_{X}(\lambda)=\frac{\sigma^{2}}{2 \pi\left|\underline{\zeta}\left(e^{-\mathrm{i} \lambda}\right)\right|^{2}},
$$

where $\underline{\zeta}(s)=1-\sum_{j=1}^{q} \zeta_{j} s^{j}$. Since $\underline{\zeta}\left(e^{-\mathrm{i} \lambda}\right)=1-\sum_{j=1}^{q} \zeta_{i} e^{-\mathrm{i} \lambda j}$, it holds that

$$
\left.\left|1-\sum_{j=1}^{q}\right| \zeta_{j}| |^{2} \leq\left|\zeta\left(e^{-\mathrm{i} \lambda}\right)\right|^{2} \leq\left|1+\sum_{j=1}^{q}\right| \zeta_{j} \mid\right)\left.\right|^{2}
$$

hence the claim follows.
Proposition 6.5 .6 can now readily be deduced.
Proof of Proposition 6.5.6. By [25, Proposition 4.5.3], we have that

$$
2 \pi \inf _{\lambda} f_{X}(\lambda) \leq \lambda_{1} \leq \lambda_{n} \leq 2 \pi \sup _{\lambda} f_{X}(\lambda),
$$

hence the claim follows from Proposition 6.5.7.

### 6.5.2 Proofs of Section 6.4

We first give the proof of Theorem 6.4.1.
Proof of Theorem 6.4.1. By Theorem 6.5.1 we can approximate $\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} Z_{h}^{(n, l)}$ with $\max _{1 \leq h \leq d_{n}} B_{h}$, such that the error has magnitude $\mathcal{O}_{P}\left(n^{-\epsilon}\right)$. Since $u_{n}(z)$ is defined up to an error of magnitude $\mathcal{O}\left((\log n)^{-1 / 2}\right)$, we thus obtain

$$
P\left(\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} Z_{h}^{(n, l)} \leq u_{n}(z)\right) \leq \mathcal{O}(1)+P\left(\max _{1 \leq h \leq d_{n}} B_{h} \leq u_{n}\left(z^{\prime}\right)\right)
$$

where $z^{\prime}<z$. Similarly, one obtains a lower bound with $z^{\prime \prime}>z$. The claim will follow from Theorem 6.5.2 if we can show that the conditions of class C2 are
verified for $\max _{1 \leq h \leq d_{n}} B_{h}$. Setting $\delta<\gamma$ in Theorem 6.6 .4 and evaluating the set of inequalities (A)-(G) in Theorem 6.6.4, one obtains that max $\left|\boldsymbol{\Gamma}_{\mathbf{M}}^{(n)}-\boldsymbol{\Gamma}_{\mathbf{B}}^{(n)}\right|=$ $\mathcal{O}\left(n^{-\delta}\right)$ and the two conditions (6.4.1) and (6.4.2). This implies that conditions C 2 are satisfied. We thus obtain for large enough $n$

$$
\exp \left(-z^{\prime \prime}\right) \leq P\left(\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} Z_{h}^{(n, l)} \leq u_{n}(z)\right) \leq \exp \left(-z^{\prime}\right)
$$

Choosing appropriate subsequences $z_{n}^{\prime} \downarrow z, z_{n}^{\prime \prime} \uparrow z$, we conclude that

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq d_{n}} \psi_{h}^{-1} Z_{h}^{(n, l)} \leq u_{n}(z)\right)=\exp (z)
$$

In order to proof Theorem 6.4.5, we need to show that the error

$$
\begin{equation*}
\max _{1 \leq h \leq d_{n}}\left|\left(\psi_{h}^{-1}-\widehat{\psi}_{h}^{-1}\right) Z_{h}^{(n, l)}\right| \tag{6.5.11}
\end{equation*}
$$

is sufficiently small in probability, since then the claim follows from Theorem 6.4.1.

Proof of Theorem 6.4.5. It holds that

$$
\left|\left(\psi_{h}^{-1}-\widehat{\psi}_{h}^{-1}\right) Z_{h}^{(n, l)}\right|=\left|\frac{Z_{h}^{(n, l)}}{\psi_{h}} \frac{\widehat{\psi}_{h}^{2}-\psi_{h}^{2}}{\widehat{\psi}_{h}\left(\widehat{\psi}_{h}+\psi_{h}\right)}\right| \leq\left|\frac{Z_{h}^{(n, l)}}{\psi_{h}} \frac{\widehat{\psi}_{h}^{2}-\psi_{h}^{2}}{\widehat{\psi}_{h}^{2}}\right|
$$

In addition, for $0<\epsilon_{n} \leq 1$ we have

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right| \widehat{\psi}_{h}^{-2}\right) \geq \epsilon_{n}\right) & \leq P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right|\left(1+\epsilon_{n}\right) \psi_{h}^{-2}\right) \geq \epsilon_{n}\right) \\
& \leq P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right| \psi_{h}^{-2}\right) \geq \epsilon_{n} / 2\right),
\end{aligned}
$$

which due to Remark 6.2.3 is bounded by $P\left(\max _{1 \leq h \leq d_{n}}\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right| \geq C \epsilon\right)$, for some $C>0$, which does not depend on $n$ or $h$. Choosing $\epsilon_{n}=(\log n)^{-\alpha}, \alpha>1$, we thus obtain from Assumption 6.4.4

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right| \widehat{\psi}_{h}^{-2}\right) \geq \epsilon_{n}\right)=\mathcal{O}(1) \tag{6.5.12}
\end{equation*}
$$

In addition, it follows from the above that for some $\delta>1 / 2$

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}}\left|\left(\psi_{h}^{-1}-\widehat{\psi}_{h}^{-1}\right) S_{n, h}\right|>(\log n)^{-\delta}\right) & \leq P\left(\max _{1 \leq h \leq d_{n}}\left|Z_{h}^{(n, l)} \psi_{h}^{-1}\right| \geq(\log n)^{-\delta+\alpha}\right) \\
& +P\left(\max _{1 \leq h \leq d_{n}}\left(\left|\widehat{\psi}_{h}^{2}-\psi_{h}^{2}\right| \widehat{\psi}_{h}^{-2}\right) \geq(\log n)^{-\alpha}\right)
\end{aligned}
$$

Since $\alpha>1$, we can choose a $\delta>1 / 2$ such that $\alpha-\delta>1 / 2$. Then one readily deduces from Theorem 6.4.1

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left|Z_{h}^{(n, l)} \psi_{h}^{-1}\right| \geq(\log n)^{-\delta+\alpha}\right)=\mathcal{O}(1) \tag{6.5.13}
\end{equation*}
$$

Using (6.5.12), we thus obtain

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}}\left|\left(\psi_{h}^{-1}-\widehat{\psi}_{h}^{-1}\right) Z_{h}^{(n, l)}\right|>(\log n)^{-\delta}\right)=\mathcal{O}(1), \quad \delta>1 / 2 \tag{6.5.14}
\end{equation*}
$$

and hence the claim follows from Theorem 6.4.1.
In order to proof Theorem 6.4.8, we need to validate Assumption 6.2.2. We will do so in a series of lemmas. To this end, for $m \geq 0$ and $k \geq l \geq 0$, let

$$
\begin{equation*}
T_{m}=\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}+(\eta-3) \sum_{i=0}^{\infty} \alpha_{i} \alpha_{i+k} \alpha_{i+m} \alpha_{i+m+l}, \tag{6.5.15}
\end{equation*}
$$

with the convention that $\alpha_{i}=0$ for $i<0$, and $\phi_{m}=\phi_{|m|}$, if $m<0$. We then have the following Lemmas.

Lemma 6.5.8. Suppose that $0<\|\epsilon\|_{4}<\infty$. Then
(i) if $\sum_{i \geq 0}\left|\alpha_{i}\right|<\infty$, then $\mathbb{E}\left(S_{n, k} S_{n, l}\right)=\sum_{m=-\infty}^{\infty} T_{m}+\mathcal{O}(1)$.
(ii) if $\sum_{i \geq 0} i\left|\alpha_{i}\right|<\infty$, then $\mathbb{E}\left(S_{n, k} S_{n, l}\right)=\sum_{m=-\infty}^{\infty} T_{m}+\mathcal{O}\left(n^{-1 / 2} d_{n}^{1 / 2}\right)$.

In particular, it holds that $\inf _{h \geq L} \psi_{h}>0$, for some finite $L \geq 0$.
Lemma 6.5.9. Suppose that
(i) $\|\epsilon\|_{4}<\infty$,
(ii) $\sum_{i=0}^{\infty} i^{3} \log (1+i)^{\lambda}\left|\alpha_{i}\right|<\infty, \lambda>0$.

Then

$$
\limsup _{n \rightarrow \infty}(\log n)^{2}\left(\sum_{r=\sqrt{\log n}}^{d_{n}} \sup _{\leq \leq i-j \mid}\left|\rho_{i, j}^{(n)}\right|\right)=0 .
$$

Lemma 6.5.10. Suppose that $\|\epsilon\|_{4}<\infty$, and that
(i) $\sum_{m=0}^{\infty}\left|\phi_{m}\right|<\infty$,
(ii) $\lim \sup _{h \rightarrow \infty} \sup _{m \geq L}\left|\frac{\phi_{m+h}}{\phi_{m}}\right|<1$, for some finite $L>0$.

Then we have

$$
\limsup _{n \rightarrow \infty} \sup _{i, j \geq M_{0}: 1 \leq|i-j|}\left|\rho_{i, j}^{(n)}\right|<1,
$$

for some finite $M_{0}>0$.
Remark 6.5.11. Note that since $\lim _{m \rightarrow \infty}\left|\phi_{m}\right|=0$, one can actually assume that $L=0$ in condition (ii) of Lemma 6.5.10.

Lemma 6.5.12. Let $\|\epsilon\|_{12}<\infty$, and assume that
(i) $\sum_{i=0}^{\infty} i^{\lambda}\left|\alpha_{i}\right|<\infty$, for some $\lambda \geq 2$.
(ii) $m=m_{n}=n^{\theta} \geq 2 d_{n}, \theta>0$.

Then

$$
\limsup _{n \rightarrow \infty} \max _{1 \leq h \leq d_{n}} \max _{1 \leq l \leq n}\left\|\sum_{j=1}^{l} Y_{j, h}^{\left(>m_{n}\right)}\right\|_{6}=\mathcal{O}\left(n^{-(4 \lambda-2) \theta+1}\right) .
$$

We are now ready to proof Theorem 6.4.8.
Proof of Theorem 6.4.8. The assumptions of Theorem 6.4.8 together with Lemma 6.5 .12 and the bound given in (6.5.19) imply that Theorem 6.5.1 is applicable. Hence, for any finite $M_{0}>0$ we have

$$
P\left(\max _{1 \leq h \leq M_{0}} \psi_{h}^{-1} Z_{h}^{(n, l)} \leq u_{n}(z)\right)=\mathcal{O}(1) .
$$

Moreover, discarding the first $M_{0}$ elements has no effect on the limit distribution, and thus it suffices to establish Assumption 6.2 .2 (iv) for $\min \{k, l\} \geq M_{0}$, where $M_{0}$ is finite. This, however, follows directly from Lemma 6.5.10. In addition, Assumption 6.2.2 (v) is validated by Lemma 6.5.9. Setting $\theta=\delta, p=6$ and explicitly evaluating the bounds (A) - (E), (G) in the proof of Theorem 6.6.4 and taking (6.6.17) also into account (instead of (F)), leads to the inequalities

$$
\delta<\frac{1}{5}(\sqrt{154}-12) \approx 0.08193, \text { and } \lambda>\frac{2 \sqrt{154}-19}{4(\sqrt{154}-48)} \approx 3.5512
$$

In case of $d_{n}=\mathcal{O}\left((\log n)^{\gamma}\right)$, setting $\lambda \geq 2$ and $p=6$, we obtain from Lemma 6.5 .12 that $\theta \leq 1 / 6$. One readily verifies that the conditions of Theorem 6.4.1 are satisfied, which yields the claim.

Proof of Lemma 6.5.8. Put $R_{n, k}=n^{-1 / 2} \sum_{k=1}^{n}\left(L_{k} L_{k+h}-\phi_{h}\right)$.
An application of the Cauchy-Schwarz inequality yields

$$
\mathbb{E}\left(S_{n, k} S_{n, l}\right)=\mathbb{E}\left(R_{n, k} R_{n, l}\right)+\mathcal{O}\left(n^{-1 / 2} d_{n}^{1 / 2}\right),
$$

hence it suffices to consider $\mathbb{E}\left(R_{n, k} R_{n, l}\right)$. Due to [25, section 7.2], it holds that

$$
\begin{equation*}
\mathbb{E}\left(R_{n, k}, R_{n, l}\right)=\sum_{|m|<n} \frac{n-|m|}{n} T_{m}, \tag{6.5.16}
\end{equation*}
$$

in particular, we have

$$
\begin{equation*}
\varpi_{k, l}=\lim _{n \rightarrow \infty} \mathbb{E}\left(R_{n, k}, R_{n, l}\right)=(\eta-3) \phi_{k} \phi_{l}+\sum_{m=-\infty}^{\infty}\left(\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}\right) . \tag{6.5.17}
\end{equation*}
$$

Moreover, we have the decomposition

$$
\sum_{|m| \leq n} \frac{n-m}{n} T_{m}=\sum_{m=-\infty}^{\infty} T_{m}+\sum_{|m|>n} T_{m}+n^{-1} \sum_{|m| \leq n} m T_{m}
$$

Note that for $k \geq l$, we have

$$
\begin{aligned}
\sum_{|m|>K}\left|T_{m}\right| & \leq C\left\{\sum_{|m|>K}\left|\alpha_{m}\right|+\sum_{|m|>K}\left(\left|\phi_{m}\right|+\left|\phi_{m+k}\right|\right)\right\} \\
& \leq C\left\{\sum_{i>K}\left|\alpha_{i}\right|+\sum_{|m|>K}\left|\phi_{m}\right|\right\}:=\theta_{K}
\end{aligned}
$$

with $\lim _{K \rightarrow \infty} \theta_{K}=0$. Thus we get the estimate

$$
n^{-1} \sum_{|m| \leq n} m\left|T_{m}\right| \leq \lambda \sum_{|m| \leq \lambda n}\left|T_{m}\right|+\sum_{|m|>n \lambda}\left|T_{m}\right|=\mathcal{O}\left(\theta_{\lambda n}+\lambda\right),
$$

hence choosing an appropriate sequence $\lambda_{n}>0$ with $\lim _{n \rightarrow \infty} \lambda_{n}=0$, we conclude

$$
\begin{equation*}
\sum_{|m| \leq n} \frac{n-m}{n} T_{m}=\sum_{m=-\infty}^{\infty} T_{m}+\mathcal{o}(1) \tag{6.5.18}
\end{equation*}
$$

which gives $(i)$. In order to establish (ii), note that

$$
\begin{equation*}
\sum_{j=0}^{\infty} j\left|\phi_{j}\right| \leq \sum_{j=0}^{\infty} j \sum_{i=0}^{\infty}\left|\alpha_{i} \alpha_{i+j}\right| \leq C \sum_{i=0}^{\infty} i\left|\alpha_{i}\right| \tag{6.5.19}
\end{equation*}
$$

which implies $\theta_{K}=\mathcal{O}\left(K^{-1}\right)$. Hence choosing $\lambda=\lambda_{n}=n^{-1 / 2}$ gives

$$
n^{-1} \sum_{|m| \leq n} m\left|T_{m}\right|=\mathcal{O}\left(n^{-1 / 2}\right)
$$

which implies (ii). Finally note that since $\lim _{m \rightarrow \infty}\left|\phi_{m}\right|=0$, we have

$$
\begin{equation*}
\limsup \sup _{k \geq h}\left|\sum_{m=-\infty}^{\infty} T_{m}-\sum_{m=-\infty}^{\infty} \phi_{m}^{2}\right|=0 \tag{6.5.20}
\end{equation*}
$$

hence $\inf _{h \geq L} \psi_{h}>0$, for some finite $L \geq 0$.
Proof of Lemma 6.5.9. Due to Lemma 6.5.8, we can assume that

$$
\begin{equation*}
\mathbb{E}\left(S_{n, k}, S_{n, l}\right)=(\eta-3) \phi_{k} \phi_{l}+\sum_{m=-\infty}^{\infty}\left(\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}\right), \tag{6.5.21}
\end{equation*}
$$

since $(\log n)^{2} d_{n}^{2} n^{-1 / 2}=\mathcal{O}(1)$. Condition (ii) implies that $\alpha_{i}=\mathcal{O}\left(i^{-3}\right)$, and since $\int_{1}^{\infty}(y(y+m))^{-3} d y=\mathcal{O}\left(m^{-3}\right)$, we conclude that $\phi_{m}=\mathcal{O}\left(m^{-3}\right)$. Using this, similar computations yield that

$$
\begin{equation*}
\mathbb{E}\left(S_{n, k}, S_{n, l}\right)=\mathcal{O}\left(|k-l|^{-3}\right) \tag{6.5.22}
\end{equation*}
$$

Since $\inf _{h \geq L} \psi_{h}>0$, for some finite $L>0$, we obtain that

$$
\begin{equation*}
\left.(\log n)^{2} \sum_{r=\sqrt{\log n}}^{d_{n}} \sup _{r \leq i-j \mid}\left|\rho_{i, j}^{(n)}\right|=\mathcal{O}\left((\log n)^{2}\right)^{2} \sum_{r=\sqrt{\log n}}^{\infty} r^{-3}\right)=\mathcal{O}(1) \tag{6.5.23}
\end{equation*}
$$

which completes the proof.
Proof of Lemma 6.5.10. Due to Lemma 6.5.8, we can assume that

$$
\begin{equation*}
\mathbb{E}\left(S_{n, k}, S_{n, l}\right)=(\eta-3) \phi_{k} \phi_{l}+\sum_{m=-\infty}^{\infty}\left(\phi_{m} \phi_{m+k-l}+\phi_{m+k} \phi_{m-l}\right) . \tag{6.5.24}
\end{equation*}
$$

Now suppose first that $\min \{k, l\} \geq M_{0}$, for some $M_{0}>0$. Thus, since $\lim _{m \rightarrow \infty}\left|\phi_{m}\right|=$ 0 , we have from (6.5.24) that

$$
\begin{equation*}
\varpi_{k, l}=\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+k-l}+\epsilon^{\left(M_{0}\right)}, \tag{6.5.25}
\end{equation*}
$$

where $\epsilon^{\left(M_{0}\right)} \downarrow 0$ as $M_{0}$ increases. Condition (ii) and Remark 6.5.11 imply that for some $K \geq L$ large enough, we have

$$
\begin{equation*}
\sup _{m}\left|\frac{\phi_{m+h}}{\phi_{m}}\right| \leq \vartheta^{(K)}<1, K \leq h \tag{6.5.26}
\end{equation*}
$$

Hence we obtain

$$
\begin{equation*}
\sqrt{\varpi_{k, k} \varpi_{l, l}} \geq \sum_{m=-\infty}^{\infty} \phi_{m}^{2}-\mathcal{O}\left(\epsilon^{\left(M_{0}\right)}\right) \tag{6.5.27}
\end{equation*}
$$

and

$$
\sum_{m=-\infty}^{\infty} \phi_{m}^{2}-\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+h} \geq\left(1-\vartheta^{(K)}\right) \sum_{m=-\infty}^{\infty} \phi_{m}^{2}
$$

Hence, for large enough but fixed $M_{0}$ and $K$, we deduce that that the CauchySchwarz inequality is strict, i.e.

$$
\begin{equation*}
\left|\rho_{i, j}^{(n)}\right|<1 . \tag{6.5.28}
\end{equation*}
$$

Now suppose that $h<K$. Then the Cauchy-Schwarz inequality (in $l_{2}$ ) implies that

$$
\left|\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+h}\right| \leq \sum_{m=-\infty}^{\infty} \phi_{m}^{2},
$$

and we have equality if and only if $v_{1}=\lambda v_{2}, \lambda \in \mathbb{R}$ and $v_{1}=\left(\ldots, \phi_{m}, \ldots\right)^{T}$, $v_{2}=\left(\ldots \phi_{m+h}, \ldots\right)^{T}$. This implies that $\phi_{m}=\lambda \phi_{m+h}$, and consequently

$$
\begin{equation*}
\phi_{0}=\lambda \phi_{h}=\lambda^{2} \phi_{2 h}=\ldots=\lambda^{n} \phi_{n h} . \tag{6.5.29}
\end{equation*}
$$

Since $\left|\phi_{n h}\right| \rightarrow 0$, we must have $|\lambda|>1$. We thus conclude that

$$
\left|\sum_{m=-\infty}^{\infty} \phi_{m}-\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+h}\right|=|\lambda-1| \sum_{m=-\infty}^{\infty} \phi_{m}^{2}>0 .
$$

Since $K$ is finite, we deduce that

$$
\min _{1 \leq h<K}\left|\sum_{m=-\infty}^{\infty} \phi_{m}-\sum_{m=-\infty}^{\infty} \phi_{m} \phi_{m+h}\right|=\epsilon^{(K)}>0
$$

which together with (6.5.27) implies that for large enough (but finite) $M_{0}$, we have 6.5.28, which completes the proof.

Proof of Lemma 6.5.12. Let

$$
L_{k}=L_{k}^{(\leq m)}+L_{k}^{(>m)}=\sum_{i \leq m}^{\infty} \alpha_{i} \epsilon_{k-i}+\sum_{i>m}^{\infty} \alpha_{i} \epsilon_{k-i} .
$$

Then

$$
Y_{k, h}^{(>m)}=L_{k}^{(>m)} L_{k+h}^{(\leq m)}+L_{k}^{(\leq m)} L_{k+h}^{(>m)}+L_{k}^{(>m)} L_{k+h}^{(>m)}-\mathbb{E}\left(L_{k}^{(>m)} L_{k+h}^{(>m)}\right) .
$$

Lengthy and tedious calculations show that

$$
\max _{1 \leq l \leq n}\left\|\sum_{k=1}^{l} Y_{k, h}^{(>m)}\right\|_{6}^{6}=\mathcal{O}\left(\left\|\sum_{k=1}^{n} Y_{k, h}^{(>m)}\right\|_{2}^{6}\right) .
$$

The Minikowski and Cauchy-Schwarz inequality imply

$$
\left\|\sum_{k=1}^{l} Y_{k, h}^{(>m)}\right\|_{2} \leq \sum_{k=1}^{n}\left\|Y_{k, h}^{(>m)}\right\|_{2} \leq C \sum_{k=1}^{n}\left(\left\|L_{k}^{(>m)}\right\|_{4}^{2}+\left\|L_{k+h}^{(>m)}\right\|_{4}^{2}\right)
$$

Evaluating this bound using $m \geq 2 d_{n}$ and $\lim \sup _{n \rightarrow \infty}\left|\alpha_{n} n^{\lambda}\right|<\infty$ yields
$n^{-1}\left\|\sum_{k=1}^{l} Y_{k, h}^{(>m)}\right\|_{2}=\mathcal{O}\left(\sqrt{\sum_{i>m-h} \alpha_{i}^{4}+\left(\sum_{i>m-h} \alpha_{i}^{2}\right)^{2}}\right)=\mathcal{O}\left(m^{-(4 q-2)}\right)=\mathcal{O}\left(n^{-(4 \lambda-2) \theta}\right)$.
Hence the claim follows.

### 6.6 Gaussian approximation

Let $\left\{X_{k, h}\right\}_{k, h \geq 1}$ be a collection of random variables such that for each $h_{0},\left\{X_{k, h_{0}}\right\}_{k \geq 1}$ is a zero mean stationary sequence.

Throughout the proofs, $C$ denotes a generic constant that may vary from one formula to another. Recall the notation

$$
\begin{align*}
& Y_{k, h}^{(\leq m)}=\mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{k-m}^{k+m}\right),  \tag{6.6.1}\\
& Y_{k, h}^{(>m)}=X_{k, h}-Y_{k, h}^{(\leq m)}=X_{k, h}-\mathbb{E}\left(X_{k, h} \mid \mathcal{F}_{k-m}^{k+m}\right) . \tag{6.6.2}
\end{align*}
$$

The Gaussian approximation is obtained under the following Assumption.

Assumption 6.6.1. For $m=m_{n}=n^{\theta}, 0<\theta<1, d=d_{n}=n^{\delta}, 0<\delta, \psi_{h}>0$ we suppose that
(i) $\limsup _{n \rightarrow \infty} \max _{1 \leq h \leq d_{n}}\left\|Y_{k, h}^{(\leq m)}\right\|_{p}<\infty$,
(ii) $\limsup _{n \rightarrow \infty} \max _{1 \leq h \leq d_{n}} \max _{1 \leq l \leq n}\left\|\sum_{j=1}^{l} Y_{j, h}^{\left(>m_{n}\right)}\right\|_{p}=\mathcal{O}(1), p>8$,
(iii) $\limsup _{n \rightarrow \infty} \max _{1 \leq h \leq d_{n}}\left|\operatorname{Var}\left(\sum_{k=1}^{n} X_{k, h}\right)-\psi_{h} n\right|<\infty$.

Remark 6.6.2. If the above assumptions hold for some $m=m_{n}=(\log n)^{\lambda}$, one can set $\theta=0$ in all the conditions given below that involve $\theta$.

Lemma 6.6.3. Suppose that $\sup _{h} \sum_{j=0}^{\infty} j\left|\phi_{j, h}\right|<\infty$. Then Assumption 6.6.1 (iii) holds, and $\psi_{h}=\phi_{0, h}+2 \sum_{j=1}^{\infty} \phi_{j, h}$.
Proof of Lemma 6.6.3. We have

$$
\begin{aligned}
\operatorname{Var}\left(\sum_{i=1}^{n} X_{i, h}\right) & =\sum_{1 \leq i, j} \phi_{|i-j|, h}=\sum_{i=1}^{k} \sum_{j=1-i}^{k-i} \phi_{|j|, h}=\psi_{h}+\mathcal{O}\left(\sum_{i=0}^{\infty} \sum_{j=i}^{\infty}\left|\phi_{j, h}\right|\right) \\
& =\psi_{h}+\mathcal{O}\left(\sup _{h} \sum_{j=0}^{\infty} j\left|\phi_{j, h}\right|<\infty\right)=\psi_{h}+\mathcal{O}(1) .
\end{aligned}
$$

For a $d_{n}$-dimensional Brownian motion $\left\{\mathbf{W}_{\mathbf{t}}^{(\mathbf{n})}\right\}_{t \geq 0}=\left\{W_{t, h}^{(n)}\right\}_{\substack{t \geq 0, d_{n} \\ 0 \leq h \leq d_{n}}}$, we denote the covariance matrix with $\boldsymbol{\Gamma}_{\mathbf{W}}^{(n)}$, and similarly, we write $\boldsymbol{\Gamma}_{\mathbf{S}}^{(n)}$ for the covariance matrix of the vector $n^{-1 / 2} \mathbf{S}^{(n)}$.

The main Theorem is formulated below.
Theorem 6.6.4. Suppose that Assumption 6.6.1 is valid. Then for each $n$ and $\nu \geq 2$, on a possible larger probability space, there exists a $d_{n}$-dimensional Brownian motion $\left\{\mathbf{W}_{\mathbf{t}}^{(\mathbf{n})}\right\}_{t \geq 0}=\left\{W_{t, h}^{(n)}\right\}_{\substack{t \geq 0 \\ 0 \leq h \leq d_{n}}}^{t,}$ such that for some $q>1$

$$
P\left(\max _{0 \leq h \leq d_{n}} \max _{1 \leq i \leq n}\left|\sum_{k=1}^{i} X_{k, h}-\psi_{h} W_{i, h}^{(n)}\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right),
$$

where $0<\psi_{h}^{2}=\lim _{n} n^{-1} \operatorname{Var}\left(\sum_{1 \leq i \leq n} X_{k, h}\right)<\infty$, and

$$
\theta \leq \delta<\min \left\{\frac{4(p-2 \nu)}{(-4+3 p) \nu}, \frac{2+p-2(1+\theta) \nu}{(2+4 \theta+p(4+\theta)) \nu}\right\}
$$

where we require $p>4 \nu$. In addition, we have that $\max \left|\boldsymbol{\Gamma}_{\mathbf{W}}^{(n)}-\boldsymbol{\Gamma}_{\mathbf{S}}^{(n)}\right|=\mathcal{O}\left(n^{-\gamma}\right)$, for some $\gamma>0$. Alternatively, if one sets $d_{n}=\mathcal{O}\left((\log n)^{\delta}\right)$, for arbitrary $\delta>0$, then we require

$$
\nu<\min \left\{\frac{4+2 p}{4+4 \theta+p \theta+4 \theta^{2}+p \theta^{2}}, \frac{2}{1-2 \theta}, p / 4\right\}
$$

Remark 6.6.5. Note that by setting $\theta=0$ and letting $p \rightarrow \infty$, we obtain the upper bound $\delta<1 / 9$. In addition, we point out that conditions (i),(ii) of Assumption 6.6.1 can be weakened too $p>4$, which however leads to a less tractable bound for $\delta$.

Based on this result, we can derive the following two Theorems.
Theorem 6.6.6. Assume that the assumptions of Theorem 6.6.4 hold. Then, for each $n$, we can define two independent $d_{n}$-dimensional Brownian motions $\begin{aligned} &\left\{\mathbf{W}_{t, h}^{(1, n)}\right\}_{t \geq 0}=\left\{W_{t, h}^{(1, n)}\right\}_{\substack{t \geq 0, d_{0} \\ 0 \leq h \leq d_{n}}},\left\{\mathbf{W}_{t, h}^{(2, n)}\right\}_{t \geq 0}=\left\{W_{t, h}^{(2, n)}\right\}_{\substack{t \geq 0, 0 \leq h \leq d_{n}}} \\ & P\left(\max _{0 \leq h \leq d_{n}} \sup _{1 \leq x \leq n / 2}\left|\sum_{1 \leq i \leq x} X_{i, h}-\psi_{h} W_{x, h}^{(n)}\right| / x^{1 / \nu}\right)=\mathcal{O}(1),\end{aligned}$
and

$$
P\left(\max _{0 \leq h \leq d_{n}} \sup _{1 \leq x \leq n / 2}\left|\sum_{n-x \leq i \leq n} X_{i, h}-\psi_{h} W_{x, h}^{(n)}\right| / x^{1 / \nu}\right)=\mathcal{O}(1)
$$

with $\nu>2$.
Theorem 6.6.7. Assume that the assumptions of Theorem 6.6.4 hold, and let $\lambda_{n}=\mathcal{O}(n)$ be a monotone increasing sequence. Then, for each n, we can define a $d_{n}$-dimensional Brownian Bridge $\left\{\mathbf{B}_{t}^{(n)}\right\}_{t \geq 0}=\left\{B_{t, h}^{(n)}\right\}_{\substack{0 \leq t \leq 1 \\ 0 \leq h \leq d_{n}}}^{\substack{\text {, such that }}}$

$$
\max _{0 \leq h \leq d_{n}} \sup _{\lambda_{n} \leq t n \leq n-\lambda_{n}} \frac{\left|M_{t, h}^{(n)}-\psi_{h} B_{t, h}^{(n)}\right|}{(t(1-t))^{1 / 2}}=\mathcal{O}_{P}\left(\lambda_{n}^{-1 / 2+1 / \nu}\right)
$$

for $\nu \geq 2$.
Remark 6.6.8. Note that in both Theorems, we still have the relation max $\mid \boldsymbol{\Gamma}_{\mathbf{W}}^{(n)}-$ $\Gamma_{\mathrm{S}}^{(n)} \mid=\mathcal{O}\left(n^{-\gamma}\right)$, for some $\gamma>0$, for the corresponding Brownian motion.

The proof of Theorem 6.6.4 follows [14, Theorem 4.1] in broad brushes, with some (essential) changes in the details. To this end, we require some preliminary results. The following coupling inequality is due do Berthet and Mason [19].

Lemma 6.6.9 (Coupling inequality). Let $X_{1}, \ldots, X_{N}$ be independent, mean zero random vectors in $\mathbb{R}^{n}, n \geq 1$, such that for some $B>0,\left|X_{i}\right|_{n} \leq B, i=$ $1, \ldots, N$. If the probability space is rich enough, then for each $\delta>0$, one can define independent normally distributed mean zero random vectors $\xi_{1}, \ldots, \xi_{N}$ with $\xi_{i}$ and $X_{i}$ having the same variance/covariance matrix for $i=1, \ldots, N$, such that for universal constants $C_{1}>0$ and $C_{2}>0$,

$$
P\left\{\left|\sum_{i=1}^{N}\left(X_{i}-\xi_{i}\right)\right|_{n}>\delta\right\} \leq C_{1} n^{2} \exp \left(-\frac{C_{2} \delta}{B n^{2}}\right)
$$

Lemma 6.6.10. There is an absolute constant $C$ such that

$$
\mathbb{E}\left|\sum_{l \leq i \leq k} Y_{k, h}^{(\leq m)}\right|^{p} \leq C((k-l+1)\lceil m+1\rceil)^{p / 2}
$$

Proof of Lemma 6.6.10. Put $K=2\lceil m+1\rceil$, and denote with $\|\cdot\|_{p}=\left(\mathbb{E}|.|^{p}\right)^{1 / p}$. Then per construction, we can rewrite

$$
\sum_{l \leq i \leq k} Y_{k, h}^{(\leq m)}=R_{1}+\ldots+R_{K}
$$

where $R_{i}$ is a sum of independent random variables with at most $(k-l+1) / K$ terms. Minikowski's inequality gives us

$$
\left\|R_{1}+\ldots+R_{K}\right\|_{p} \leq\left\|R_{1}\right\|_{p}+\ldots+\left\|R_{K}\right\|_{p}
$$

By Rosenthal's inequality and Assumption 6.6.1 (i), we have

$$
\mathbb{E}\left|R_{i}\right|^{p} \leq C((k-l+1) / K)^{p / 2}=C((k-l+1) / K)^{p / 2},
$$

hence

$$
\left\|\sum_{l \leq i \leq k} Y_{k, h}^{(\leq m)}\right\|_{p}^{p} \leq C((k-l+1) K)^{p / 2}
$$

Proof of Theorem 6.6.4. The proof is based on a blocking and truncation argument, which requires us to have numbers $\beta, \delta, \kappa, \theta, p, q, \nu$ that satisfy the following conditions
(A) $\max \{\theta, \delta\}<\beta(\beta+1)^{-1}$,
(B) $\nu^{-1}-\beta(2+2 \beta)^{-1}-\kappa-3 \delta>0$,
(C) $\nu^{-1}-(1-\beta)(2+2 \beta)^{-1}>0$,
(D) $\nu^{-1}-(\beta / 4+1 / p)(1+\beta)^{-1}-\delta / 4-(1+\delta) / p>0$,
(E) $1<\nu^{-1}+p \kappa / 2-\delta-\theta \beta(1+\beta)^{-1}(p / 4+1)-\theta$,
(F) $p>4 \nu$,
(G) $\beta(2(1+\beta))^{-1}=\gamma+\delta$.
which we will use as reference, and therefore they are not completely simplified. If we fix $\gamma, \theta, p, \nu$, and suppose that $\theta \leq \delta$, then using the above inequalities we obtain
$\frac{\nu-2}{\nu+2}<\beta<\min \left\{\frac{-2(2+p-2 \nu+2 \gamma \nu+3 \gamma p \nu-2 \theta \nu)}{4+2 p-6 \nu+4 \gamma \nu-4 p \nu+6 \gamma p \nu-8 \theta \nu-p \theta \nu}, \frac{-16 \nu+8 \gamma \nu+8 p+2 \gamma \nu p}{12 \nu-8 \gamma \nu+8 p-3 \nu p+2 \gamma \nu p}\right.$
where $x \vee y=\min (x, y)$ if $x, y \geq 0$, and $x \vee y=y$ if $x<0$. Using relation ( G ) one thus obtains a bound for $\delta$. Note that if we just require $\gamma>0$, then the above simplifies to

$$
\frac{\nu-2}{\nu+2}<\beta<\min \left\{\frac{-2(2+p-2 \nu-2 \theta \nu)}{4+2 p-6 \nu-4 p \nu-8 \theta \nu-p \theta \nu}, \frac{-16 \nu+8 p}{12 \nu+8 p-3 \nu p} \vee 0\right\}
$$

Alternatively, if we set $d_{n}=\mathcal{O}\left((\log n)^{\delta^{*}}\right)$, then we may set $\delta=0$ in (A)-(G), and an evaluation amounts to

$$
\nu<\min \left\{\frac{4+2 p}{4+4 \theta+p \theta+4 \theta^{2}+p \theta^{2}}, \frac{2}{1-2 \theta}, p / 4\right\}
$$

We will now construct an approximation for the random variables $R_{i}^{(h)}$. To this end, we first divide the set of integers $\{1,2, \ldots\}$ into consecutive blocks $\mathcal{H}_{1}, \mathcal{I}_{1}, \mathcal{H}_{2}, \mathcal{I}_{2} \ldots$. The blocks are defined by recursion. Fix $\beta>0$. If the largest element of $\mathcal{I}_{i-1}$ is $k_{i-1}$, then $\mathcal{H}_{i}=\left\{k_{i-1}+1, \ldots, k_{i-1}+i^{\beta}\right\}$ and $\mathcal{I}_{i}=$ $\left\{k_{i-1}+i^{\beta}+1, \ldots, k_{i}\right\}$, where $k_{i}=\min \left\{l: l-\left(\Upsilon d_{n}\right) \vee m_{n}-1 \geq k_{i-1}+i^{\beta}\right\}$, for some constant $\Upsilon>0$, where $x \vee y=\max (x, y)$ for $x, y \in \mathbb{R}$. Let $|$.$| denote the$ cardinality of a set. It follows from the definition of $\mathcal{H}_{i}, \mathcal{I}_{i}$ that $\left|\mathcal{H}_{i}\right|=i^{\beta}$ and $\left|\mathcal{I}_{i}\right| \geq d_{n}+1$. Note that the total number of blocks is approximately $c_{n}=n^{1 /(1+\beta)}$, due to $(A)$. For $1 \leq h \leq d_{n}$, let

$$
\begin{aligned}
U_{k, h}^{(m, 1)} & =\sum_{i \in \mathcal{H}_{k}} Y_{i, h}^{(\leq m)} \quad \text { and } \quad U_{k, h}^{(m, 2)}=\sum_{i \in \mathcal{I}_{k}} Y_{k, h}^{(\leq m)}, \\
V_{k, h}^{(m, 1)} & =\sum_{i \in \mathcal{H}_{k}} Y_{i, h}^{(>m)} \quad \text { and } \quad V_{k, h}^{(m, 2)}=\sum_{i \in \mathcal{I}_{k}} Y_{k, h}^{(>m)},
\end{aligned}
$$

and define the vectors

$$
\begin{aligned}
\mathbf{U}_{k}^{(m, i)} & =\left(U_{k, 1}^{(m, i)}, U_{k, 2}^{(m, i)}, \ldots, U_{k, d_{n}}^{(m, i)}\right)^{T} \\
\mathbf{V}_{k}^{(m, i)} & =\left(V_{k, 1}^{(m, i)}, V_{k, 2}^{(m, i)}, \ldots, V_{k, d_{n}}^{(m, i)}\right)^{T}, i \in\{1,2\},
\end{aligned}
$$

Throughout this proof, we will always assume that $m=m_{n}=n^{\theta}$. For a random variable $X$, let $\mathbf{I}_{B}^{X}=\mathbf{1}(X)_{\{|X| \leq B\}}$ for $B>0$, and similarly, $\mathbf{I}_{B^{c}}^{X}=1-\mathbf{I}_{B}^{X}=$ $\mathbf{1}(X)_{\{|X|>B\}}$. In addition, we put $E_{B}^{X}=\mathbb{E}\left(X \mathbf{I}_{B}^{X}\right)$. Let

$$
\xi_{k, h}^{(m)}=U_{k, h}^{(m, 1)} \mathbf{I}_{B_{n}}^{U_{k, h}^{(m, 1)}}-E_{B_{n}}^{U_{k, h}^{(m, 1)}}, \quad \eta_{k, h}^{(m)}=U_{k, h}^{(m, 2)} \mathbf{I}_{B_{n}}^{U_{k, h}^{(m, 2)}}-E_{B_{n}}^{U_{k, h}^{(m, 2)}}
$$

and define the random vectors

$$
\boldsymbol{\xi}_{j}^{(m)}=\left(\xi_{j, 1}^{(m)}, \xi_{j, 2}^{(m)}, \ldots, \xi_{j, d_{n}}^{(m)}\right)^{T}, \quad \boldsymbol{\eta}_{j}^{(m)}=\left(\eta_{j, 1}^{(m)}, \eta_{j, 2}^{(m)}, \ldots, \eta_{j, d_{n}}^{(m)}\right)^{T} .
$$

As a first step, we will show that the truncation error is negligible, more precisely, we will show that

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i} U_{j, h}^{(m, 1)}+U_{j, h}^{(m, 2)}-\boldsymbol{\xi}_{j}^{(m)}-\boldsymbol{\eta}_{j}^{(m)}\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right) \tag{6.6.3}
\end{equation*}
$$

To this end, let $x>0$. Then the Markov and Lévy's maximal inequality imply that

$$
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i} U_{j, h}^{(m, 1)}-\xi_{j, h}^{(m)}\right| \geq x\right) \leq C x^{-2} d_{n} \max _{1 \leq h \leq d_{n}} \sum_{i=1}^{c_{n}}\left\|U_{i, h}^{(m, 1)}-\xi_{i, h}^{(m)}\right\|_{2}^{2}
$$

Using the Cauchy-Schwarz inequality, we obtain

$$
\max _{1 \leq h \leq d_{n}}\left\|U_{i, h}^{(m, 1)}-\xi_{i, h}^{(m)}\right\|_{2}^{2} \leq\left\|U_{i, h}^{(m, 1)}\right\|_{4}^{2}\left\|\mathbf{I}_{B}^{U_{i, h}^{(m, 1)}}\right\|_{4}^{2} \leq\left\|U_{i, h}^{(m, 1)}\right\|_{4}^{2}\left\|U_{i, h}^{(m, 1)}\right\|_{p}^{p / 2} B^{-p / 2}
$$

which, by Lemma 6.6.10, is of the magnitude $\mathcal{O}\left(\left(m i^{\beta}\right)^{p / 4+1}\right)$. We thus obtain that

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i} U_{j, h}^{(m, 1)}-\xi_{j, h}^{(m)}\right| \geq x\right) & \leq C x^{-1} d_{n} m^{p / 4+1} B^{-p / 2} \sum_{i=1}^{c_{n}}\left(i^{\beta}\right)^{p / 4+1} \\
& =\mathcal{O}\left(x^{-1} d_{n} c_{n}^{\beta(p / 4+4)+1} B^{-p / 2}\right)
\end{aligned}
$$

Setting $x=2 n^{1 / \nu}$ and $B=B_{n}=n^{\kappa}$, we find that relation (E) establishes $\mathcal{O}\left(x^{-1} d_{n} c_{n}^{\beta(p / 4+4)+1} B^{-p / 2}\right)=\mathcal{O}\left(n^{-q}\right)$.

By the same argument, one also establishes that

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i} U_{j, h}^{(m, 2)}\right| \geq x\right)=\mathcal{O}\left(n^{-q}\right) \tag{6.6.4}
\end{equation*}
$$

which together with the previous result gives us (6.6.3).
Note that per construction and relation (A), choosing the constant $\Upsilon$ big enough, we have that $\left\{\boldsymbol{\xi}_{j}^{(m)}\right\}_{j \in \mathbb{N}}$ and $\left\{\boldsymbol{\eta}_{j}^{(m)}\right\}_{j \in \mathbb{N}}$ are sequences of independent random vectors. In addition, we have the bound

$$
\begin{equation*}
\left|\boldsymbol{\xi}_{j}^{(m)}\right|_{d_{n}} \leq d_{n} B_{n} \quad\left|\boldsymbol{\eta}_{j}^{(m)}\right|_{d_{n}} \leq d_{n} B_{n} . \tag{6.6.5}
\end{equation*}
$$

Hence, by Lemma 6.6.9, we can define a sequence of independent normal random vectors $\boldsymbol{\xi}_{j}^{(m, *)}=\left(\xi_{j, 1}^{(m, *)}, \xi_{j, 2}^{(m, *)}, \ldots, \xi_{j, d_{n}}^{(m, *)}\right)^{T}$, such that for $x>0$

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i}\left(\xi_{j, h}^{(m)}-\xi_{j, h}^{(m, *)}\right)\right| \geq x\right) & \leq \sum_{h=1}^{d_{n}} \sum_{i=1}^{c_{n}} P\left(\left|\sum_{j=1}^{i}\left(\xi_{j, h}^{(m)}-\xi_{j, h}^{(m, *)}\right)\right| \geq x\right) \\
& =\sum_{h=1}^{d_{n}} \sum_{i=1}^{c_{n}} P\left(\left|\sum_{j=1}^{i}\left(\xi_{j, h}^{(m)}-\xi_{j, h}^{(m, *)}\right)\right|_{2} \geq x\right) \\
& \leq \sum_{h=1}^{d_{n}} \sum_{i=1}^{c_{n}} P\left(\left|\sum_{j=1}^{i}\left(\boldsymbol{\xi}_{j, h}^{(m)}-\boldsymbol{\xi}_{j, h}^{(m, *)}\right)\right|_{d_{n}} \geq x\right) \\
& \leq C_{1} \sum_{i=1}^{c_{n}} d_{n}^{3} \exp \left(-\frac{C_{2} x}{2 d_{n}^{3} B_{n}}\right) \\
& \leq C_{1} c_{n} d_{n}^{3} \exp \left(-\frac{C_{2} x}{2 d_{n}^{3} B_{n}}\right) .
\end{aligned}
$$

Hence due to (B), we obtain

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i}\left(\xi_{j, h}^{(m)}-\xi_{j, h}^{(m, *)}\right)\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right) \tag{6.6.6}
\end{equation*}
$$

for $q>1$. Similar arguments show that under the same conditions as above, there exists a sequence of independent normal random vectors $\boldsymbol{\eta}_{j}^{(m, *)}=\left(\eta_{j, 1}^{(m, *)}, \eta_{j, 2}^{(m, *)}, \ldots, \eta_{j, d_{n}}^{(m, *)}\right)^{T}$, such that

$$
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i}\left(\eta_{j, h}^{(m)}-\eta_{j, h}^{(m, *)}\right)\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right),
$$

for $q>1$. By Lévy's maximal inequality, we have

$$
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i} \eta_{j, h}^{(m, *)}\right| \geq n^{1 / \nu}\right) \leq 2 \sum_{h=1}^{d_{n}} P\left(\left|\sum_{j=1}^{c_{n}} \eta_{j, h}^{(m, *)}\right| \geq n^{1 / \nu}\right)
$$

By Lemma 6.6.10, we have that $\operatorname{Var}\left(\eta_{j, h}^{(m, *)}\right) \leq C d_{n}^{2}$ for all $j \leq c_{n}, h \leq d_{n}$. Hence if (D) holds, by known properties of the tails of a normal cdf, we obtain that

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}}\left|\sum_{j=1}^{i} \eta_{j, h}^{(m, *)}\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right) \tag{6.6.7}
\end{equation*}
$$

for $q>1$. This yields

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq k \leq c_{n}}\left|\sum_{j=1}^{i}\left(\xi_{j, h}^{(m)}+\eta_{j, h}^{(m)}-\xi_{j, h}^{(m, *)}\right)\right| \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right), \tag{6.6.8}
\end{equation*}
$$

for $q>1$.
Let $\boldsymbol{\eta}_{j}^{(m, * *)}=\left(\eta_{j, 1}^{(m, * *)}, \eta_{j, 2}^{(m, * *)}, \ldots, \eta_{j, d_{n}}^{(m, * *)}\right)^{T}$ be an independent copy of $\boldsymbol{\eta}_{j}^{(m, *)}$ such that $\boldsymbol{\eta}_{j}^{(m, *)}$ and $\boldsymbol{\xi}_{j}^{(m, * *)}$ are independent. Proceeding as in the proof of [14, Theorem 4.1], by enlarging the probability space if necessary, there exists a $d_{n^{-}}$ dimensional Brownian motion $\left\{\mathbf{W}_{t}\right\}_{t \geq 0}=\left\{W_{t}^{(h)}\right\}_{\substack{t \geq 0, 0 \leq \bar{n} \leq d_{n}}}$, such that

$$
W_{k_{i}}^{(h)}=\sum_{1 \leq j \leq i} d_{j}^{(h)}\left(\xi_{j, h}^{(m, *)}+\eta_{j, h}^{(m, * *)}\right),
$$

where $d_{j}^{(h)}$ is chosen such that $\left\|d_{j}^{(h)}\left(\xi_{j, h}^{(m, *)}+\eta_{j, h}^{(m, * *)}\right)\right\|_{2}^{2}=\left|H_{j}\right|+\left|J_{j}\right|$.
We will now establish that

$$
\begin{equation*}
d_{j}^{(h)}=1 / \psi_{h}\left(1+\mathcal{O}\left(j^{-\beta / 2}\right)\right) . \tag{6.6.9}
\end{equation*}
$$

To this end, note that per construction

$$
\left\|\xi_{j, h}^{(m, *)}+\eta_{j, h}^{(m, * *)}\right\|_{2}^{2}=\left\|\xi_{j, h}^{(m, *)}\right\|_{2}^{2}+\left\|\eta_{j, h}^{(m, * *)}\right\|_{2}^{2}=\left\|\xi_{j, h}^{(m)}\right\|_{2}^{2}+\left\|\eta_{j, h}^{(m)}\right\|_{2}^{2} .
$$

In addition, Assumption 6.6.1 (ii) implies that

$$
\begin{aligned}
\left|\left\|U_{j, h}^{(m, 1)}+V_{j, h}^{(m, 1)}\right\|_{2}-\left\|\xi_{j, h}^{(m)}\right\|_{2}\right| & \leq\left\|\xi_{j, h}^{(m)}-U_{j, h}^{(m, 1)}\right\|_{2}+\mid\left\|V_{j, h}^{(m, 1)}\right\|_{2} \\
& =\left\|\xi_{j, h}^{(m)}-U_{j, h}^{(m, 1)}\right\|_{2}+\mathcal{O}(1)
\end{aligned}
$$

Moreover, it follows from computations performed when establishing (6.6.3) that $\left\|\xi_{j, h}^{(m)}-U_{j, h}^{(m, 1)}\right\|_{2}=\mathcal{O}(1)$, hence

$$
\left|\left\|U_{j, h}^{(m, 1)}+V_{j, h}^{(m, 1)}\right\|_{2}-\left\|\xi_{j, h}^{(m)}\right\|_{2}\right|=\mathcal{O}(1) .
$$

Similarly, one gets that

$$
\left|\left\|U_{j, h}^{(m, 2)}+V_{j, h}^{(m, 2)}\right\|_{2}-\left\|\eta_{j, h}^{(m)}\right\|_{2}\right|=\mathcal{O}(1) .
$$

Hence Assumption 6.6.1 (iii) implies that

$$
\left\|\left(\xi_{j, h}^{(m, *)}+\eta_{j, h}^{(m, * *)}\right)\right\|_{2}^{2}=\psi_{H}\left(\left|H_{j}\right|+\left|J_{j}\right|\right)+\mathcal{O}(1)
$$

and thus (6.6.9) follows. Relation (6.6.9) implies that

$$
\operatorname{Var}\left(\sum_{j=1}^{c_{n}}\left(1-\psi_{h} d_{j}^{(h)}\right)\left(\xi_{j, h}^{(m, *)}+\eta_{j, h}^{(m, * *)}\right)\right)=\mathcal{O}\left(\sum_{j=1}^{c_{n}} j^{-\beta}\right)=\mathcal{O}\left(n^{(1-\beta) /(1+\beta)}\right)
$$

Hence by Lévy's maximal inequality, it follows from (C) that

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}} \mid \sum_{j=1}^{i}\left(\xi_{j, h}^{(m, *)}\right.\right. & \left.\left.+\eta_{j, h}^{(m, * *)}\right)-\psi_{h} W_{k_{i}}^{(h)} \mid \geq n^{1 / \nu}\right) \\
& \leq 2 \sum_{h=1}^{d_{n}} P\left(\left|\sum_{j=1}^{c_{n}}\left(\xi_{j, h}^{(m, *)}+\eta_{j, h}^{(m, * *)}\right)\left(1-\psi_{h} d_{j}^{(h)}\right)\right| \geq n^{1 / \nu}\right) \\
& \leq C d_{n} P\left(Z_{n} \geq n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right)
\end{aligned}
$$

for $q>1$, where $Z_{n}$ is a mean zero Gaussian random variable with $\operatorname{Var}\left(Z_{n}\right)=$ $\mathcal{O}\left(n^{(1-\beta) /(1+\beta)}\right)$. Next, it is shown that.

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}} \max _{k_{i} \leq l \leq k_{i+1}}\left|\sum_{j=k_{i}+1}^{l} Y_{j, h}^{(\leq m)}\right|>n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right) \tag{6.6.10}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}} \sup _{k_{i} \leq s \leq k_{i+1}}\left|W_{s}^{(h)}-W_{k_{i}}^{(h)}\right|>n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right) . \tag{6.6.11}
\end{equation*}
$$

To this end, note that by Lemma 6.6.10 and Móriz et al. 92[Theorem 3.1], it holds that

$$
\begin{align*}
\mathbb{E}\left(\max _{k_{i} \leq l \leq k_{i+1}}\left|\sum_{j=k_{i}+1}^{l} Y_{j, h}^{(\leq m)}\right|^{p / 2}\right) & \leq C\left(k_{i+1}-k_{i}\right)^{p / 4}(m+1)^{p / 4}  \tag{6.6.12}\\
& =\mathcal{O}\left(\left(i^{\beta} m\right)^{p / 4}\right) \tag{6.6.13}
\end{align*}
$$

Using the Markov inequality, we thus obtain

$$
\begin{aligned}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}} \max _{k_{i} \leq \leq \leq k_{i+1}}\left|\sum_{j=k_{i}+1}^{l} Y_{j, h}^{(\leq m)}\right|>n^{1 / \nu}\right) & \leq \sum_{h=1}^{d_{n}} \sum_{i=1}^{c_{n}} P\left(\max _{k_{i} \leq l \leq k_{i+1}}\left|\sum_{j=k_{i}+1}^{l} Y_{j, h}^{(\leq m)}\right|>n^{1 / \nu}\right) \\
& \leq C n^{-p / \nu} \sum_{h=1}^{d_{n}} \sum_{i=1}^{c_{n}}\left(k_{i+1}-k_{i}\right)^{p / 4}\left(d_{n}+1\right)^{p / 4} \\
& \leq C n^{-p / \nu} d_{n}^{(p+4) / 4} \sum_{i=1}^{c_{n}} i^{\beta p / 4}=\mathcal{O}\left(n^{-p / \nu} c_{n}^{(\beta p+4) / 4} d_{n}^{(p-1}\right. \\
& =\mathcal{O}\left(n^{-p / \nu+(\beta p+4) /(4+4 \beta)+\delta(p+4) / 4}\right),
\end{aligned}
$$

which proves 6.6.10 due to relation (D). The same argument also of applies to (6.6.11), by replacing the maximal inequality of Móriz et al. 92 by the corresponding results for the increments of the Wiener process in Csörgö and Horváth [32]. Piecing everything together, we obtain that

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}} \sup _{k_{i} \leq s \leq k_{i+1}}\left|\psi_{h} W_{s}^{(h)}-\sum_{j=1}^{i} U_{j, h}^{(m, 1)}+U_{j, h}^{(m, 2)}\right|>n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right) . \tag{6.6.14}
\end{equation*}
$$

Suppose now that

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}} \max _{k_{i} \leq l \leq k_{i+1}}\left|\sum_{j=0}^{l} Y_{j, h}^{(>m)}\right|>n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right) . \tag{6.6.15}
\end{equation*}
$$

This together with 6.6.10 yields

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}} \max _{k_{i} \leq l \leq k_{i+1}}\left|\sum_{r=0}^{l} X_{r, h}-\sum_{j=1}^{i} U_{j, h}^{(m, 1)}+U_{j, h}^{(m, 2)}\right|>n^{1 / \nu}\right)=\mathcal{O}\left(n^{-q}\right), \tag{6.6.16}
\end{equation*}
$$

which together with (6.6.14 gives the desired approximation result. Hence we need to verify 6.6.15). To this end, note that Assumption 6.6.1 (ii) implies that

$$
\begin{equation*}
P\left(\max _{1 \leq h \leq d_{n}} \max _{1 \leq i \leq c_{n}} \max _{k_{i} \leq l \leq k_{i+1}}\left|\sum_{j=0}^{l} Y_{j, h}^{(>m)}\right|>n^{1 / \nu}\right) \leq C d_{n} c_{n} n^{-p / \nu+1} \Lambda_{n, p} \tag{6.6.17}
\end{equation*}
$$

where $\Lambda_{n, p}=\max _{1 \leq l \leq n}\left\|\sum_{j=1}^{l} Y_{j, h}^{(>m)}\right\|_{p}^{p}$. We thus require $1 / \nu-2 / p \delta-p^{-1}(\beta+$ $1)^{-1}-(q+1) / p>0$. Using condition (A), this is true if $1 / \nu-(2 \beta+1)(p \beta+$
$p)^{-1}-(1+q) / p>0$. Since by (F) $p>4 \nu$, we can choose a $q>1$ such that $p>(3+q) \nu$, and it follows that

$$
\begin{equation*}
\frac{(2+q) \nu-p}{p-(3+q) \nu}<0<\beta \tag{6.6.18}
\end{equation*}
$$

hence this imposes no additional restriction, and 6.6.15) thus holds.
Regarding the covariance structure of $\left\{\mathbf{W}_{t}\right\}_{t \geq 0}$, note that the blocking and truncation argument has slightly changed the covariance structure. In order to quantify the error, note first that by stationarity, the covariance structure within the vectors $\boldsymbol{\xi}_{j}^{(m)}$ and $\boldsymbol{\eta}_{j}^{(m)}$ is the same for all $j$, and hence this is also true for the approximations $\boldsymbol{\xi}_{j}^{(m, *)}$ and $\boldsymbol{\eta}_{j}^{(m, * *)}$. Put $I_{k, i}:=\sum_{r \in \mathcal{H}_{k}} X_{r, i}$ and $I I_{k, i}:=\sum_{r \in \mathcal{I}_{k}} X_{r, i}$, and define $I_{k, i}^{(*)}, I I_{k, i}^{(*)}$ in the same manner. Then the Cauchy-Schwarz inequality implies

$$
\begin{aligned}
& \left|\mathbb{E}\left(\sum_{k=1}^{l}\left(I_{k, i}+I I_{k, i}\right) \sum_{k=1}^{l}\left(I_{k, j}+I I_{k, j}\right)\right)-\mathbb{E}\left(\sum_{k=1}^{l}\left(I_{k, i}^{(*)}+I I_{k, i}^{(*)}\right) \sum_{k=1}^{l}\left(I_{k, j}^{(*)}+I I_{k, j}^{(*)}\right)\right)\right| \\
& \leq \sqrt{\operatorname{Var}\left(\sum_{k=1}^{l} I_{k, i}\right) \operatorname{Var}\left(\sum_{k=1}^{l} I I_{k, j}\right)}+\sqrt{\operatorname{Var}\left(\sum_{k=1}^{l} I_{k, j}\right) \operatorname{Var}\left(\sum_{k=1}^{l} I I_{k, i}\right)} \\
& =\mathcal{O}\left(\sqrt{\sum_{k=1}^{l}\left|\mathcal{I}_{k}\right| \sum_{k=1}^{l}\left|\mathcal{H}_{k}\right|}\right)=\mathcal{O}\left(l^{\beta / 2+1} \sqrt{m_{n} \vee d_{n}}\right) \\
& =\mathcal{O}\left(n^{\frac{2+\beta}{2(1+\beta)}} \sqrt{m_{n} \vee d_{n}}\right)
\end{aligned}
$$

which gives us an upper bound for the error which stems from the blocking argument. Using the bound given in (6.6.3), a similar argument shows that the error which arises from the truncation of the random vectors $\mathbf{U}_{k, h}^{(m, i)}, \mathbf{V}_{k, h}^{(m, i)}$, $i \in\{1,2\}$ is of the magnitude $\mathcal{O}\left(n^{\frac{2+\beta}{2(1+\beta)}-1 / 4} \sqrt{m_{n} \vee d_{n}}\right)$. Finally, the error which comes from the conditioning argument is of the order $\mathcal{O}\left(n^{\frac{2+\beta}{2(1+\beta)}}\right)$, this follows again by a similar argument as before, using Assumption 6.6.1(ii). Combining all bounds, we obtain that the total error is of the magnitude $\mathcal{O}\left(n^{\frac{2+\beta}{2(1+\beta)}} \sqrt{m_{n} \vee d_{n}}\right)$. Using relation (G), we thus obtain that max $\|=\mathcal{O}\left(n^{-\gamma}\right)$. which completes the proof.

Proof of Theorem 6.6.6. Using Theorem 6.6.4, one can proceed exactly as in the proof of [14, Theorem 4.2].

Proof of Theorem 6.6.6. Using Theorem 6.6.4, one can proceed exactly as in the proofs of Theorem 4.3 and 4.4 in [14].

Proof of Theorem 6.5.1. This immediately follows from Lemma 6.6.3 and Theorem 6.6.7. The bound for $\delta$ simplifies since $\nu=2, p>8$ and thus $\delta<3 / 4<$ $1-2 / p$, which is always valid due to Remark 6.6.5.

### 6.7 Extremes of weighted extremes of Brownian Bridges

In this Section, we present some general results about the weak convergence of the maximum of extremes of (weighted) Brownian Bridges. The main results, together with some notation and preliminary remarks are given in Section 6.7.1, whereas Section 6.7 .2 is solely devoted to the proofs.

### 6.7.1 Preliminary remarks and main results

Throughout the proofs, $C$ denotes a generic constant that may vary from one formula to another.

For $1 \leq h \leq n$, let $\left\{W_{t, h}\right\}_{t \geq 0},\left\{W_{t, h}^{(*)}\right\}_{t \geq 0}$ and $\left\{W_{t, h}^{(* *)}\right\}_{t \geq 0}$ be independent Brownian motions, and $\left\{W_{t, h}^{\circ}\right\}_{t \geq 0}$ be an additional Brownian motion, which may depend on the latter three. Denote the covariance with $\rho_{i, j}=\mathbb{E}\left(W_{1, i} W_{1, j}\right)$.

For $1 \leq i \leq j \leq n$, consider the Hilbert spaces

$$
\mathcal{S}_{i, j}=\left\{X \mid\langle X, X\rangle_{H}<\infty, X \in \sigma\left(W_{t, i}, W_{t, i+1}, \ldots, W_{t, j}, 1 \leq t \leq 0\right)\right\}
$$

equipped with the skalar product $\langle X, Y\rangle_{H}=\int_{0}^{1} \mathbb{E}\left(X_{t}, Y_{t}\right) d t$. If $\left|\rho_{i, j}\right|>0$ for some $1 \leq i<j$, then we can decompose $\mathcal{S}_{i, j}$ in distribution as

$$
\mathcal{S}_{1, n} \stackrel{d}{=} \mathcal{S}_{1, i} \oplus \mathcal{S}_{i+1, j-1} \oplus \mathcal{S}_{j, n}^{(*)},
$$

such that $\langle X, Y\rangle_{H}=0$ for $X \in \mathcal{S}_{1, i}, Y \in \mathcal{S}_{j, n}^{(*)}$. In particular, $\mathcal{S}_{1, n}$ can be redefined such that any $W_{t}^{\circ} \in \mathcal{S}_{j, n}$ can be written as

$$
\begin{equation*}
W_{t, h}^{\circ}=W_{t, h}^{(*)} \sqrt{1-\rho_{i, j, h}^{2}}+W_{t, h} \rho_{i, j, h} \tag{6.7.1}
\end{equation*}
$$

the numbers $\rho_{i, j, h}$ can for instance determined via the Gram-Schmidt procedure. Note that we have the following inequality

$$
\begin{equation*}
\left|\rho_{i, j, h}\right| \leq \sum_{r=1}^{i}\left|\rho_{r, h}\right| \leq \sum_{r=|h-i|}^{n} \sup _{r \leq|k-l|}\left|\rho_{k, l}\right| \tag{6.7.2}
\end{equation*}
$$

In addition, we require the following notation, where we drop the dependence on $l$ for the sake of readability.

$$
\begin{aligned}
& \left.B_{h}=\sup _{l \leq t \leq 1-l}\left|\frac{W_{t, h}-t W_{1, h}}{\sqrt{t(1-t)}}, \quad B_{h}^{(*)}=\sup _{l \leq t \leq 1-l}\right| \frac{W_{t, h}^{(*)}-t W_{1, h}^{(*)}}{\sqrt{t(1-t)}} \right\rvert\, \\
& B_{h}^{(*, i, j)}=\sup _{l \leq t \leq 1-l}\left|\frac{\sqrt{1-\rho_{i, j, h}^{2}}\left(W_{t, h}^{(*)}-t W_{1, h}^{(*)}\right)+\rho_{i, j, h}\left(W_{t, h}-t W_{1, h}\right)}{\sqrt{t(1-t)}}\right|, 1 \leq i \leq j \leq h \leq n \\
& B_{h}^{(* *, i, j)}=\sup _{l \leq t \leq 1-l}\left|\frac{\sqrt{1-\rho_{i, j, h}^{2}}\left(W_{t, h}^{(*)}-t W_{1, h}^{(*)}\right)+\rho_{i, j, h}\left(W_{t, h}^{(* *)}-t W_{1, h}^{(* *)}\right)}{\sqrt{t(1-t)}}\right|, 1 \leq i \leq j \leq h \leq n
\end{aligned}
$$

We require the following tail estimate (cf. [78]).
Lemma 6.7.1. Let $0<l<1$. Then we have

$$
P\left(B_{h} \geq x\right)=\frac{x \exp \left(-x^{2} / 2\right)}{\sqrt{2 \pi}}\left(\log \frac{(1-l)^{2}}{l^{2}}-\frac{1}{x^{2}} \log \frac{(1-l)^{2}}{l^{2}}+\frac{4}{x^{4}}+\mathcal{O}\left(x^{-4}\right)\right) .
$$

Corollary 6.7.2. Let $\theta_{l}=(2 \log (1-l)-2 \log l), z=\exp (-x)$. Then

$$
P\left(B_{h} \geq u_{n}\right)=\frac{z}{n}+\mathcal{O}\left(\frac{1}{n}\right),
$$

where $u_{n}=u_{n}(z)=a_{n} x+b_{n}$, with $a_{n}=(2 \log n)^{-1 / 2}$ and $b_{n}=\sqrt{2 \log n}+$ $(2 \log n)^{-1 / 2}\left(\frac{1}{2} \log \log n+\log \theta_{l}-\frac{1}{2} \log \pi\right)$.
Remark 6.7.3. Note that $u_{n}$ is similar to the well-known normalizing sequence in case of a Gaussian random variable $\xi$. The difference, apart form a constant, stems from the fact that $1-\Phi\left(u_{n}\right) \asymp \phi\left(u_{n}\right) / u_{n}$, whereas $P\left(B_{h} \geq u_{n}\right) \asymp \phi\left(u_{n}\right) u_{n}$, where $\Phi(x)$ denotes the cdf of $\xi$, with corresponding density function $\phi(x)$. Also note that

$$
\begin{equation*}
u_{n}^{2}=2 \log n+\frac{1}{2} \log \log n+\mathcal{O}(\log \log n) \tag{6.7.3}
\end{equation*}
$$

Proof of Corollary 6.7.2. By Lemma 6.7.1 we have

$$
\frac{z}{n}+\mathcal{O}\left(\frac{1}{n}\right)=u_{n} \exp \left(-u_{n}^{2} / 2\right) \frac{\theta_{l}}{\sqrt{2 \pi}}
$$

Taking logarithms one obtains

$$
\begin{equation*}
u_{n}^{2}=2\left(x+\log n+\log u_{n}+\log \theta_{l}-\frac{1}{2} \log 2 \pi\right)+\mathcal{O}(1) \tag{6.7.4}
\end{equation*}
$$

which implies that $u_{n} / \sqrt{2 \log n} \rightarrow 1$. Plugging this in equation (6.7.4) yields that $u_{n}=(2 \log n)^{-1 / 2}\left(x+\frac{1}{2} \log \log n+\log \theta_{l}-\frac{1}{2} \log \pi\right)+\sqrt{2 \log n}+\mathcal{O}\left((\log n)^{-1 / 2}\right)$, which yields the claim.

In case of the non weighted Brownian Bridge, we have the following tail estimate (cf. [115]).

Lemma 6.7.4. It holds that

$$
P\left(\sup _{0 \leq t \leq 1}\left|W_{t}-t W_{1}\right| \geq x\right)=2 \sum_{k=1}^{\infty}(-1)^{k+1} \exp \left(-2 k^{2} x^{2}\right) .
$$

Consequently, one obtains for $z=\exp (-x)$ that

$$
P\left(\sup _{0 \leq t \leq 1}\left|W_{t}-t W_{1}\right| \geq v_{n}(z)\right)=\frac{z}{n}+\mathcal{o}\left(n^{-1}\right)
$$

where $v_{n}=v_{n}(z)=e_{n} x+f_{n}$, with $e_{n}=1 / 4(\log (2 n) / 2)^{-1 / 2}, f_{n}=\sqrt{1 / 2 \log (2 n)}$.
The proof of Theorem 6.5.2 is based on the more general Theorem 6.7.5, that is given below.

Theorem 6.7.5. Suppose that $u_{n}=u_{n}(z)$ is as in Corollary 6.7.2, and that
(i) $\max _{1 \leq h \leq n} \sup _{i, j: u_{n} \leq|i-j|}\left|\rho_{i, j, h}\right|=\mathcal{O}\left(u_{n}^{-1}\right)$,
(ii) $\sup _{i, j: u_{N} \leq|i-j|}\left|\rho_{i, j}\right|=\mathcal{O}\left(u_{N}^{-2}\right)$,
(iii) $\sup _{i, j: 1 \leq|i-j|}\left|\rho_{i, j}\right|<1$.

Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq n} B_{h} \leq u_{n}(z)\right)=\exp (-z)
$$

Proof of Theorem 6.5.2. We need to show that the assumptions in Theorem 6.5.2 imply those needed in Theorem 6.7.5. Since $u_{n}^{2}=\mathcal{O}(\log n)$, Assumption (i) of Theorem 6.5 .2 implies (i), (ii) of Theorem 6.7.5 using the inequality given in (6.7.2). In addition, condition (ii) of Theorem 6.5 .2 is identical with condition (iii) of Theorem 6.7.5.

In an analogue manner, using Lemma 6.7.4 one obtains that

Theorem 6.7.6. Suppose that $v_{n}=v_{n}(z)$ is as in Lemma 6.7.4, and that
(i) $\max _{1 \leq h \leq n} \sup _{i, j: v_{n} \leq|i-j|}\left|\rho_{i, j, h}\right|=\mathcal{O}\left(v_{n}^{-1}\right)$,
(ii) $\sup _{i, j: v_{N} \leq|i-j|}\left|\rho_{i, j}\right|=\mathcal{O}\left(v_{N}^{-2}\right)$,
(iii) $\sup _{i, j: 1 \leq|i-j|}\left|\rho_{i, j}\right|<1$.

Then

$$
\lim _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq n} \sup _{0 \leq t \leq 1}\left|W_{t}-t W_{1}\right| \leq v_{n}(z)\right)=\exp (-z)
$$

### 6.7.2 Proofs

Limit theorems for the maximum of a sequence of dependent random variables have a long tradition, early contributions are due to Berman [17], Loynes [84, and Watson [125]. Finally, in [79], Leadbetter provided the famous and quite general conditions $D\left(u_{n}\right)$ and $D^{*}\left(u_{N}\right)$, which imply weak convergence to an extreme value distribution (see also [84] for earlier formulations). We will slightly adapt these conditions to our cause.

Condition $D\left(u_{n}\right)$. There exists a sequence $\alpha_{n} \downarrow 0$, such that for any $1 \leq i \leq j$ with $\sqrt{\log n} \leq j-i$ we have
$\left|P\left(\max _{1 \leq h \leq i} B_{h} \leq u_{n}, \max _{j \leq h \leq n} B_{h}^{(*, i, j)} \leq u_{n}\right)-P\left(\max _{1 \leq h \leq i} B_{h} \leq u_{n}, \max _{j \leq h \leq n} B_{h}^{(* *, i, j)} \leq u_{n}\right)\right| \leq \alpha_{n}$, where $u_{n}$ is as in Corollary 6.7.2.
Condition $D^{*}\left(u_{n}\right)$. For any $k \in N$, it holds that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sum_{1 \leq|i-j| \leq n} P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right)=\mathcal{O}\left(\frac{1}{k}\right) \tag{6.7.5}
\end{equation*}
$$

where $u_{n}$ is as in Corollary 6.7.2.
We have the following Lemma, which reflects Condition $D\left(u_{n}\right)$.
Lemma 6.7.7. Let $L_{n}$ be a monotone increasing sequence such that

$$
\begin{equation*}
\max _{1 \leq h \leq n} \sup _{i, j: L_{n} \leq|i-j|}\left|\rho_{i, j, h}\right|=\mathcal{O}\left(u_{n}^{-1}\right) \tag{6.7.6}
\end{equation*}
$$

Then there exists a sequence $\alpha_{n}$ with $\lim _{n \rightarrow \infty} \alpha_{n}=0$ such that for any $1 \leq i \leq j$ with $L_{n} \leq j-i$ we have condition $D\left(u_{n}\right)$

$$
\left|P\left(\max _{1 \leq h \leq i} B_{h} \leq u_{n}, \max _{j \leq h \leq n} B_{h}^{(*, i, j)} \leq u_{n}\right)-P\left(\max _{1 \leq h \leq i} B_{h} \leq u_{n}, \max _{j \leq h \leq n} B_{h}^{(* *, i, j)} \leq u_{n}\right)\right| \leq \alpha_{n}
$$

Proof of Lemma 6.7.7. We have that

$$
\begin{aligned}
& \left|P\left(\max _{1 \leq h \leq i} B_{h} \leq u_{n}, \max _{j \leq h \leq n} B_{h}^{(*, i, j)} \leq u_{n}\right)-P\left(\max _{1 \leq h \leq i} B_{h} \leq u_{n}, \max _{j \leq h \leq n} B_{h}^{(* *, i, j)} \leq u_{n}\right)\right| \\
& =\left|\mathbb{E}\left(\mathbf{1}_{\left\{\max _{1 \leq h \leq i} B_{h} \leq u_{n}\right\}} \mathbf{1}_{\left\{\max _{j \leq h \leq n} B_{h}^{(*, i, j)} \leq u_{n}\right\}}-\mathbf{1}_{\left\{\max _{1 \leq h \leq i} B_{h} \leq u_{n}\right\}} \mathbf{1}_{\left\{\max _{j \leq h \leq n} B_{h}^{(* *, i, j)} \leq u_{n}\right\}}\right)\right| \\
& \leq \mathbb{E}\left|\mathbf{1}_{\left\{\max _{j \leq h \leq n} B_{h}^{(*, i, j)} \leq u_{n}\right\}}-\mathbf{1}_{\left\{\max _{j \leq h \leq n} B_{h}^{(* *, i, j)} \leq u_{n}\right\}}\right| \\
& =P\left(\max _{j \leq h \leq n} B_{h}^{(*, i, j)} \leq u_{n}, \max _{j \leq h \leq n} B_{h}^{(* *, i, j)}>u_{n}\right)+P\left(\max _{j \leq h \leq n} B_{h}^{(*, i, j)}>u_{n}, \max _{j \leq h \leq n} B_{h}^{(* *, i, j)} \leq u_{n}\right) \\
& =2 P\left(\max _{j \leq h \leq n} B_{h}^{(*, i, j)}>u_{n}, \max _{j \leq h \leq n} B_{h}^{(* *, i, j)} \leq u_{n}\right) \leq 2 \sum_{j=h}^{n} P\left(B_{h}^{(*, i, j)}>u_{n}, B_{h}^{(* *, i, j)} \leq u_{n}\right) .
\end{aligned}
$$

We can split up the probabilities on the right hand side as

$$
\begin{aligned}
P\left(B_{h}^{(*, i, j)}>u_{n}, B_{h}^{(* *, i, j)} \leq u_{n}\right) & \leq P\left(\sqrt{1-\rho_{i, j, h}^{2}} B_{h}^{(*)}>u_{n}-\epsilon_{n}, \sqrt{1-\rho_{i, j, h}^{2}} B_{h}^{(*)} \leq u_{n}+\epsilon\right) \\
& +2 P\left(B_{h}^{(* *)}>\left|\rho_{i, j, h}^{-1}\right| \epsilon_{n}\right):=I_{n}+I I_{n}
\end{aligned}
$$

where $\epsilon_{n}>0$. Note that condition (6.7.6) implies that we can chose $\epsilon_{n}$ such that $\lim _{n \rightarrow \infty} \epsilon_{n}=0$, and

$$
\begin{equation*}
\max _{1 \leq h \leq n} \sup _{i, j: L_{n} \leq|i-j|}\left|\rho_{i, j, h}\right| \epsilon_{n}^{-1} \leq\left(2 u_{n}\right)^{-1} . \tag{6.7.7}
\end{equation*}
$$

Hence we have

$$
P\left(B_{h}^{(* *)}>\left|\rho_{i, j, h}^{-1}\right| \epsilon_{n}\right) \leq P\left(B_{h}^{(* *)}>2 u_{n}\right)
$$

and Lemma 6.7.1 now yields that

$$
\begin{equation*}
I_{n} \leq P\left(B_{h}>2 u_{n}\right)=\mathcal{O}\left(n^{-1}\right) \tag{6.7.8}
\end{equation*}
$$

We will now treat $I I_{n}$. To this end, denote with $f(x)$ the continuous density function of the random variable $\sqrt{1-\rho_{i, j, h}^{2}} B_{h}^{(*)}$. Since $\epsilon_{n} \downarrow 0$, we have

$$
\begin{aligned}
P\left(\sqrt{1-\rho_{i, j, h}^{2}} B_{h}^{(*)}\right. & \left.>u_{n}-\epsilon_{n}, \sqrt{1-\rho_{i, j, h}^{2}} B_{h}^{(*)} \leq u_{n}+\epsilon_{n}\right)=\int_{u_{n}-\epsilon_{n}}^{u_{n}+\epsilon_{n}} f(x) d x \\
& \leq C \epsilon_{n} f\left(u_{n}\right) \leq C \epsilon_{n} \int_{u_{n}}^{\infty} f(x) d x=C \epsilon_{n} P\left(B_{h}^{(*)} \geq u_{n}\left(1-\rho_{i, j, h}^{2}\right)^{-1 / 2}\right) \\
& \leq C \epsilon_{n} P\left(B_{h}^{(*)} \geq u_{n}\right)=\mathcal{O}\left(n^{-1} \epsilon_{n}\right)
\end{aligned}
$$

Using (6.7.8 we thus obtain

$$
\begin{equation*}
P\left(B_{h}^{(*, i, j)}>u_{n}, B_{h}^{(* *, i, j)} \leq u_{n}\right)=\mathcal{O}\left(n^{-1}\right), \tag{6.7.9}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\sum_{j=h}^{n} P\left(B_{h}^{(*, i, j)}>u_{n}, B_{h}^{(* *, i, j)} \leq u_{n}\right)=\mathcal{O}(1) \tag{6.7.10}
\end{equation*}
$$

Hence the claim follows.
Lemma 6.7.8, given below, corresponds to Condition $D^{*}\left(u_{n}\right)$.
Lemma 6.7.8. Let $N=n k$, for some $k \in \mathbb{N}$, and suppose that
(i) $\sup _{i, j: u_{N} \leq|i-j|}\left|\rho_{i, j}\right|=\mathcal{O}\left(u_{N}^{-2}\right)$,
(ii) $\sup _{i, j: 1 \leq|i-j|}\left|\rho_{i, j}\right|<1$.

Then we have condition $D^{*}\left(u_{N}\right)$

$$
\limsup _{n \rightarrow \infty} \sum_{1 \leq|i-j| \leq n} P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right)=\mathcal{O}\left(\frac{1}{k}\right) .
$$

Proof of Lemma 6.7.8. We have the following decomposition

$$
\begin{align*}
\sum_{1 \leq|i-j| \leq n} P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right) & =\sum_{1 \leq|i-j| \leq u_{n k}} P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right) \\
& +\sum_{u_{n k}<i-j \mid \leq n} P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right) . \tag{6.7.11}
\end{align*}
$$

Note that the following inequality is valid.

$$
\begin{aligned}
P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right) & =P\left(B_{i} \geq u_{n k}, B_{j}^{(*, i, j)} \geq u_{n k}\right) \\
& \leq P\left(B_{i} \geq u_{n k},\left|\rho_{i, j, j}\right| B_{i}+\sqrt{1-\rho_{i, j, j}^{2}} B_{j}^{(*)} \geq u_{n k}\right)
\end{aligned}
$$

We will now treat the second sum on the right hand side in 6.7.11). To this end, let $u_{n k} \leq|i-j|$ and $\epsilon_{n}>0$. Then

$$
\begin{aligned}
P\left(B_{i} \geq u_{n k},\left|\rho_{i, j, j}\right| B_{i}+\sqrt{1-\rho_{i, j, j}^{2}} B_{j}^{(*)}\right. & \left.\geq u_{n k}\right) \\
& \leq P\left(B_{i} \geq u_{n k}, B_{j}^{(*)} \geq u_{n k}-\epsilon_{n}\right)+P\left(\left|\rho_{i, j, j}\right| B_{i} \geq \epsilon_{n}\right) \\
& =P\left(B_{i} \geq u_{n k}\right) P\left(B_{j}^{(*)} \geq u_{n k}-\epsilon_{n}\right)+P\left(\left|\rho_{i, j, j}\right| B_{i} \geq \epsilon_{n}\right)
\end{aligned}
$$

Arguing as in the proof of Lemma 6.7.7, we obtain from condition (i) that

$$
\begin{equation*}
P\left(\left|\rho_{i, j, j}\right| B_{i} \geq \epsilon_{n}\right) \leq P\left(B_{i} \geq 2 u_{n k}\right)=\mathcal{O}\left((n k)^{-1-\theta}\right), \tag{6.7.12}
\end{equation*}
$$

for some $\theta>0$, such that $\epsilon_{n}=\mathcal{O}\left(u_{n k}^{-1}\right)$. Moreover, we obtain - again in analogy to the proof of Lemma 6.7.6- that

$$
\begin{equation*}
P\left(u_{n} \geq B_{j}^{(*)} \geq u_{n k}-\epsilon_{n}\right)=\mathcal{O}\left(\epsilon_{n}(n k)^{-1}\right)=\mathcal{O}\left(\left(u_{n k} n k\right)^{-1}\right) . \tag{6.7.13}
\end{equation*}
$$

We thus deduce that

$$
\begin{equation*}
P\left(B_{i} \geq u_{n k},\left|\rho_{i, j, j}\right| B_{i}+\sqrt{1-\rho_{i, j, j}^{2}} B_{j}^{(*)} \geq u_{n k}\right)=\mathcal{O}\left((n k)^{-2}\right)+\mathcal{O}\left(\left(u_{n k} n k\right)^{-1}\right), \tag{6.7.14}
\end{equation*}
$$

if $u_{n k} \leq|i-j|$. Since $u_{n}^{2}=\mathcal{O}(\log n)$ by Remark 6.7.3, we obtain

$$
\begin{equation*}
\sum_{u_{n k}<|i-j| \leq n} P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right)=\mathcal{O}\left(k^{-1-\theta}\right), \tag{6.7.15}
\end{equation*}
$$

for some $\theta>0$. It remains to treat the first sum on the right hand side in 6.7.11). To this end, note that for some $\lambda>1$

$$
\begin{aligned}
P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right) & \leq P\left(B_{i} \geq u_{n k},\left|\rho_{i, j, j}\right| B_{i}+\sqrt{1-\rho_{i, j, j}^{2}} B_{j}^{(*)} \geq u_{n k}\right) \\
& =\int_{u_{n k}}^{\infty} P\left(B_{j}^{(*)} \geq \frac{u_{n k}-x\left|\rho_{i, j, j}\right|}{\sqrt{1-\rho_{i, j, j}^{2}}}\right) P_{B_{i}}(d x) \\
& \leq \int_{u_{n k}}^{\lambda u_{n k}} P\left(B_{j}^{(*)} \geq \frac{u_{n k}-x\left|\rho_{i, j, j}\right|}{\sqrt{1-\rho_{i, j, j}^{2}}}\right) P_{B_{i}}(d x)+P\left(B_{i} \geq \lambda u_{n k}\right) \\
& \leq P\left(B_{j}^{(*)} \geq u_{n k} \frac{1-\lambda\left|\rho_{i, j, j}\right|}{\sqrt{1-\rho_{i, j, j}^{2}}}\right)+P\left(B_{i} \geq \lambda u_{n k}\right) .
\end{aligned}
$$

Since $\left|\rho_{i, j, j}\right|<1$ by condition (ii), we can chose $\lambda>1$ such that $\left(1-\lambda\left|\rho_{i, j, j}\right|\right)(1-$ $\left.\rho_{i, j, j}^{2}\right)^{-1 / 2}>0$. Hence, arguing as before, we obtain that

$$
\begin{equation*}
P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right)=\mathcal{O}\left((n k)^{-1-\theta}\right) \tag{6.7.16}
\end{equation*}
$$

for some $\theta>0$. Since $u_{n}^{2}=\mathcal{O}(\log n)$ by Remark 6.7.3, we obtain

$$
\begin{equation*}
\sum_{1 \leq|i-j| \leq u_{n k}} P\left(B_{i} \geq u_{n k}, B_{j} \geq u_{n k}\right)=\mathcal{O}\left(k^{-1-\theta}\right), \tag{6.7.17}
\end{equation*}
$$

which completes the proof.

We will now proceed as in [79] to obtain the desired results. To this end, write $M(E)=\max \left\{B_{h}: h \in E\right\}$ for any set $E$ of integers.
Lemma 6.7.9. Suppose that $D\left(u_{n}\right)$ holds. Let $N, r, k$ be fixed integers and $E_{1}, E_{2}, \ldots E_{r}$ subintervals of $\left(1,2 \ldots d_{n}\right)$, such that $E_{i}$ and $E_{j}$ are separated by at least $k$ when $i \neq j$. Then

$$
\left|P\left(\bigcap_{j=1}^{r}\left(M\left(E_{j}\right) \leq u_{n}\right)\right)-\prod_{j=1}^{r} P\left(M\left(E_{j}\right) \leq u_{n}\right)\right| \leq(r-1) \alpha_{n}
$$

Proof of Lemma 6.7.9. One can proceed exactly as in the proof of Lemma 2.3 in [79].

Let $k$ be a fixed integer, and write $N=n k, n=1,2 \ldots$. We divide the first $N=n k$ integers into $2 k$ consecutive intervals as follows. Let $m$ be a fixed integer and write $I_{1}=(1,2, \ldots, n-m), I_{1}^{*}=(n-m+1, \ldots, n), I_{2}=(n+1, \ldots, 2 n-m)$, $I_{1}^{*}=(2 n-m+1, \ldots, 2 n)$, and so on.
Lemma 6.7.10. Assume that $D\left(u_{n}\right)$ holds. Then
(i) $0 \leq P\left(\bigcap_{j=1}^{r}\left(M\left(I_{j}\right) \leq u_{n}\right)\right)-P\left(\max _{1 \leq h \leq N} B_{h} \leq u_{N}\right) \leq \sum_{j=1}^{k} P\left(M\left(I_{j}\right) \leq\right.$ $u_{N} \leq M\left(I_{j}^{*}\right)$,
(ii) $P\left|\left(\bigcap_{j=1}^{r}\left(M\left(I_{j}\right) \leq u_{n}\right)\right)-\prod_{j=1}^{k}\left(M\left(I_{j}\right) \leq u_{n}\right)\right| \leq k \alpha_{n}$,
(iii) $\mid \prod_{j=1}^{k}\left(M\left(I_{j}\right) \leq u_{n}\right)-\prod_{j=1}^{k} P\left(\max _{1+(j-1) n \leq h \leq j n} B_{h} \leq u_{n}\right) \leq K \max _{1 \leq j \leq k} P\left(M\left(I_{j}\right) \leq\right.$ $\left.u_{N} \leq M\left(I_{j}^{*}\right)\right)$,
for some constant $K$. Hence, by combining (i), (ii), (iii),

$$
\begin{align*}
\mid P\left(\max _{1 \leq h \leq N} B_{h} \leq u_{N}\right) & -\prod_{j=1}^{k} P\left(\max _{1+(j-1) n \leq h \leq j n} B_{h} \leq u_{n}\right) \\
& \leq(k+K) \max _{1 \leq j \leq k} P\left(M\left(I_{j}\right) \leq u_{N} \leq M\left(I_{j}^{*}\right)\right)+k \alpha_{n} \tag{6.7.18}
\end{align*}
$$

Proof of Lemma 6.7.10. One can proceed exactly as in the proof of Lemma 2.4 in [79].
Lemma 6.7.11. Suppose that

$$
\min _{1 \leq h \leq N} \inf _{i, j: 1 \leq|i-j|}\left|\rho_{i, j, h}\right|<1 .
$$

Then

$$
\begin{equation*}
\max _{1 \leq j \leq k} P\left(M\left(I_{j}\right) \leq u_{N} \leq M\left(I_{j}^{*}\right)=\mathcal{O}(1)\right. \tag{6.7.19}
\end{equation*}
$$

Proof of Lemma 6.7.11. The claim follows by using the same arguments as in the proof of Lemma 6.7.7 and 6.7.8.

It then follows from Lemma 6.7.10 that

$$
\begin{equation*}
\left|P\left(\max _{1 \leq h \leq N} B_{h} \leq u_{N}\right)-\prod_{j=1}^{k} P\left(\max _{1+(j-1) n \leq h \leq j n} B_{h} \leq u_{n}\right)\right|=\mathcal{O}(1) \tag{6.7.20}
\end{equation*}
$$

Proof of Theorem 6.7.5. First note that the assumptions cover the conditions needed for Lemmas 6.7.7 and 6.7.8. Now let $k>0$ be an integer, and $N=n k$. Note that for $1 \leq i \leq k$

$$
\begin{aligned}
P\left(\max _{1+(i-1) n \leq h \leq i n} B_{h} \leq u_{N}\right) & =1-P\left(\bigcup_{j=1+(i-1) n}^{i n}\left\{B_{h}>u_{N}\right\}\right) \\
& \geq 1-\sum_{j=1+(i-1) n}^{i n} P\left(B_{j}>u_{N}\right) .
\end{aligned}
$$

Hence we deduce from Corollary 6.7.2 that

$$
\liminf _{n \rightarrow \infty} P\left(\max _{1+(i-1) n \leq h \leq i n} B_{h} \leq u_{N}\right) \geq 1-\frac{z}{k},
$$

and thus 6.7.20) implies that

$$
\begin{equation*}
\left(1-\frac{z}{k}\right)^{k} \leq \liminf _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq N} B_{h} \leq u_{N}\right) \tag{6.7.21}
\end{equation*}
$$

Corresponding we also have by Lemma 6.7.8 and Corollary 6.7.2 that

$$
\begin{aligned}
P\left(\max _{1+(i-1) n \leq h \leq i n} B_{h} \leq u_{N}\right) & \leq 1-\sum_{j=1+(i-1) n}^{i n} P\left(B_{j}>u_{N}\right)+\sum_{\substack{1 \leq \mid h-j \leq \leq n, 1+(i-1) n \leq h, j \leq i n}} P\left(B_{j}>u_{N}, B_{h}>u_{N}\right) \\
& =1-\frac{z}{k}+\mathcal{O}\left(\frac{1}{k}\right)
\end{aligned}
$$

Hence we obtain

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} P\left(\max _{1+(i-1) n \leq h \leq i n} B_{h} \leq u_{N}\right) \leq 1-\frac{z}{k}+\mathcal{O}\left(\frac{1}{k}\right) \tag{6.7.22}
\end{equation*}
$$

which together with (6.7.21) yields

$$
\begin{align*}
\left(1-\frac{z}{k}\right)^{k} & \leq \liminf _{n \rightarrow \infty} P\left(\max _{1 \leq h \leq N} B_{h} \leq u_{N}\right) \leq \limsup _{n \rightarrow \infty} P\left(\max _{1+(i-1) n \leq h \leq i n} B_{h} \leq u_{N}\right) \\
& \leq\left(1-\frac{z}{k}+\mathcal{O}\left(\frac{1}{k}\right)\right)^{k} \tag{6.7.23}
\end{align*}
$$

Proceeding as in the proof of Theorem 3.1 in [79], one shows that one can replace $N=n k$ with $n$ in (6.7.23). The result then clearly follows by letting $k \rightarrow \infty$.
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