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Abstract

In this thesis we primarily study the one- and two-dimensional spin-1/2 Hei-
senberg model coupled to phonons, both static (classic lattice displacement)
and dynamic (quantum mechanical description of lattice degrees of freedom).
Lattice degrees of freedom acting on spins can cause a structural quantum
phase transition from uniform to dimerized phase, the so called Spin-Peierls
Transition (SPT). Such a structural transition can be experimentally obser-
ved in materials like the quasi one-dimensional Bechgaard-salt.

The different models with phonons are investigated by Quantum Monte-
Carlo (QMC) simulations, treating the partition function in a Stochastic Se-
ries Expansion (SSE). The lattice degrees of freedom are introduced in the so
called interaction representation. A Fast Fourier Transform, which costs most
of the computational effort, transforms the configurations to momentum and
frequency space in which new phonon configurations can be sampled efficient-
ly. The spins are updated via a directed loop algorithm. Via this algorithms
site and bond phonons and any bare phonon dispersion can be implemented.
This thesis is restricted to discussions of dispersion-less optical phonons. A
mapping between SSE and continuous imaginary time is used for an efficient
calculation of spectra of spin excitations. Since simulations with large spin-
phonon couplings suffer from large autocorrelation, a tempering technique in
terms of the phonon coupling constant, was implemented.

Based on work by J. Sirker for static phonon interactions we study the
ferromagnetic Heisenberg model in one dimension which has a phase transi-
tion at finite temperature.
In one dimension, the Mermin-Wagner theorem states that a phase transition
can only take place at T = 0. In the antiferromagnetic chain such a transition
takes place at finite spin-phonon coupling. Although a Mean Field calculation
indicates a transition, QMC calculations verify that no dimerization occurs
in the phonon coordinates.
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We then investigate two-dimensional systems of coupled chains. To reduce
computational effort the phonons are only introduced along the chains. For
static phonons and ferromagnetic spin coupling we calculate the spin spectra
by QMC and determine the spin energy as a function of phonon displace-
ment at different temperatures. Similar to the one-dimensional case we find
an energy gain at large T.
From work by F. Michel it is known that there is a zero-temperature phase
transition with dynamic phonons for AF coupling. We investigate the FM
case and estimate the critical coupling in a Mean Field calculation.
Finally we perform QMC calculations with dynamic phonons, which turns
out to suffer from large autocorrelations at large phonon coupling. Nonethe-
less they show a very strong indication that there is indeed a phase transition
to a dimerized phase for the two-dimensional FM Heisenberg model at finite
temperature.

Results for the spin-1-Heisenberg model, the anisotropic Heisenberg mo-
del and ’free fermions’ are shown in the appendices.



Kurzfassung

In dieser Arbeit wird primär das Spin-1/2 Heisenberg Modell einerseits mit
statischer (klassischer Betrachtung der Auslenkung) und andererseits mit dy-
namischer (quantenmechanischer Beschreibung der Freiheitsgrade der Git-
terschwingung) Phononenkopplung untersucht. Die auf die Spins wirkenden
Freiheitsgrade der Gitterschwingung können einen strukturellen Quantenpha-
senübergang von einer uniformen zu einer dimerisierten Phase, den sogenann-
ten Spin-Peierls Übergang verursachen. Ein derartiger struktureller Übergang
kann für Materialien ähnlich dem quasi eindimensionalen Bechgaard-Salz ex-
perimentell gemessen werden.

Die verschiedenen Modelle werden mittels Quanten Monte-Carlo (QMC)
Simulationen unter der Verwendung der stochastischen Reihenentwicklung
(Stochastic Series Expansion SSE) der Zustandssumme untersucht. Die Frei-
heitsgrade der Gitterschwingung werden in der sogenannten Wechselwirkungs-
darstellung implementiert. Eine Fourier Transformation, die einen erhebli-
chen Anteil des Rechenaufwands benötigt, transformiert die Konfiguration
in den Impuls- und Frequenzraum, in dem die neuen Phononenkonfiguratio-
nen effizient gezogen werden können. Die Aktualisierung der Spins erfolgt mit
dem ’direct loop’ Algorithmus. Unter Verwendung dieser Algorithmen kön-
nen die ’site’ und ’bond’ Phononen und alle ’nackten’ Phononen realisiert
werden, wobei diese Arbeit auf die Untersuchung der dispersionslosen opti-
schen Phononen eingeschränkt ist. Eine Abbildung zwischen der SSE und der
kontinuierlich imaginären Zeitdarstellung wird für eine effiziente Berechung
der Spektren der Spin-Anregungen gewählt. Da gerade Simulationen mit
großer Spin-Phononenkopplung starker Autokorrelationen unterliegen wird
ein ’Tempering’ bezüglich der Kopplung durchgeführt.

Basierend auf der Arbeit von J. Sirker für statische Phononenwechsel-
wirkung untersuchen wir das eindimensionale, ferromagnetische Heisenberg
Modell, welches in endlicher Temperatur einen Phasenübergang aufzeigt. Das
Mermin-Wagner Theorem besagt ein Auftreten eines Phasenübergangs in ei-
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ner Dimension lediglich bei T = 0.
Für antiferromagnetische Ketten tritt ein derartiger Übergang bei endlicher
Spin-Phononenkopplung auf. Obwohl im Zuge einer ’Mean Field’ Näherung
das Auftreten eines Überganges aufgezeigt wird, ergeben die QMC Berechun-
gen keine auftretende Dimerisierung für die Phononen-Koordinaten.

Anschließend untersuchen wir zweidimensionale Systeme von gekoppel-
ten Ketten. Um den rechentechnischen Aufwand zu reduzieren werden die
Phononen nur entlang der Ketten implementiert. Für statische Phononen
und ferromagnetische Spinkopplung werden Spin-Spektren berechnet und die
Spinenergie als Funktion der Auslenkung für unterschiedliche Temperaturen
ermittelt. Analog zum eindimensionalen Fall tritt ein Energiegewinn bei ho-
hen Temperaturen auf.
Nach der Arbeit von F. Michel ist ein Phasenübergang mit dynamischen Pho-
nonen und AF Kopplung für die Temperatur Null bekannt. Wir untersuchen
den FM Kopplungsfall und ermitteln mittels ’Mean Field’ Berechungen die
kritische Kopplung.
Abschließend führen wir QMC Berechungen mit dynamischen Phononen aus,
die - wie sich herausstellt - bei großen Phononenkopplungen großer Autokor-
relationen unterliegen. Trotz alledem zeigen diese Berechungen sehr starke
Anzeichen eines Phasenübergangs in eine dimerisierte Phase für das zweidi-
mensionale FM Heisenberg Modell mit endlichen Temperaturen an.

In den Anhängen sind Resultate für das Spin-1 Heisenberg Modell, das
anisotrope Heisenberg Modell und für freie Fermionen enthalten.
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Chapter 1

Introduction

In modern solid state physics strongly correlated particle systems are one
of the most investigated objects. New electrical and magnetical effects like
the high temperature superconductor and the prospect of new technologies
are reasons for enormous effort in research on strongly correlated electron
systems. Even simple models, like the spin-1/2 Heisenberg model, are keys in
describing magnetic properties of such compounds. Inserting lattice degrees
of freedom in this correlated system, calculating magneto-elastic properties
and quantum phase transitions, will be the topic of this thesis.

1.1 Spin-Peierls Transition

The Spin-Peierls Transition is a structural phase transition caused by the in-
teraction of spins and phonons, where magnetic energy is gained by distorting
the lattice, first found by Rudolf Peierls [1] in 1955 for one-dimensional met-
als. It is found that this system is unstable under a lattice deformation with
wave vectors twice the Fermi wave vector (2kF ).
For this spin system it is energetically favorable to compensate the lattice
deformation in a symmetry breaking, shown in the energy vs. phonon dis-
placement behavior Fig. 1.1 and with an energy gap in the dispersion rela-
tion.
In recent years the Spin-Peierls Transition has been investigated in the an-
tiferromagnetic Heisenberg model (see in one dimension Sec. 5.1 and in two
dimensions Sec. 7.1 and e.g. Michel et al. [2], [3]). In this thesis we now want
to query whether there is a Spin-Peierls transition in the ferromagnetic case
for one- (see Sec. 5.2, determined by Sirker et. al [4] by classical treatment
of the lattice) or two-dimensional Heisenberg models (see Sec. 7.2).
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CHAPTER 1. INTRODUCTION 12

Figure 1.1: Symmetry breaking of a static phonon displaced one-dimensional
Heisenberg model. The minimum of the energy, related to the static phonon
displacement xi at xi = 0, splits up into two by lowering the temperature,
here shown in an exact diagonalization calculation (more about this in Chap-
ter 4)



Chapter 2

Hamiltonian

2.1 Chains

The Heisenberg model is a simple, but effective model to describe magnetic
properties of materials, like critical points and phase transitions. If weak
interactions between electrons are neglected, effects of complex structures can
be calculated by a remaining one-dimensional spin-spin interaction. This is
the one-dimensional antiferromagnetic Heisenberg model. In Fig. 2.1 we can
see such a complex structure, the ’quasi-one-dimensional Bechgaard salt’.

Figure 2.1: Quasi-one-dimensional Bechgaard salt, taken from [5]

The well known one-dimensional Hamiltonian with next nearest neighbor
interaction is described by:

Ĥ =
N∑
i=1

Jz S
z
i S

z
i+1 + Jxy

(
Sxi S

x
i+1 + Syi S

y
i+1

)
(2.1)

13



CHAPTER 2. HAMILTONIAN 14

where Jz and Jxy are the exchange constants in z− or planar xy−direction
respectively, N is the number of spins and Si is the spin-1/2 operator acting
on site i. The planar xy-component of the Hamiltonian is rewritten by ladder
operators:

Sxi S
x
i+1 + Syi S

y
i+1 =

1

2

(
S+
i S
−
i+1 + S−i S

+
i+1

)
(2.2)

This leads to the resulting Hamiltonian:

Ĥ =
N∑
i=1

Jz S
z
i S

z
i+1 +

Jxy
2

(
S+
i S
−
i+1 + S−i S

+
i+1

)
(2.3)

In Fig. 2.2 we can give a brief overview of the different models of the one-
dimensional Hamiltonian. If Jz = Jxy = J we get the isotropic Heisenberg
model, the ferromagnetic case at J = −1 and the antiferromagnetic one at
J = 1. Doing the limit Jz

Jxy
→∞ or Jz

Jxy
→ −∞ leads to the antiferromagnetic

or ferromagnetic Ising model. Setting the exchange constant in z-direction
to zero (Jz = 0) results to the xy-model. Apart from the above-mentioned
models the Hamiltonian is called anisotropic Heisenberg model.

Figure 2.2: Different regimes of the one-dimensional Hamiltonian

Although the Heisenberg model seems to be a simple model, an analytic
solution only exists for the one-dimensional spin-1/2 case, using the so called
Bethe ansatz [6]. Not only the ground state, but also excited states [7] and
the thermodynamics of this model based on the Bethe ansatz solution to the
quantum transfer matrix [8] can be calculated in a numerically exact way.
The Mermin-Wager theorem [9] says that a phase transition at finite tem-
perature will not occur in the one-dimensional Heisenberg model, therefore
in one dimension no long range order can be seen.
The spin-spin correlation behaves like:

〈SiSj〉 ∝ 1

|i− j| (2.4)
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In Appendices B and C we do some anisotropic Heisenberg (Jz = 1
2
Jxy)

and ’free fermions’ (Jxy 6= Jz = 0) calculations.

2.2 Chains with static phonon interaction

Couplings between spins and lattice vibrations (phonons) can provoke struc-
tural instabilities. In a simple manner, a classical treatment of the lattice is
realized in the Heisenberg model by implementing a static phonon interaction
f(i), Eq. (2.6), see Fig. 2.3.

Ĥ =
N∑
i=1

f(i)

{
Jz S

z
i S

z
i+1 +

Jxy
2

(
S+
i S
−
i+1 + S−i S

+
i+1

)}
(2.5)

The static phonon interaction is a periodically1 alternating change of the
spin-spin interaction with respect to the site index i. Its strength is specified
by the dimensionless parameter δ = 2gu/(|J |a0), given by g the spin-phonon
coupling constant, a0 the lattice constant, u the atomic displacement and J
the exchange constant2, shown in the paper of Sirker et al. [4].

f(i) = 1 + (−1)iδ (2.6)

Figure 2.3: Heisenberg model with static phonon interaction J · (1± δ)

The lattice displacements are concerned by an additional elastic energy:

Eel =
NKδ2

2
(2.7)

which yields the total adiabatic approximated Hamiltonian, where K =
K̃J2a2

0/(4g
2) is the effective elastic constant and K̃ determines the energy

of N coupled harmonic oscillators Eel = NK̃u2/2. A Spin-Peierls transition
occurs when the gain in magnetic energy is larger than the loss in elastic
energy. This is discussed in Chap. 4.

1f(i+ k) = f(i); k ∈ {p mod N ≡ 0}, p ∈ N
2J = Jz = Jxy
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2.3 Chains with dynamic phonon interaction

To specify the dynamic phonon interaction, we insert a spin-phonon coupling
function f(xi), which is based on the phonon displacement xi at a specific
site i, and add Hp the Hamiltonian of the non-interacting phonons, in the
one-dimensional Heisenberg model.

Ĥ =
N∑
i=1

f(xi)

{
Jz S

z
i S

z
i+1 +

Jxy
2

(
S+
i S
−
i+1 + S−i S

+
i+1

)}
+Hp (2.8)

Two different kinds of phonons are often considered. The first one consists
of bond phonons Eq. (2.9), where ions between spins oscillate perpendicu-
larly to the spin chain (transverse oscillation). The positions of the spins
do not change, but the exchange coupling is modified. The strength of the
interaction between spins and phonons is specified by the coupling constant
g. Setting it to zero it gives us back the ’simple’ Heisenberg model, apart
from Hp.

f(xi) = 1 + g · xi (2.9)

The second type consists of longitudinal oscillations of the ions along
the chain, so called site phonons. This is shown in Eq. (2.10), containing
differences of the phonon displacements of the next nearest neighbor sites.

f(xi) = 1 + g · (xi − xi−1) (2.10)

The non-interacting Hamiltonian Hp can be specified in Fourier space,
where q is the reciprocal lattice point of the first Brillouin-Zone and ω(q)
gives the bare phonon dispersion.

Hp =
1B.Z.∑
q

p2
q

2
+
ω2(q)

2
x2
q (2.11)

We consider two archetypal kinds of bare phonon dispersions ω(q). When
the phonons couple like (xi − xi+1)2 in Hph then the dispersion in ω−space,
obtained by a Fourier transform, is Eq. (2.12).

ω(q) =
ω0√

2

√
1− cos(q) (2.12)
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These are gap-less acoustic phonons, shown in Fig. 2.4.
Optical phonons based on the Fourier transform of x2

i are described by
dispersion-less Einstein phonons, shown below 2.13 and in Fig. 2.4.

ω(q) = ω0 (2.13)

Figure 2.4: The dispersion-less Einstein phonons approximate the optical
branch (blue) and the gap-less acoustic phonons form an acoustic branch
(red) [10]

2.4 Square lattice

The arrangement of the spins of the one-dimensional Heisenberg model (Heisen-
berg chain) exemplified above is expanded to an additional dimension. The
spins in the second dimension are coupled via a perpendicular exchange-
coupling constant J⊥. This yields the two-dimensional Heisenberg model:

Ĥ = J‖

N∑
i,j=1

Si,jSi+1,j + J⊥

N∑
i,j=1

Si,jSi,j+1 (2.14)

One material which can be described by the two-dimensional Heisenberg
model is SrCu2(BO3)2. The structure is shown in Fig. 2.5.

For the two-dimensional case with larger system size no exact solution
is available and a numerical treatment is needed. As the Mermin-Wagner
theorem [9] states, no phase transition can be observed at finite temperature.
The spin correlation 〈SiSj〉 shows an exponential decreasing behavior within
the distance |i− j|, see Ding et al. [12].



CHAPTER 2. HAMILTONIAN 18

Figure 2.5: SrCu2(BO3)2 describable by a two-dimensional antiferromagnetic
Heisenberg model, taken from [11]

2.5 Square lattice with static phonon inter-

action in one dimension

There are different ways static phonon displacements can occur in a two-
dimensional Heisenberg model (see Sirker et al. [13] and Wenzel et al. [14]).
The weaker3 and stronger4 spin couplings can be either placed in a zig-zag
string in the lattice or in a periodically alternating coupling of fixed chains.
Treating the latter case, the coupling constant J⊥ is shown in Fig. 2.6, with
f(i) of Eq. (2.15), which is applied in this thesis.

Ĥ = J‖

N∑
i,j=1

f(i) {Si,jSi+1,j}+ J⊥

N∑
i,j=1

Si,jSi,j+1,

f(i) = 1 + (−1)iδ (2.15)

In order to study the Spin-Peierls Transition (SPT) as already discussed
in Sec. 2.2, we have to take care of the elastic energy Eel. In Chap. 6 we
once more calculate a possible gain in magnetic energy versus cost in elastic
energy.

3J‖(1− δ)
4J‖(1 + δ)
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2.6. SQUARE LATTICE WITH DYNAMIC PHONON INTERACTION

IN ONE DIMENSION

Figure 2.6: Heisenberg model with static phonon interaction in one dimension
J‖(1± δ) and coupling constant J⊥ in second dimension

2.6 Square lattice with dynamic phonon in-

teraction in one dimension

The dynamic phonon interaction Eqs. (2.16) and (2.11) is just5 applied in
one dimension6. The second dimension is coupled with a exchange coupling
constant J⊥, therefore the model describes coupled Heisenberg chains.

Ĥ = J‖

N∑
i,j=1

f(xi) {Si,jSi+1,j}+ J⊥

N∑
i,j=1

Si,jSi,j+1 +Hp,

f(xi) = 1 + g · (xi − xi−1) (2.16)

5because of computational effort, we will see in Sec. 3.5 and D
6Plotting the dispersion we will get a single phonon branch, instead of usually two - we

may expect in a two-dimensional lattice.





Chapter 3

Quantum Monte-Carlo

3.1 Introduction to Quantum Monte-Carlo

When dealing with large system sizes, numerical methods - like the Quantum
Monte-Carlo - are essential instruments for understanding physical effects,
especially in condensed matter physics1. In this thesis we are dealing with
high dimensional integrals, low temperatures and especially with dynamical
effects like the dynamical phonon interaction. Therefore improvements of
QMC algorithms, their efficiency and possible usage are continuously under
development.

In the past, the Trotter-Suzuki decomposition formula (see Suzuki et
al. [16] and Trotter et al. [17]) was used to formulate a Euclidean time path
integral (partition function) ready for finite-temperature Quantum Monte-
Carlo simulation. The inverse temperature is treated as an imaginary time
evolution2. By discretization of this imaginary time ∆τ a systematic error
appears, scaled as (∆τ)2. Handling this systematic error, measurements have
to be extrapolated by doing several simulations with different ∆τ , which costs
a lot of computational effort. More recently, it has been become clear that
one can take the time continuum limit in this formulation and perform once
directly in this limit (see Evertz [18]).
Alternately, the systematic error vanishes by treating the path integral with
the Stochastic Series Expansion (SSE), Sandvik et al. [19], introducing the
space of operator sequences. This approach is taken in this thesis.
On the other hand, the advantage of the Trotter-Suzuki decomposition and

1Because of the enormous Hilbert space the Lanczos algorithm [15] is not suitable
anymore.

2The Quantum-MC is projected to classical Monte-Carlo by inserting the imaginary
time as an additional dimension.

21
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its usage of imaginary time is the comfortable implementation of Green’s
function calculations, whereas in the SSE formulation, Green’s functions are
very cumbersome to calculate. This problem can be solved by a mapping
between SSE operator string index and continuous time (Michel [2]).
For the spin-phonon interaction, the spin update is done by using the di-
rected loop algorithm, with constant phonon coordinates. Phonon updates
are performed for fixed spins, in a time-state process. A modified bilinear
interaction is used to propose a global new phonon configuration, which is
than accepted or rejected using the actual interaction, see Michel [2].

3.2 Stochastic Series Expansion (SSE)

We want to get a basic overview of the Stochastic Series Expansion (SSE)3,
see more about in Sandvik et al. [19] [21] and Evertz [18]. We start our
derivation with the thermodynamic expectation value for an operator Â at a
certain inverse temperature β.

〈Â〉 =
1

Z
Tr
{
Âe−βĤ

}
, (3.1)

Z = Tr e−βĤ (3.2)

The exponential operator is Taylor expanded and the trace of the partition
function Z is written in a specific basis |α〉. For the Heisenberg model Eq.
(2.3) the |α〉 = |Sz1 , Sz2 , ..., SzN〉 basis is chosen.

Z =
∑
α

∞∑
n=0

βn

n!
〈α| (−Ĥ)n |α〉 (3.3)

By rewriting the Hamiltonian as a sum of diagonal and off-diagonal op-
erators4, acting on each bond bi, the SSE configuration space is spanned.

Ĥ = −
n∑
i=1

ĥai,bi (3.4)

In case of the Heisenberg model the diagonal operator ĥ1,bi is Jz(S
z
bi
Szbj +

C), with bi the bond index of next nearest neighbors 〈i, j〉. A constant C is

3Our simulations are based on the implementation of the ’Algorithms and Libraries for
Physics Simulations’ packages [20].

4ai = 1: diagonal operator; ai = 2: off-diagonal operator;
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added to guarantee the positivity of the matrix elements (see Evertz [18]).
The off-diagonal operator ĥ2,bi is described by Jxy(S

+
bi
S−bj + S−biS

+
bj

).
Under periodic boundary conditions, the propagation of the states is now
written in the following way Eq. (3.5).

|α(p)〉 =

p∏
i=1

ĥai,bi |α(0)〉 ,

|α(L̃)〉 = |α(0)〉 (3.5)

Back to the expansion formulation we can describe the nth power of the
Hamiltonian as a product of operators:

(−Ĥ)n = (ĥa1,b1 + ĥa2,b2 + ...)(ĥa1,b1 + ĥa2,b2 + ...)...(ĥa1,b1 + ĥa2,b2 + ...)︸ ︷︷ ︸
n-times

(3.6)

The expansion is truncated at some n ∼ Nβ, which leads to a vanishing
exponential contribution, but not to a systematic error5. Implementing uni-
tary operators h0,0 = 1̂ in the sequence leads to a fixed operator sequence
length L̃.

(−Ĥ)n =
∑

sequences Sn

Sn∈{(a1,b1)1,...,(aL̃
,b
L̃

)
L̃}
ĥa1,b1ĥa2,b2 ...ĥan,bn1̂1̂1̂︸ ︷︷ ︸

L̃ - times

(3.7)

The partition function is shown beneath, the number of ways introducing
(L̃− n) unitary operators is compensated by the prefactor:

Z =
∑
α

L̃∑
n=0

∑
Sn

βn(L̃− n)!

L̃!
〈α|

L̃∏
i=1

ĥai,bi |α〉 =
∑
α

L̃∑
n=0

∑
Sn

W (α, Sn) (3.8)

5Brainstorming: As during the simulation the upper limit of the configuration space
will not be reached (there are still unitary operators), the expansion is not truncated at
all.
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3.2.1 Update

The weight Eq. (3.9) of a specific state p and a sequence Sn can be extracted
from the partition function Eq. (3.8). For the updates the weight has to be
positive definite, otherwise the absolute value |W (α, Sn)| is used.

W (α, Sn) =
βn(L̃− n)!

L̃!
〈α|

L̃∏
i=1

ĥai,bi |α〉 (3.9)

We start the simulation with a sequence of unitary operators as initial
state:

{(0, 0)1, (0, 0)2, ..., (0, 0)L̃}
For the diagonal updates, unitary operators are replaced by diagonal oper-
ators and vice versa with a certain probability using Metropolis-Hastings,
Eqs. (3.10) and (3.11), assuring detailed balance [22], which causes a change
of the number of diagonal operators n in the fixed sequence length L̃.

P [(0, 0)p → (1, b)p] =
Nβ 〈αb(p)| ĥ1,b |αb(p)〉

L̃− n (3.10)

P [(1, b)p → (0, 0)p] =
L̃− n+ 1

Mβ 〈αb(p)| ĥ1,b |αb(p)〉
(3.11)

The off-diagonal update is realized by directed loop updates, see Sandvik
and Syljůasen [22], which are a modification of worm updates (see Prokof’ev
et al. [23]). The world line configuration is enlarged by an open line frag-
ment, inserting an (S−, S+) operator pair at randomly chosen imaginary time
(τS+ , τS−). Moving one end or both ends (operator source, operator drain)
randomly in space-time and accepting/ rejecting this by Metropolis-Hastings,
gives local updates until the two ends of the worm meet again, annihilate and
close the loop.

Possible maneuvers of the update are shown in Fig. 3.2.
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Figure 3.1: Example of a worm update: a) shows closed world lines, in b) an
open line fragment (worm) is inserted with S+ and S− operator, jumping of
the worm head is shown in c), in d) the two ends of the worm annihilate and
e) gives the new world line configuration (red colored line means spin up)

Figure 3.2: Examples of local updates: continue-straight, switch-and-
continue, switch-and-reverse and bounce of a sample configuration. In the
first case the switch-and-continue and in the second the switch-and-reverse
maneuver is marked as forbidden.
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3.3 SSE with static phonons

In this section we just have to describe a small adjustment between the SSE
of the Heisenberg model (see Sec. 3.2) and the SSE of the Heisenberg model
with static phonon interaction. The change of the Hamiltonian concerns
the static spin-phonon coupling, a periodically alternating coupling. The
adjustment is described by a function of the bond index bi and the phonon
displacement δ, as already mentioned above:

f(bi) = {1 + (−1)biδ}

This causes a change in the matrix element in Eq. (3.8).

W (α, Sn) =
βn(L̃− n)!

L̃!
〈α|

L̃∏
i=1

f(bi)ĥai,bi |α〉 (3.12)

Thus probabilities P of the Metropolis-Hastings- based update between
unitary and diagonal operators change consequently.

P [(0, 0)p → (1, b)p] =
Nβ 〈αb(p)| f(bi)ĥ1,b |αb(p)〉

L̃− n (3.13)

P [(1, b)p → (0, 0)p] =
L̃− n+ 1

Mβ 〈αb(p)| f(bi)ĥ1,b |αb(p)〉
(3.14)

On the other hand, the off-diagonal update, based on the worm update
is not changed at all.
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3.4 Mapping: SSE and continuous time

Figure 3.3: Mapping between SSE operator string index and continuous time

Starting by enlarging our configuration space

{α} ⊗ {Sn, n = 0, ...,∞} → {α} ⊗ {Sn, n = 0, ...,∞}⊗ {τ}

we treat our partition function by Trotter decomposition, introducing imag-
inary time τ .

Z = Tr e−βĤ

= Tr e
β

P
i
ĥai,bi

= Tr lim
∆τ→0

[
e

P
i

∆τĥai,bi

] β
∆τ

= Tr lim
∆τ→0

[∏
i

(
1 + ∆τ

∑
i

ĥai,bi

)] β
∆τ

(3.15)
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Analogous to Eq. (3.7) we rewrite the product of the sum of local oper-
ators by time ordering {τ} → τ1 < τ2 < ... < τn−1 < τn (operator acting at
time τi) as a sequence of n non-unitary local operators.

Z =
∑
{α}

lim
∆τ→0

β
∆τ∑
n=0

∑
{Sn}

∑
{τ}

∆τn 〈α|
∏
i

ĥτai,bi |α〉 (3.16)

This gives the same shape of the partition function as Eq. (3.8). The
sum of all time vectors can now be split up6:

∑
{τ}

∆τn =

τn<β∑
τn=0

∆τ

τn−1<τn∑
τn−1=0

∆τ...

τ1<τ2∑
τ1=0

∆τ (3.17)

Doing the limit ∆τ → 0 leads to the time integrals in the partition
function, which gives us the interaction representation:

Z =
∑
{α}

∞∑
n=0

∑
{Sn}

β∫
0

dτn...

τ3∫
0

dτ2

τ2∫
0

dτ1 〈α|
∏
i

ĥτai,bi |α〉 (3.18)

When the local Hamiltonians of the sequence are time independent, eval-
uating the integrals gives a constant βn

n!
:

Z =
∑
{α}

∞∑
n=0

∑
{Sn}

βn

n!
〈α|
∏
i

ĥai,bi |α〉 (3.19)

This is the same as Eq. (3.8) until

W (α, Sn) = W (α, Sn)

β∫
0

dτn...

τ3∫
0

dτ2

τ2∫
0

dτ1 p(τ |n, β) (3.20)

with the probability density p(τ |n, β) of the time vector τ .

p(τ |n, β) :=
n!

βn
(3.21)

6see Dyson time ordering operator, Nolting [24]



29 3.4. MAPPING: SSE AND CONTINUOUS TIME

We can now do a stochastic mapping from an SSE to an imaginary time
configuration. For every configuration (α, Sn) a sampling {τ} has to be cho-
sen. This can be done in two different ways:

1) Draw n independent random points out of a uniform probability den-
sity (p = 1/βn) in the interval [0, β) and sort them from lower to higher
time. There are n! possible arrangements (p = n!/βn), which gives us τi
Poisson-points,
or as used in this thesis:
2) Choose (n+ 1) intervals ∆τ̃i out of an exponential probability density:

p(∆τ̃i) = exp(−∆τ̃i) (3.22)

By normalizing the intervals from [0, β) with

∆τi =
β∑n+1

j=1 ∆τ̃j∆τ̃i
(3.23)

and calculating time steps

τi =
i∑

j=1

∆τj (3.24)

we get τi Poisson points in a comfortable way too.
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3.5 SSE with dynamic phonons

We start the derivation7 with the Hamiltonian already described in Sec. 2.3.

H =
N∑
i=1

f(xi)SiSi+1 +Hp,

Hp =
1B.Z.∑
q

p2
q

2
+
ω2(q)

2
x2
q (3.25)

The trace Trs of the partition function Eq. (3.2) is now written in spin
space Eq. (3.26), in the basis of the diagonal part of the Hamiltonian. Dx is
the measure of the path integral over all phonon configuration {xi(τ)} trans-
formed from quantum mechanical displacement and momentum operator to
classical variables (xi → xi(τ), pi → idxi(τ)

dτ
) in imaginary time.

Z = Trs

∫
Dx exp

− β∫
0

dτH[{xi(τ)}]
 (3.26)

In this thesis we center our efforts on site phonons, but also bond phonons
can be implemented in a similar way. In the following simulations we consider
optical phonons, therefore dispersion-less Einstein phonons ω0 are inserted.

f(xi) = 1 + g · (xi − xi−1) (3.27)

Based on site and optical phonons, the transformed Hamiltonian is now
written as:

H[{xi(τ)}] =
N∑
i=1

(1 + g · (xi(τ)− xi+1(τ)))

(
SiSi+1 +

1

4

)
+Hp[{xi(τ)}]

Hp[{xi(τ)}] =
1B.Z.∑
q

1

2

(−ẋ2
q(τ) + ω2

0x
2
q(τ)

)
(3.28)

In a next step the partition function is written in the interaction repre-
sentation, with Hph staying in the exponent, following Sandvik et al. [19] and
Prokof’ev [25] 8.

7based on the thesis of Michel [2]
8The statistical operator is related to a Matsubara [24] evolution σ: exp(−βĤ) =

exp(−βH0)σ, where H0 is the diagonal part of the Hamiltonian and expanded in the
off-diagonal part
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Z =
∞∑
n=0

∑
Sn,α

∫
τn

dτ ×
∫
Dx 〈α|

n∏
l=0

f(xsl(τl)) ĥ
τ
al,sl
|α〉 × exp

− β∫
0

dτHp[xi(τ)]


(3.29)

The spin-phonon coupling f(xsl) at site index sl is then raised into the ex-
ponential function. This yields an effective action S[{xi(τ)}, Sτn] for a phonon
configuration {xi(τ)} and a specific operator sequence Sτn, Eq. (3.31).

Z =
∞∑
n=0

∑
Sn,α

∫
τn

dτ 〈α|
n∏
l=0

ĥτal,sl |α〉 ×
∫
Dx exp (−S[xi(τ), Sτn]) (3.30)

S[{xi(τ)}, Sτn] =

β∫
0

dτHp[{xi(τ)}]−
n∑
l=1

ln(f(xsl(τl))) (3.31)

The logarithm part of the phonon effective action depends on the site sl
and imaginary time τl of the spin operators, as sketched in Fig. 3.4.

Figure 3.4: Phonon displacement at fixed spin operators

In order to get an efficient Monte-Carlo procedure, the logarithm is now
expanded to first order, resulting in a bilinear action, from which a sample
of a global new phonon configuration can be drawn exactly. We then accept
or reject the proposal configuration to ensure detail balance with reference
to the correct action Eq. (3.30).

ln(f(xsl)) = ln(1 + g · (xsl(τl)− xsl+1
(τl))) = g · (xsl(τl)− xsl+1

(τl))

+ O((xsl(τl)− xsl+1
(τl))

2) (3.32)
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Sprop[{xi(τ)}, Sτn] =

β∫
0

dτHp[{xi(τ)}]−
n∑
l=1

g · (xsl(τl)− xsl+1
(τl)) (3.33)

After Fourier transform of the phonon displacement in imaginary time
and space Eq. (3.34), the proposal action Sprop contains the coefficient of
Aq,n in a quadratic way, Eq. (3.38).

xl(τ) =
1√
Lβ

1B.Z.∑
q

∞∑
n=−∞

Aq,nexp(−i(lq + τωn)) (3.34)

By inserting a function D(i, τ), the spin dependent part of the proposal
action will be forced to the time τl and space sl of the spins.

D(i, τ) :=
n∑
l=1

δ(τ − τl)δi,sl (3.35)

Sprop[{xi(τ)}, Sτn] =

β∫
0

dτHp[{xi(τ)]− g
n∑
l=1

(xsl(τl)− xsl+1(τl)) D(i, τ)

(3.36)

This action can now be diagonalized in Fourier space. Inserting the
Fourier transformed coefficients in Eq. (3.36)

Aq,n = aq,n + ibq,n

A−q,−n = aq,n − ibq,n
Dq,n = ζq,n + iγq,n (3.37)

the proposal action Sprop results in a quadratic form:

Sprop[{aq,n, bq,n}, Sτn] =
1B.Z.∑
q

∞∑
n=0

(
αq,naq,n +

άq,n
2αq,n

)2

+

(
αq,nβq,n +

β́q,n
2αq,n

)2

−
(
άq,n
2αq,n

)2

−
(
β́q,n

2αq,n

)2

(3.38)
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α2
q,n = ω2

n + (1− 0.5 δn,0)ω2
0

άq,n = −g(2− δn,0)(ζk,n(1− cos(k))− γk,nsin(k))

β́q,n = −g(2− δn,0)(ζk,nsin(k) + γk,n(1− cos(k))) (3.39)

Using Eq. (3.39) the physical action Eq. (3.31) becomes:

S[{aq,n, bq,n}, Sτn] =
1B.Z.∑
q

∞∑
n=0

α2
q,n(a2

q,n + b2
q,n)−

n∑
l=1

ln(1 + g · (xsl(τl)− xsl+1(τl)))

(3.40)

The infinite limits of the sums (Matsubara frequencies) are truncated
(∞→ nm) for simulation.
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3.5.1 Phonon update

For the phonon update we use a fixed spin configuration and therefore pay
attention to the partition function Eq. (3.30), where all phonon dependent
parts are raised up to an exponential function. By observing the fraction of
the weights of the new and old configuration for the updates, the unchanged
spin parts do not contribute. The new proposed phonon configuration is
drawn out of the distribution:

P ({áq,n, b́q,n}) = exp(−Sprop[{áq,n, b́q,n}, SτL̃]) (3.41)

After bilinearization of the effective action’s coefficients, where xd is nor-
mally distributed generated, the proposal amplitude is Gaussian distributed,
see Fig. 3.5.

áq,n =
xd
αq,n
− άq,n

2α2
q,n

b́q,n =
xd
αq,n
− β́q,n

2α2
q,n

(3.42)

The new amplitudes are accepted or rejected by evaluating the Metropolis-
Hastings probability, concerning the effective- and the proposal effective ac-
tions:

P (aq,n, bq,n → a′q,n, b
′
q,n) = exp(−S[a′q,n, b

′
q,n] + S[aq,n, bq,n]

− Sprop[aq,n, bq,n] + Sprop[a
′
q,n, b

′
q,n]) (3.43)

Switching between the space of Matsubara frequencies and imaginary time
needs a Fourier transform. This leads to a time discretization ti. To project
the time slice ti to the operator string based time τl, a linear approximation
between the highest time slice t↓l (lower than τl) and the lowest time slice t↑l
(higher than τl) is done:

x′sl(τl) = x′sl(t
↓
l ) +

x′sl(t
↑
l )− x′sl(t↓l )
t↑l − t↓l

(tl − t↓l ) (3.44)

The momentum/Matsubara-frequency-space is split up into subdivisions
of simultaneously updated amplitudes, with decreasing partitions around the
critical and observable most interesting area (q = π, ωn = 0) to improve the
acceptance probability.
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Figure 3.5: Gaussian distribution of the phonon state xi (snapshot of one
site during a simulation)

3.5.2 Spin update

For the spin update the phonon configuration is fixed. Let’s have a look
at the necessary modifications of Sec. 3.2. Concerning the spin-phonon
interaction f(xsl(τl)), the weight of the spin configuration Ws(α, S

τ
n | xi(τ))

can be extracted from an equation similar to Eq. (3.29).

Ws(α, S
τ
n | xi(τ)) =

(L̃− n)!n!

L̃!
〈α|

n∏
l=0

f(xsl(τl)) ĥ
τ
al,sl
|α〉 (3.45)

The off-diagonal update does not depend on the phonon configuration
and is realized with the already described worm algorithm ĥτal,sl : ĥ1,sl ↔
ĥ2,sl. The diagonal one (1̂ ↔ ĥ1,sl) is done by acceptance depending on the
Metropolis-Hastings probabilities:

P (ĥτal,sl : 1̂→ ĥ1,sl) =
Ws(ĥ

τ
al,sl

= ĥ1,sl)

Ws(ĥτal,sl = 1̂)

1

P (sl)P (τl)

P (ĥτal,sl : ĥ1,sl → 1̂) =
Ws(ĥ

τ
al,sl

= 1̂)

Ws(ĥτal,sl = ĥ1,sl)
P (sl)P (τl) (3.46)

were probabilities higher than one are set to one. The underlying bond sl
is drawn out of a uniform probability density P (sl) = 1

N
and the probability

density for the time τl is constructed out of the difference between the next
highest τ ↑l and next lowest time τ ↓l of a non unitary operator (def. τ ↑1 = β
and τ ↓n = 0).
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This gives us the following Metropolis-Hastings probabilities:

P (ĥτal,sl : 1̂→ ĥ1,sl) = 〈α(l)| f(xsl(τl)) ĥ1,sl |α(l − 1)〉 N(n+ 1)(τ ↑l − τ ↓l )

L̃− n
(3.47)

P (ĥτal,sl : ĥ1,sl → 1̂) = 〈α(l)| f(xsl(τl)) ĥ1,sl |α(l − 1)〉−1 L̃− n+ 1

Nn(τ ↑l − τ ↓l )
(3.48)

The time of the spin-phonon interaction part is again linearly approxi-
mated by the operator string time τl.
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3.6 Tempering

For large phonon couplings, especially in the two-dimensional case, the sim-
ulation may get stuck in a local minimum9.

To handle this local minimum problem we implement tempering in our
calculations:

The purpose of this tempering procedure, with respect to the spin-phonon
coupling constant g, is to link configurations suffering from high autocorrela-
tion (simulations with high g) to simulations with lower autocorrelation (with
lower g). The range of the coupling is defined by a maximum coupling, that
respresents the highest parameter of interest for the simulation we intend to
determine and a minimum coupling at which the system rapidly equilibrates.
The shifted configurations are accepted or rejected by a Metropolis Hastings
decision. The best way to choose the steps of the coupling would be to im-
prove the Metropolis Hastings acceptance for the exchange. To avoid ’useless’
extrawork every simulation (every coupling step) will do measurements with
this exchanged configurations.

In detail tempering is realized in the following way:

A number of parallel processes (nop), seen as a closed process chain with
slightly different phonon coupling constants g0 < ... gnop < gnopmax is started.
g0 is chosen low enough, so that the configurations do not suffer from high au-
tocorrelation anymore. After a few hundred10 sweeps the configurations and
site states are shifted to a neighbor process, either to the left (nop→ nop−1)
or to the right (nop → nop + 1) neighbor, Fig. 3.6. I.e. configurations
suffering from high autocorrelations are shifted to calculations with lower
phonon coupling constants and vice versa. The new configuration suggestion
is accepted or rejected by Metropolis Hastings in one of the two involved
processes. A flag will show the second process to accept or reject the new
configuration too. Thereby configurations are shifted in the process chain
and serve as proposal configurations, but no one will be discarded.

9Indication of a local minimum problem: Although no site is specially preferred, the
mean value of the phonon coordinate is far away from zero. Moreover large autocorrelations
for all observables appear.

10These chosen number of sweeps depends on the system size; for a 4x4 Spin-system we
used 100 sweeps (empirically determined).
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The Metropolis Hastings decision of a process is done with the following
probability (γ old configuration and ξ new configuration):

p(gγ → gξ) =
W (αξ, S

τξ
nξ(gξ))

W (αγ, S
τγ
nγ (gγ))

,

W (αξ, S
τξ
nξ) =

(L̃ξ − nξ)!nξ!
L̃ξ!

〈αξ|
nξ∏
l=0

f(xslξ(τlξ)|gξ)ĥτξal,sl |αξ〉 ,

W (αγ, S
τγ
nγ ) =

(L̃γ − nγ)!nγ!
L̃γ!

〈αγ|
nγ∏
l=0

f(xslγ(τlγ)|gγ)ĥτγal,sl |αγ〉 , (3.49)

After that, the next hundred sweeps are done. With respect to the
Metropolis Hastings decisions configurations and site states are shifted to
other sites in the ’process chain’. After several thousand exchanges11, the
configurations and expectation values do not suffer from high autocorrela-
tion anymore. Thus the local minimum problem is corrected.

Technical details:

Initially the exchange of the configuration, the site states and the elements
of the operator string (Fig. 3.7) have been realized by OpenMPI a Message
Parsing Interface. MPI [26] is a communication protocol, which makes it
possible for processors to synchronize and exchange messages to each other
in an efficient way. Due to fundermental conflicts with the used ALPS li-
braries used in the implementation and compiling phase (even with other
MPI versions) we were forced to chose an less efficient way to go on.

Subsequently the synchronized configuration exchange was realized in the
following way: The configurations, the site state and the elements of the
operator string are written into a file. Renaming this file with a sweep-index
based file name gives a sign to read the parameters, attributes and flags
for the next process, which checks its existence. Deleting this file after the
reading will set a flag to the former process, which checks its nonexistence.
During the existence checks (synchronization) the processes have to wait.
Finally, exchanging the operator string causes a dynamical adjustment of its
length L̃.

11To get good statistic the choice of the total amount of sweeps has to be empirically
determined by observing the observables and their autocorrelation time during the simu-
lation.
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Figure 3.6: Process handling and communication during the tempering: In
specific steps an exchange of the operator string and the site states be-
tween different processes (number of process, nop) characterized by specific
phonon interactions gnop happens. The acceptance of this exchange is done
by Metropolis Hastings (MH)

Figure 3.7: Elements of the operator string and some control flags have to
be exchanged during the tempering between the processes

In the operator string the kind of the operator (unitary, diagonal and
off-diagonal) and its information of the spin alignment are represented by a
vertex of 4 legs, shown in case of a diagonal operator in Fig. 3.8. The ’link’
data, Fig. 3.8, gives the positioning of this operator and τ the corresponding
imaginary time it acts in.
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Figure 3.8: Linked vertex representation (red color means spin up)

Problems in parallelization:

The Network File System (used in our cluster) issues no guarantee of the
chronology of the file access and no guarantee for the duration of treating
atomic and non-atomic operations like the ’delete’ command. This causes a
problem, if the number of processes is necessarily larger than the maximum
core number of the computer in the cluster (leaving the shared cache).
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3.7 Expectation value

The diagonal expectation values can now be determined in the following way:

〈Â〉 =

∑
C A(C)W (C)∑

CW (C)
(3.50)

where A(C) is the estimator and W (C) the weight of the specific sampling
configuration. The notation distinguishes whether the phonon subspace is
used for dynamic phonon calculations.

W (C) = W (α, Sn)

W (C) = W (α, Sτn, xi(τ)) (3.51)

For some configurations, like in geometrical frustrations of the lattice, the
weight might not be positive definite. This causes the SIGN PROBLEM [21].
Avoiding negative weights, the sampling is done by using the absolute value
of the weight and incorporating the sign into the observables. In many sign
problem- appearing cases the usage of Monte-Carlo is unrewarding. The
QMC will get exponentially slow, the average sign of the configurations will
decrease exponentially to zeros and the statistical errors of observables will
increase exponentially. In the simulations of this thesis no sign problem ap-
pears.

The statistical error of correlated observables is calculated by evaluating
the variance of the observable including the autocorrelation time with the
series length n, see Evertz [27].

∆Â =

√
σ2
Â

n
2τint(Â)

σ2
Â

= 〈Â2〉 − 〈Â〉2 (3.52)

In order to determine the integrated autocorrelation time τint binning
is used12. The time series of observables is cut into blocks with increasing
lengths. Block-length by block-length the variance is calculated and con-
verges to the exact variance when block averages are uncorrelated and the
block length greatly exceeds the correlation time.

12Binning for error calculations as well as jackknife for cross-correlation analysis is al-
ready implemented in the ALPS libraries [20].



CHAPTER 3. QUANTUM MONTE-CARLO 42

The expectation value of the energy of the pure Heisenberg model and for
the static phonon interaction depends only on L̃ defined by SSE, see Sandvik
et al. [19].

〈E〉 = − 1

β
〈L̃〉W (C) (3.53)

For the dynamic phonon interaction case (see Michel [2]), with respect to
the weight of the configuration and the truncation of the Matsubara frequen-
cies nm, the expectation value 〈E〉 is found by:

〈E〉 =
1

β

〈
L̃+

L(2nm − 1)

β
−

1.B.Z.∑
q

nm∑
n=1

8n2π2

β2
(a2
q,n + b2

q,n)

〉
W (C)

(3.54)

3.8 Green’s function

We have discussed the algorithm with the updates and how to calculate ex-
pectation values of observables. Now we want to get a closer look at the
dynamics of the model by measuring the imaginary time dependent correla-
tion functions - Green’s functions. Starting with their definition:

GBA(τ) := 〈B̂τ Â0〉 := 〈eτĤB̂e−τĤÂ〉 =
1

Z
Tr
{
e−(β−τ)ĤB̂e−τĤÂ

}
(3.55)

In this thesis the operators Â and B̂ will be e.g. Szi and Szj , which
means the operators are diagonal in the basis {|α〉}. The correlation of the
operators are evaluated for different times, where 〈Bt′At〉 = 〈B0At−t′〉 can be
rearranged, see Nolting [24]. Treating the Green’s function with the Trotter
decomposition as done in Sec. 3.4, the correlation function is measured by
using the fast Fourier transform, using a discrete time grid with spacing of
δτ . For diagonal operators the correlation function can be rewritten in terms
of (see Michel [2]):

GBA(τ) =
1

Z

∑
{α}

lim
∆τ→0

β/∆τ∑
n=0

∆τn
∑
Sτn

〈α|
τi≥τ∏
i

ĥτai,biB̂

τi≤τ∏
i

ĥτai,biÂ |α〉 (3.56)

Next a time spacing index l ∈ [0, β/δτ − 1] is inserted.
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GBA(lδτ) =
1

Z

∑
{α}

lim
∆τ→0

β/∆τ∑
n=0

∆τn
∑
Sτn

〈α|
n∏
i

ĥτai,bi |α〉 〈αlδτ | B̂ |αlδτ 〉 〈α0| Â |α0〉

(3.57)

Evaluating the limit ∆τ → 0 like in Sec. 3.4 will give us the integral
formulation of the time dependent part.

GBA(lδτ) =

=
1

Z

∑
{α}

∞∑
n=0

∑
Sτn

〈α|
n∏
i

ĥτai,bi |α〉
β∫

0

dτn ...

τ2∫
0

dτ1 〈αlδτ | B̂ |αlδτ 〉 〈α0| Â |α0〉

=
1

Z

∑
{α}

∞∑
n=0

∑
Sτn

W (α, Sn)

β∫
0

dτn ...

τ2∫
0

dτ1 p(τ |n, β) 〈αlδτ | B̂ |αlδτ 〉 〈α0| Â |α0〉

(3.58)

In a short way the Green’s function can be written as:

GBA(lδτ) = 〈B((j, lδτ), α, Sn, τ)A((i, 0), α, Sn, τ)〉W (α,Sn),p(τ |n,β) (3.59)

where operator B̂ is acting at time lδτ and bond j and operator Â acting
at time 0 and bond j. Due to translation invariance in time and space the
fast Fourier transform can be used.

f̃(k, ω) =

√
δτ

βL

β/δτ∑
ν

N∑
j

f(ν, j)e−iνω
2πδτ
β e−i2πjk (3.60)

The correlation function is obtained as a convolution.

G̃BA(ω, k) =

√
δτ

β
〈B̃((ω, k), α, Sn, τ)Ã((ω, k), α, Sn, τ)〉W (α,Sn)p(τ |n,β) (3.61)

In the following chapters the Fourier transformed spin operator Szk,ω, al-
ready in ALPS implemented, is used for the spin correlation function 〈Szi,0Szj,τ 〉
calculations.
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3.8.1 Phonon Green’s function

The phonon spectra can be measured in a direct way, because the update
is already realized in reciprocal space. The Green’s function, a convolution
after fast Fourier transform in space and imaginary time, can be calculated
in the following way:

Gx(q, ωn) = FT (〈xl(0)xm(τ)〉)

=

〈
1

Lβ

1.B.Z.∑
q,q́

∞∑
n,ń=−∞

Aq,ne
−i(lq)Aq́,ńe

−i(mq́+τωń)

〉
= 〈Aq,nA−q,−n〉 = 〈a2

q,n + b2
q,n〉 (3.62)

For a jackknife13 error analysis the series of observables is cut into blocks
with similar lengths. The variance in relation to the average of the series
is evaluated each time by leaving out one block. The variance of the cross-
correlated observable is proportional to the mean of the evaluated variance
series, see Evertz [27].

3.8.2 Maximum Entropy

The Maximum Entropy analysis is used to evaluate the inverse Laplace trans-
form of the given imaginary time Green’s function G(τ).

G(τ)︸ ︷︷ ︸
correlated, data with errors

=

∞∫
0

A(ω) K(ω)︸ ︷︷ ︸
kernel

dτ (3.63)

The MaxEnt reconstructs the real frequency spectral function A(ω), using
theory of probability (see von der Linden [28], Silver et al. [29])14.
The analysis is based on the Bayes theorem,

p(A(ω)|G(τ), C,H) =
p(G(τ)|A(ω), C,H) p(A(ω)|C,H)

p(G(τ)|C,H)
(3.64)

where the likelihood function p(G(τ)|A(ω), C,H) describes the error statis-
tics of the QMC, the prior probability p(A(ω)|C,H) contains the prior knowl-
edge and the posterior probability reads like p(A(ω)|G(τ), C,H). H stands

13included in ALPS
14Because of the ill-conditioned equation Eq. (3.63), the solution of A(ω) treated with

direct inversion will be negligible to the prevalent noise.
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for the hypothesis, containing the prior knowledge and C the underlying cor-
related errors in form of the error covariance matrix. For the prior a Poisson
distribution is suggested, where adding small parts ∆A to A(ω) provides in-
dependence to already added values. Treating this probability with Stirling’s
formula leads to the Shannon-Entropy. Assuming the maximized entropy as
a small peak the norm of the prior can be calculated via steepest decent ap-
proximation. Coupling an additive noise (a multivariate normal distribution)
to the likelihood yields a convenient posterior15.

The choice of the kernel Ki(ω) depends on the underlying spectral func-
tion A(ω) we expect to evaluate. For the spin spectral function we use
following kernel:

Kspin(ω) =
e−ωτ + e−ω(β−τ)

1 + e−ωβ
tanh

(
βω

2

)
(3.65)

and for the phonon spectral functions obtaining G(ω) instead of G(τ):

Kphonon(ω) =
ω

ω2 + τ 2
tanh

(
βω

2

)
(3.66)

15The evaluation is done by the MaxEnt program of W. von der Linden, D. Neuber and
M. Hohenadler





Chapter 4

Heisenberg chain with static
phonon interaction

Based on recent results of Sirker et al. [4] we start our investigation with the
Heisenberg model with static phonon interactions, introduced in Sec. 2.2.
A Spin-Peierls transition will occur if magnetic energy is gained by static
distortion δ of the classical lattice. In the paper of Sirker et al. following
Hamiltonian was used

H = J
N∑
j=1

{1 + (−1)jδ} SjSj+1 +
NKδ2

2
(4.1)

The first part describes the magnetic- Emag, the second part the elastic
Eel contribution. In the antiferromagnetic case a gain in magnetic Energy
Emag ∼ −δ4/3, a cost in elastic energy Eel ∼ δ2 and a gap of Eg ∼ δ2/3

appears [30], treating the phonons in a mean-field random-phase approxi-
mation (RPA). That means, the antiferromagnet is unstable against static
distortion, which is called the ’Peierls instability’.

Antiferromagnetic coupling:

Emag ∼ δ4/3

Eel ∼ δ2

Eg ∼ δ3/2 (4.2)

In the ferromagnetic case calculations with modified spin wave theory
(MSWT) lead to a gain in magnetic energy Emag ∼ −T 3/2δ2 and cost in
elastic energy of similar form Eel ∼ Emag [4]. It depends on the prefactor

47
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and on the temperature T whether a finite δ is energetically favorable.

Ferromagnetic coupling:

Emag ∼ −T 3/2δ2

Eel ∼ Emag

Eg ∼ dep. on prefactor (4.3)

In contrast to the antiferromagnetic case there will be no transition in
the ferromagnet in zero temperature limit, see Eqs. 4.3 and 4.2.

In Fig. 4.1 a phase diagram of the FM and AM chain is shown, evaluated
by the use of density-matrix renormalization group applied to transfer ma-
trices (TMRG) in Sirker [4]. To minimize the free energy and to determine
a critical effective elastic constant K0(T ) the phonon displacement δ(T ) is
treated as a thermodynamic degree of freedom. For a fixed phonon displace-
ment δ the dimerization will occur if and only if K < K0(T ) and g > g0(T )1.
The inset (b) in Fig. 4.1 shows the temperature dependence of the phonon
displacement δ(T ) of the FM chain. It jumps to δ(T ) = 1 when K < K0(T )
for the temperature regime lower than the critical point TCP. At higher tem-
perature T δ(T ) shows a continuous behavior. Therefore a change between
first and second order phase transition can be seen.

In order to verify this phase diagram for the FM chain calculations have
been done by QMC for some temperatures and static phonon displacements2.
To measure the dimerization an order parameter is used, which is a compar-
ison between next-nearest neighbor energies:

∆−SS = 〈S2iS2i+1 − S2iS2i−1〉 (4.4)

The coupling of the static phonons is related to the site index and there-
fore measuring SiSi+1 is not translational invariant3. In Fig. 4.2 the order
parameter as a function of static phonon displacement δ and the temperature
T is shown4.

1The effective critical elastic constant relates to K0 = K̃J2a2
0/(4g

2
0) and K̃ to Eel =

NK̃u2/2, see Sec. 2.2.
2In the following simulations the truncated (SSE) expansion limit L̃ is chosen in the

range of the system size times inverse temperature (L̃ ∼ Lβ). To obtain convergence and
good statistics for the used observables and correlations we suggest, empirically evaluated,
to use L · 105 sweeps and to reject 10% for thermalization.

3The spin is measured in z direction, no direction in space is preferred. Therefore we
get → 〈SiSj〉= 3〈Szi Szj 〉.

4The results in Fig. 4.2 agree with those obtained with TMRG by Sirker [4]
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Figure 4.1: Phase diagram (by TMRG) of a dimerized AFM (black dashed
curve) and a dimerized FM chain (blue/red curve). DFM resp. DAFM are the
dimerized regimes, UFM resp. UAFM are the non-dimerized (uniform) ones.
The FM chain has a second order (blue solid curve) and a first order phase
transition (red dashed curve) separated by a critical point TCP . The insets
show the behavior of the order parameter of the FM chain (a) at K/|J | = 0.1
and of the AFM chain (b) at K/J = 2. Taken from the paper of Sirker et.
al. [4]

Increasing δ to 1 for higher temperature like T = 1, the order parameter
∆−SS rises almost in a linear way. On the other hand for lower temperatures
like T = 0.04 the parameter keeps almost to zero until δ = 0.6 and afterwards
rises sharply to the triplet5 energy of the spin-1/2 system. Quite interesting
detail: because of higher excitation, the data points of T = 1 do not end
exactly at the triplet energy of the system. Appendix A shows results of the
order parameter for the spin-1-Heisenberg model.
In Fig. 4.3 the site energy of the Heisenberg chain is shown as a function
of the displacement δ for a system at inverse temperature β = 32. This is
almost in the lowest temperature regime of the phase diagram Fig. 4.1.

The site energy E for this low temperature stays more or less constant
under variation of the displacement δ. Although there is no visible energy
change for higher δ we are going to have a closer look at the SzSz correlation
by applying the ’Maximal Entropy Method’ Sec. 3.8.2 to the evaluation of

5At δ = 1 only two and two spins are coupled in the chain together.
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Figure 4.2: Spin order parameter ∆−SS for Spin 1/2, J = −1, L = 128, the
errorbars are smaller than the symbols

Figure 4.3: Site energy E of the Heisenberg chain vs. static phonon displace-
ment δ, J = −1, β = 32, L = 128,∆E = 10−4

the Spectral function, see Fig. 4.4. For higher displacement δ the peaks of
the spectral function broaden, split up and a gap at k = π/2 arises, as it is
analytically shown in Giamarchi [31]. At δ = 1 we get the peaks centered at
ω = 0 and ω = 2, which corresponds to the conservation of Sz1S

z
2 at δ = 1
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and to the singlet- triplet gap, resp.6. The highest peak at δ = 1 and ω = 0
is a consequence of the degeneracy of the triplet ground state.

Figure 4.4: Spectral function evaluated from the SzSz correlation, J = −1

In the following we show the spectral function in a two-dimensional mo-
mentum shade plot for every discrete k ∈ [0, π] in one dimension and the
energy ω in the second dimension for a demonstrative amount of δ-steps, see
Fig. 4.5. The peaks of the spectral function of higher δ at low momentum k
are quite small and therefore not all positions were marked.

The same procedure was done for an anisotropic Heisenberg model (Jz =
1
2
Jxy, J = −1) in Appendix B and for ’free fermions’ (Jz = 0, J = −1) in

Appendix C.

6The small peak of the Ss(ω, π/2)|δ=0.0 spectral function at ω = 0.3 is just an artifact,
appearing after the ’Maximum Entropy’ evaluation and is smaller than the errorbars (here
neglected for better visualization)
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Figure 4.5: Shade plots of the spin SzSz spectral functions: J = −1, L = 128,
β = 32



Chapter 5

Heisenberg chain with dynamic
phonon interaction

5.1 Antiferromagnetic coupling

By treating the lattice classically with static phonon interaction (Chap. 4)
we examined a Spin-Peierls Transition for the Heisenberg model. Now we
start our consideration of the same model quantum mechanically with dy-
namic phonon interaction Eq. (2.8) with the following theorem:

Mermin-Wagner theorem [9]

Continuous symmetries cannot be spontaneously broken at finite tem-
perature in systems with sufficiently short range interactions in dimensions
d ≤ 2.

Following the theorem, investigating the finite temperature case we do
not expect a symmetry breaking. On the other hand, in the temperature
limit T → 0 a transition is expected for the AFM chain.
The thesis of Michel [2] investigated this system with quantum mechanically
treatment of the lattice displacement. Suggested by Sandvik et al. [32] it is
adequate to simulate a system with inverse temperature higher than β = 2L
1, to obtain the zero temperature limit (T → 0)2. The critical coupling can
be determined by examining the staggered spin susceptibility Eq. (5.1).

1Increasing the inverse temperature does not appreciably change the spectral function
S(k, ω) at all.

2For the following simulations the loop algorithm (see Evertz [18], Troyer et al. [33])
with local updates of the phonons was used.
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χS(π) =
1

L

L∑
i,j

β∫
0

dτ
〈
Szi (τ)Szj (0)

〉
(5.1)

Following Okamoto et al. [34] the logarithmic correction of various vari-
ables vanishes at the critical coupling gc. The staggered susceptibility, related
to (see Sandvik et al. [32])

χS(π) ∼ Lln
1
2

(
L

L0

)
(5.2)

can be plotted in a finite size scaling (χS(π)/L)2 vs. ln(L) for different cou-
pling constants gi. The curve will converge to a constant at the critical
coupling gc.
In the following, results from Michel [2] for the antiferromagnetic Heisenberg
model with finite-frequency bond phonons (see Sec. 2.3 for the Hamiltonian)
and at a bare frequency of the dispersion-less Einstein phonons ω0 = 0.25
are shown. The critical coupling was determined to be gc = 0.23(2).

The shade plot of the phonon spectral function Eq. (5.3), evaluated by
measuring the phonon correlation 〈x−k(τ)xk(0)〉 and by ’Maximum Entropy
Theory’, is shown in Fig. 5.1.

Sx(k, ω) =
1

Z

∑
n,m

e−βEn| 〈m|xk |n〉 |2δ(ω − (Em − En)) (5.3)

At g = 0.1 < gc it exhibits a weak phonon branch, a so called central
peak branch, close to k = π and ω = 0. It scales like ω(π) → 0 as N → ∞.
The inset demonstrates the distribution of the spectral weight and the blue
shaded area illustrates the total spectral weight 0.5 of the non-interacting
system. In this coupling regime the electron phonon branch preserves its
spectral weight.

At the critical coupling gc, Fig. 5.2, a softening of the electron phonon
branch, caused by the spin phonon interaction can be recognized. Increas-
ing the coupling causes a broadening of the peaks. Some spectral weight
distributes to higher ω and the peak is no more located at the bare phonon
ω0 = 0.25.

At higher coupling g = 0.3 > gc the renormalized bare phonons join the
central peak branch and form a new single phonon branch in Fig. 5.3. Due
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Figure 5.1: Shade plot of the phonon spectral function,
L = 256, β = 512, g = 0.1 < gc. A so called central peak branch, close to
k = π and ω = 0, is shown. The inset shows the phonon spectral function
Sx(π, ω), whereas the blue dotted curve indicates the resolution change, when
using the momenta of the spectral function for the MaxEnt-evaluation (taken
from the thesis of Michel [2]).

to the fact that for higher g calculations suffer from high autocorrelation a
simulated tempering [35] was used.

For large ω0 no softening of the phonons appears (see Michel [2]). The
unaffected Einstein phonons and the central peak branch coexist beyond the
phase transition.
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Figure 5.2: Shade plot of the phonon spectral function,
L = 256, β = 512, g = 0.23 ≈ gc. A softening of the electron phonon branch,
caused by the spin phonon interaction can be recognized. The inset shows the
phonon spectral function Sx(π, ω), whereas the blue dotted curve indicates
the resolution change, when using the momenta of the spectral function for
the MaxEnt-evaluation (taken from the thesis of Michel [2]).

Figure 5.3: Shade plot of the phonon spectral function,
L = 256, β = 512, g = 0.3 > gc. The renormalized bare phonons join the cen-
tral peak branch and form a new single phonon branch. The inset shows the
phonon spectral function Sx(π, ω), whereas the blue dotted curve indicates
the resolution change, when using the momenta of the spectral function for
the MaxEnt-evaluation (taken from the thesis of Michel [2]).
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5.2 Ferromagnetic coupling

Investigating the finite temperature case of ferromagnetic spin coupling a
symmetry breaking is not expected at all, because of the Mermin-Wagner
theorem. Calculations with the modified spin wave theory in the paper of
Sirker et al. [4] estimated a gain in magnetic energy Emag ∼ T 3/2 for the
static case, thus no SPT would occur in the T → 0 limit.

We now examine the behavior of a small Heisenberg chain with fixed
phonon states in an exact diagonalization and calculate the site energy E
(Fig. 5.4 and Fig. 5.5), to get a feeling about the physical effects, when
coupling and temperature change.

Ĥ =
N∑
i=1

{
1− g · ((−1)ixi − (−1)i+1xi)

}
SziS

z
i+1 (5.4)

In Fig. 5.4 calculations for coupling constant g = 0.25 and different
temperatures are shown. Decreasing the temperature a symmetry breaking
becomes visible.

Figure 5.4: Site energy vs. phonon displacement of the Heisenberg chain
with coupling constant g = 0.25



CHAPTER 5. HEISENBERG CHAIN WITH DYNAMIC PHONON
INTERACTION 58

More clearly, for the stronger coupling constant g = 0.5 two minima for
the total energy at higher temperatures can be seen, Fig. 5.5.

Figure 5.5: Site energy vs. phonon displacement of the Heisenberg chain
with coupling constant g = 0.5
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5.2.1 Mean Field Approximation for T → 0

We treat the Hamiltonian Eq. (2.8) with the mean field approximation for
energy calculation to obtain the dependence on the optical phonon energy ω
and the phonon coupling constant g.
The energy E of a homogeneous ferromagnetic structure at low temperature
contains the spin energy Espin and the phonon energy Eph.

E = Espin + Eph ' −(1 + g · (xi − xi+1)) 〈SiSi+1〉+
ω

2
(5.5)

If we consider the phonon displacement as small enough, we can approx-
imate (xi − xi+1)→ 0 and get in terms of this for the energy E = −1

4
+ ω

2
.

We now demonstratively discuss a four spin chain with periodic boundary
conditions. This leads to following four non-equivalent configurations and
couplings:

case 1 : ↓ ↓ ↓ ↓︸ ︷︷ ︸
FM,FM,FM,FM

case 2 : ↓ ↓ ↓ ↑︸ ︷︷ ︸
FM,FM,AF,AF

case 3 : ↓ ↓ ↑ ↑︸ ︷︷ ︸
FM,AF,FM,AF

case 4 : ↓ ↑ ↓ ↑︸ ︷︷ ︸
AM,AF,AF,AF

The FM/AF/FM behavior (case 3) is based on, in preliminary stages with
QMC determined, simulation results. So after dimerization we propose and
expect an alternating antiferromagnetic and ferromagnetic coupling between
the spins. For the sake of completeness we also discuss case 1,2 and 4.
The site energy 〈SiSi+1〉 ≈ 〈Si〉〈Si+1〉 is now systematically written like:
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〈Si〉〈Si+1〉 := A+ (−1)iB (5.6)

case 1 : 〈Si〉〈Si+1〉 =

{
1

4
,
1

4
,
1

4
,
1

4

}
=̂

1

4
+ (−1)i0 (5.7)

case 2 : 〈Si〉〈Si+1〉 =

{
1

4
,
1

4
,−1

4
,−1

4

}
(5.8)

case 3 : 〈Si〉〈Si+1〉 =

{
1

4
,−1

4
,
1

4
,−1

4

}
=̂ 0 + (−1)i

1

4
(5.9)

case 4 : 〈Si〉〈Si+1〉 =

{
−1

4
,−1

4
,−1

4
,−1

4

}
=̂ −1

4
+ (−1)i0 (5.10)

The phonon displacement xi couples to energies in the following way,

〈SiSi+1〉 − 〈Si+1Si+2〉 =

{
2B i : even

−2B i : odd
(5.11)

or shows for configuration case 2 following behavior:

〈SiSi+1〉 − 〈Si+1Si+2〉 =

{
0 i : even
1
2

i : odd
(5.12)

Therefore we can write the phonon Hamiltonian:

Ĥiph =
p̂2
i

2m
+
ω2

2
x2
i ± 2gBxi

=
ω2

2

(
xi ± 2Bg

ω2

)2

︸ ︷︷ ︸
x̃2
i

− ω
2

2

(
2gB

ω2

)2

︸ ︷︷ ︸
∆Eph

(5.13)

Neglecting the kinetic part and separating the energy gain ∆Eph by com-
pleting the square structure.

∆Eph =
2g2B2

ω2
(5.14)

For the configuration cases 1 and 4 no gain in elastic energy ∆Eph, be-
cause of B = 0 and Eq. (5.11), appears.
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With alternating AF/FM couplings (case 3) we can estimate:

2g|∆xi| = 2|g|2
ω2

2B︸︷︷︸
= 1

2

(5.15)

Neglecting the phonon part, for the FM state we get for the spin energy:

EFM
spin = −1

4
(5.16)

Considering the case differentiation Eq. (5.12) and Eq. (5.13) for config-
uration case 2 a gain in elastic energy ∆Eph can be determined.
In the dimerized case (case 3) we can estimate for the spin energy:

ED
spin = −1

2

(1 + g (xi − xi+1)︸ ︷︷ ︸
→0

)
1

4
+ (1 + g (xi − xi+1)︸ ︷︷ ︸

→0

)

(
−1

4

)
= −1

2

[
1

4
− 1

4

]
= 0 (5.17)

The energy difference between EFM
spin and ED

spin will be 1
4

and causes a total
energy gain and an expected Peierls transition at low temperature (T → 0)
if:

1

4
<

2g2B2

ω2
⇐⇒︸︷︷︸
B= 1

4

|g| ≥ 2|ω| (5.18)

Note: An other ansatz showed that this relation between the coupling
constant g and phonon energy ω might be too high and the Spin-Peierls
transition will already occur at |g| ≥ |ω| for low temperatures.
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5.3 No Spin-Peierls Transition in one dimen-

sion with ferromagnetic coupling

Fig. 5.6 and Fig. 5.7 show phonon correlations 〈x0xj〉 of QMC simulation
of a Heisenberg FM chain (L = 16) with dynamic site phonons at different
temperature- and phonon coupling regimes3. No correlation can be seen,
therefore the system is not dimerized, as consequence: No Spin-Peierls Tran-
sition occurs as expected.

Figure 5.6: Phonon correlation 〈x0xj〉 for different inverse temperatures β.
Within a few sites the correlation is tending to zero.

This is also evident when considering the phonon correlation function
〈x(τ)x(0)〉 at k = π

2
Fig. 5.8, where a Spin-Peierls Transition might occur.

The correlations at the phonon coupling constants g = 0 and g = 0.34 are
compared to the analytic solution for g = 05. No differences in the energy
spectrum can be observed, so no indication for a phase transition can be
seen.

3For the simulations L · 105 sweeps were used (10% for thermalization).
4This is chosen to be higher than the critical coupling gc estimated in the static case.
5〈x(τ)x(0)〉 = ω(k)

ω(k)2+ω2
n

evaluated from Eq. (3.39) and Eq. (3.62)
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5.3. NO SPIN-PEIERLS TRANSITION IN ONE DIMENSION WITH

FERROMAGNETIC COUPLING

Figure 5.7: Phonon correlation 〈x0xj〉 for different phonon couplings g.
Within a few sites the correlation is tending to zero.

Figure 5.8: Comparison of the phonon Green’s functions 〈x(τ)x(0)〉π/2 for
g = 0 and for g = 0.3 with an analytically solution for g = 0. L = 16 and
β = 5





Chapter 6

Coupled Heisenberg chains
with static phonon interaction

In this Chapter we investigate the Hamiltonian Hspin of Sec. 2.5. We take
Heisenberg chains with periodic static phonons and couple them with a strong
perpendicular magnetic inter-chain coupling constant, of the same size as the
parallel spin coupling constant J⊥ = J‖ = −1, to get the best guaranty for
the two-dimensional behavior of a quantum system1.
In contrast to the one-dimensional ferromagnetic Heisenberg model with
static phonon interaction (see e.g. Sirker et al. [4]) we do not have any
predictions for the two-dimensional model and its behavior.
In the following, QMC simulations with periodic static phonons (Sec. 3.3)
of a two-dimensional system with length L = 64, width W = 64 and inverse
temperature β = 32 for a demonstrative amount of phonon displacements δ
are determined2. Fig. 6.1 shows the spectral functions in a two-dimensional
shade plot for every discrete momentum k and the energy ω. At δ ≥ 0.6
it shows the rising energy gap at k = (π/2, 0) and k = (π/2, π/2), caused
by a magnetic energy gain from distorting the lattice with a displacement δ.
The spin SzSz correlation (Green’s function Sec. 3.8) of the two-dimensional
system was measured and the spectral function S(ω) determined3 by using
the ’Maximum Entropy technique’, Sec. 3.8.2.

In the adiabatic approximation of the phonons, we again consider the

1We too choose length and width of same size L = W for the simulations.
2For the simulations L · 105 sweeps were used (10% for thermalization).
3There are different ways of arranging spectral functions in the shade plot. Here, in

two-dimensional reciprocal space, we have chosen the following way to go through the
lattice: We start at k = (0, 0)→ k = (π, π), from here to k = (π, π)→ k = (π, 0), back to
the beginning k = (π, 0)→ k = (0, 0).
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Figure 6.1: Shade plot of the spin SzSz spectral function: L = 64,W = 64,
β = 32

Hamiltonian H = Hspin + Eel. Competing to a possible gain in magnetic
energy Espin(δ = 0 → 1) there is the cost in elastic energy Eel = Kδ2/2 per
site, with K the effective elastic constant.
In Fig. 6.2 the spin energy Espin per site of different inverse temperatures β
vs. δ2 are plotted. To get a feeling for the finite size behavior the calculations
were done for several system sizes.
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For the ground state with the ferromagnetic coupling (β → ∞), as indi-
cated4 in Fig. 6.2 no gain in magnetic energy will occur. Even for any value
of phonon displacement δ ∈ [0, 1] the system will stay in the fully polarized
FM state.

For higher temperature there is again a significant energy gain between
Espin(δ = 0) and Espin(δ → 1), similar to the purely one-dimensional case.
Thus there appears to be a Peierls transition with static phonons in the
two-dimensional case as well.

4Because of computational efforts for β = 96 a non-quadratic lattice (24x6) was chosen.



CHAPTER 6. COUPLED HEISENBERG CHAINS WITH STATIC
PHONON INTERACTION 68

Figure 6.2: Spin energy Espin vs. δ2 for different inverse temperatures β and
system sizes



Chapter 7

Coupled chains with dynamic
phonon interaction

7.1 Antiferromagnetic coupling

The simulations of coupled Heisenberg chains with dynamic bond phonons,
shown here, are based on a realistic description of e.g. CuGeO3, see Sec.
2.6, with an estimated weak intra-chain coupling constant J⊥ = 0.1 and bare
phonons with ω0 = 0.25. Investigating this model in the static phonon case
a magnetic energy gain Emag ∼ δ2 of the same order as the lattice distor-
tion energy Eel can be ascertained, see Sirker et al. [36]1. Considering the
temperature limit T → 0, it is sufficient to choose the inverse temperature
β = 4L as described in Uhrig et al. [37].

The staggered spin susceptibility χ(π, π) Eq. (7.1) scales as χ(L) ∼ L2−η

(critical exponent η = 0.0375(5) from [38]).

χS(π, π) =
1

Lβ

∑
i,j

∑
i′,j′

β∫
0

dτ(−1)i−i
′+j−j′ 〈Szi,j(τ)Szi′,j′(0)

〉
(7.1)

Plotting χ(L)/L2−η vs. coupling g for different system sizes, the critical
coupling gc can be evaluated from the intersection point of these curves2.
The critical coupling has been determined as gc = 0.45(1), see Michel [2].

1The critical coupling gc for finite lattice distortion will be higher than it is in the
one-dimensional case.

2shown in Favorsky et al. [39]
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In the shade plot of the phonon spectral function Fig. 7.1 a softening
of the (kx, 0)-phonon branch at g = 0.425 near the critical coupling gc can
be seen3. We expect only one branch, because the phonons couple only in
one dimension. Here a system with L = 40 and W = 10 is displayed. In
Michel [2] its two-dimensional behavior with the ration R = L/W = 4 was
shown.

Figure 7.1: Shade plot of the phonon spectral function,
L = 40,W = 10, β = 160, g = 0.425, evaluated in k = (kx, 0) direction (taken
from the thesis of Michel [2])

Contrary to the predictions of QMC simulations of classical elastic lattices
of Sengupta [40], the Spin-Peierls phase transition seems to be of second
order, see Michel [2].

3For this simulation the loop algorithm (see Evertz [18]) with global spin updates and
local updates of the phonons were used. For large couplings g a simulated tempering has
to be implemented, because the updates suffer from high autocorrelations, see Michel [2].
At least 105 sweeps were sampled and 10% skipped for thermalization.
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7.2 Ferromagnetic coupling

We now implement a ferromagnetic coupling in our two-dimensional Heisen-
berg model with dynamic site phonon interaction in one dimension. Because
of our investigation in the static case Fig. 6.2 we expect a possible Spin-
Peierls transition in the higher temperature case β ∼ 1.5. To ensure a two-
dimensional behavior of the system a strong intra chain coupling J⊥ = −1
and a squared lattice L = W is chosen. In Fig. 7.2 a snapshot of the next
nearest phonon displacements (xi−xi+1) vs. imaginary time τ is illustrated.
A staggered inter- and intra chain correlation is recognizable.

Figure 7.2: These four snapshots illustrate the differences of the next nearest
phonon displacements (xi − xi+1) of a 4x4 lattice with g = 0.5 and β = 1.
The sites of a chain are plotted versus the imaginary time τ . The phonon
displacements are well correlated to each other, in intra- as well as in inter
chain dimension.

We now treat the model in a ’Mean Field Approximation’ to evaluate an
approximate critical spin phonon coupling gc.
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7.2.1 Mean Field Approximation

First we expand our ansatz for the spin energy Espin up to the 4th power of
δ.

Espin = a− bδ2 − cδ4 (7.2)

The phonon energy Eph is written as the potential part,

Eph =
k

2
x2 (7.3)

with the following relation between ω and k

ω2 =
k

m
= k (7.4)

The estimator of the Hamiltonian is rewritten in the mean field treat-
ment. The phonon coupling g and displacement x is set in relation to the
static phonon displacement δ. Thereby we can fit our parameters with the
calculations of the previous section (Fig. 6.2).

〈H〉 = 〈(1 + gx)SS +
k

2
x2〉

' (1 + g〈x〉︸︷︷︸
±δ

)〈SS〉+
k

2
〈x〉2 (7.5)

Changing the phonon energy Eph to static displacement δ notation

Eph =
k

2g2
δ2 (7.6)

we get for the total energy E:

E = a− bδ2 − cδ4 +
k

2g2
δ2 (7.7)
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In the limit δ → 0 and δ → 1 we obtain:

E(δ = 0) = a (7.8)

E(δ = 1) = a− b− c+
k

2g2

In case of low inverse temperature β, a gain in magnetic energy (lowering
of Espin(δ → 1)) can be determined from of Fig. 6.2. We can carry on
our consideration to get an approximation of the magnitude of the phonon
critical coupling constant gc, where dimerization should appear.

E(δ = 1) < E(δ = 0)→ k

2g2
< b+ c

k = ω2

g2 >
ω2

2(b+ c)

In a least square approximation we fit the spin energy Espin vs. δ2 of the
static case (Fig. 6.2) for a certain inverse temperature β = 1.54 (Fig. 7.3)
and get the following coefficients5: a = −0.390, b = 0.004, c = 0.034.

0.2 0.4 0.6 0.8 1.0∆

-0.41

-0.40

-0.39

E

Figure 7.3: Spin energy vs. δ. The blue dashed curve is a least square fit of
the energy expectation value (red points)

With the fixed Einstein phonon energy ω0 = 0.25 we should therefore get
dimerization at gc ≈ 0.90.

4At this inverse temperature we get a noticeable gain of magnetic energy and the
temperature is still low enough not to smear out the correlations shown later.

5The errors of the least square approximation are therefore not important at all.
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7.2.2 Spin-Peierls Transition in two dimensions with
ferromagnetic coupling

In simulations of the two-dimensional ferromagnetic coupled Heisenberg chains
at β = 1.5 we observe anti-correlated phonon states 〈x0xj〉 as a function of
the sites of the first chain, see Fig. 7.4. Unfortunately the mean values of
the phonon displacements are far away from their exact expectation value of
zero at large g. This implies that autocorrelations are large and improved
simulation techniques like tempering should be employed. Still, the correla-
tions 〈x0xj〉 should only be affected by autocorrelations to a much smaller
degree than 〈xi〉. Therefore the observed staggered values of 〈x0xj〉 in Fig.
7.4 provide a strong motivation of a dimerized phase.

Figure 7.4: Phonon correlation 〈x0xj〉 of the first chain for different couplings
g

Having a closer look at the values of the anti-correlated phonon states we
see that they imply an alternating intra-chain FM/AM-coupling. The same
behavior can be seen in the second dimension, although the displacements
are of different heights, which also indicates lack of full convergence. In Fig.
7.5 the

〈
Sz0S

z
j

〉
correlation is plotted. For low coupling g the correlation

approaches zero within a few sites. This behavior was already shown at
g = 0 by Favorsky et al. [39]. Contrary to this, the spin correlation does
not vanish for higher coupling g. That means the spins become correlated at
large distances.
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Figure 7.5: Spin correlation
〈
Sz0S

z
j

〉
of the first chain for different couplings

g

Some simulations were performed with tempering. The results for the site
energy 〈SiSi+1〉 are shown in Fig. 7.66. The energy begins to rise sharply at a
coupling of g = 0.8, indicating a phase transition at this coupling. Thus the
simulations of the two-dimensional ferromagnet with dynamic site phonons
indeed show that the system very likely has a Spin-Peierls transition to a
dimerized phase at finite phonon coupling g.

6Simulations of few coupling constants and with insufficient 640.000 sweeps (100.000
thermalization) were done, because of technical problems, see Sec. 3.6.
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Figure 7.6: Site energy 〈SiSi+1〉 vs. phonon coupling g, L = 4,W = 4,
β = 1.5. Although tempering was used for this evaluation, the system is at
large g not converged at all. Nonetheless, because of significant change of
the site energy a possible phase transition can be seen qualitatively around
g = 0.8. As a benchmark for the tempering data, a simulation with g = 0.0
is shown with net 106 sweeps (red point with errorbar).



Chapter 8

Overall conclusions

In this thesis we have studied the one- and two-dimensional spin-1/2 Heisen-
berg model coupled to static (classic lattice displacement) and dynamic
phonons (quantum mechanical description of lattice degrees of freedom).
This model is motivated by materials like the quasi one-dimensional Bechgaard-
salt, showing an experimentally measurable structural quantum phase tran-
sition, the so called Spin-Peierls Transition (SPT).

The investigations of the different Heisenberg models with phonons have
been performed by Quantum Monte-Carlo (QMC) simulations, treating the
partition function in a Stochastic Series Expansion (SSE). The lattice degrees
of freedom have been introduced in the so called interaction representation. A
Fast Fourier Transform, which costs most of the computational effort, trans-
forms the configurations to momentum and frequency space in which new
phonon configurations can be sampled efficiently. The spins are updated via
a directed loop algorithm. Via this algorithms site and bond phonons and
any bare phonon dispersion can be implemented. This thesis is restricted to
discussions of dispersion-less optical phonons.

Based on work by J. Sirker for static phonon interactions we studied the
ferromagnetic Heisenberg model in one dimension which has a phase tran-
sition at finite temperature, determined the spectra of spin excitations, the
spin order parameter and the energy versus phonon dispersion at finite tem-
peratures.
For dynamic phonons in one dimension, the Mermin-Wagner theorem states
that a phase transition can only take place at T = 0. In the antiferromagnetic
chain such a transition takes place at finite coupling g, and spectra from F.
Michel [2] were shown for comparison. While a mean field calculation would
indicate a transition, we verified by QMC calculations that instead no dimer-
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ization occurs in the phonon coordinates.
We then investigated two-dimensional systems of coupled chains, with phonon
coupling along the chains. For static phonons and ferromagnetic spin cou-
pling we calculated the spin spectra by QMC and determined the spin energy
as a function of phonon displacement δ at different temperatures, finding that
there is an energy gain at large T , similar to the one-dimensional case.
With dynamic phonons it is known for AF coupling from Michel [2] that
there is a zero-temperature phase transition. We investigated the FM case
and estimated the critical coupling in a Mean Field calculation and obtained
an estimated critical coupling of g ≈ 0.9 at an inverse temperature of β = 1.5.
Finally we performed QMC calculations with dynamic phonons, which turned
out to suffer from large autocorrelations at large g. Still they showed very
strong indication that there is indeed a phase transition to a dimerized phase
for the two-dimensional FM Heisenberg model at finite temperature.
Further simulations should follow to improve convergence and to drastically
reduce autocorrelations.

This following table represents a short overview of Spin-Peierls Transi-
tions:

1d static phonons:
antiferromagnetic chain always dimerized
ferromagnetic chain transition at finite T

1d dynamic phonons:
antiferromagnetic chain SPT at zero T and g > gc
ferromagnetic chain NO dimerization

2d static phonons:
antiferromagnetic coupled chains always dimerized
ferromagnetic coupled chains transition at T > 0

2d dynamic phonons:
antiferromagnetic coupled chains T > 0 not investigated
ferromagnetic coupled chains transition at T > 0



Appendix A

Spin-1-Heisenberg chain

The behavior of the order parameter for a spin-1-Heisenberg FM with static
phonon interaction1 is shown in Fig. A.1.
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Figure A.1: Spin order parameter ∆−SS for Spin 1, J = −1, L = 128, errorbars
are smaller than the symbols

At lower temperature behavior the order parameter rises in a sharper way
than for the spin-1/2 system to the asymptotic energy. Also here in case of
Spin-1 the highest temperature spin order parameter T = 1 for δ = 1 is,
because of higher excitations, less than the asymptotic FM energy E = 1.0.

1This was also calculated by Sirker et al. [4] with TMRG and should be seen as a
cross-check for our SSE-QMC. The results of TMRG and QMC are identical.
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Appendix B

Anisotropic FM

In Fig. B.1 we can see the site energy related to the static phonon displace-
ment δ coupled to an anisotropic FM model (Jz = 1/2Jxy, Jxy = −1) at high
inverse temperature β = 32. Different from the results of the Heisenberg
chain Fig. 4.3 an energy gain at higher displacement is clearly visible.

Figure B.1: Site energy E of the anisotropic FM model vs. static phonon
displacement δ, Jz = 1

2
Jxy, Jxy = −1, β = 32, L = 128,∆E = 10−4

In Fig. B.2 the spectral function Ss(ω, π/2) is shown. Only a single peak
arises, centered around the singlet energy at higher static phonon displace-
ment (δ → 1).

In Fig. B.3 the spectral functions are shown in the two-dimensional shade
plot for several static phonon displacements δ. Calculations of the anisotropic
FM model without static phonon interaction were done in Sugiyama [41]. The
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Figure B.2: Spectral function evaluated from the SzSz correlation, Jxy = −1,
Jz = 1

2
Jxy

peak close to ω = 0 in Fig. 4.4, 4.5 is not present, since the ground state is
unique here.
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Figure B.3: Shade plots of the spin SzSz spectral functions: Jxy = −1,
Jz = 1

2
Jxy, L = 128, β = 32





Appendix C

Free fermions

In Fig. C.1 the site energy of the free fermion model (Jz = 0, J = −1) with
static phonon displacement δ at high inverse temperature β = 32 is shown.
Similar to Fig. B.1 an energy gain towards higher displacement is in this
temperature regime clearly visible.

Figure C.1: Site energy E of the free fermion model vs. static phonon dis-
placement δ, Jz = 0, Jxy = −1, β = 32, L = 128,∆E = 10−4

The spectral function Ss(ω, π/2) for several static phonon displacements
δ is shown in Fig. C.2.

The dispersion relation of the free fermion model, see Fig. C.3 is cross-
calculated by ’Time Evolving Block Decimation Algorithm (TEBD)’ 1.

1by a colleague ’Elias Rabel’ in the course of his diploma thesis ’Numerical Time Evo-
lution of 1D Quantum Systems’ [42] compared to Fig. C.4 and the paper of Gouvea et
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Figure C.2: Spectral function evaluated from the SzSz correlation, Jxy = −1,
Jz = 0

Figure C.3: Spectral function evaluated from the SzSz correlation by TMRG:
Jxy = −1, Jz = 0, L = 200, β = 32 (taken from E. Rabel [42])

In Fig. C.4 we can see the behavior of the system upon increasing the
static phonon displacement δ.

al. [43]
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Figure C.4: Shade plots of the spin SzSz spectral functions: Jxy = −1,
Jz = 0, L = 128, β = 32





Appendix D

Computational benchmark of
the QMC- Program with
dynamic Phonon Interaction

In Fig. D.1 the main structure of the QMC- program with dynamic phonon
interaction is shown and the running times are analyzed with the freeware
python program ’gprof2dot.py’. For simplicity edges and nodes with little
impact on computation time are excluded in the flowchart. The nodes in
the graph are shown as boxes, with the called function name. The total
time is shown as a percentage of the total computation time and the number
of function calls1. The most computational cost (as already mentioned) is
caused by the phonon update (’do update’-function call of the ’PhononsInX’-
class), whereas the diagonal update and the worm update needs only a small
percentage of the whole update time.

1A small two-dimensional system with L = 8, W = 8, g = 0.3, J = −1, β = 10 and
10000 sweeps was tested as an example.
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Figure D.1: Benchmark of the QMC- program with dynamic phonon inter-
action, analyzed with ’gprof2dot.py’ excluding edges and nodes with little
impact on the total computation time
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