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Abstract

Creativity is needed to keep up with fast changesur society. Creativity is also a driving
force behind envisioning how the near future maygkldike. There are plenty of science
fiction stories describing a possible vision of tlwure. But what if researchers want to
explore these possibilities and their implicatiaghsroughly? In order to help understand
possible future visions, science fiction prototypran be applied. This approach builds upon
science facts, creates a story around them angizasathe advantages and disadvantages they
may have. Science fiction has always been a gnaence for researchers, therefore science
fiction prototyping is the next step, combiningatreity with the task of building a prototype,
which can be analyzed.

Because science fiction prototyping is usually cedein stories, it misses immersion and
interactivity. In order to help with those shortdogs, science fiction prototypes can be
created with the help of virtual worlds. Virtual ias offer highly immersive, interactive and
collaborative environments. But they are also ha&od get into. They offer crude
implementations of standard features without uggbi mind. Some virtual world platforms
even miss key features, like multi-selection ofeahbg. Therefore creating and changing a
world may become very tedious. To alleviate theskd, there are many different methods.
Many of them do not need much user input and arstlpnautomated. But when the users
have to do changes by themselves, they mostly ttause the tools offered by the virtual
world platform. Also, a generated world may nevaoki as unique as a handcrafted one.
Therefore tools are also needed for helping thesusake their changes by hand.

The tool described in this work is an editor likegram, which is called directly in the client

of the virtual world platform Open Wonderland. tesk is to help inexperienced users to
create and change a world to their likings. Theeefb is kept as simple as possible and
incorporates only basic functionality, which is ded for adding, changing and removing
objects. The visualization of the world is also tki&pa minimum. The editor features a birds-
eye view of the world and objects are representecebtangles and circles. The specifics of
the implementation are explained in further detailthe associated chapter. A usability
evaluation was also conducted, which favored th®edver the options Open Wonderland

offered. But there is also room for improvementghimi the editor, which are also explained
at the end of this work.






Kurzfassung

Kreativitat ist heutzutage ein wichtiger Faktor wauf schnellen Anderungen in unserer
Gesellschaft reagieren zu konnen. Kreativitdt iberdalls eine treibende Kraft, um
herausfinden zu kénnen, wie eine mogliche Zukuanfisahen kann. Es existieren zahlreiche
Science Fiction Geschichten, die eine mogliche ovisiler Zukunft beschreiben. Aber was
passiert, wenn Forscher diese Visionen erforschalemy mitsamt ihren Auswirkungen? Um
Zukunftsvisionen besser verstehen zu kénnen, kamm Bechnik benutzt werden, die sich
Science Fiction Prototyping nennt. Dieser Ansafasst wissenschaftliche Gegebenheiten,
entwickelt eine Gesichte darum und analysiert netigliVor- und Nachteile. Da Science
Fiction schon immer ein ausschlaggebender Einfaugsdie Forschung und Entwicklung
hatte, kann man Science Fiction Prototyping alsrrhsten Schritt ansehen, der Kreativitat
mit dem Ziel verbindet einen analysierbaren Prqietyzu entwickeln.

Science Fiction Prototyping produziert im Grunde ewme Geschichte, weshalb das gesamte
Konzept relativ statisch ist. Es fehlt an Interaikdit und Immersion. Um diese Nachteile
auszugleichen, konnten Science Fiction PrototypexnhdVirtuelle Welten realisiert werden.
Diese bieten eine sehr immersive, interaktive uachakollaborative Umgebung. Aber sie
sind auch schwer verstandlich flr Einsteiger. \@he Welten bieten meist nur grobe
Implementierungen von Standardfeatures in einer lsetutzerunfreundlichen Umgebung an.
Manche Plattformen unterstitzen nicht einmal wgdhti Operationen, wie eine
Mehrfachauswahl. Aus diesem Grund ist es oft scheimee Welt zu erschaffen und zu
verandern. Naturlich gibt es verschiedenste Methpden diese Tatigkeit zu vereinfachen.
Viele davon bendétigen nur sehr wenige Benutzeréiagaind sind grof3tenteils automatisiert.
Aber sollten die Benutzer selbst Anderungen vorr&hmollen, so miissen sie sich wieder
mit den Werkzeugen begniigen, die die Plattformviterellen Welt anbietet. AuRerdem sieht
eine automatisch generierte Welt bei weitem niahtegzigartig aus als eine von Hand
erstellte. Darum werden auch Werkzeuge bendtigt,edi Benutzern ermoglichen einfache
handische Anderungen zu machen.

Das Tool, das in dieser Arbeit beschrieben wirdeist Editor Prototyp, der direkt aus dem
Client der Plattform Open Wonderland gestartet werkann. Das Ziel dieses Prototyps ist
es, unerfahrene Benutzer dabei zu helfen eine ¥vsthaffen und verandern zu kénnen und
zwar so einfach wie madglich. Deshalb ist der Edaoch mdglichst simpel gehalten und
beinhaltet hauptsachlich Funktionen, die fur daszHdiligen, Andern und Léschen von
Objekten bendétigt werden. Die Visualisierung dertigt auch auf ein Minimum beschrankt.
Die Ansicht ist aus der Vogelperspektive und Olgekterden entweder als einfache
Rechtecke, oder Kreise dargestellt. Die Details demplementierung werden im
dazugehdrigen  Kapitel genauer erlautert. Eine Healog bezuglich  der
Benutzerfreundlichkeit wurde ebenfalls abgehalt®&abei wurde der Editor mit den
Funktionen, die Open Wonderland anbietet, verghched schnitt dabei um einiges besser
ab. Dennoch gibt es Bereiche fir Verbesserungelthe@am Ende dieser Arbeit besprochen
werden.
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1 Introduction

To react as fast as possible to new trends anchaémdly is becoming more and more
important. There even exists a field called futcasting, which is used to capture possible
trends of the near future. After analyzing thesadss the developers try to achieve this vision
and build in this direction. (Johnson, 2011) Thisvelopment process also includes
prototyping. (Zheng & Callaghan, 2012) Prototyphms been a very important staple of the
industry. (Warfel, 2009) There are a couple of adlages in creating a prototype. The first
and most important is to find problems and err@idyein the development process. Another
one is to introduce new ideas during developmerartthann, 2009) But what if the
technology is not ready to incorporate the ideasjsions that came up during the analyzing
process? One possible solution is to createci@nce Fiction PrototypéSFP). (Zheng &
Callaghan, 2012) This type of prototype is a visdbithe future in which one monitors how a
new technology can influence certain fields, likeisty. These visions are depicted in short
stories, comics, or videos. And all these visiores lzased on a science fact. SFPs are used
mainly to promote discussion about the picked saeiact and future developments as well
as to investigate application on the social andespdevel. The basis of SFP is of course
creativity, (Johnson, 2011) which is one of the miogportant human skills. (Eow, Ali,
Mahmud, & Baki, 2010)

But SFPs do not offer any kind of immersion, intéiraty. They also lack collaboration.
Therefore an environment is needed, which not éetly someone tell a story, but rather
experience one. Virtual worlds can offer such amirenment. (Pirker, Gutl, Weghofer, &
Feichtner, 2014) They also allow for many differpossibilities in other sectors. (de Freitas,
2008) It is possible to conduct experiments in therich are hard to realize in the real
world. (Bainbridge, 2007) They are also a greatfpien for studies in the social sector.
(Fairfield, 2012) The openness and the sharedtsteiof virtual worlds also offer a huge
potential for creativity. (Singh, 2012) But virtualborlds can be very limiting, meaning they
may offer little possibilities for inexperiencedeus to create their own worlds and objects.
(Burri, 2011) Creating a world can be a hard tdscause the users have to make all their
changes by hand and on a low abstraction layereligniTutenel, de Kraker, & Bidarra,
2011) This needs attention, because a flexible eagy to use environment is needed in
virtual worlds. (Gutl, Chang, & Freudenthaler, 2DThe easiest way is to automate or at
least support the building process. (Smelik, Tutehal., 2011)

1.1Background & Motivation

Automatization may help with the creation of a wptbut it may not be a substitute for user
input. And even if the world is created automaticaihe problem of making changes in a
difficult to use environment still exists. Afterdlworld is created and does not suit the needs
of its creators, they need to go back into the evtwlmake their changes. In order to house a
SFP in a virtual world, it needs to be easy toasevell as flexible and dynamic. The goal of
this work is to make a virtual world more user4ficky for inexperienced users. To achieve
this, an editor prototype was created, which helpsrs in building and changing a world.
This prototype uses a birds-eye view of the virtuatld, in order to make it easy to interpret.
Another important feature is the possibility to raaghanges in real-time, which enables
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collaboration between users. A side-effect of theture is the possibility to check the world
as it is built. Therefore users can go directlyitite virtual world to experience their changes.

1.2 Structure

This work is structured in two main parts. Thetfissthe theoretical part, which will discuss
SFP in chapter 2 and virtual worlds in chapter 3e Tsecond part will cover the
implementation, starting from the concept and desfghapter 4), going over to the
implementation details (chapter 5) and concludinghwhe handbook and the usability
evaluation in chapter 6.

Chapter 2 first deals with creativity, how it isfiled and how it can be improved. It also

shows the importance of creativity in the busireessor and shows how it has created its own
sector in the industry. This is followed by a braaferview of prototyping and its techniques

is given, how to classify a prototype and how thesrall process is done. Next, some

interesting prototyping techniques will be list8dhen prototyping and creativity are brought

together in the following section, which focusesSHPs. A brief overview on SFPs is given,

as well as a description about the process itSék. chapter ends with a quick look on how

Science Fictior{Sci-Fi) influenced science and development atated work.

Chapter 3 deals with virtual worlds, their histagd definition, followed by a couple of
important examples. Then an outlook of the post#sl of virtual worlds is given. This
section will focus mainly on the research and treative sector, because they are important
for this work to present possibilities for SFPseTast and longest section of this chapter will
conclude with a myriad of tools and techniques étphcontent creators in building and
changing worlds.

Chapter 4 shows the concept and design stage girtiietype. The chapter starts with the
idea, why such an editor may be needed in a vinw@ld and its requirements. This is
followed by a simple, conceptual architecture. Tesign section gives a quick overview of
the selected virtual world platfor®@pen WonderlandOWL). It then shows the general
structure of the three main parts, the Virtual Wofdapter, the Data part and the Editor
itself.

Chapter 5 covers the implementation in more deftadliscusses the three main and explains
the more complex methods of the implementationwilt not incorporate the complete
implementation, because this would go beyond tbeesof this work. The chapter starts with
an overview of the different parts, as well astimeain interfaces. It is followed by a more
detailed explanation of the OWL Adapter, the Date pnd the Editor, in that order.

Chapter 6 concludes the implementation part wiihart handbook, which gives insight on
how to operate the editor. The second section diedwa usability evaluation of both the editor
and OWL featuring the most important findings. dncludes with possible improvements to
the editor.

Chapter 7 collects all findings and structuresnitthree main parts, namely the theoretical
part, the implementation and the evaluation. Chaptgves a brief summary of this work and
a short outlook. Appendix A contains the questiareased for the usability evaluation.
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Innovation is an important part of research. Ta firew discoveries, two things are vital: The
first key part is the urge for knowledge, which da@ described as questioning anything
known to discover the new and unknown. The secamntip creativity, which can be seen as
choosing a new direction. (Scales & Snider, 19@®n3dtone (2007) states, thatformation

is the raw material of human thoudlip. 4).

And because of the constant spread of computeng ama more information is created. New
technologies provide many new possibilities, liksvrways of communication, learning, even
thinking and solving problems. These new techneegeflect nothing else but, the creativity
of the human mind. (Sarsani, 2011) This chaptevides a short overview of creativity and
its importance in the industry, as well as the ¢aph prototyping. After these two chapters,
Science Fiction Prototyping will be discussed, whis more or less a combination of
creativity and prototyping.

2.1 Creativity

Creativity is one of the most important skills, @aran can possess. Its use however is often
underestimated and sparsely encouraged, becauggitieeal consensus is that creativity is
just another part of the normal human intelligenthaere is considerable evidence, that
creativity is inherent and not dynamic. But mange@ches believe the exact opposite. They
state that creativity can not only be learned, &ab increased. Unfortunately, there is no
answer, which can satisfy both the static and fmaunhic beliefs. (Eow et al., 2010)

2.1.1 Definition & Models

Creativity defies definition, but this circumstanitas not kept researchers from trying. As a
matter of fact, there are numerous definitions. Satate, that creativity has a connection to
new ideas. Others believe that creativity arisesfthe recombination of old ideas. But it
could be argued that when using old things, only imleas would appear. (Johnson &
Carruthers, 2006) Four main concepts have emerged the many different approaches to
define creativity: thecreative processthe creative personthe creative productand the
creative press/environmerfiVarr & O'Neill, 2005; Sarsani, 2011)

The creative process

The creative process is an old definition and seeativity as a form of internal process. Like
the definition of creativity, there are numerousspectives on the creative process. (Warr &
O'Neill, 2005) Usually, the creative process istspto the following phases (Gabora, 2002):

1. Preparation The person considers a problem vigorously andecisl information.
Some attempts to solve the problems are madealbut f

2. Incubation: The person processes the problem subconsciouslihowti being
concerned with it directly. This phase is sometimaisnecessary.
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3. lllumination: The subconscious ideas manifest themselves icdhscious as a raw
idea. This can happen via dreams for instance.

4. Verification: The raw idea is refined, verified and can be ghari¢éh other people.

There are other definitions, in which these fouag#s are collected inbaainstorming phase
and afocus phaseThese two instances can be associated with thergledefinition of the
two mode thinking proce¢&abora, 2002):

1. Associative modeThings are associated with one another which dohave an
association in real life. This association is gy weak and only lays the foundation
for solving a problem.

2. Analytic modeThis mode is more focused and tries to observeecand effect, thus
making the solution for a problem obvious. Afteistithe solution can be presented to
others.

The creative process represents the mechanismdeibe head, but it hardly defines
creativity. And with this definition, there is n@gsible way to measure creativity. (Warr &
O'Neill, 2005)

The creative person

This definition states that creativity is a perdamait, which helps a person to be creative.
There are humans, who can be more creative thamspttmanks to their high developed traits
in this area. Contrary to the creative procesgsa exists, which tries to measure creativity,
but it should not be used as an actual measureeat@scription of creative properties is also
missing in this definition. (Warr & O'Neill, 2009)akakoji, Yamamoto, & Aoki (2002)
describe three different types of creative persons:

* Inspirationalist This type generates creativity from unconstrairett unsorted
thoughts. Inspirationalists shine at brain storming

» Structuralist People, who can be described as structuraligtsrare organized than
inspirationalists. They need a certain structurestpport their way of thinking.
Structuralists often use visual aids, like diagrams

« Situationalist This type is dependant on the social environment.

The creative product

The creative product is the end product, which rnsdpced by the creative process. For
evaluation purposes the novelty of the product lmarused. The problem herein lies in the
definition of novelty, because there are, as fargwther definition in this chapter, too many
to list. To separate a creative product from algurevel product, another differentiation has
to be made: The appropriateness. A product is apiate if the end product displays features,
which were defined at an early stage of the creghnocess. Of course these features depend
on the initial problem. Creativity itself can be asered via the end product. It should be
noted, that only subjective specialists are ablecreate a valid measurement. (Warr &
O'Neill, 2005)

The creative press/environment

The creative press's mainly concern is the enviemimboth the material and the social.
Creativity is encouraged, or hindered by this emwinent and the pressure it invokes on the
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person. (Johnstone, 2007) Too much pressure arsdacmewards can have a bad impact on
the creativity. (Friedrich, Stenmark, & Mumford, 20

Four P model

All of these four definitions should not be treatad different entities. There are some
overlapping parts. Because of that, it is possiblenerge all four definitions into one. The
result is theFour P mode] which is shown in Figure 2.1. The Four P modeffasly
widespread and the most accepted model for creat(@arsani, 2011)

Creative Creative
person product

Creative

process Creative

press

Figure 2.1: The Four P model (Sarsani, 2011)

2.1.2 Creative Environment

As mentioned before, there are opinions, whiclestatat creativity can not be improved. But
there is also a theory, which describes the oveikntial of creativity. According to this
theory, every human has a certain creative polemiith different boundaries. These
boundaries can be influenced. The potential depamdslifferent factors, like cognitive
components, interpersonal components and othetg.t@aworking environment and how to
analyze it will be discussed in this section. (Rar¢c Runco, & Hegarty, 2011) The creative
process is contrary to the common opinion lengthy r@quires a huge amount of motivation.
Motivation is the key factor here, because it datees, if a person is more or less eager to
participate in the creative process. It is greddpendant on the work environment. (Friedrich
et al., 2011)

To analyze an environment for creative support,ftilewing means can be used (Friedrich
et al., 2011):

* Encouragement for creativityThe question herein lies: How good is the suppanrt
the person undergoing a creative activity? For eotaphow much appreciation people
get from others, like their superiors?

« Autonomy Autonomy is importantThe bigger the liberties, the better the creative
performance.

* Resourceslt is important for the person, who participaites creative activity to know
that there are enough resources for the proceBsisb. This shows the appreciation
for the work put into the process. The resources mot limited to physical
manifestations, but can also be of the mental kind.
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* Pressure Pressure can increase creativity, if the tasghallenging enoughBut this
has to be well balanced, because creativity canifmered by a task too challenging,
or demanding.

» Organizational Impediment3hese are events, which are beyond a person'srpavd
influence. Such events can affect the creativeop@idnce.

When a group undergoes a creative process, therfewar additional factors, which should be
considered, when classifying the environment featvity (Friedrich et al., 2011):

e Vision Is a common goal provided for every group memii@o@s this goal motivate
them? Are they trying to reach it?

» Participative safetyThis is important for group climate. Every groopggmber should
be able to bring in their own ideas without haviadear some sort of retribution.

« Task orientationHow much is the group is able to focus on th& tasl how much are
they trying to improve it?

» Support for innovationlt should be shown that innovation is apprecidigdhe team
and company.

The next possibility for analyzing the creative gogt is the psychological level. Like the
environment, the two main factors dreedomandchallenge Freedom is determined on how
much a person is restricted in the thinking proce§$he next factors are
acquaintance/opennessidsupport which were also represented in the team enviromnaf
course there are other opinions about the progeofi@n environment, but overall there are
14 areas, which are all sub-groups of the prevwoustntioned. (Friedrich et al., 2011) It
should also be stated, that creativity promotingirenments have no influence on the
occurrence of creativity whatsoever. It only in@esthe chance for it, even if the result may
not be the desired outcome. (Harrington, 2011)

2.1.3 Creativity in Technology

An interesting focus, when thinking about techngl@nd creativity is the question: Is it
possible for computers to be creative? There acenhajor problems, which arise already at
the beginning. The first problem lies in the ddfom of creativity, which is, as seen in the
previous sections, not clear. The second probletmeigollowing question: Is a computer able
to form a creative process? This problem comes &oother question, whether creativity is a
purely human trait or not, which is unknown. Itaemmonly believed, that computers will
never be able to be creative by themselves. Thibersause they can provide different
solutions for a problem, but they do not have aagnection to their solutions. Besides,
computers have difficulties in finding answers sgue task definitions. (Sarsani, 2011)

But whether computers can be creative or not, ttay support creativity in many different
ways, which are not only based on sketching andidgaprograms. It is even possible for a
computer to support the whole creative processreThee four theoretical models on how a
computer can be used in relation to the creativegss (Johnson & Carruthers, 2006):

e Computer as nannyThe computer monitors the whole creative procesmlyzes
progress and sets deadlines.

« Computer as pen-palThe computer suggests new ideas, examines ap@®dor
solutions and gives feedback.
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« Computer as coachiThe computer has a wide array of knowledge, winscavailable
to users in order to support them.

« Computer as a colleagueComputer and person both work as equals together
achieve their goal.

The opinions, whether a computer can support, addri creativity are widely divided.
Researches who think the latter, state that thé&cdbgtructure of a computer not only
hampers the creative thought, but even deterioraté&éiere are also opinions in the middle,
which state, that computers do not even have muitirence on the creative process. Which
opinion is accurate is hard to tell, because theeehardly any studies in this direction. Only
the artificial intelligence field is believed toe computer from their rigid, logical patterns.
But contrary to common beliefs, this sector is nemhnear as developed as people may
think. (Sarsani, 2011)

2.2 Creativity in Industries

As stated in chapter 2.1, a product is created #fee creative process. This product can be
nearly anything, ranging from merchandise to pldeas. For many companies, creativity is
of major importance to stay competitive. (Seid€l02) This means, there is a connection, or
better an interface, between creativity and busineBhis interface integrates new
technologies and is often describedcasative industriesor culture industries The name
culture industry is used, because culture ofterysplan important role in these types of
industries. (Wright, 2010)

2.2.1 Overview

According to Flew and Cunningham (2010), "[thé concept of creative industries emerged
in the late 1990s primarily as a policy discourge. 1). When speaking of creative industries,
the common consent is that there is no differencautture industries. But the origins of both

terms and their weak definitions can cause sontations. (Hesmondhalgh, 2008; Galloway

& Dunlop, 2007)

History

Cultural industries were initially used to diffeterte betweertommercial artandsubsidized
art. Commercial art basically consist of music, filpyblishing and broadcasting, whereas
subsidized art is something that can be seen inenms. (Galloway & Dunlop, 2007)
Cultural industries started in the nineteenth agntln the same time period, the capitalism
spread, thus cultural industries emerged in coesitivhere the capitalism dominated. In the
following era, the popularity of cultural industsigzas more or less proportional to the growth
of mass culture. The term ‘cultural industries' wtaan introduced, mainly to criticize the
increased marketing of art. (Hesmondhalgh & P2&05)

After 1950 cultural industries continued to risehigh was due to the increase of wealth. In
1980 cultural industries were too big to be ignofeeicause they started to influence policy
making of certain governments. Step by step thel labcultural industries was suppressed by
a new upcoming term: Creative industries. The neador the change are difficult to find.
One important factor is assumed to be of politicaiure. Some other critics state, that the
change was purely made to stimulate economies @ ititellectual property area.
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(Hesmondhalgh & Pratt, 2005) The main differencéath terms is that cultural industries
are more constricted to art and media. Creativastieges include more modern technologies,
which did not exist when culturahdustries were introduced. Basically speakinghldetms
are products of their time. (Galloway & Dunlop, Z00

Definition

cest of the eeollo,,l
g

e
_‘ﬂdustries ang a
>9° ey,
oy .
@ ; %
¢F \bﬂral lndustpj G
(o S

creative
fields

Commercial outputs

possess a high degree of
expressive value and
invoke copyright

s

¥

O, A, ov*

4, 0 ¥

N Q"“‘s lve mass ‘“9‘666 &\?
'e%o b " Outputs ar®

L ba e go& s

= ev
'S essential to tH® L

e
47
£,
(")

a 1V
Ad explojt the expre®

Figure 2.2Work Foundation model of creative/cultural indussr{O'Conner, 2010)

There are a couple of definitions for cultural istfies, but most differ in specific ways.
Usually some of the following components are usetthése definitions (Galloway & Dunlop,

2007):

» Creativity plays a key role. But because creativity is a gjfdead term, it can basically be
applied to any industry.

Intellectual propertyimplies that creators have the claim to all ofithproducts. In the

United Kingdom (UK), the copyright is the undercodtdefining creative industries. But
like creativity, this part of the definition is negry distinctive.

Symbolic goods/meaningse goods, whose money value is equal to theiu@llivalue.

Industries falling under this section of the defom have to produce something that can be
described as art. This is also the classic dadimitif cultural industries.

The use valueis differentiated by the product's usage, whetheis more about

functionality, or more about exchanging ideas. Opmigducts with the primary focus on
idea exchange are cultural products. This excladgsitecture from cultural industries.
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» Methods of productioare another important factor for the definitioechuse the product
has to be created with industrial means. In corjananith symbolic meaning, this is the
crucial part of the cultural industry definition.

The definitions of creative industries are muchewidOne of the more influential definitions
was developed by theepartment of Culture, Media and Spaortthe UK. Their definition is
built around two principles: Intellectual propergnd creativity. This is a rather weak
definition. With such an open-ended definition,jstdifficult to state whether an industry
belongs to creative industries or not. (Gallowaipénlop, 2007) Many different models stem
from this definition. They usually try to limit thecope between creative industries, cultural
industries and normal art. Figure 2.2shows a moddted bywork FoundationIt does not
use a hierarchy based on art, unlike other moddis. use of expressive value, instead of
creativity should be noted. (O'Conner, 2010)

2.2.2 Economy

Since there is no uniform and accurate definitibrereative industries, many countries use
their own. These countries often use definitionlictv fit their needs the best. To talk about
economy, it is necessary to first know which indestbelong to the creative sector. Table 2.1
shows industries, which are classified as creatidastries by country-specific definitions. It
also shows the similarities between definitionarfrdifferent countries. (BOP Consulting,
2010)

UK Germany Spain France
Term used ir?(;iz'?r\i/:s Cregt‘i’\lltgriﬁ&”gries irijlfjlgirriZS Cultural sector
Architecture X X X
Audio-visual (film, TV, radio) X X X X
Performing arts X X X X
Libraries X X
Design X X
Art market/Visual arts X X X X
Publishing X X X X
Fashion X
Software/multimedia X X
Museums/cultural heritage X X
Music X X X
Crafts X
Advertising X X

Table 2.1:Creative sectors in different countries (BOP Cotirsgy 2010)

The economy in the creative field grows rather kiyiand counts as one of the leading
growing sectors in developed countries. 2.6% of ¢ness domestic product from the
European Union(EU) was due to cultural and creative industrie2010. About 5 million
people in the EU work in this sector.The annuaWwghoof the creative sector from 1997 to
2007 was 5% in the UK, whereas other industrieyg digplayed a growth of 3% per year. 2%
was the annual growth in employment in this se&@dher industries tended to only grow 1%.
Approximately 4.5% of the exported goods were poeduby the creative economy. Other
countries show similar growth rates. The economgemeloping countries is a little different,
but a growth in exported creative goods can alscebegnized. The export growth increases
even faster in developed countries. From 2002 @B82Ge portion of creative goods from
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developing countries compared to the rest of thedvaised from 37% to 43%. This incline

was due to China, which was the leading exportareétive products in 2008. In the same
year, 20% of the overall creative products weradpeed in China. As shown in Figure 2.3
the global export for creative goods has growntiraly fast, annually about 14%. The export
earnings of all creative products, which are nadty @oods, but also services, were $592
billions in 2008. Their value improved immenselgrfr 2002 to 2008. The value growth was
about 11.5% for goods and 17% for services per. YfegNCTAD, 2010)
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Figure 2.3: Growth of worldwide creative good export (UNCTAD)ID)

2.3 Prototyping

The previous section gave a short overview of aridgthow to support it and how important
it is in the current economy. This chapter is dbat getting from the idea to something
presentable, a prototype. Prototypes are vital anynareas. It is commonly known, that
prototypes are used in industries, like car prddact Unfortunately, when producing
software, it is often hard to justify the use gbratotype. (Warfel, 2009) But with the aid of
prototypes, it is possible to examine an inter&cgystem long before its finalization. It is
even possible to incorporate users, which can irgtoe whole process. (Holmquist, 2005)

But there are other benefits as well. First itasgble to find problems relatively early, which
is desirable in software development, because riqnairrors later on can be costly. The
second benefit is the learning by doing effect.@&mvolved in the prototyping process will
learn more quickly. The third benefit is that nedeas are gathered, which probably would
not emerge by just thinking about the project. Aagting a representation of the product can
often help solving problems. (Hartmann, 2009) Testion will discuss prototyping, with a
focus on prototyping in the software developinddie
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Prototype classification

One way to classify prototypes is to categorizerntheato two different groupanock-upsand
functional prototypes Mock-ups do not have any functionality. They amely visual
representations of the design goal. Their purpsge find errors and problems in the design
early on, even before any functionality is builun€tional prototypes are the complete
opposite. They may not have any resemblance tovith&al goal, but they implement the
functionality of the finished product. (Holmqui&005)

Physical

Production

1 &, prototype
Form model  / E

Comprehensive

Focused

Paper

prototype

Analytical

Figure 2.4: Classes of prototypes (Liou, 2008)

Figure 2.4 shows a different classification fortptgpes.Physical prototypesre real world
representations of the finished product. Their ¢eyparts ar@nalytical prototypesThey are

a theoretical representation, like a mathematiméda. Comprehensive prototypesalize the
complete desired produdtocused prototypekave just one or a few sections of the product
built into them. Mock-ups can be categorized abysigal, focused prototype and can also be
calledform modelsPaper prototypesire drawings on a piece of paper a&irtbal prototypes
are virtual simulationsAlpha and beta prototypegre prototypes, which exist in real life.
Alpha prototypes contain only some functional paftshe product, whereas beta prototypes
implement the fully operational product. (Liou, 3)0

2.3.1 The Prototyping Process

There are too many different prototypeocesses to list here, but there are some guds.li
First, the end product itself should be the foaqust the prototyping process. Second, the
prototyping process should be as flexible as ptessibithout loosing its structure. With a
more flexible structure, the process can bettgpaed to adjustments. Third, if the process
hinders the workflow, it has to be revised. (WarfZd09) Before even beginning with the
process, product characteristics have to be defifleglse characteristics are then transformed
into the prototype's requirements by consideringpprties, the protoype should have. It
should be noted, that the requirements must beless a@as possible, to not hinder the
prototype's production. (Liou, 2008)

The prototyping process is basically an iterativecpss in which one prototype often does
not suffice. The problem with this kind of procasso know the amount of iterations and
prototypes, which are needed. Basically the procassterate indefinitely. To prevent this, it
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is advised to define fairly grounded requirememtd # possible, to split them into primary
and secondary goals. The process ends, when aiteatents are met. If it is not possible to
pursue the process, because of lack of time, oegdhe process has failed. (Liou, 2008)

\VALIDATE
JdA 101088

Figure 2.5: Possible prototyping process (Warfel, 2009)

Figure 2.5 shows an exemplary process. The procestins three inner areasketch
presentand critique and two outer areagrototypeand validate The prototyping process
starts with a sketch, which should only containueagleas. After collecting these ideas, they
get presented and critiqued, to eliminate the @hasare not viable. This step is needed for
creating the requirements. After they meet evergoapproval, the prototype is then built.
When it is finished, it will be presented and quied, like the sketch. If the prototype meets
the requirements, it is then validated. After thie cycle can continue, or end. (Warfel, 2009)

Fidelity

Late design

High-fidelity prototypes
Alpha/beta tests 2 B iF

Limited field Working systems

Usability testing

Heuristic evaluation ) o
Medium-fidelity

Fine-tune interface design\ prototypes

Task-centered walkthrough
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Figure 2.6: Prototype design levels (Liou, 2008)

Fidelity indicates how many features of the findhproduct the prototype has built into it. It
is hard to determine the fidelity when the finahtieres are not all defined in detail due to an
early stage of development. When this is the chdelity describes the possibility of the
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prototype to represent the produlcow-fidelity prototypes are rather easy to build and they
show a general overview of the design goal. Theyliarited to rather low functionality and
are not suited for problem findingligh-fidelity prototypes are almost completely functional,
but they are expensive and they do not adapt guickhew changes. The main purpose of
high-fidelity prototypes is to demonstrate the fipeoduct, or test it with end-usemdedium-
fidelity prototypes combine the benefits of both, highiitgdeand low-fidelity. They are
quickly to build, are adaptable and can be usedtésting. (Liou, 2008) Low-fidelity
prototypes are usually used in the early stage désagn process. This stage could be the
conceptual phase. High-fidelity prototypes are fyosised in late stages, like testing.
Generally it is possible to say, that the furthee process goes, the higher the prototype
fidelity gets, as shown in Figure 2.6. (Liou, 2008)

Prototype Testing

Usability testing is important and one of the masportant objectives in prototyping.
(Warfel, 2009) It should not be considered as glsimstance in the whole design process. It
should be constantly used. One major advantagerifnuous testing is that errors in design
and functionality will be identified rather early the design process. The usability testing
should proceed as follows: The prototype is givethe users and they are asked to complete
certain tasks. The whole user task should be veellichented. After all the user feedback is
processed, the prototype is revised and redesignéd new round of testing and revising is
commenced. (Liou, 2008)

To find the appropriate users, the following thgeestions should be clarified before running
the tests (Liou, 2008):

* Representative subject®/hich background should the test users have?ekample,
do they already have experience with the tasksddh@éhat general education level is
appropriate?

» Physical concernswWhich physical characteristics should test subjéave? This can
range from age limits, or gender to specific phaisattributes.

» Experimental conditionsThese are the test circumstances: Which timeest, tor
which environment should be used? Should the enrient contain distractions?

2.3.2 Prototyping Techniques

"In recent years, various technologies have beereldped to facilitate rapid product

development. Among these technologies, virtualopyping (VP) and virtual manufacturing

(VM) may be regarded as important technologicalaadements.(Choi & Cheung, 2010, p.

203) But there are other techniques as well. Bec#us main focus of this work is on the
computer aspect of prototyping, the following teiciues incorporate software for prototyping
purposes.

Prototyping in Software Development

Prototyping techniques in software development lysaam for one of three objectives. The
first is exploration which is mainly used to find certain requiremethiat are not decided at
the beginning of the prototyping process. The secohjective isexperimentation This
objective is usually needed for future decisioikg Where to go with a project. The third and
last goal isevolution This is a technique, were the prototype itsedfngr with time and raises
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new requirements. The evolution technique is tloeeefairly dynamic and adaptive to new
circumstances. (Carr & Verner, 1997)

Rapid Prototyping

There are many techniques, which can be classifiedrapid prototyping. The rapid
prototyping process can be considered as a fasegso Prototypes are built fairly quickly;
their types ranging from simple sketches to simaest (Beaudouin-Lafon & Mackay, 2008)
But strictly speaking, rapid prototyping is abohe tquick creation of a physical prototype
through technological aid. It is also callddyered manufacturing or solid freeform
fabrication (Liou, 2008)

The name layered stems from the resulting moddasically consists of two-dimensional
layers which are used to create the object in 3fs Teans in these two dimensions, the
prototype is fairly accurate, but in the third dimseon it can be rather imprecise. The process
to produce such an object goes as follows: First filototype is modeled in 3D with a
graphics tool. Then it is transformed into anotfeemat, using triangles for estimation. This
transformed model is sliced into 2D pieces. Impdria this step is the decision, where the
third dimension should be on the model. After sligithe model is created. This can happen
with a multitude of tools, like lasers, or 3D-pers. After the physical prototype is made,
some post processing procedures may be necefBanddy, n.d.)

Virtual Prototyping & Virtual Manufacturing

Again, there are many different definitions fortual prototyping. The differences between
definitions mainly exist because of the difficuttieo set the right boundaries. For example, it
iIs not clear whether digital mockups should be mered virtual prototypes. In general,
virtual prototyping can be described as the creatiod testing of a virtual representation of a
physical object. (Wang, 2003) To conduct virtuabtptyping, two requirements have to be
fulfilled. First, asimulatoris needed for modeling and interaction betweeeaibj Basically

it should simulate realistic behavior. The secomguirement is amterfacebetween human
and softwarefor in- and output. The huge advantage of virfualtotyping is the possibility
to use and analyze the prototype without the ndeattually building it. Certain hardware
requirements are needed in order to simulate teeetkgraphics. The software itself should
not be underestimated, because, besides of simgildte prototype, it also has the task of
collecting data. (Liou, 2008)

It should be stated, that there is a differencewben virtual prototyping andvirtual
environmentgor virtual worlds, which will be described in neodetail in the next chapter).
Virtual environments are similar to virtual protpitgg environments, but with the goal of
immersion. Therefore a virtual world is more aba&xperiencing the world. This goal
however is not crucial to virtual prototyping. Eveéihthey are not needed, it can be
advantageous to incorporate virtual environmertts anvirtual prototyping process. It can be
easier to involve users for evaluation, becauséheir immersion into the world. This is
especially useful when designing esthetics. Usiinyial worlds have also the possibility to
change objects in real time, which is not alwayalde in some simulation programs. (Wang,
2003) It is also possible to uaagmented realitynstead of virtual environments. Augmented
reality uses environments from the real world angjgets computer generated content into
them. This can be especially useful for environmewb complex to simulate, or when
different ways of interactions are needed. Figuré 2hows such an augmented reality
environment. (Liou, 2008)
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Figure 2.7: Augmented reality environment (Liou, 2008)

Virtual manufacturingcan be seen as another form of production vizaabn. Virtual
manufacturing simulates the manufacturing procéss product. At first glance it may look
similar to virtual prototyping, but the focus liem the production process, instead of the
product itself. Its purpose is to estimate diffted and costs in production. (Wang, 2003)

2.4 Science Fiction Prototyping

Section 2.1 glanced over the fact, that creatiistymportant for new ideas. But where do
engineers and designers get their inspiration frdntg?eat amount is drawn from the Sci-Fi
genre. Not only new ideas can emerge from thisegdout also new technologies. In fact,
when developing products for the future, Sci-Fi béien played a bigger role in the design
process. Future casting is a good example in #8g,owvhich tries to analyze trends, or finds
needs which may emerge in near future. With thigr&uvision in mind, it is built towards it
in order to achieve it. It is not about determinthg future, it is more about leading into the
direction that was envisioned. To react to chanlfesnew trends, this process must be fairly
adaptive. (Johnson, 2011) Traditional prototypesumed to build on the basis of these future
visions. But problems can arise, when the technpolsgnot ready yet, so the envisioned
product can not be created. SFPs avoid this prol{léneng & Callaghan, 2012) They are not
like prototypes someone may think of, they are,pdjnput, stories about the future. The
reaction of people to new technologies can be ezglwithin these stories. It should be noted
though, that these stories have to be groundedsareace fact, which builds upon real world
science. (Johnson, 2011)

2.4.1 Overview

SFPs can also be call€teative Fiction PrototypegGraham, 2013) They should be seen
more as a tool for developing toward a future, eatthan normal Sci-Fi stories. The main
goal of SFP is to analyze a science fact, encoutegeissions about the particular envisioned
future and to realize problems. In SFP the prow@tygan be seen as fiction. It is not the final
product, which is built later, but rather an estiora of it. Generally speaking, a SFP can be a
story inwritten, comic bookor invideo form (Johnson, 2011) SFP in general tries to research
upcoming technologies and their cultural impaath@&on, 2010) It is stated, that humans are
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able to learn better, when confronted with a narg@ainstead of only numbers and words. In
other words, the usage of SFP encourages creai{@ithwarz & Liebl, 2013)

History

Sci-Fi and science share a long bond between eaithex. Scientists are often amazed by the
tales they experience in Sci-Fi media. This is d@son whyHugo Gernsbachkn the early
20" century combined scientific articles with Sci-Fories in the magazin&he Electric
ExperimenterUntil the middle of the 2Bcentury Sci-Fi stories used the Sci-Fi elementemor
as a means to an end. It was never the focus o$ttrees. That all changed whésaac
Asimoy supported bylohn W. Campbeliried to create something new. They injectedrthei
story with more logic and real world science. Thkiad to Asimovs three laws of robotics,
which can be seen as a marriage between scienterfdcSci-Fi. At the end of the 20
century many authors wrote Sci-Fi, not only touefice research, but also to show how new
technology can be used and which implications ghhhave on humanity. This shows how
implications of technologies can be researchedp &efore they exist. (Johnson, 2010) SFP
was initially indented for helping in the creatioh technologies that can be influenced by
future developments, especially areas like usedsiaad society. Therefore engineers crafted
Sci-Fi stories to better grasp the future, in whiohir technology would be working. (Kohno
& Johnson, 2011)

Definition
Expanded
Consumer Experience Development
Overview
What Who How
is the technology? Is your customer? will you enable the experience?
[
Scientific Papers Market Landscape Overviews Product Value Propasitions
and Research Results Development Personas Technical and Marketing Requirements

Research and Exploration

= Development Depioyment
Expenmentation and Planning
el
HOW what l::] Stage of the Process

will it be used? is the experiencer
. Example of Deliverables

C Reflect & Iterate

Reflection and iterlon oCcurs
throughout developmeant procass.

Figure 2.8: SFP used in product development (Johnson, 2010)

As Graham, Greenhill and Callaghan (2013) staffR "[..]uses storytelling imagery based

on science fact as a design tool to explore theataand economic consequences of
innovation (p. 1). SFPs are created like traditional prgpety. That means the process
consists of iterative steps, which lead to a tetdgythat can be produced after the process
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has finished. But unlike other prototyping processgsing SFP adds another step into the
process. The main focus of this step is the futisage of the technology. Figure 2.8 shows
the SFP process used in a standard developmeht (fiehnson, 2010) For SFP it is important
to create an environment in which the new technologn be observed, including its
advantages and disadvantages. This can range lii@ivest or the worst outcome to the daily
usage of the technology. There are two types ofsSHRe first is limited to the science
portion of its name. That is why this type focusesthe technical aspects of the prototype.
The second type is more concerned about the ecereomdi cultural impact a new technology
could have. Contrary to other future prediction moels, like scenarios, SFPs use a clear
interpretation on how the future should be. Furtiere it also encourages discussion about
the future vision. The story, which is told by fhetotype, is only a vehicle, to transport this
vision. (Graham et al., 2013) Figure 2.9 shows 8fa®s fulfill different needs than scenarios
and models. Scenarios are usually set in the nearef like in five or ten years, whereas
SFPs test a vision further away. (Graham, 2013)n&tes also try to make realistic
assumptions of the future, which is not needed$#R. (Graham et al., 2013)
Models

Operational

Forms of

Figure 2.9: Relation between prototypes, models and scenaBgh@m, 2013)

Outline & Creation Process

To construct the story, an outline is necessarys ohtline is usually the idea the story will
revolve around, not the actual plot. (Johnson, 286bhno & Johnson, 2011) Such stories can
be calledidea stories At the beginning of the story, there is a questithat needs to be
answered, which happens at the end. Idea stomealaut the path from the question to the
answer. Mystery novels use this kind of story nglliA murder takes place, who is the killer?
This is the question. The answer happens usuatlyeatnd, when the identity of the killer is
revealed. (Card, 2001) But SFP focuses not onngria story worth a novel. It is about
learning something through planning the story, tongacharacters and their interactions.
(Kohno & Johnson, 2011) To create the outline ftlewing steps can be used as a guideline
(Johnson, 2011):

1. World building The object the story will bee built upon has ¢éodelected. This object
can range from a certain technology, or an advanegsion of an already existing
technology to just a problem. With the object imdjicharacters and environments
can be created. The environment however shouldriwended in real science. The
technology and its future counterpart should aksevbll defined.

2. Scientific infliction pointIn this step, the created world and the seletd#etinology
are tied together, which brings in certain implieas. The focus should be on the
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effects on human beings and the world rather ttnstcientific facts behind the
technology. The technology should have been defatre@ddy in the first step.

3. Technology ramifications on peoplé/hat does the technology bring to the world?
How does it change the world and people? Theséhargquestions, which need to be
answered. It is even possible to go into some mdgewith these questions to gather
new ideas.

4. Human inflection pointThis is the step where the characters defindtienfirst step
react to the technology. These reactions are obdewhen the extremes are reached.
It is the climax of the story. Usually there ardyomvo different options to resolve the
climax: Either the character changes, or the teldgyochanges. These changes
should also be grounded in reality.

5. Lessons learnedhis step reflects on the observations madeearptievious steps.

Example

The following short story should give an examplehmw to create a SFP. It should not be
seen as a fully developed prototype. The examjalestplace in the near future, where flying
cars have been around for a couple of years. Theeplbowed to drive either on the ground
level, on still existing streets, or they can fly @ specific height, the high level. When flying
on the high level, drivers get a virtual streetjgpected onto their windows, to have some
points of references. The projection is called thual highway. This is done to make the
driving in the sky familiar to people who are usediriving on the ground, but also for safety
reasons.

In this world, Billy, a young teenager, who justahbed his license, is driving the car of his
parents to pick up his girlfriend Sandra. Afterytidrive on the virtual highway for a while,
Billy gets frustrated. He does not want to driveaowirtual street. He wants to experience the
real thrill of a flight, so he leaves the virtualad. At the same moment he passes the
boundaries, the projection on his window vanishres g can now see the real world. The car
gives some warnings, ordering him to return to ribad, but Billy tunes them down and
cranks up the music. He just wants to have funthackfore flies around the residential area
he lives in. Therefore he decides to fly closelythe top of the houses there. Everything
around him is now a blur and he enjoys the sensspeéd. After a while he does not pay
attention to his surroundings anymore and talkisisagirlfriend. Why should he be alarmed?
He is in the air and nothing is in the way. Becaokéhe loud music, he does not hear the
warning of the collision detector, which locatedhamney, just a little higher than the others.
It barely scratches the bottom of the car, butani@, Billy pulls the flight stick in the wrong
direction and crashes into the next building. Neg&y on the news, the reporter talks about
another accident, where a flying car has crasheddrhouse killing four people, including
both the driver and his co-driver. Due to the higihmber of accidents with flying cars that
left the virtual roads, the manufacturers are ngaating the vehicle software, to prevent
leaving the predefined virtual roads. In order accé people to stay there, the car will shut
down and make an emergency landing, if they st@y the virtual road.

1. World building

* The scientific object of this story is the flyingrccombined with augmented
reality/virtual environments.

» The world is set shortly after the massificationflging cars. The technology
still needs some adjustments.
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Virtual highways are created for people to notgmeifused, when flying through
the air and to guide them safely to their destomatiThey are also a protection
for people on the ground, because they only gaitfirempty land.

Created characters: Billy, a young, cocky teena@amdra, his girlfriend, a
talkative teenage girl; The news reporter;

2. Scientific infliction point

Flying cars in combination with virtual highwaysopiuce a familiar feeling for
people, when driving through the air. It is likevilng on the ground.

3. Ramifications on people

Traveling is a lot faster in the air.

Driving in the air is like normal driving, which rkes it a lot easier for people,
who grew up with normal cars, to adapt.

Familiarity may be a good idea, but some peopletuw@experience the joy and
freedom of flying, not driving the same way they @o the ground. They get
bored with it.

4. Human inflection point

In this story, the human infliction point is theghi number of accidents that
occurred due to flying cars leaving the virtualhvigays. Because it is hard to
change the peoples behavior (there will alwaysdmee®ne testing the limits),
the technology has to change to keep other peajde herefore the flying car
just shuts down and lands on the next safe spanhlie driver gets of the road.

There are endless possibilities to solve this @oblThe variant used in this
example is negative, restricting people even furtAaother solution may be to
change the way the virtual highway is built. Maylbdy some reference points
should be projected on the windows. Or the virhighway can be switched on
in addition to the reference points. Or creatinthiee dimensional highway,
which will lead to other problems, like the questiavhere is a car allowed to
pass another car?

But even with other options, the car shutdown meidma may be a good idea,
when the car drives over residential areas or placeere it could endanger
people on the ground.

5. Lessons learned

* Changing people's behavior, when it comes to sangetis mundane as driving

may be a difficult problem to solve. Therefore, teehnology has to adapt as
much as possible to guarantee safety for everybody.

* On the other hand, helping people to adapt byrfigreveryone to drive the same

way may also be a risk.

2.4.2 Inspiration and Prototype Usage

Sci-Fi and science influenced each other for a Itinge. Sci-Fi brings new ideas for

researchers and new scientific break-troughs genetaas for new Sci-Fi stories. (Johnson,
2011) This is especially true, when it comes terifisice designs. Probably the best example
would be the influence Star Trek, the Original 8grhad on the mobile phone industry. In
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1966, when the show aired, only wired phones antkiewalkies were available for the
general public. Star Trek gave an example, on homnsunication can be in the future. In
1996 Motorola created the first mobile phone, whiohld be opened like the communicator
in the television show. A comparison of the two banseen in Figure 2.10. The phone was a
wide success, which was partially due to its redagnvalue. (Shedroff & Noessel, 2012)

Figure 2.10: Comparison between communicator from Star Trek Matbrola StarTAC (Shedroff & Noessel,
2012)

The next example goes a little bit more into thet@yping territory. It depicts the difficulties
when designing holograms. Figure 2.11 shows twaiptessmethods for projecting the image
of a communication partner and the problems that acgur. The first solution, where both
parties are equally large, would be the most delgrane, but it could block the view of the
participants. This can be bad, when one of theqsaid driving a vehicle. The second solution
scales down one communication partner. This woelgate the problem with the blocking
view, but would also raise new problems. In thisezdhe person who gets scaled down might
have a huge projection on their end, which would b comfortable, especially if he is the
superior of the person he talks to. If the progattis scaled down on both sides, both parties
would look down on each other and nobody would lableach others eyes. (Shedroff &
Noessel, 2012)
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Figure 2.11:Problems with volumetric projections (Shedroff & &dsel, 2012)

But SFP can not only help with designing, but aisih learning. At University of

Washington a computer security course was suppdrye8FP. The normal teachings were
not substituted by SFP, but rather enhanced. Itwvetlohow future users would use the
technology and where possible attack points areréfre, it helped students to get a better
idea on parts where additional security was neeaeldwhere not. Furthermore, the students
learned more about the interactions between teofggobnd users. SFP broadened the
thinking about security, social and contextual €sstAnd it boosted motivation in most of the
students. Some were discouraged because they tlekpect creativity being a huge part of
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the course. Another downside was that the studeerts able to examine only one or two key
issues in more detail with the help of a SFP. (86fé& Noessel, 2012)

2.4.3 Related Work

Wu (2013) describes a SFP, which shows how learoindd function in the year of 2050. It
uses a combination of virtual environments and Rle basic idea is that students should
have the feeling to sit together in a classroome Téacher is not a real person, but an Al
driven avatar. To make the students feel like teyin the classroom, a desk, called eDesk,
exists in the prototype, which lets students fullynerse themselves in a virtual world. But it
is not only usable for teaching, but also for m#pating in films. The eDesk should give a
person the feeling to enter another reality. Irgéngly enough, a concept and even a
prototype has been created in the real world (Eigufi2). Bostanci & Clark (2011) use a
similar approach, but for teaching history. Theiotptype describes an augmented reality,
which is far more advanced than today. It lets sigsperience past events, like transporting
them back into middle ages, where they can inteséitt Al driven inhabitants, exploring a
medieval city, fight in a battle, or communicatelwother users. Sanchez-Lozane (2013) goes
even a step further. He describes a future werebwsa stimulate all senses, to blend and
replace reality with virtual environments. In hision, even recreating thoughts is possible.

Figure 2.12:eDesk concept left and the prototype right (Wu,301

Another prototype using augmented reality is pregdsy Kymaléinen (2013). The prototype
depicts a future, where people can model the otexf rooms when buying a new house,
utilizing augmented reality in combination with efligent environment. The intelligent

environment is used to create the surroundingstlaa@ugmented reality to paint them, like
choosing carpets, or wallpapers. The system akstoires a huge library of pre-made objects
and designs, which was done by independent desigh®u & Callaghan (2011) built a

prototype upon three different science facts. Tirst fact is the usage of intelligent surfaces,
which can create interactive screens on walls. §éwond fact is mixed reality, in which

human and Al controlled avatars coexist. And thedtts wearable computers, which collect
data from their users. The prototype shows a futwreere people get gradually addicted to
technology. They get over-stimulated by all theielligent devices, like social networking,

which is used all the time. Because of this, thetyrgental problems. In the prototype a cure
is described, which uses the same technology tgeeple back on track. The described
intelligent surface is like paint, which is appliealthe room, to create an immersive virtual
reality environment. Its usage is fairly similarttee eDesk, allowing people to visit lectures,
or other places. Tassini (2011) also describesiépendence to technology in his prototype.
In his vision, the daily act of people is guideddgomputer. The computer functions like a
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personal assistant, recommending them items, arsadeir environment based on their
preferences. Even menial tasks, like setting thgpezature of the shower, are regulated by
the assistant. The people in this prototype areptei@ly absorbed in their technology.

Birtchnell & Urry (2013) created a couple of prggeés revolving around 3D printing, were
they become readily available in different stagdsese prototypes show an interesting future,
with communities and problems not so uncommon ntual worlds of today (see chapter
3.3). In the first prototype 3D printing is availalto the general public, which allows for
creating and sharing objects, but also poses thielgm of handling intellectual properties.
The second prototype envisions a future, where @lipg is local available in stores, which
allows for customization of products. The third tptgpe outlines the possibilities of co-
creation and collaboration in a non-profit commynitesulting in workshops. Potstada &
Zybury (2014) show a similar future vision, in whioearly every object is created at home.
Only large items have to be ordered. Augmentedtyeal used to browse through virtual
stores and to buy and customize items, which ae tneated directly at home. These items
are immediately usable.

2.5Discussion

This first part of this chapter discussed creatiand its influence on the current industry. The
problem with creativity and all its territoriestise need for a basic definition. This problem is
even more evident, when looking at creative indestrwhich are predicted to grow even
further.

The second part of this chapter showed the apitaif creativity in prototyping and SFP.
But can SFP be seen as part of prototyping? At gi@nce the process may look different.
Prototyping is an iterative process and SFP jusates a story. According to Card (2001),
writing a story is usually an iterative process,tbecause the story is refined over and over
and writers never know how far they depart fromrtbeginal idea. It can also be compared
to the prototype fidelity, because the first dratty only be a rough outline of the story. The
final story may be completely different from thestidraft. In a sense it can be put into the
prototype category, because it creates a reprdégentd an idea instead of a product.

SFP may seem a little bit limited, because it us@y three types of media: written short
stories, comics and videos. It totally misses thpoostunities of two important possibilities to
represent a story: video games and virtual woilidgecially virtual worlds can be put to a
good use, in order to analyze user behavior irvargscenario.
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Solving a problem is usually easier, when workingaigroup. Group efforts not only solve
problems better, but also produce more creativibat is why teamwork plays a key role in
business and why it is important to try to enhateesn efforts. Virtual worlds may be one of
the possibilities to create a better environmentcialaborative groups. (Qui, Tay, & Wu,
2009) This may also be a good environment for a. Sfiual worlds not only offer just one
advantage. They are also interactive as well asersive. Users could experience a SFP
rather than just talk about it. (Pirker et al., 2D1

It is assumed, that the web of the future will ooty consist of rigid documents, videos and
alike, but also of three dimensional virtual worl@n such an Internet structure, links not
only lead to documents, but also to positions mual worlds. (Thompson, 2011) A trend
towards virtual worlds was visible. The Interneérsscurrently use text based content, like e-
mail, but more and more people started to meenupriual worlds. (Qui et al., 2009) This
trend however has stagnated in the last coupleaisy (OECD, 2011) This chapter will give
a short overview of virtual worlds, their definiticaand history, as well as their opportunities.
The last section is the main focus of this chaptet discusses flexibility, like configurability
and adaptivity of virtual worlds.

3.1 Overview

Virtual worlds have become most successful in thiergainment and gaming sector. It is
possible to not only use them for gaming and fun, &so for research, learning and other
areas. Unfortunately the interest for using virtwaklds has stagnated since 2008, at least in
comparison with the time the first big virtual was| likeSecond Lif€SL) appeared. But it is
stated, that the interest is rising again. Somedseooint towards this, like the increase of
Google searches for virtual worlds, as shown iufgg.1. (OECD, 2011)
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Figure 3.1: Google searches for virtual world from 2004 to 2Q@&CD, 2011)

Virtual worlds or virtual realities (VR) are computprograms, which simulate a world,
usually with a social aspect, where people can raedtinteract with each other as well as
with objects in the world. Today these worlds aseally visited through normal means, like
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desktop PCs. (Bainbridge, 2007) Genuinely speaktiege is not much difference between
the two terms virtual reality and virtual worldsfidgion-wise, but there are different layers
of immersion. The first one is tldesktop levelwhere the virtual world is visited through a
normal PC. The next layer is tlish tank levelin which the desktop level is enhanced via
head tracking. The last layer, timemersive layerlets the users immerse themselves totally in
a virtual world. (Mazuryk & Gervautz, 1996)

History

In the 1970s the term virtual world was mainly usedconjunction with virtual reality.
(OECD, 2011) But the term later wandered into thenimg sector, where virtual worlds, as
they are known today, have their roots. (Messin§equlia, & Lyons, 2008) The forefathers
of virtual worlds were calledMulti-User Dimensions/Dungeon®UDs) and Multi-Object
Oriented MUDs(MOOQOSs). They came up around 1980 and were onlyldaged, but in many
regards similar to modern virtual worlds. In 198%e first graphical virtual world, called
Habitat, was released (see Figure 3.2). It wadenday LucasFilm for the Commodore64 and
featured a marketplace for trading virtual goods. freitas, 2008) In 1990 LambdaMoo was
released, which allowed users to generate theirawatent. It was not only possible to create
new objects, but also to change the landscape. c(idar2007) In the years to come,
processing power and Internet connectivity incréasich led to a growth of more complex
virtual worlds. (de Freitas, 2008; Marcus, 2007e3d virtual worlds quickly became more
graphical advanced and went from purely text basebtree dimensional graphiddassively
Multiplayer Online Environment$MMOs) and massively multiplayer online role-playing
gamegMMORPGS) were created. In 2003 the most notetafiworld platform, SL, started.
(Marcus, 2007) From 2003 to 2008 a huge growth fiizing virtual worlds was
recognizable. (de Freitas, 2008) But after 2008, ghowth came to a hold. (OECD, 2011)

It's always a nice day for treasure
hunting.

Figure 3.2: Habitat, created by LucasFilm in 1985 (Lastowkal 0

Definition

According to Bainbridge (2007), a virtual world ‘ig..] an electronic environment that
visually mimics complex physical spaces, where lpemgn interact with each other and with
virtual objects, and where people are representedriimated characters(p. 427)

Because the term 'virtual world' is relatively neimding a concrete definition is not that
simple. There are many, but they all differ in soaspects. (Barnes, 2010) There are also
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similarities between the individual definitions:vixtual world is a computer generated world,
which contains a large amount of users. But thisildidbe too simple, because, when using
only this definition, chatrooms would also be cdesed virtual worlds. It could be argued,
that a virtual world would need a sophisticatedpbreal interface, but two-dimensional
graphics, or barebones text would suffice. Anothgportant part of virtual worlds is their
persistence. Even after users have logged outwdthnkel would still be there. This excludes
multiplayer games, because after a session, thiel waould no longer exist. Another key part
of virtual worlds are avatars. Avatars are repregems of their particular user and are
controlled by them in real-time. (OECD, 2011) Armtldefinition is fairly similar, but differs
in the incorporation of a social aspect. This debn uses five characteristics (Barnes, 2010):

» Virtual worlds use some kind of graphic, either 2D3D.

* They house a large number of people, which engagedial activities.
* They are interactive.

» They provide a common ground for interaction betwesgers.

* They must be persistent.

It should also be noted, that many definitionsttrydifferentiate between virtual worlds and

MMORPGs. Usually they state that they look simillaat the later category restricts their

users and puts them on a specific path, whereasalviworlds give users more freedom.

(Barnes, 2010) But this separation may blur, winarkihg at some specific MMORPGs, like

Eve Online. This game is constantly evolving. Tisahot because of the developer creating
new content, but because the game world is shapdtiebplayers. (Bainbridge, 2010) To

further the problems in the distinction between MRREXGs and virtual worlds, both use a
fairly similar architecture and both have a hugerdmse, rendered environments, and
physics systems. (Thompson, 2011)

Another way to differentiate these two is by th#iz#tion of user generated content, which is
mostly seen in virtual worlds. (Farley, 2010) Bérte are projects, which try to incorporate
user generated content into MMO games as well. Aiggest challenge herein lies in the
connection speed, which is too slow, because useergted content is not embedded into
normal program code. To solve this, a second sdoresuch an MMO is needed. (Dalziel,

2010) A better approach to differentiate the twbydooking at their mechanics. MMORPGs

focus mostly on a progression based system, likelitg up the player's avatar. Virtual

worlds are more about socializing. MMORPGs alsodnéeamwork, to defeat strong

opponents, but it all goes back to the mechanMardus, 2007)

Typology

To distinguish between different virtual worldsetipllowing five elements can be used
(Messinger et al., 2008):

1. Purpose This specifies which content and information s&d during interactions in a
virtual world.

2. Place The place where interactions take place: Eitrmnmetely virtual or only
partial virtual.

3. Platfornt Is the communication synchronous, or asynchrohous
4. Population How big is the user-base and which social conoestdo users have?
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5. Profit model Is the virtual world trying to generate money,nmt. In other words, is
the usage free, or charged. This element can beefudistinguished by the type of
subscription cost (one time fee, monthly fee, etc.)

Application and Genres

There are many possibilities for utilizing virtuabrlds. The following listing shows only a
few examples (de Freitas, 2008):

* Role playing worlds These are gaming worlds and are primarily used fo
entertainment.

» Social worlds Social worlds are about community, social intéoas and content
sharing.

* Working worlds They are used in the business sector, for mesting document
sharing. Working worlds are generally utilized fallaboration, especially when the
parties involved are far apart.

» Training worlds Training worlds are used for training in profess. They can also be
used for training certain situations, which ardiclifit, dangerous or impossible in real
life. Training worlds are mostly used by the miljta

* Mirror worlds: They resemble the real world, or parts of itckse as possible. They
can be used to visit places, which are otherwiaedessible to users.

3.2Current Examples

Currently there exist a plethora of virtual worltbjects. Some of them target specific age
groups, others are for adults only. (Papp, 20113 $action will give a couple of exemplary
virtual worlds, which are relevant at the moment.

World of Warcraft

World of Warcraft (WoW) is probably one of the maosticcessful and most known
MMORPGs of the last ten years. The game is suligmmipased and was released in the year
2004 by Blizzard Entertainment. In 2005 and 2006wds the best selling PC game
worldwide. In 2007 it was the second best selli@ygdame, only topped by its first expansion.
In 2008 three of the top five best selling PC gamese WoW related and 2009 three of them
were under the best six. In 2010 WoW housed ovamnillibn players worldwide. (Blizzard
Entertainment, 2010) But the user base is curratgblining. In the first quarter of 2013, the
game lost 14% of its users, which leads to an eséichtotal of 8.3 million. This is still an
impressive number. (Kain, 2013) It is said, therentr payment model is the cause of this
drastic drop. Because the free to play market grmwstantly, the competition is getting just
too strong. (Kremer, 2013)

Like many MMORPGs, WoW is similar to ol@en & Paperrole-playing gameqdlike
Dungeons & Dragons). The setting of the game iswbed of Azeroth, a fantasy realm
inspired by Lords of the Rings (Figure 3.3). Thare many different races and classes to
choose from at the beginning of the game. Afteravetar creation, players do quests and Kill
monsters to get experience points and loot. Aftey thave accumulated a certain amount of
experience points, they level up, grow stronger l@adn new skills. Like many MMORPGs
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collaboration is necessary, especially when thellevaximum is reached. The only way
players can get stronger in this phase is by gethetter items, which can be obtained by
defeating strong bosses. These bosses usuallyeeqlarge group of players to defeat them.
To get up to twenty or forty people at once fosthenture is difficult. That is why, like many

other MMORPGs, WoW uses a guild system. Guildskleaformed by player groups and are
an important social element in the game. (Duchenga(ee, 2008)

Figure 3.3: One of the starting areas in World of Warcraft

Second Life

SL was released in 2003 by Linden Lab. In 2007 aswstated to have 8.3 million users.
(Messinger et al., 2009) In 2013, in celebrationthef 10" anniversary, Linden Lab published
some statistics. They stated, that during the &ars/SL is running, 36 million accounts were
created. This can be a misleading humber, becauses$ not give the total number of users
currently, but rather the accounts which were e@at ten years. It was also stated, that 3.2
billion US dollar were made during transactionswestn users. In 2013, the landmass of SL
spanned nearly 700 square miles. Roughly 1 millisers tended to visit SL per month.
(Linden Lab, 2013)

A F

Figure 3.4: A futuristic world in Second Life
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The world in SL revolves around user created canteveryone is able to build objects in the
world, even create their own code, to modify theld/dself. Figure 3.4 shows an exemplary
world created in SL. Another big aspect of SL ie thading aspect. Users can trade their
goods and buy territories. To buy these items, Sésuts own currency Linden Dollars,
which can be exchanged into real money. This cad te a real life income through SL.
Therefore it is important for SL to support shaoeshtent and collaboration. There are also
policies, which protect user generated content foplicating through others. Outside of
creating items, SL offers other activities, likenggs, meetings, chats and dating places. The
importance of SL can also be seen through the nmaay life organizations, which are
represented virtually. Some universities for ins&have territories for holding their courses
online. Even embassies of some countries can fouSL. (Messinger et al., 2009)

OpenSimulator

The roots of OpenSimulator (OpenSim) go back wherSL viewey which is the client for
SL, became open source. A server for this clierd Wailt and released in 2009 and was
called OpenSim. Today it not only supports the 8&nt, but others as well. The graphical
results may vary from client to client, which isogmn in Figure 3.5. This figure shows the
same scene, rendered in both the SL and the rewaXeent. (Fishwick, 2009) The OpenSim
server itself is built with C# and is open souldteuns on Windows with the help of the .NET
framework and on Unix via the Mono framework. (Ogenulator, 2013)

h

F

Figure 3.5: Comparison between the SL client on the left amdréalXtend client on the right (Fishwick, 2009)

Open Wonderland

OWL was created by Sun Microsystems in 2010 andrectotally community supported
later on. OWL is completely programmed in Java andn open source tool for creating
virtual worlds. (Open Wonderland, 2013b) Three giegioals were in mind, when OWL was
created. The first was collaboration. OWL shoulgmart all different types of synchronous
collaboration. A drag and drop system is implementehelp with sharing documents. This
feature allows users to place objects in the virtmarld by simply dragging them from
anywhere into the OWL client. The object is themmiediately represented in the world and
can be viewed by every other person in the worlguife 3.6). The second goal was to create
an extensible environment. This is also importamt dollaboration. OWL only uses some
core services to run a virtual world. Everythingeels implemented via modules. OWL also
supports the use of external data. (Kaplan & Yamkeh, 2011) For instance, it should be
possible to import art created with other open seuools. (Open Wonderland, 2013a) The
third and last goal was federation. This was a{@nq goal that would allow OWL to be like
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the World Wide Web, only in 3D. With the help obeowser, users would be able to switch
between worlds. (Kaplan & Yankelovich, 2011)

Figure 3.6: Open Wonderland (Open Wonderland, 2012)

realXtend

RealXtend is another open source platform and tsalseiginnings in 2007. It started with a
collaboration of some small companies, which wantedreate a base platform. In 2011 the
realXtend foundation was founded to coordinatehentdevelopments. The designers had
several goals in mind, when they started the ptojébe first was to build realXtend
completely with open source structures. Allowing timcorporation of basically any 3D
model, which uses a polygon mesh structure, isadribe key features of realXtend. It also
supports the usage of models and scripts in opdnliwaries. Only the URL is required for
this. The second goal was to make the editing duai worlds as flexible as possible.
Changes are made locally and can be published thiégr are finished. The last goal was
extensibility, which revolved around the additiomdaremoval of the world's functionalities.
(Alatalo, 2011) In 2012 Adminotech Ltd launched KMe®on, a free hosting platform for
realXtend virtual worlds. (Nauha, 2012) A screerisbb an exemplary virtual world on
Meshmoon is shown in Figure 3.7.

Figure 3.7: Underwater world on Meshmoon
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Unity

Unity is a 3D game engine for independent deveksze Figure 3.8). The standard version
is free, but limited. A Pro version with all fea#sris also available. The cost for the Pro
version is currently at 1500%. (Chu, 2009) Verslod.1 of Unity was released back in 2005
by Unity Technologies. (Unity Technologies, 200%)Tgoal was to create a platform, which
allowed everyone to create games on every poplddopn. (Unity Technologies, 2013) The
unity engine currently supports all common systefmmsn Windows, Mac and Linux to iOS
and Android. Current game consoles, like Xbox 3Bfaystation 3 and Wii are also
supported. New gaming systems, like Playstationd} Xbox One, will also be supported in
future releases. In 2013, Unity had over two milli@gistered developers. Approximately a
year ago, the amount was around one million. (Uh@ghnologies, 2013) Adam Frisby, one
of the OpenSim founders currently utilizes Unity tweating virtual worlds. His reasons to
switch to Unity were its scalability, better gragphiand the possibility to run on different
systems. He worked on Gojiyo, a virtual world, whigas created with Unity. Gojiyo can be
compared to SL, but does not feature content creati the world itself. Other companies,
including OpenSim developers, are switching to Yag well. (Gladstone, 2012)
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Figure 3.8: Unity editor
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3.3Application Fields of Virtual Worlds

The Internet was a document focused space fordake39 years, which may change in the
near future. The structure will be the same, buliBks to virtual worlds would be thinkable.
(Thompson, 2011) Virtual worlds allow for a myriad different activities. They have
changed the perspective of many people, becausesthenvy new ways of learning and
collaboration. They also offer high potential inme»d other areas. (de Freitas, 2008) This
section provides a few examples, on how virtualle#ran be used in research and art. It
also gives a brief overview of some other possibgi
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3.3.1 Science and Research

Virtual worlds provide the possibilities to cre@eperiments, which are hard to realize in the
real world. This can be true for example when gdaamount of participants is needed.
(Bainbridge, 2007) Furthermore, unlike usual virtegperiments, virtual worlds possess the
possibility for collaboration between research gsou(Gutl et al., 2011) The overall
utilization of virtual worlds in research seems lie dependant on the research area.
(Djorgovski et al., 2010; Fairfield, 2012) Studiase especially popular in the social field.
(Fairfield, 2012) Many researches in other areascarrently not aware of the possibilities
virtual worlds can hold. There is a steady growitinterest, but it increases only slowly. That
IS not to say, no research team is trying to fiet rapproaches in their fields. In 2009, the
Meta-Institute for Computational Astrophysics (MIE#as established, which only exists in
a virtual space. The organization tries to find rneays within virtual worlds to support their
research in the astronomy field. (Djorgovski et 2010)

Simulation and Data Analyzing

Virtual worlds can be used to simulate physicaldwsdr. One of the key benefits is the
possibility to observe the simulation closely. dncalso be modified during the experiment.
When the simulated aspect is grounded on simplsipalylaws, the programming effort will
be low. But nevertheless, interesting results ddhshow up. Larger simulations can get
problematic, because virtual worlds can not harsdieh huge amounts of information. The
solution to such a problem is, to make the calautatexternal and import their results. For
the visualization of such results, virtual worldmcalso be helpful, especially when dealing
with numerical output and multidimensional datayufe 3.9 shows such a representation. It is
stated, that data can be represented to a maxiniiardozen dimensions in virtual worlds.
Researchers can still interact with it, not onlgred, but with the whole team. There are other
technologies, which offer 3D data immersion, bugitrequipment is fairly expensive and
allows only one person at a time to use them. bnddrd virtual worlds, a timed
representation can be added, which shows the msigreover time. Unfortunately this can
be hard to realize, because of technical limitatidrhere is another problem, which revolves
around the maximal amount of objects, which can répresented in virtual worlds.
(Djorgovski et al., 2010) Basically it is possiliterecreate experiments in virtual worlds. It is
also possible to mimic the user interface reseascweuld have, when they use their usual
simulation tools. (Gutl et al., 2011)

Figure 3.9: Six dimensional (3D-coordinates, size, shape, galata visualization. (Djorgovski et al., 2010)



32 Chapter 3: Virtual Worlds

Social Studies & Research

Many social studies were already made on the lateiirtual worlds however deliver new
possibilities for those kinds of studies. A hugeoamt of people is needed to study and
understand complex group behaviors. Virtual wodds provide researchers with these large
groups. (Bainbridge, 2007) There are many studiesocial networks and in the gaming area
of virtual worlds, but there are few publicationsgarding other sectors. Comparing 3D
virtual worlds and 2 dimensional applications, Ilfkeums, there are some differences, which
can change the outcome of studies. The biggesrdifte by far is the user's avatar and its
looks. The avatar is not only a representationhef user's identity, but also gives people a
sense of space. For example, if an avatar standsgioup of other avatars, the user feels
more like being part of the group. (Minocha, Tr&rReeves, 2010)

Ethic Concerns

An important advantage of virtual world researclthat it is not possible to hurt research
subjects physically. But it is more likely to donse psychological damage. Publishing
usernames, for example, can have the same effgettdishing the real names, at least in the
mindset of the research subjects. (Stanton, 20t@pémic researchers usually have to abide
the Federal Policy for the Protection of Human $atg, but other institutes are not bound to
this law. They can more or less do whatever theytwahen not conflicting with other laws,
or rules set by the virtual world platform. (Bairdge, 2007) To keep the comfort zone and to
not violate the privacy of test subjects, it is orjant for researchers to know which places
are private and which ones are public. This difiéegion is fairly difficult in virtual worlds.
There are other problems, like determining if ace@sh approach is ethical or not: For
example, using bots to interview persons and coifgormation about their behavior during
an interview can be seen as acceptable. The rdedond this acceptance is that there is no
harm done to the person. But this approach goesmsigde ethnical principle, to not use
people as means to an end. There are much mot&drpgroaches, like the usage of virtual
plagues. They have appeared sometimes in virtualdsjobut are usually errors in the
programs. The behaviors in virtual outbreaks do differ much from real life. Therefore
epidemic researchers are considering the usagé@toalvworlds for their studies. (Grimes,
Fleischman, & Jaeger, 2009)

3.3.2 Creativity and Art

Virtual worlds are novel places to create, colla@b@rand to exchange ideas. They are often
praised for their potential to enhance the creaprecess. (Burri, 2011) It is true, that the

Internet itself also provides such possibilitiest pages like Facebook are far more limited
than virtual worlds, when it comes to interactidoetween people. And the open and shared
structure of some virtual world platforms encousageesativity. (Singh, 2012)

New Possibilities for Art

It is assumed that 3D virtual worlds will have @ ifluence on the art of the 2Tentury.

(Dethridge, 2009) Around 2004 there were some amires to create art in virtual worlds,
which have altered physics (see Figure 3.10). Toed was to create alternate realities in
which art can be created and where people caratitaith the creation. These virtual worlds
were only created with immersive VR in mind. Exgeasquipment is required to visit them.
(Cavazza et al., 2004) Such concepts do not onhk woa VR setup. It is possible to do the
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same in virtual worlds, like SL, because most efital life restrictions do not apply to them.
(Ward & Sonneborn, 2009)

Figure 3.10:Altered physics in a virtual reality world for gtirpose (Cavazza et al., 2004)

It should be noted, that there is a big amountsafr generated content, which just emulates
real life examples. But it is possible for artists let their imagination go haywire. For

instance, avatars usually look like human beings. thiere are other possibilities, like robots,

or giant dinosaurs. It is also possible for avatarbe only a crystalline structure. Generally
art, at least in SL, builds upon real examples,abs on the imagination of its creators. This
can also be seen in the environments and objebtseTare recreations of art objects, which
try to represent their real life example as exacpeassible. Other objects are interactive, or
avatars can pass through them, to look at theinless Paintings for example are constraint to
two dimensions. In virtual worlds they are not ¢oafl by this restriction. There are

creations, like in Figure 3.11, which rebuilt paugs in 3D. This allows avatars to wander
through these paintings. (Ward & Sonneborn, 2009)

®

Figure 3.11:3D recreation in SL of the town depicted in Van @s&tarry Night(Au, 2007)
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Problems and Limitations

Copyright and ownership is a big problem in virtuabrlds. Generally speaking user
generated content is protected by the copyright, lawt it must at least fulfill one
requirement: The copyright subject has to be agiral product of the author's expression.
The copyright only protects the expression of aajchot the idea itself. Virtual goods have
underlying scripts, which have to be seen as tiieea Therefore they fall under the copyright
law. But theterms of servicd TOS) or theend-user license agreemeiiULA) have to be
considered as well. These are contracts, which haviee accepted by the users, to use
services, like virtual world platforms, or games.rhost of the EULASs it is stated that the
rights for user created content retain by the ptatfoperators. Therefore the creator does not
own the rights, but rather the party which provitles platform. The platform provider can
therefore sell and delete content, without the'ssemsent. The EULA of SL however gives
users the rights to their own creations. This caadl|to other problems, like copyright
infringement. A copyright infringement is simplytpacopy of a copyrighted object. It is also
an infringement when an object is used and modifigdout the consent of the creator. In SL
it is possible to give other users permission t®, @s modify the object. But when users get
the rights to modify something, it is unclear whighderlying rights they receive. Paired with
collaborated creations, ownership can get trickjhew an object is modified several times
and through several groups, it is nearly imposdiblénd out, which user has which rights to
the object. SL makes the problem even worse, becaniy the original author is listed. Co-
creators or modifiers are not tracked. (Marcus,7200

Another problem can be the limitations by the \aftworld. There are some platforms, like
SL, which give users much freedom in creating néyeds, but there are also many worlds,
which restrict their possibilities. WoW, for exaraplets users create content, but in a fairly
limited way. The world itself was created by thereleper and users can only build upon it.
Too much freedom, like in SL can also be negativean overwhelm users and ruin their
experience. It even can destroy their immersionriiB2011)

3.3.3 Other Applications of Virtual Worlds

This section contains a rundown of other possiediin virtual worlds. They will be kept
short, because they are not the focus of this work.

Business Potential

In the business sector, virtual worlds can be usedcommunication and meetings. (de
Freitas, 2008) A lot of money can be saved whentimgeirtually, because traveling is not
required. Another interesting possibility is to mat employees in virtual worlds. People may
show skills in virtual worlds, which they might nsttow in real life. For instance, companies
employ people to analyze the social behavior oépidl recruits and study their skills, like
leadership. (Papp, 2011) Other interesting pos$s#sl lie in co-creation, in which the
consumer plays an active part in the creation pfauct. It can be seen as collaboration
between customer and manufacturer during developrivémual worlds provide the benefit
of interactive collaboration in real-time and thewcourage experimentation with their
creation tools. Unfortunately, only few users teodparticipate in co-creation. Users are
generally more focused on their own activities antl interested in taking part of activities
from others. (Kohler, Fueller, Matzler, & Stiegéf11) Virtual Worlds also allow people to
acquire and train their business skills. Becaussehskills are mainly focused on social
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activities, like selling, other tools may not besastable to improve these abilities. (Pirker &
Gatl, 2012)

Education Potential

It is stated, that normal virtual learning enviramts improve the learning effect, but they are
rather limited in the social area. Therefore, tlvay not ensure the acquisition of deeper
skills. Virtual worlds improve communication andllaboration skills. They also provide
interactivity with the learning material and prepatudents for using their skills in real life.
(Wood & Hopkins, 2008) Another big factor is ther@nt change of perspective in education.
Some students would like to attend their course®tely, or they might want to visit lectures
at different universities. Therefore a lot morexilelity is needed, which can be provided by
virtual worlds. (Gutl, Chang, Kopeinik, & William&009) Teachers have the possibilities to
be creative with the learning material. For examgiey could create a microscopic world,
which can be visited by students, who can thenrastewith different kinds of cells. A
recreation of a piece of literature is also thirlkabwhere students can witness it for
themselves. It can go even further, like the rdmaadf a specific time period. Students can
then role-play in these worlds. They do not havevatch it from afar, they play an active part
in them. (Helmer & Learning Light, 2007) Not onlenods can be recreated, but also
historical events. Students can take part in a tmmioattle and see if they can make a
difference. (Papp, 2011) This leads to the nextsipdigy: Training in hazardous
environments. (Helmer & Learning Light, 2007)

But not everything is positive though. There arme@roblems when it comes to learning in
virtual worlds. Technical difficulties, like progra stability and the need of high

computational power, play a huge part in this. lemnore, the interface for virtual

environments can get fairly complicated and intiatiidlg. (Helmer & Learning Light, 2007)

There are still some problems with virtual worlds education tool. First of, a learn
environment has to be build. The second probletinagrovision of tools for the lecture. And
the third problem is that the creation and prepamadf the lecture is time consuming for the
teacher. (Gutl et al., 2009)

Space Flight

Another interesting opportunity for creative u@tion of virtual worlds is long duration space
flight. With the help of virtual worlds, in-flighttountermeasures against strain can be
developed, like asynchronous meetings with grousrdgnal or relatives. Meeting people in
virtual worlds can have a positive mental effeeicduse in virtual worlds avatars can interact
with each other. On a long flight it might be arfieefive stimulus to hug a closely related
person, even if it is only virtually. A virtual &rtial intelligence (Al) is also thinkable, which
acts as a counselor. Astronauts can interact Wwad get help for social problems. Another
possibility is the usage of virtual worlds for neddion and stress reduction, like a virtual
vacation. (Morie, Verhulsdonck, Luria, & Keeton,1A()

3.4 Flexibility and Dynamics of Virtual Worlds

As shown in the previous sections, virtual worldsd many opportunities and many of them
build upon the need of users wanting to createraadify these worlds. Unfortunately, they
usually have to create everything by hand in allwel of abstraction. A large project, like a
big environment, can get tiring for the user. Mgt a complex landscape can get even
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harder. Sometimes the whole project has to beestdrom scratch. (Smelik, Tutenel et al.,
2011) And because of the highly varied use of girtmorlds, environments are needed, which
are flexible, easy to create and easy to changasdt should be possible to adjust them to
their specific requirements. (Gutl et al., 2014)e3& methods should all be easy and fast to
use. (Smelik, Tutenel et al., 2011) For object wo@athere exist many different possibilities,
like Google SketchUp, or Blender. Some virtual werbffer their own object creation tools,
like SL. Many of these object creation platformsédian object repository, for sharing objects
with other users. This chapter however will notUe®n simple object creation, because of
the huge amount of already existing free tools.t(&tal., 2014)

3.4.1 World Generation

An easy way to simplify the creation of a virtuabnd is to use automatic generation. These
procedural methodsre able to create landscapes, vegetation, riaeds other sceneries.
(Smelik, Tutenel et al., 2011) Landscapes are edetiiroughheight-mapsA height-map is a
grid, where every cell contains a height-value.rérere plenty of different methods to create
such height-maps. Seas and rivers can be creatatgdhe landscape process, where the
height-map is calculated. Rivers are calculatest &nd with this information, the height-map
Is created. Inserting rivers in an already existiegght-map is also possible. The height-map
is analyzed and rivers are created in places wtieng can flow naturally from mountains
downward. Plant creation is done through startinthe roots and building on top of it until
branches and leaves are reached. The additionesétparts is done through grammatical
rules. Plants are then placed according to rulsedan ecosystems. For street generation,
there are many different methods, like pattern éhageneration, or the usage of templates.
Like plant growth, it can be seen as a growing @ssc Urban environment generation uses
street networks, which are close together. Therdlgo tries to find areas surrounded by
streets. These areas are then divided and buildigsfit in the empty spaces are placed.
(Smelik, 2011) Procedural methods may relief sorhgéhe workload a creator has, but
combined with manual user creation they may nat dési good. Users do not have much
control over the procedures themselves. Furthermiores often not clear, which input
parameters lead to which output. This often resualtgail and error attempts to get to the
outcome they desire. Given the long runtime of ¢hakgorithms, it can get frustrating for
users. Because of the specific nature of theseedures, one can only be used for their
specific purpose. Therefore a tree creation algrican not be used to create the landscape.
In the end different types of these procedures havee run and it is up to the users to
manually put everything generated together. Thighis reason why simple procedural
methods are not fit for the usage in virtual wagiheration. (Smelik, Tutenel et al., 2011)

Declarative Modeling

To make procedural generations work better, thegtrhave more intuitive input as well as

better control through users. The method presemidtiis section tries to encompass the
advantages of both, procedural and manual methuodissacalled declarative modeling. The

method is split into two partgrocedural sketchingndautomated consistency maintenance
Procedural sketching is done by the users, who @rasugh sketch of the landscape. This is
shown in Figure 3.12 on the left. It consists ob tmodes, which represent the virtual world
in a top-down view (Smelik, Tutenel et al., 2011):

» Landscape modd&he landscape is segmented into a grid. The usdos the grid with
ecotypes, which not only represent the height efghd piece, but also the material.
The grid size itself is adjustable.
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» Feature modeln this mode, the features of a landscape armebkf These features
include forest, streets and rivers, just to nanfewa The features are represented by
vector lines and polygons.
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Figure 3.12:Declarative modeling process (Smelik, Tutenel gt24111)

After outlining all the features, the environmerdashto be generated, while checking for
consistency. This is important, because all objacis$ features affect each other. To make
everything consistent, a semantic heavy model éatures and their relations is necessary.
The model consists of five layers, which is showntle middle of Figure 3.12. The
environment features have 3 levels of abstractBmdlik, Tutenel et al., 2011):

» Specification LevelJser input and specifications for the given featu
» Structural LevelUser outline in the sketch. Basically the ared layout of the feature.
» Object Level The objects that make out the features, for exanme trees of a forest.

The generation of every layer can be done in tvepsstFirst the next abstraction level is
generated from the current one, beginning withgiecification level. The second step is to
validate the current abstraction level. A problean occur, when two features overlap, or the
feature does not fit onto the set location becdhseheight does not match with the feature.
To resolve this problem, every feature has two esgitypes (Smelik, Tutenel et al., 2011):

e Claim: The feature claims the area for itself. There @y two possible outcomes,
either the approval or rejection of the claim. A&isl can only be done either for the
structural level or the object level. This prevettts rejection of a feature, because of
tiny objects being in the way.

« Modification The feature can try to change the area, tosfisjitecifications.

An interactionbetween two features occurs, when both try tarcllie same area. There are
two possible outcomes to such a situatiorco@perative solutior aconflict solution In the
cooperative solution, one of the features stillmkathe area and the other is rejected, but the
two features get connected. These connectionsbateaat, but in the object level a specified
object is placed for the connection. For instamcstreet and a river result in a bridge object.
These connections have to be defined before, big iinfeasible to try to define every
possibility. In the conflict solution, one featurens and the other is not able to use the area.
The conflict area will then be removed from thetdea area, if the conflict happens on the
structural level. In the object level, the objeahoot be placed. There are three different types
of priorities to help in finding solutions. Theyat#, whether a feature should try to claim,
connect or conflict an overlapping area. Theseriies are set by users and are used as
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default, but features can contain functions whiciculate their priority from context.
(Smelik, Tutenel et al., 2011)

Figure 3.13:Appliance of line of sight constraints in the c@drareas (Smelik, Galka, de Kraker, Kuijper, &
Bidarra, 2011)

To give the designer more control over the genamapirocesssemantic constraintsan be
defined in an area, which is callednstraint's extentConstraints are important in order to
make the environment more plausibleeature constraintsare sub constraints from a
semantic constraint and are used for specific featu=or example it is possible to set the
maximal height of vegetation. In Figure 3.13 a lofesight constraint is defined. Two cities
are separated by a hill and a forest (a, b). The bf sight constraint is applied, which
changes the terrain and removes parts of the féyeste two cities to see each other. It also
changes the height of the hill between them (cAdyociated relationshipare also used for
helping the designer. They create a link betweesorsstraint and a feature in a specific
context. Figure 3.14 shows an example: A constrigirdet to create a road between two
points, which are marked by a flag (a). The comstrthen uses the existing roads (b) to
create the connection. If the city is removed,dbestraint is notified and a direct connection
is possible (c). To keep track of all the featuomstraints, every feature has a stack of
constraints. When checking for consistency, theksta checked in sequence. If a conflict
occurs, the constraint parameter is changed, orcthestraint is deactivated. Conflict
resolution is similar to the feature conflict anoné by claim and using priorities. (Smelik,
Galka et al., 2011)

associated feature: 5 generated feature:
roadnatwatk (. ..................... * route constraint ‘—» _—

Figure 3.14:Road constraint, which uses existing roads, ifgmeéSmelik, Galka et al., 2011)
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Rectangular Dualization

The previous method is generally used for enviramnweation. (Smelik, Tutenel et al.,
2011). The rectangular dualizatiomethod is more suited for creating a floor plan ot
planar graph. (Bogdanovych & Drago, 2006) Firsteaplanation of rectangular dualization
is needed: It can be seen as patrtitioning a plgregsh into rectangles, which do not overlap
and no more than three rectangles join edges.h&Bd partitioned rectangles also form one
big rectangle. Vertices can be seen as neighbongnwwo rectangles have common
boundaries. The rectangular dual is needed forrgéng a two dimensional floor plan. But
not all graphs have a rectangular dual. They omlyehone, when there are separating
triangles A graph without separating triangles can be séi&a 4-connectiviy in
triangulations: When three random vertices are kaup the graph is still connected.
(Bogdanovych & Drago, 2006)
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Figure 3.15:Graph transformation into rectangular dual (Bogdauob & Drago, 2006)
To generate a floor plan, four steps are necegBaxydanovych & Drago, 2006):

1. All redundant information is removed and the graphconversed. To prevent
separating triangles;rossing triangleshave to be added. They are inserted at an
arbitrary edge of every separating triangle.

2. From the conversed graph, the rectangular duanemted (Figure 3.15). Transitions
and previously defined places will be created asm® and connections as doors.
Inserted crossing triangles are removed from tlaplgand the sizes of the adjacent
rooms are altered according to the removed trigngldis step produces the two
dimensional representation of the floor.

3. With the 2D map of the floor, a three dimensioregresentation is built, which is a
trivial process. The size of the rooms is changetée big enough to house as many
people as previously defined.

4. Visualization of the floor.

Shape Grammar

This method is somewhat similar to the previoudlscassed rectangular dualization. But
rectangular dualization did not allow for much ughce by the creator. Shape grammar does
allow some freedom in that regard. Shape grammdaddscomplex items through simple
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objects and rules. These rules state, how objetdgaict with each other. One shape is defined
as starting shape. New shapes are created thrtarghviely applying a rule-set to an already
existing shape. This method is callgthpe derivationAn example is given in Figure 3.16.
The rule applied to the shapes is always the samean be seen easily in the changes from
the first to the second picture. To accomplish,thisocabulary is needed, which consists of
object definitions and their properties. (Tresdagteva, & Rodriguez, 2010)

Figure 3.16: Shape derivation (Trescak et al., 2010)
The shape grammar concept has three different coemp® (Trescak et al., 2010):

« Design wall This is the basic component. It is used for boddcomplex shapes. It has
different geometrical properties, as well as a typleich is among other things needed
for rendering a wall later on.

« Design spaceThis is an area, which represents an object. dijject will be created
when transforming the 2D floor plan into 3D.

» Design block This is a shape for the shape grammar and camdaged with a couple
of walls and design spaces.

Basically there are only two types of rules neefibectreating a floor plan, or a hand full of
buildings. The first is the creation of a room dowlding in different places. The second sets
rooms according to previous built rooms. To be iast, a validation has to be made, to
remove overlapping objects. Figure 3.17 shows thiteamne of this method on the bottom.
The top row contains the shapes and their ruleT$et.first shape is the initial one. (Trescak

et al., 2010)
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Figure 3.17:Results of shape grammar method (bottom), witheshapd rules on the top (Trescak et al., 2010)

Generation through Real World

With this method, a virtual world is created thrbug real world picture. No environment is
created, only its objects. These objects are pithexlighregions of interes(ROI) detection



3.4 Flexibility and Dynamics of Virtual Worlds 41

and classification. Only edges are used for classibn, because it is the easiest way to
determine an object. That is because differenttihghdoes not influence the shape and
objects of the same group have similar shapes. réate a picture, a stereo camera is
necessary. The pictures from the scene are comkanedthe depth for every pixel is
calculated. To find ROI several calculations hawsebe made. The first step is finding
features, which is done by th&peeded Up Robust FeaturéSURF) algorithm. This
algorithm does not only find features, but alsedrio describe them. The second calculation
Is the comparison of depths. If some pixels sha@esame depth value, they feature the same
object with high probability. The two calculatiomse then combined in a basic beliefs
function, which results in a three dimensional éfelinage. The contours are then calculated
from the images and declared as ROI. It shoulddied) that an additional height control is
necessary, because the total height of the objegt mot be in the ROI. Every ROI is then
processed separately. The classification of objectdone via gpseudo two dimensional
hidden markov modeAfter every object is classified, a three dimensiobject mags built.

An object map contains shape and position of objiecthe environment. Sizes and positions
of the objects are estimated from the image. The then be used as input for graphical
tools. The whole process is shown in Figure 3.W&r¢, Mumolo, & Nolich, 2010)
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Figure 3.18: Object mapping procedure (Moro et al., 2010)

3.4.2 Adaptivity

Adaptivity is important, when it comes to virtuabrlds. It not only provides better usability,
but can also make the usage of virtual worlds neffieient and less time consuming. An
adaptive rout planer, for example, can help useith wrientation. The problem with
adaptivity in virtual worlds is the three dimensabrspace. It is hard to find suitable
algorithms, because most of them are designedvordimensional areas. Changing them to
3D can lead to problems. Modifying object codejrthehavior, or creating objects in 2D is
relatively simple. In 3D however, it has to be ersuthat no object overlaps another, which
can lead to immersion breaking instances. Furthe¥nobjects have to be visible for the
users, when they have to interact with them. (@froti& Ranon, 2007) Generally speaking,



42 Chapter 3: Virtual Worlds

there are two levels of adaptivity. The first lei®lduring the setup of world parameters and
the second is on runtime. (Gerbaud, Gouranton, Sakli, 2009) The following sections will
focus more on runtime adaptivity.

General

Adaptation can be separated into different categonhen it comes to in-world objects. Of
course, it is possible to combine these categ@diedroyer, Kleinermann, & Ewais, 2010):

» Graphic Changes the graphics of an object. This can rémuge size, or texture, to
visibility and the selection visualization.

« Behavior This is important for dynamic objects. It changies behavior of objects, or
discards behavior in specific situations.

» User Interaction This changes the possibilities users have torantewith objects.
Interactions can be prohibited to not flood userth wossibilities. On the contrary
interactions can also be made available to useaseward.

» Avatars Changes graphics and behavior of an avatar.

Out of the four types, behavior and interactionpaiddy are the more interesting ones.
Usually three different approaches exist to impletnaglaptivity in a system (de Troyer et al.,
2010):

* Author-driven The creator has total control over the adaptgtimtess and models it
during the design process. But there is one problEme author has to predict every
possible situation that can ensue. This is unféasib

* Model-driven Adaptation is created during runtime, with thdphef models and
intelligent algorithms. This eliminates the probleithe author-driven approach, but
also introduces another problem: It is hard to jptdtbw the adaptation will be.

e Admin-driven This is human-driven, like the author-driven aggwh, but the human
component is used during runtime. A person monitbes adaptation process and
controls it. This person is needed for the whotecpss.

Interaction Adaptivity

Intuitive interactions are inevitable when doingmgdex work in virtual worlds. Because of
the freedom in dealing with objects, it is hard digers, to find the suitable type of interaction.
To improve usability, the following framework isqposed for three dimensional interfaces.
First of all, it should be adaptive, personalizabled it should automatically find the
appropriate interaction for an object to a givetuaion. Furthermore, it should be attuned
with user characteristics and preferences, asasgfireviously actions executed by each user.
To create a knowledgebase for the adaptation pgpdeteraction information has to be
collected. Also, auser models needed, which contains repeating patterns. uSee model
has to be constructed during the monitoring. Inldaginning only a general user model and a
group user model is used. Combining knowledge a&®il model, the adaptation process can
present the most likely interaction possibilitiesusers. The adapting process consists of three
steps. The first isnapping which is a context-sensitive selection of inté@at possibilities.
The second ipredicting which selects interaction possibilities througk previously made
actions on a similar object. The third aslapting which either adapts the interaction, or
enhances it through feedback. (Octavia, Raymaeke@oninx, 2009) Celentano, Nodari, &
Pittarello (2004) propose a similar approach. Ustractions are monitored and analyzed.
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Then a pattern search is done, which results iad@ptive interaction. The biggest difference
in this approach is the possibility to change tammeters of the adaptivity. It can not only be
chosen, whether or not the adaptivity occurs, lad when and in which scope.
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Figure 3.19: A test for inexperienced users left and for expexésl ones right (de Aquino & de Souza, 2012)
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The next approach does not focus on interactiaif itsut rather on the environment. It uses
real time adaptivity, which is achieved with thdphef a multi-agent system. This system is
responsible for creating and maintaining the emrrent as well as changing the world based
on the knowledge it has of the current user. Liké¢hie previous approachesuser modeis
necessary, but this time it contains user chariatitey and behavior. To keep track of world
changes, aenvironment modeat also needed. The changes are registered bgrsemgich
detect user input. Four agents are needed foafipsoach: Thenanager agensurveys users
and world. It also controls the other agents andassign tasks to them. Thersonal agent

is responsible for the user model and updates fecessary. Thenvironment agerknows
the current world state and updates the environmelkel when changes occur. Tingdating
agentupdates the world itself. Information from the etlagents is used to learn the structure
of all changes done by the user. This allows tleatp transform the world according to user
behavior. The world can also be changed accordingpé knowledge users have, which is
saved in the user model. This leads to other piiieis, like locking certain areas for users,
until they are ready for them. Figure 3.19 showssa based on the user knowledge. The left
test is presented to users not familiar with thek.ta’he right test is for users with a higher
education level in this particular field. (de Aqai& de Souza, 2012)

Another kind of interaction is group interactiorr, lzetter collaboration. Collaboration can

also be enhanced by context-based adaptivity. Téxgpgcontext in the proposed approach is
based on the context of every individual user m ghoup. Inner factors, like the role a user
has in the collaboration process, as well as dat#ors, like the used devices, all play a part
in this context. The user model is therefore Hoiltevery single user. The model then tries to
find roles for the user through estimations on Homg the user needs for specific tasks in
these roles. Afterwards estimations for a combamatif roles are calculated. The combination
with the lowest approximated time is then seleétedhe user. (Beznosyka et al., 2012)

Behavior Adaptivity

The focus of this section is character behavioAlband Al agents Agents tend to be static
and contain preprogrammed behavior. Because ewegyttas to be programmed in advance,
creating them can be costly. Static agents do @eemsto be believable, because when they
make a mistake, they will make the same one irfuhee. Therefore an Al is needed, which
learns from experience. The following are problembjch need to be addressed, when
creating behavior in a virtual environment (Meht&&m, 2009):

» Real-time Because everything runs in real-time, calculaibave to be done in a short
amount of time.
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* Human componenUsers are able to influence the environment drahge its state.
The Al has to react quickly to such changes.

« Large decision spacélhe decision space is fairly complex, which erelsl the usage
of search based Al

» Behavior authoring effortThe effort for programming an agent is fairly qaex,
because most of it has to be author-driven.

* Unexpected scenarioBrediction of all possibilities is hard, when id@sng the agent.

e Support toolsBecause the agent is created by humans, errogrbenprogrammed into
it. Therefore tools are needed to prevent those®rr

» Behavior replayability and variabilitwWhen agents are static, they always behave the
same way.

One method uses the agent's knowledge of its oate.sThe agent is able to change their
behavior through evaluating its state. Every batravimakes is monitored by itself. When an
error occurs, it uses the world as feedback anctisea for the point in the behavior it did
something wrong. Then it tries to improve this poifihe whole process consists of three
parts. The first israce recording which saves every important event in a traces plit also
contains the own behavior state and the worldte sEailure detection then checks the trace
for erroneous behavior. When a wrong behavior isnfp thebehavior revisiontries to
change the behavior. This happens with the alskbivior modification routingsvhich are a
combination of basic operators. They modify behgwadd new elements into the equation, or
resort the already existing ones. Behavior itselhsists of three layers. Theehavior
representation layehas a behavior library among other things, whech set of behaviors to
fulfill predefined tasks. Th&ehavior execution layeselects and executes behavior sets in
real-time. The behavior sets are selected throbghworld's state. These two layers are
combined into one big layer. The last layer is thasoning layer which contains the
execution trace. It finds and improves erroneousaber. Furthermore it monitors every
behavior which is done by the agent. Because oftneplexity of the world, the trace can be
long, which can result in long search times. Tovpn this, failure patterns are used to find
errors. Failure patterns are predefined patterh&gwcan identify erroneous behavior. (Mehta
& Ram, 2009)

Buche (2012) proposes the following three behatypes for agents. First an agent has to
learn by doing, either supervised or not. Supedvisarning is done with an expert, which
controls the learning process. Learning withoutesuigion has only influences through the
world and needs adaptation in real-time. Adaptati@m be done through a simulated world in
the mind of the agent. An agent has the possibtbtystart an inner simulation, which
simulates itself and the environment. Humans caa @eide for this type of adaptation. They
are able to control the agent and show behavicantlater accumulate. The learning process
is different and fairly dependant of the environmdrurthermore, for believable behavior
same agents should have individual behaviors.

Buche (2012) also describes several different ptejeThe first tries to create believable
agents for video games. Learning through imitat®the best way for adaptivity in such a
scenario. This means, agents study behavior of huphayers and try to imitate it. The
project grounds ohe Hy's modelin which an agent has a set of internal and eatesensors,
as well as motors. The motors describe movemesd, jimping or rotating. The current
decision is based on the previous decision andgénsory input. It is then calculated with a
probability distribution. The calculated value ised to select a motor. But the model of Hy
was not very believable and needed to be changddeagpanded. This resulted in better
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performance. Letting the agent learn and not hgljirby entering decisions by hand does
produce wrong associations, which can destroy lthsion of playing with another human
player.
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Figure 3.20: Multiple agent dimensions (Buche, 2012)

The next project is a decision making agent in d@ual world. In decision making,
anticipation plays a huge role. Anticipated behauges past, present and an estimated future
to create behavior. The presented framework usetannal simulation with included
anticipation. The agent simulates behavior inimsginary world which is parallel and
asynchronous to the virtual world it representsshAswn in Figure 3.20 a third item is used,
calledabstract world This world is used for learning and adapting lv&dra This framework
can be used for movement. A juggler was given asxample. The program the juggler is
based on predicts the area the balls might fall amves the hands according to this
prediction. It does not calculate the exact patthefballs. (Buche, 2012)

The third project incorporatesizzy cognitive map§&CM). FCMs are oriented influence
graphs in fuzzy mode. Figure 3.21a shows an exariple fear of an agent is dependant on
the distance of an enemy. If the enemy is far awlag,agent has less fear. If the enemy is
closer the fear rises. When its fear is higher, agent has a higher probability to try to
escape. This example shows only external influebcg,for believable behavior internal
influences are needed as well. Figure 3.21b addsnew variables to the FCM. The first
variable,y, is used to make the agent feel more fear, wieefedr is high. The variableis
used to make the agent believe the enemy is dbaarin reality, according to its current fear
level. The learning process is done via learnimgubh imitation, and adaptation is created
only by changing the weights on the transactiorthénFCM. (Buche, 2012)
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Figure 3.21:Fuzzy logic applied to a situation (Buche, 2012)

The last project describes amelligent tutoring systeriTS). Such systems already exist but
are more specific and dependent on the environntiE&ttries to be more generic. Therefore
concepts of the ITS should be easy to add, remodet@ modify. The approach uses the 4
ITS models: Thedomain model contains the environment, semantics for an interna
representation of the environment as well as in&tiom about the task. Theedagogical

modelis used to create own knowledge on the basigeady existing knowledge and is used
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as context for decision making. Then there isléaener mode] which is responsible for the
learner and thenterfacemodel Two new models are added to the four existing @inor
mode] which is used for finding errors and timstructor model With the instructor model it

Is possible to set the knowledge for the curreciule. For every model, an agent is used and
all agents communicate with each other. The folhmnsteps are used by the ITS to help the
learner. First, the agents observe the learnern They try to find errors in the learner's
behavior, through analyzing the actions that weeslen This is done in the learner model.
The result is compared with the target, which happe the domain model. When an error
occurs, the error model tries to identify it. Wilie help of the domain and learner model a set
of appropriate aids for the learner is generatgdnaef there is no error. Finally one of the
assistances is selected and offered. (Buche, 2012)
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Figure 3.22: Comparison between step-by-step left and highel iegtructions right (Dionne, Puente, Leon,
Hervas, & Gervas, 2009)

Dionne et al. (2009) describe a virtual guide tmatvides instructions adapted to the user's
progress. First, sets of instructions have to besttacted, which are needed to finish a task.
These instructions have to be executed in ordegrelare a couple of algorithms, which can
translate these sets into natural language. Ustiadly are step-by-step instructions, which
can tire a human user. An example is given in F@uR2, where the step-by-step instructions
are made for every step the users have to takeshwieisults in a couple of instructions.
Therefore it is better to use the environment &at higher level instructions, which are not
detailed, but much more human. Instead of presgmvery step to leave the room, the guide
can just tell the users to leave it. For commuincat multi-level tree is used. The leaves
represent the lowest possible level of instructiadgyher nodes couple the lower nodes
together. Lower level instructions are not justré¢heo consume empty space, but will be
selected, if users need a step-by-step instrudivery instruction in the tree has pre and post
conditions. The selection of the current instrutt®done as follows: Through the world state
the current progress of the users can be determfimedselecting the instruction level, pre and
post conditions are used. If the post conditioarinstruction is achieved, it can be removed
from the tree, because it already has been sollked. next instruction with satisfied pre
conditions is then selected for showing to the siséfhen the pre and post conditions are not
met, the abstraction goes one level deeper. Thextgah process is done with the help of
agents. There is another part, which has to beidems. When users make an action, which
can result in a dangerous outcome, they have tova@aed. In such a situation, the
instructions are not important anymore. The agerdsitor users if they are doing something
dangerous. Whenever the possibility for a dangeootisome exceeds a certain threshold, the
agents warn the users. There are four types oftsg€heinformation agentwhich tries to
find certain things in an area, like hotspots, sketus agentwhich monitors the users, the
area agent which monitors special areas, like hazardous g@mel thealarm agent which
watches the user for dangerous actions.



3.4 Flexibility and Dynamics of Virtual Worlds 47

Input Extracted Information Knowledge Base

Do you have any red #hasMainColour(#Sofa,#Reds) {f:Sofa_Alatea f:hashalour f:Reds}

couches? {f:Sofa_Franky f:hasMainColour f:Reds}
{-}

| would like a leather #hasMaterial(#Sofa,#Leather) {f:Sofa_Alatea f:hashal f:Leather}

one. {f:Sofa_Alatea f:hasMaterial f:Leather}
{.}

Who is the boyfriend #hasBoyfriend(#Madonna,?) {f:Madonna f:hasBoyfridrauyRichie}

of Madonna? {f:Madonna f:hasBoyfriend f:Vanillalce}
{.}

Table 3.1:Examples for extracting semantic information (Kliiw&dolphs, Xu, Uszkoreit, & Cheng, 2010)

Kluwer et al. (2010) tried to creatgon playable characteréNPCs) that talk, instead of
giving instructions. They modeled the knowledgedsekin theresource description format
(RDF). RDF statements consist of subject, prediaateobject, where the predicate links the
other two items. Every object the NPC should be é&bltalk about has to be modeled closely
in RDF. An ontology is built out of these statengefithe NPC can use multiple ontologies at
the same time. A barkeeper for example can useptwogy for serving drinks and another
for talking gossip. The dialog system is built axduhree parts. Thaput analyzeranalyzes
sentences from users. This analysis is transfemtedRDF and passed to thelog manager
The dialog manager tries to interpret its inpubtiyh context and its knowledge based on the
ontologies. An action is selected, which is perfednby theoutput generatarThe action can
not only be verbal answer, but also gestures. &k based conversations, like selling goods,
a finite state model is used. Objects and propertiich are talked about, are saved in a
form. The form holds only entries which match the cqtgein the ontologies. During
conversation, the form will be enhanced step bpg,dbecause users will voice new features
and desires. The dialog will last until only a feljects remain. As a consequence, the dialog
is defined by the form and the knowledge base. dialwg manager either searches for facts
from its ontologies, or tries to carry on the da@loy giving users different choices. Table 3.1
shows some examples, where the input is a usenstat, the extracted information is an
RDF triple and the results found in the knowledgeeb

Adaptivity helping Creation
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Figure 3.23:Used shape, green and proposed parts, red (ChaddKoitun, 2010)

To help users with modeling, a data-driven approzenh be used. This approach suggests
parts based on the model's shape. The current shaped for database queries and does not
need input from users. This can lead to some umdggesuggestions, which may not only
make the modeling process easier and faster, bategicourages creativity. The comparison
between shapes is complex though. That is whysstati signatures are calculated for the
models instead. These signatures contain informatimut the shape of an object. Therefore
they are easier comparable with one another. Magcbhapes only have to be estimated,
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because exact matches may not be found. When aimgtshape is found, parts of it are
suggested which may fit the current model the bestmake the suggestions more coherent,
the models in the database are already split iatts pFigure 3.23 shows the top suggested
parts in red based on the green shape. (Chaudhgali&n, 2010)

Adaptive Content Management

Vatjus-Antilla, Hickey, & Koskela (2013) address iateresting problem, which occurs due
to the fact that content distribution of virtual iids is static and does not adapt to the device
the client is running on. This often results inilygcomplex objects some devices can not
handle. And for mobile devices a generic solut®nat always possible, because they are just
too different. Therefore a system is required, Whadapts three dimensional objects, as well
as images to the device the client uses. The attaptarocess is done during the delivery
phase. The system decides which format is bestdsaihd transforms it accordingly. 3D-
objects can be adjusted through reducing the palygant. Images can be transformed into
special formats, which are compatible with the deviGraphical effects can also be reduced.
To get the best results, it is necessary for thecdeto identify itself at the beginning. The
proposed framework uses a proxy between client ass®t server, which makes all the
changes described above. The biggest problem tighapproach is the high latency because
of the proxy. If transformations have to be madeiit take even longer. Figure 3.24 shows
an example, where only the images were adaptdd) Ithe original world is shown, whereas
in (b) it is the same situation, but the texturesemransformed into another format. (c) shows
the same format used on a tablet and (d) showsti@le version. The biggest differences
can be seen on the grass textures.

Figure 3.24:The same scene adapted for different devices (&#juilla et al., 2013)

3.4.3 Configurability & Reusability

The need for sharing and reusing objects in virtuatlds rises constantly. User-created
content is a big part of virtual worlds, which fetreason they usually offer in-world tools
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and scripting languages for object creation. THg problem is that mainly experienced users
are able to use them effectively. Additional comisits, like different user roles and rights,
will make the whole creation process even hardemybf the offered tools are fairly limited.
There are approaches trying to avoid these problentsthis situation shows the need for
easy to use tools and scripting. (Gutl, Chang, &uBenthaler, 2010) Dafli, Vegoudakis,
Pappas, & Bamidis (2009) show that the reuse dftieg virtual worlds can save a lot of
time, but also that repurposing the world can gaihglex, when done only manually.
According to Cai, Sun, Farh and Ye (2008) virtualr\ds need to be both more flexible and
individually adjustable for the needs of its uséigere is also a lack of standardization and
support of reusability.

Generation through Configuration

With the help of XML configuration files, it is peble to create an environment. The
presented approach uses SL andLtbarning Activity Management SystébAMS). LAMS

is a tool for building and managing learning enmireents and activities. (Apostolidis,
Kyropoulou, & Chaldogerides, 2011; LAMS, 2012) Tharning activity is created in LAMS.
The output of the process is an XML file, which psoduced by LAMS. The XML
configuration file contains everything about théhaties and the participants. Activities are
described through objects in SL. Unfortunatelysithiard for the framework to create the
whole learning environment from LAMS because SL<oet offer enough collaborative
objects. This means not everything can be repredetirough SL objects. But generally
speaking, every XML file can be used as input. &pproach is not bound to LAMS. Reusing
and sharing XML files is easy, so that other usens also generate the learn environment.
(Apostolidis et al., 2011)

Modeling and Model-Reusability

Reusability of worlds can be important, becausectieated world can be needed in another
form. To customize certain parts of the virtual lder procedural filters are proposed. With
the help of these filters, the users describe Hwsvsicene should be changed. Figure 3.25
shows the same building with different filters apgdl From left to right: The original object,

a cracked window filter, a graffiti filter and aripage filter. Filters are represented in a
dataflow diagram, which contains the following nustions (Tutenel, van der Linden, Kraus,
Bollen, & Bidarra, 2011):

« Basic operationsThese are simple operations, like mathematiclautations and the
creation of objects.

* Object transformations Transforms objects already existing in the worldke
changing position, height or rotation. These atditde modifications which do not
change the world entirely.

« Material alterations Changes the materials, textures and colors ofectd]
Furthermore it can add or remove shader, or chdrejeparameters.

* Changing or loading assetkoads new textures for the previous instructesmwell as
replaces objects. This can be used to change avitieall its leaves into one without
any leaves for example.

« Semantic queriefinds attributes of object classes. When senmmiie added to an
object, it usually connects the object to a cladtiibutes can be linked with other
instructions and parameter settings. The semaatechigh-level.
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« Automatic content generatio@ontains procedural methods.

Figure 3.25: Different filters applied to the same house (Tatex al., 2011)

When a filter is created, other filters can useast well. They can also add additional
parameters. Filters are very customizable. It issfide to make a global effect on certain
material classes, or only apply the filter to opedfic object group. The reusability of a filter
is dependant on the way it is programmed. If ordgdifor a specific object group, it will not
work when the object group is not in the sceneufdd.26 shows a clean office on the left
and a party filter applied to it on the right. Taedition of objects like balloons and cans is
done in a generic fashion. If, for example, thescare only added to office desks, the filter
will not work in other areas, like a living roomhd@ editor for these filters tries to make the
creation easy through building a graph of predefiblecks. A filter has one ore more inputs,
which can also be parameters specified by useeneSabjects or object groups can also be
used as input, which leads to the changed objeah asitput. (Tutenel et al., 2011)

\ b i o k.

Figure 3.26:Normal office on the left and applied party film the right (Tutenel et al., 2011)

Behavior Modeling

Behavior is the hardest and slowest part to impfemdien creating an object, but dynamic
content is becoming more and more important. Grgatiynamic behavior is done through
scripts, which can be difficult to understand. Evéth scripting simplified, only experienced
users can handle it. Besides, scripts have to be dwanually, which costs additional time.
One way to solve the problem is modeling behaviih whe help of design patterns. These
patterns should be customizable and combinable etitbr patterns. Additional, it should be
easy to define new patterns. To help inexperiencs as much as possible, the overall
behavior modeling is done in a graphical languagé wiagrams. The model approach is
action-based This means the model revolves around the act@mmsobject can have.
Relationships between actions are modeled. The sfathe object is not important in this
approach. The behavior is independent from thecobjéhich furthers reusability. Using only
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graphical representations of the behavior does ntla&kemodeling process easier, but only
with patterns, an easy configurable system canchezed. There are three different pattern
types. The first is theéehavior patterpwhich is related to an action the object can qrenf

An example can be the movement of the object oredgfined path. Thmteraction pattern

is used for describing user interactions. Blreictural patternis one abstraction level above

the other two and is a collection of patterns tplament more complex behavior. For every
pattern, there are different configurations that ba customized, as shown in Figure 3.27.
(Pellens, de Troyer, & Kleinermann, 2008)

ENA S
Bl Chaser Parameters
Active Range 400
Chase/Evade Algonthm LineOf Sight
Evade Distance 30
Obstacle Avoidance Mlgorthr SimpleQbstacleAvoidance |+ |
Safe Steps SimpleCbstacleAvoidance
El Evader Parameters | TargetBasedObstacle Avoidance
Active Range IUT
Chase/Evade Algorithm LineOf Sight
Evade Distance 30
Obstacle Avoidance Algorthr SimpleObstacleAwoidance
Safe Steps 4

B General
Name Chaselntruder
Obstacle Avoidance Algorithm

The algorithim to use to peform the obstacle avoidance.

Figure 3.27:Customizable configuration of a behavior patterall@®s et al., 2008)

Interoperability

The creation of 3D objects, scripts and behavioy taie a while, but when wanting to use
them in other virtual worlds it is often impossibleteroperability between objects, especially
across platforms would give certain benefits. luldomake sharing worlds a lot easier. When
mixing different formats it is also possible to ubeir specific advantages. And only one
general client would be needed for accessing @iffeplatforms. (Berthelot, Duval, Royan, &

Arnaldi, 2011) Creating a virtual world would besfer, if different assets from other

platforms could be used. (Pape, Anstey, Dolinskypanbik, 2003)

A framework, calledygdrasil tries to makes reuse and combining parts of afirtworlds
possible, but only within their own platform. Itassadistributed scene graptor representing
objects. A scene graph is a graph, with nodes gontpdata of specific objects. This
structure makes swapping nodes fairly easy. Furtbes, the graph is distributed, as shown
in Figure 3.28. Different sub-graphs are on différaosts, there is no central server. All
objects the hosts have stored are their own angltbely are able to make changes to their
nodes. If objects from other hosts are needed, éineyoaded as proxy versions. The nodes
usually contain both the graphical part to render dbject and its behavior. The scripting
language used for Ygdrasil is a text based reptasen of the scene graph. The compiled
versions of the nodes are objects that can be doadividually, which makes them easy to
add and change. (Pape et al. 2003)
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Figure 3.28: Distributed scene graph (Pape et al., 2003)

Another approach for interoperability between \aftworld platforms proposessgene graph
adapter (SGA), which does the communication between theoBi@cts and the graphical
representation. For the formats and renderer ahgsapcture is used. The SGA consists of
four components: Theenderer adapter ARIwhich access and changes the renderer graph,
the format adapter ARIwhich does the same for formats, thede indexerwhich makes
connections between format graph nodes and rendemph nodes and thesrnel For data
exchange, wrappers are also needed between theaB8& e format graphs as well as the
renderer. Figure 3.29 shows an example on how &% iS working. In (1) an external file is
found during parsing. This results in a kernel @al(2). The matching format wrapper is
loaded during (3-4). In (5) the format decoderaBed and in (6-7) the file is loaded, which is
then given to the renderer (8-10). (Berthelot et20111)
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Figure 3.29:Scene graph adapter usage (Berthelot et al., 2011)

Like sharing objects, sharing behavior scripts Has same problems, especially within
different platforms. It is even harder, becausé#og in those systems was not created with
reusability in mind. Object behaviors are usuallydicoded and platform dependent. Vague
separations between generic and platform-speaifictfons and the missing possibility for
sharing created behavior are further reasons whsat®lity is hard to achieve. There is one
approach, which tries to make behavior reuse plessivough replacing system-specific
content with reusable modules. When creating a medule, a separation between generic
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and platform-specific functions is made. The gendunctions have interfaces for other
modules to use them. The virtual world platformdssome changes thoughbfoker server
is necessary to forward interfaces to the modwesiesting them. (Liu, Bowman, Hunt, &
Duffy, 2012)

Interoperability between virtual worlds and exténmmls is also a big problem. There is one
approach, which tries to create this sort of irperability. It implements a special bus, which
is calledWAFFLE buswhich enables users to add and remove tools. $&ebce interfaces
are used to organize these tools. (Booth & Cla@lQ92 There is a need for interoperability
between virtual worlds and external sources, eaflgcior learning management systems
(LMS). Theoretically a communication dispatcher dam used, which remains between
virtual world and the LMS. Such dispatcher tooleatly exist, likeSloodle which can be
used to integrate the LM8oodlewith SL. (Farley, 2009; Leidl & Ro6R3ling, 2007)

The complete opposite of the previously mentionedhods is thaVeb3Dbasedapproach.
Instead of trying to change virtual worlds from théside, Web3D tries to enrich normal web
pages with 3D content. This makes accessing theegba lot easier for users. A database for
objects was planned for reusability purposes. @ibi2009) Unfortunately the Web3D
approach was abandoned due to the lack of intembpiey of 3D objects and the early stage
of the X3D standard, which was used with the Web3D appra@dhion & McKeown, 2010)
X3D is an open and extensible standard for desugithiree dimensional scenes. It is a rather
complex standard. But it is possible to simplifartd make it more accessible. The result of
this simplification was th®Web3Dtool kit. (Quintella, Soares, & Raposo, 2010)

Scalability

Figure 3.30:Distance approach left and solid angle approadit ({Qheslack-Postava et al., 2012)

Scalability is a big issue when it comes to virtualrld platforms. (Cheslack-Postava et al.,
2012) There are three dimensions of scalabilitye Tirst revolves around how many users
can be present at the same time. The second diomeissabout the complexity of the virtual
world itself, like the amount of objects that cangdaced in the world. Object behaviors also
belong to this complexity. The third is the usenteractivity. This includes the level of
interactivity and how broad their possibilities .ahe general, a distributed scene graph may
offer the best solution for performance issuesofi¥io, Burns, & Gilbert, 2013) On normal
platforms, like SL, visibility and the range of ebjs that can be manipulated are limited. This
is done for scalability reasons. Users can onlyimaate objects near to them. Objects far
away can not be used, even if they are visibles TaAn ruin the immersion. Usually virtual
world platforms like SL use distances for visilyilthecks, but there is another method, which
is used on the Sirikata server. This approachlisasolid angleand calculates the amount of
pixels an object uses on the screen. The advamigds approach is that it only returns
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objects that are visible by the current user, whghimizes the traffic. When objects are too
small, only simplified versions of them are retwnd-igure 3.30 shows the difference
between a normal distance approach and solid aBgkb. of them return 3.000 objects, but
the solid angle approach does have a much high#ility. (Cheslack-Postava et al., 2012)

3.4.4 Related Work

As shown in previous sections, tools for world timaare needed, which are simple and easy
to use and adaptable to new changes. (Gitl, Ha&hahg, 2013; Gutl et al., 2014) One of
these tools was an editor like prototype called gbeond life room managdsee Figure
3.31). It is an external management tool for laagrsettings and provides a graphical editor
for room creation. Some of its requirements weraupport as many learning situations as
possible and to give users the possibility to raheen. The application consists of two parts,
a web application and a build-in SL part. The webpli@ation is the interface for users. It
saves everything into an SQL database, which aoht@i information about SL objects and
areas. The database communicates with SL throljhRabackend interface. (Freudenthaler,
2011) During development, certain problems occurietause of the separation into two
parts, the web application needed to be browserpendent, which caused some problems.
Positioning objects in SL was also fairly difficuttecause every object needed a script in
order to be placed. Exact positioning of certainecb was also problematic. Rights
management caused further problems. But the pmotshowed promising results for
creating and reusing virtual environments. (Gutlet2014)

Presentation Tools Outer wall | Decoration

aaaaaaaaa

Figure 3.31:Second life room manager (Freudenthaler, 2011)

Another editor prototype was created for OpenSiariimg environments. A screenshot of
the tool is shown in Figure 3.32. Like the SL rooranager it is an external tool. Some of the
main goals of this project were the simultaneousiagament of different virtual worlds,
building an inventory of simple objects and leagniools, as well as extensible templates.
The management tool consists of three componehtstobm management servisrthe bulk

of the application. It has world and room configimas, as well as other settings, like room
permissions, stored in a database. It provides AdP¢gve information to the other two parts.
The API for the client is realized through REST.eTloom manager clienis a web
application which implements the graphical useeriisgice. TheDpenSim region moduls the
last component and builds the configuration, stawedhe room management server, in the
virtual world. (Haas, 2012) This prototype was buipon the premise to support multiple
virtual world platforms. The problem concerning @Bem was the limitation of the region
size. To make bigger regions, a module would bessary to group regions together. (Gutl et
al., 2013)
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Figure 3.32: OpenSim room manager (Haas, 2012)

3.5Discussion

Virtual worlds give their users a huge amount agibilities, especially in the creative sector.
But not everything is as good as it may look aitfglance. First, the definitions are rather
vague. A better term for virtual worlds would beefud, because as it stands now, it is
confusing which platforms belong to the definitioh virtual worlds. Are virtual reality
worlds also part of this definition? They are vattubut they tend to be a single user
experience. It would be better to use genres totiigjevirtual worlds, like social worlds, to
avoid misunderstandings. MMORPG worlds can be dghias virtual worlds for the most
part. They fit some definitions as well as othetual worlds.

Collaboration seems to be of huge importance fdauai worlds, because the community
builds upon collaborative efforts in many aredsg Icreation. Interestingly enough, there are
few to no build-in tools in virtual worlds to suppaollaborative creation. Heck, there is even
little support for simple creation. Therefore cnegtand programming objects is hard for
inexperienced users, because the build-in tooksdamplicity, reusability and configurability.
There are many approaches, which try to deal wilse problems or support users as good as
possible, but because of the lack of standardsnakes the whole situation difficult.
Interoperability between different platforms isabsbig issue, which has to be yet resolved in
a satisfying way.
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4 Concept & Design

Virtual worlds can be an interesting new playgrodmdSFP, but they all lack user-friendly
interfaces. As shown in the previous chapter, theeea lot of tools which alleviate the task of
creating a world. But most of them use automatadimes for this task. This could be a
problem when users want to do changes by hantatfis the case they have to edit directly
into the virtual world. Therefore a tool is neededhich helps users making their changes.
The goal of this work is to create an easy-to-wsitoefor building, modifying and sharing
worlds in OWL. The world should be represented &+dimensional bird's eye view, which
should be familiar and easy to understand for ieeepced users. The first section goes over
the initial concept as well as the first idea @ fivototype's structure. The next section will go
over the structure in more detalil.

4.1ldea and Concept

The problem with virtual worlds is they offer plgmf possibilities but lack simple tools to

create and maintain a virtual world. For instarf@®/L only lets users move one object at the
time, with the help of the object properties oriasworld tool. This is tedious, when users
need to move several objects. The same goes fmuganperations, like rotating and scaling.
Copying objects is also difficult, because it idyopossible to create one copy at a time,
which spawns near the original object. An edit&e ltool may offer all these commodities.

Another problem is that the in-world tools do net Users undo their mistakes, which is
implemented in nearly every piece of software #illaws for creating content. Therefore a
tool is needed, which offers all these operatigfsker et al., 2014)

@ project Wonderland World Builder - Mozilla Firefox | [E=Tat >
||3d+=® R8O E‘%ﬂm‘ E-RE] ‘Hﬁ@‘)‘-zl;m a0 (H)
@ e 4y (L] | http:/localhost:2080/wonderlandworldbuilder/ - | [4)=] Daemon sesrch »
2 pEEE P FFLE o EFLS
BoFiiy = vI @. * () DAEMON Tools Lite = AstroBurn  [[7] Products ~ Announcement its [15] @ Forum posts [14] » - |
T InIZoom 0ut|Save thd| Load Catalog: catalog.json Select Library: {Mpk20 <

o€ 2| =

Figure 4.1: Original Wonderland World Builder (Li, n.d.)

The general idea behind this work is to supportsudaring the creation of virtual worlds. As
stated before, virtual worlds are in strong needtéwmls which help inexperienced users.
OWL is no exception to this. A two dimensional edjtwhich allows users to import, modify
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and remove items in an easy fashion should be ediyeaseful. With such help users can
easily determine the rough looks of a room, ortg ttiey have created, without the need of
viewing the actual 3D world. Of course seeing astihg the newly created environment as

fast as possible is another important factor, wikiohuld not be underestimated.

Requirement

Description

Java only

To keep the intentions of OWL, the editor shouldrbplemented only in
Java.

Top down view of the world

Simple two-dimensional representation of the werlibjects from a
birds-eye perspective.

Usable through client

The editor should be called through the cliensde changes done in the
editor instantly.

Object import

Users should be able to import olgjdike in the normal client program.

Representation image

Users should be able to import representationagi@saf objects, to
easily distinguish objects from another.

Implementation of standard
operations

Easy selection of one or multiple objects; drag dirugh to move objects;
operations for simple rotation, scaling and remafane or multiple
objects; copy and paste of one or multiple objeadtswing users to
position them beforehand.

Undo/Redo operations

Operations for undoing mistake

Load/Save functionality

For sharing worlds, a pbilisy to save and load worlds is needed.

Rights

Users should be able to set rights for dbjecthe world.

Table 4.1: Prototype requirements

Such an editor already existed in the early vessmnOWL. This editor was an external tool,
as shown in Figure 4.1. The idea is to create dangptsimilar, which can be accessed
directly through the OWL client. An advantage wstich an approach is that changes can be
seen directly in-world, because users are alreaglyept in it. With an external tool this might
not be possible, because the tool might not be #blereate a real-time connection and
changes have to be sent to the server every titne.Chn become annoying for users, when
they have to send their changes, wait until theesdnas made them and then start the client
to see them. Table 4.1 shows the initial requirdméor the editor. The main goals were to
create a program in Java only, to meet the inteatad OWL, as well as to create a top down
view of the virtual world. In addition there wereveral other requirements, which all revolve
around usability and offering certain operationsiclvhare not or crudely implemented in
OWL.

VW Environment

Adapter
' |
Data ] |
I
! !
GUI

Figure 4.2: Conceptual prototype components and their commtioita
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The conceptual architecture is built on severakeptual components, as depicted in Figure
4.2. The virtual world environment is the OWL safekent structure which provides object
and world data. It also receives changes made a@nethtor prototype. The adapter is an
integral part of the prototype, because it willballthe editor to be used with other virtual
world platforms, therefore reusing the program bbee® a better option. All important data
provided by the server will be stored in the daienponent, for quick access and to relieve
the server from too much requests. The biggestqgrodf the prototype will be th&raphical
User Interface(GUI), which will handle the representation of terld in 2D as well as the
user input. So the GUI is the part of the edita tlsers will see and work with. Changes
made in the editor will be forwarded to the adaptshich signals the virtual world
environment. Changes made in the environment wilfdswarded to the adapter, then to the
data component and finally to the GUI (Pirker et 2014)

4.2 Design

This section takes the concept from and builds uporhe resulting design is shown in this
section. But to make it better understandable,iekquverview of the OWL structure is given
first. This is only brief and shows the importarargs for the implementation. The editor
design and its components are discussed afterwards.

4.2.1 Open Wonderland Architecture

Wonderland Client

Rendering MT Game JMonkeyEngine

Web Administration

Core Input/Events  Callision Physics

Services Avatars Cell HUD
DnD Security Audio

Metworking Gommuntuhon v.

HTTP HTTP
Darkstar App data SIP/RTP
(!CP (TCP) (UDP)
: i =il Shared Voice
: : i Harkeilar App Server Bridge
R e 4 Server
Module Single Asset
Manager sign on Storage

Contral Channels {TCP)
Service Nodes

Figure 4.3: Open Wonderland Structure (Kaplan & Yankelovichl 20

OWL is a virtual world platform, which is free, apsource and completely coded in Java.
One of the primary design goals was extensibili@pen Wonderland, 2013a) Therefore a
modular architecture was chosen. The program itisetfiements only a couple of core
services to make the platform work. Every otherepsgion is done via modules. The
extensibility is used at many different levels,nfr@reating new functionality, or menus to



60 Chapter 4: Concept & Design

using external data. As shown in Figure 4.3, OWLiscsure is based on a sever-client model.
The server is split into four different parts. TWeb Administration Serves responsible for
coordinating all services. It is also used for umgthentication and content management. It is
based on a Glassfish Java EE Application Servee. Sgtond part is thBarkStar Server
which was another project of Sun. It was createdofdine games and is used to capture
states, like the position of an object. The thiadtps theJVoiceBridgeand is used for audio
mixing. The last server is ti&hared Application Servemnd like its name suggests is used for
application sharing on the server side. (Kaplanahkelovich, 2011)

RoomCell - AppCell
WorldRootCell

AvatarCells

-

\

Figure 4.4Example of world tree structure (Haberl, Proctdagd®man, Kaplan, & Kotzen, 2008)

The client provides a browser, which primarily rerglthe 3D world and communicates with
the server. The specific client details are nointérest, because the editor prototype will not
communicate much with the actual client. Only @mre Service Layeshould be mentioned.
Its task is to offer features for modules, like eatbj positions. The communication between
server and client happens through network protoaotsch are all tailor-made for specific
data types. Because the protocols themselves arenportant for the implementation, they
will not be explained here. (Kaplan & Yankelovi()11) An Open Wonderland world is
divided into cells. These cells follow a tree stue (Figure 4.4). Cells can be described as
objects in the world. The client side uses a hat specifies which cells are visible to the user
at the moment. (Haberl et al., 2008) Each celllzare a server and a client behavior. To give
cells even more functionality, capabilities aredisehey can be added dynamically to a cell.
Each instance of a capability is related to a speell. (Kaplan & Yankelovich, 2011)

4.2.2 Prototype Structure

This section contains an overview of the prototgpecture. The first section goes over the
general structure of the editor, whereas the nestians will talk about the different parts in
more details. The editor itself is written in Jarad the GUI is created through Java Swing.

General Structure

The architecture is based on the conceptual conmp®h®m chapter 4.1. Figure 4.5 shows a
more refined structure. The first part is the \attworld platform, which is currently OWL.
The OWL client and server parts are combined infithee for convenience reasons, but the
adapter only communicates with the server part. iffaén task of the OWL server is to
update object data and to assure that changes Inyaoiee client will affect all other clients.
The OWL client also updates data, but only its lalzda. Aside from this task, both client and
server have to forward updates and changed olj@@ach other. The client is connected to
the adapter, which is needed for decoupling theoeffiom OWL. It changes object data into
readable information for the editor and forwardwithe data component. Furthermore it also
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updates the server when changes are done by theviaséhe GUI. For this task it also
converts information from the editor to messagesstirver understands. (Pirker et al., 2014)

Data
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Figure 4.5: The general architecture (after Pirker et al., 201

The second component is the data component, wkichssevery data relevant to the editor.
It also forwards changes to the GUI. The last comept is the editor itself, the GUI where
users do all their changes. The server is usedyinchronization purposes. Therefore the
editor does not have to synchronize data itseléri£time an object is changed, the server
will send an update message to the adapter. Thssage will be sent, whether or not the
changes were made through the editor, or througkthan user. The adapter will inform the
data component, which will forward the change t dditor. (Pirker et al., 2014) The three
main components will be discussed in further detailthe next sections. Because the
requirements were well defined at the beginningtlted development and most of the
functionality needed for the prototype was alreadglemented in other OWL modules, the
adapter part is a more straight forward designy@m GUI is more complex, because it has
to deal with two dimensional graphics as well ansformations on those. Because of its
unexpected nature, an iterative development wad tmethe editor, which let it growing
according to arising needs.

OWL Adapter

Figure 4.6 shows the general design of the OWL tidapomponent and its different
packages. The main purpose of the adapter is teecbdata and coordinates from the server
to data the editor understands. The transformeal iddhen forwarded to the data component.
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It also has to do the same the other way arounénvdimanges are made in the editor. All
these functionality is in thé&/onderland Adaptepackage. Th&napshopackage is needed to
save and load worlds. In tiigell Componentpackage the cell capabilities are implemented
which are used directly by the adapter (the packageamed only Components in the
prototype but has added the Cell part for bettedemstanding in the figureOWEditor
Common contains the server and client state of these bigpes. OWEditor Server
implements the server part of the cell capabilitidse server side of the capabilities is either
updated by the adapter, or other client applicatiovhich forwards a change message to the
common part of the component, resulting in an upaétthe components itself. The adapter
then gets these updates through change listeners.

Data Editor
Server
—
= Wonderland Adapter [ ] Snapshot
—

OWEditor Server

!

OWEditor
Common

—— | Cell Components

Figure 4.6: Design of the OWL Adapter Architecture and its commigation

Data

The data portion of the editor prototype storesevelevant detail of the virtual world. The

most important is the object data. It containsrdirmation about the objects currently in the
virtual world. The objects in this component ardyanslim representation of the real objects,
containing only information needed for the editbke coordinates, scale et cetera. The
environment data is only used to store the curser¢ of the world, as well as other
information, like server lists. The user data corgadata specifically for users, like

representational images of objects.

GUI

The GUI is probably the most complex part of theaggrototype and consists of four layers
as depicted in Figure 4.7. The top layer is onlgduor communication between the data
component and the adapter. It uses commands ares stpto make undo and redo actions
available. The second layer consistdngfut andWindow Input handles mouse input, as well
as some keyboard inputVindowis mainly used for creating the third layer andmvarding
messages between the first and the third layewnedisas from thdnput package. Théenu
package is used for creating menus. TGraphicspackage contains all necessary classes to
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create and transform 2D objects. It also paintstire the mainframe, which is the frame
users work inFramescreates all frames for the editor, like the mainfe. For the most part
the third layer packages only communicate withndow to keep the methods simple,
because usually they have to call different packagke bottom layer consists of tBhapes
and Toolbar packagesShapesis used by the graphics package and containsifédireht
shapes, like standard rectangles and circles.TDodbar package creates the toolbars, which
is used by the mainframe.

SERVER-
DATA ADAPTER
****************** \re,tu‘r%/’
= 1
GUI —uses—.{ Commands ]

crszates
¥ 4
[ Input 2
3
Menu ] [ Graphics ] [ Frames ]

[ Shapes ] [ Toolbar ] 4

Figure 4.7: The GUI architecture

4.3 Discussion

As shown in previous chapters virtual worlds needls to improve usability. This also
applies to OWL, which offers a bunch of in-worldk for building worlds, but lacks easy to
use operations common in other creative prograrigl @ses a tree structure for its objects
and calls them cells. These cells are extendabteigh cell capabilities, which can add new
features and behaviors to cells. In order to craateditor tool, to help users with the creation
of a virtual world in OWL, it has to be easy to enstand and easy to work with, as well as
familiar to operate. A top-down view of the worlsl & good representation of the world,
because many users are familiar with it . Furtheemsuch a tool should offer all standard
operations other creational tools should offerluding easy to use copy and paste, undo and
redo, as well as save and load. In order to stagpatible with OWL, the tool has to be
programmed in Java. Building upon these requiremtiimtee components emerged. The first
component was an adapter which should be ablatsform data from a given virtual world
platform into readable data for the editor and wieesa. It also has to notify the editor or the
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platform in case a change is made in one of the@eelt may also be useful, when trying to
run the prototype with other platforms, because dhl/ part that needs changing is the
adapter. The second component was the data contpaviech stores transformed data given
by the adapter. It is required to minimize theficdbetween editor and virtual world platform.

The last component is the GUI, where users workedeives all necessary information from
the data component and notifies the adapter upamggs. The GUI is divided into four

different layers, where only the top layer is almirto communicate with the other two main
components. The second layer is used for high lewstuctions, such as user input and
communication between layers. The third layer isgosed of the main GUI components,
such as frames and graphics. The bottom layer stsnef individual graphic objects, like

circles and rectangles, as well as different taslba



5 Implementation

The previous chapter presented three main comp®nerthe design stage. Keeping these
components during implementation was the main gBat other components had to be
created in order to start the editor. In this chajt short overview of the packages and their
communication with each other is given. After thike three main components will be
explained in further detail. Please note that thei only be descriptions of the more
complex or important parts of the components. Faurtin, interfaces will not be shown in the
figures, except they are important, or there isertban one implementation of them.

5.1 Program Structure Overview

As indicated by the previous chapter, the genercthicture is fairly simple. Figure 5.1
depictures the building and communication procetshe prototype. Some additional
components had to be created in order to starptbgram. The program starts in the OW
editor component, which is simply used to createeau entry in the OWL client. It is further
possible to start the program without OWL, whichaiso done in OW editor. Through this
package, the main controller is created, which bas purpose: instantiating the other
components. If the main controller is started frdra OWL menu entry, it will create the
OWL adapter component; if it is started without OVitlwill create a dummy adapter.

SERVER
k OW Editor j
updates
| v
|
creates I
- —> Dummy Adapter
Y I
Coordinate Translator fe—
Main Controller creates either— | -
| OWL Adapter
T T — b dﬁ—"—
| | - - [
| "\ —— — — - creates—- — — — o
creates and starts * uses—
GUI reads Data updates—
updates:
updates

Figure 5.1:Building and communication between the main comptse

After everything is created, the main controllexrst the GUI and signals the adapter to read-
in the current world. Communication is done mosgtlyone way. The adapter gets messages
from the server, forwards it to data component,civtstores it and informs observers from the
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GUI. After user changes are made, the GUI sendsitapehessages to the adapter, which
informs the server. There are three exception$igodne-way of information. The first are
possible return values from the adapter to the @dich are only used when importing KMZ
files. The second exception is the coordinate tadois It is needed in the data component, to
transform stored OWL coordinates into editor cooaties, when sending the update messages
to the GUI. The last exception is the biggest, whee GUI has to read information from the
data component, which will happen, if the GUI ne&dther information, or untransformed
coordinates. Additional to the components listedFigure 5.1, there are several packages,
which contain the interfaces for these main parts:

* Adapterinterfaces

0 AdapterMaininterfacels used by the main controller to build the adapand
to register other interfaces. It is also used &ot seading in the current world.

o CoordinateTranslatorinterfaceThe interface used by the data component to
gain access to the coordinate translator.

0 GUIObserverinterfaceInterface for an observer, which is registeredthe
GUI and notifies changes made in the GUI. The imgleted observer is
found in the adapter package.

+ Controllerinterfaces

o MainControllerPlugininterface The interface in which the main controller is
started. It also allows changing the visibilitytbé editor.

+ Datainterfaces

o |AdapterObserverinterface for an observer, which is registereths adapter
and forwards changes to the data component. Théemgmted observer is
found in the data component.

o IDataObject An interface for abata Object , which is used by both, the
adapter and the GUI, when accessing informatioarobbject stored in the
data component. It is the editor representaticemnon-world object.

o IDataToGUL The interface used between the data componenthan@Ul, for
accessing stored data.

o IDataToMainController Is used by the main controller to build the data
component and to register other interfaces.

o limage An interface for themage class, which is used by the GUI.
o IRights An interface for th&ight class, which is used by the GUI.

o ITransformedObjectThis interface is used fatransformed Objects  , which
will be sent to the GUI after changes are madeutjinothe adapter and the
adapter observer.

* GUlinterfaces

o IDataObjectObserverinterface for an observer, which is registerethedata
component and forwards changes to the GUI package.

o IEnvironmentObserverls the same as the IDataObjectObserver, but weser
environment data instead of object data.

o IGUIController: Is used by the main controller to build the Gl@hd to
register other interfaces.
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The structure and functionality of the main coréglas well as the OW editor component
will not be explained further on. They are only dee for the startup. The dummy adapter
will also not be explained, because it is only festing purposes when implementing new
features to the GUI. The remaining three componenesOWL adapter, the data component
and the GUI, will be discussed in further detaveEy package itself has a controller class,
which stores most of the important instances amerfaces from other packages. This lets
internal classes access them.

5.20WL Adapter

The adapter mainly consists of several serverngtand classes which communicate with
the server and transform data (Figure 5.2). Todslyereadable th@dapter Controller

(AC) is not depicted in the figure, as well as otlmeore unimportant components. For
instance, there are managers, which communicagetllirwith the server, like theile
Manager (FM), which are also not depicted in the figurenake it easy to read. Some of the
communication is also excluded.
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The adapter starts in the, which main purpose is to create other parts efdttapter and to
start the process of reading in the current wadtldlso stores every instance of the classes for
easy access. The most important parts of the ada@dhe two event manager. Téever

Event Manager (SEM) is called when changes are made on the Isef\® GUI Event
Manager (GEM) is responsible for forwarding changes frone BUI to the server. The
second purpose of tieeMis to call theimporter , if there are 3D models to import. Another
integral part of the architecture is tbeordinate Translator (CT), which main purpose is
to translate coordinates back and forward betweeres and GUI. Some of the&r's functions
have to be made available for the data componeritansform the stored OWL coordinates
and sizes into their GUI counterpart. TWerld Builder is only used at the startup phase

Figure 5.2: Simplified OWLadapter structure
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and collects all currently existing objects. It nhealls theseEmto forward the data of the
collected objects to the data component.

To make the adapter work properly, a set of marsagez necessary. Only the two most
important managers will be discussed here, theildétdescription of every manager will
follow in section 5.2.2. First, there is tlBackup Manager (BM) which stores deleted cell
objects. These objects could be needed during do aation, or even when copying an
object. TheLate Transformation Manager (LTM) stores a specific ID of a cell and its
destined transformation, which is applied whendek is created. In addition to the adapter
itself, two cell components are necessary to mhkenthole prototype work. The first is the
ID Component which stores the cells original ID. This is nesgy for undo- and redo-
operations. The second component islthage Componentvhich stores the name and user-
ID of an image linked to a cell component. The leggortant parts not seen on the figure are
the Adapter Settings , Which only store some initial settings, like tjlebal scale and avatar
sizes and theell Info Reader , Which is used for reading cell information. Tieage
Monitor IS only important for the representational image cell. This class maps cell IDs to
image IDs. This is important when an image is ovit®n on the server to signal the editor to
change the overwritten image of all the shapesguginAnother package, which is not
depicted on the figure, is the snapshot packagehws used for loading and saving a world.
This package contains primarily code from the OWadmile SubSnapshots and is slightly
altered to work with the prototype.

Coordinate Translator

Because the GUI is implemented in Java Swing,tdras in the GUI use integer coordinates,
contrary to the float coordinates of OWL. Furtherenthe object coordinates from OWL are
in the center of the object, but the coordinateSwing objects are at the top left corner, as
shown in Figure 5.3. Therefore new coordinates taviee calculated with the sizes of the
object. Furthermore OWL uses the y-coordinate fag bbject's height, therefore the z-
coordinate has to be used for the Swing y-coordinat

OWL Coordinates Swing Coordinates
int X,
: intY J
zExtend
... XExtend, >
float X, —
float Z

Figure 5.3: Coordinate transformation of a rectangle

Another aspect of theT is the global scale, which has to be applied ¢octbordinates as well
as the object sizes. Getting the object's dimess®also not that simple, because OWL uses
Bounding Volume to describe thenBounding Volume can either be 8ounding Box , or a
Bounding Sphere . TheBounding Box has three dimensions, which is not the actual size
the extend from the center to the outline of thg (aso in Figure 5.3)Bounding Sphere

has only a radius from the center to the outline sfated before, Swing uses integer and if a
global scale of 1 is used, the objects will be samll. There will also be a problem with the
translation. The integer coordinates would be towrecise when not scaled properly.
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Currently an initial scale of 50 is used, which guoes a suitable match between size and
precision. There are also transformations not tated to the object size and coordinates. The
rotation in the x-axis needs to be multiplied w{ti). The scale stays the same, but is
included in case another virtual world platformsuséher depictions of scale.

World Builder

Theworld Builder  's only real purpose is to read in the current evorl startup and sending
cell creation events to treemfor every cell found. Because the cells are oghin a tree
structure, theworld Builder has to iteratively go through the whole structurbe only
other task it has is to read in the server listicwhis used during importing KMZ models in
the GUI.

Server Communication

Server Communication (SC) is the part of the adapter, which does mbésh® outgoing
communication with the server. Parts of it areratfecode snippets from the cell editor
module. It contains threeell Component Factory SPI for the three cell capabilitid®,
ImageandSecurity which will be discussed in section 5.2.1. Thehnds contained in th&C
are used primarily for cell transformations, addargl changing capabilities and getting the
cell server state. If something goes wrong during af these processes, it will throw a
Server Comm Exception . More complex operations, like loading worlds stwring files are
not implemented directly in the SC.

Listener

Currently there are only three listener classethénadapter. Other listeners do exist, which
are all Component Change Listener , but these are implemented directly in $&v All
listeners are used to observe the server. Thdifiteher class is theell Status Listener .

It will be notified when a new cell is created, arcell is deleted. The next listener is the
Transform Listener , which will be called on transformation changeke Itranslation,
rotation and scaling. The last one is tbeange Listener , which observes the image
capability and registers image changes, as welaage changes.

KMZ Importer

TheKMz Importer  is used for reading .kmz files and transformintpia cell. The code used
for importing the model is taken from the importer module. The two important methods
in this class arémportKMZ(String url) and importToServer(String module_name,

String name) . During importing, it uses theMzTransformProcessorComponent , which is
also from theart importer module and unalteretnportKMZz(String url) imports a file.
The url  parameter of this method is the path of the filae model itself will only be
imported locally on the client. This is importaot abtain the dimensions of the object as a

return value for the editoimportToServer(...) builds a module out of the imported model
and uploads it to the server. Thevz Importer class also contains the method
checkName(String moduleName, String serverName) , Where the moduleName is

checked on the server, specified wighverName , for a name conflict.
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5.2.1 Capabilities

Capabilities, also known as cell components, halletomplemented for the editor to work
properly and to include all its features. Capabsitare extensions of cells, which were
described in chapter 4.2.1, but not in detail. €l shows the different parts a capability
needs in OWL. There are currently only two capt@ibgiimplemented in the adapter. The first
is the lImage Componentwhich is needed for the representational image otll and the
second is théD Componentwhich stores the original ID of a cell.

Package | Name Description
CellComponent The cell capability used by the ¢lgde of the adapter.
Creates theCellComponentServerState , which is used tg
CellComponentFactory create the capability witicellServerComponentMessage.
Client newAddMessage.

This is a form for the cell editor module. Withgutoperties
CellComponentProperties code, OWL could crash if the cell editor looks upitem, that
does not have the properties.

Common CellComponentClientState The client state of thzabdity.
CellComponentServerState The server state of thabdly.
Server CellComponentMO This server-side capaliititylementation.

Table 5.1:Necessary parts for a capability

Image Component

This component is used to store the URL of a regmiadional image. The image will be
shown in the editor, if it is possible to retriat.eThe URL consists of the image name and the
name of the user. A new directory in the user dmgg calledimg, will be created if it does
not exist. All uploaded images by the current us#i be stored there. The adapter has to
register aCell Change Listener to thelmage Cell Component class to get updates on
image changes. The listener also informs about rdraeges, therefore the image capability
should not be removed under any circumstances &myrcell.

ID Component

One problem occurred during developing the undo/fedctionality. Deleted objects can not
be restored that easily. Therefore gnis used to save cells, which are deleted by thesiot
user. But unfortunately these cells can not beoredtwith their original ID. Therefore a
component is needed, which contains the originabiBhe cell. Figure 5.4 shows how this
works. The cell ID is 6, therefore the ID in theitedwill also be 6. After deleting it and
restoring it later, the ID in the editor is stil] Because it would be a horrendous effort to
change everything correlated to this ID in the dataponent and the GUI. Not only that, but
all clients would have to receive an update naitfan on the new ID, which is probably not
even possible. Therefore tB®has a map for current IDs and original IDs. Whemevcell is
created with this capability, the new ID is insdrieto this map. When the ID is forwarded to
the data component, or from the GUI, gstransforms the IDs into the correct ID. Otherwise
the object does not have an original ID and theesteas never deleted by any of the users.
Because of this implementation, there has to beeals if an original ID exists or not during
every update from and to the server. Biwhas to be called to receive the confirmation of an
original ID or not.
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Figure 5.4:1Ds before deletion and after restoring a cell

5.2.2 Managers

This section contains a description of all manageemented in the adapter. It is structured
from the most important to the least important.

Late Transformation Manager

TheLTMmis used for transformations and adding images aftell creation event. This is done
when copying or importing cells. OWL does not allewecifying transformations during
copy. And most of the times the cell is not reaffgrahe creation message is sent back to the
editor. Therefore those operations are only possdier on. OWL provides these features for
importing, which is also faulty and for the mosttpaill not work correctly. Therefore the
LTM had to be created. It stores transformations, thieslation, rotation and scaling, before
the import or copy message is sent to the serdes. SErver creates the new cell, which the
SEMwill then receive. ThesEm sends the ID of this cell to therm which transforms it
according to its stored data. Thewm consists of four array lists, for translation,atodn,
scaling and adding images. Most of the methodsuseel for adding new items to the lists,
removing them, or getting the transformation of csfpe IDs. The two most important
methods areinvokeLateTransform(ServerCommunication server, long id) and
invokeLatelmage(ServerCommunication server, | ong id, String dir) . These two
methods start a late transformation, or add anénag

Server Event Manager

The semis usually called by all the server listenersiniplements aComponent Change
Listener , which looks for certain capabilities to be crelate deleted. It also contains a list
of observers. Currently there is only one obsemegjistered to thesEM and that is the
observer from the data component. The list wastedetor extensibility in mind, if further
extensions to the prototype are developed. The adstirom thesemare generally simple in
structure. They read the incoming data from th@eseand transform it into data the editor
understands. Then it notifies the observers. FiguBeshows the general structure SEwv
methods. After an event occurred on the serverta@deMmethod is called, the first task is
to search for an original ID and change it accayinThen the data is transformed into editor
data. Please note, that the coordinates are msféraned in this step.
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If necessary: Search .
Server event for original ID Transform data —.[ Notify observers ]

Figure 5.5: General structure SEMmethods

The only complex method is theeationEvent(...) when a new cell is created on the
server. Figure 5.6 shows the whole process oflaction event in theemin order. First, a
check is done, if the cell hasMvable Component . TheMovable Component is the OWL
capability for moving objects. Without it, it is hpossible to move the cell. Usually it is
generated automatically, but sometimes it doegjabtreated, therefore this check. Then the
LTMis used to make transformations and add the reptatsonal image. If the server is too
slow in creating theMovable Component , the LTM is not able to do its transformations.
Therefore it will not remove the cell from its lisThe Component Change Listener
implemented in thesEm will be notified, when theMovable Component is created. This
results in a call of theT™m so the transformation can be done later. Aftertim has done its
transformations, the representational image forribely created cell is retrieved. Then a
check for the original ID is done which is enteredheBMif there is one. Then the position,
size, rotation and scale of the cell are retrievdter all relevant data is gathered, the adapter
makes a call to the data component, which retumgmaptyData Object . This object is
filled with the retrieved data. Afterwards it isailded if the cell is an avatar or not, and if not,
which shape it has (circle or rectangle). Thisiinfation is put into th@ata Object  as well.
The final step is to send the object back to tha damponent via observer.

Check for movable Do late .
. e . . Get representational
Cell creation event |——p component, if == null ——p image/transform, if it f—p{ . .
. . ) image, if it exists
create it is stored in the LTM
- . ) Get empty data
Get original ID, if it Get transformation . . . .
- exists data object from the Fill object with data 7
observers
Decide if object is Send data object to
> avatar or not the observers

Figure 5.6: Events during a cell creation event

GUI Event Manager

This manager catches events from the GUI, trangfdham into data the server understands
and forwards it to thec. Figure 5.7 shows the structure of a typisaMmethod. First, the ID
has to be transformed back in the actual ID thé iseturrently using. Then the data is
transformed. Unlike in theeM coordinates are transformed back into serverdioates. The
rest of the code is not very complex and will there not be explained.

Transform data. If
If necessary: Search ) .
GUI event for current ID necessary: Transfrom —b[ Notify SC ]

corrdinates

Figure 5.7: Method structure in th6EM
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File Manager

TheFMis used to store and retrieve files from the serVhere are two methods that can be
used:

* uploadFile(File file, String dir) Is used for uploading a filgile should be a
file to upload anddir is the directory where the file should be storEsery file
uploaded will be saved in the directory of the entruser. The method returns
filelnfo  , which contains the file name and the user dirgobm the server. It should
be noted that their parameter should only be the name of the top tdingcnot a
string of nested directories, like "dir/dirl/dir43"

* downloadFile(String fileName, String dir, String us erDir) downloads a
file, wherefilename anddir are equivalent taploadFile . userDir is the users
directory. The method returns an input stream, lvitan be used for getting the file
from the server.

The same two methods also exist for image uploaiddanwnload. The images are used as
representation in the editor for a cell. Figure $h®ws where images are stored on the server.
All images are stored in the directarmyg . But they only share the same directory if theyave
uploaded by the same user. Usually every user cegsa the image files from every other
user. There is no need for a shared image directoye server, which would result in more
complexity.

Figure 5.8: Structure of representational images on the server

Security Manager

The Security Manager  is used for th&ecurityComponentThis means it is used for setting
and getting user rights on different cells. Thddiwing two methods should be used for
changing the rights:

 getSecurity(Cell cell) Is used to retrieve the rights from the passeld ktekturns
a LinkedHashMap<String, Right> . It is empty, if there is n&@ecurityComponent
within the cell. The string is the name of the uased the right class is an internal class,
which is described later on.

¢ changeRight(Cell cell, String oldName, String type, String name,
bool ean owner ...) changes a right entry for a given cell. The patanmgdName is
used for replacing a user name, which could haea laéered in the editorpe is the
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usertype andame the new user name. Then there are only boolearthwbncur with

theRight class.

Table 5.2 shows all attributes tiRéght

represents the user's permissions.

Attribute Function
String name This is the name of the right.
String type This is the type of the right. It can be either 8Js "Group", or

"Everybody".

boolean owner

If true, the current user is the owner of the cell.

boolean permitSubObjects

Permits the user to create sub objects.

boolean permitAbilityChange

Permits the user to change cell abilities.

boolean permitMove

Permits the user to move the cell.

boolean permitView

Permitts the user to see the cell.

boolean isEditable

This states, whether the user can edit this entnyob in the editor.
This is currently not done in the adapter, bus inplemented, if the
need for it arises with new implementations.

boolean isEverybody

If it is true, then this is the entry for everybody

Backup Manager

Table 5.2: The attributes of the Right class

class contains. Most of them are booleans, which

This class is used for backing up objects, whiaoh later needed for undo/redo, or copy
actions. Because OWL does not store deleted objgusshas to be done in the adapter. It
also stores original IDs, which are needed for vecg when an object is deleted and
recreated with undo or redo. Table 5.3 shows thiterdnt backup lists and gives an

explanation for each of them.

List Name List Type Function
This list backs up every removed cell from the entrsession
backup HashMap<Long, Cell> This is needed for undo and redo, as well as cdpe. cell is

only backed up, if it was deleted in the editor.

originallDs HashMap<Long, Long>

This maps the active ID, which is currently usedabgell to its
original ID, which is used by the editor. When avneell with

the original ID is created, the old ID is removettidhe new one
is put into this map.

h

This contains the last known cell mapped to thgioal ID. The

ActiveCellclass has a Boolean nama&tdve , which means the

D

t

lastActivelD ngcszﬁlj‘ong’ cell exists currently in the virtual world, if isitrue. If the value
is false, it was removed. This is used for checkbe sure, tha
there is only one active cell with the original ID.
This list contains names of cells, which are creéie copying
other cells. It is used as a safety mechanism,usecthe ID
whiteList ArfayList<String> capability will be copied too. Whenever a cell istbe

whiteList ~ and there is already an active cell, the ID cdjtgbi

can be removed. If the cell is not on tdeList , itis a

duplicate and can be removed.

Table 5.3:Lists in the backup manager
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Copy Name Manager

The Copy Name Manager is only used to create the names for copied objéicpsst counts
the number of copied objects and builds a name thithcount and the specified copy phrase,
like "Copy_of".

Session Manager

This class stores the current session and candoetoget instances linked to the session, like
the Cell Cache . With the help of thecell Cache , all cells in the current world can be
retrieved. It is also used to retrieve the namiefcurrent user.

5.3 Data Component

The data component is the second of the three pmkages. It is stores the data the editor
needs and also updates the GUI when changes are. rRagure 5.9 shows the overall
structure. If the adapter notices changesAtagter Observer  is called, which then notifies
one of the three storage classes. It only forwamats to the necessary destination and
therefore will not be further explained. The threanagers store data and notify the GUI on
changes. Theata Controller forwards calls from the GUI to the managers andrns the
requested data. Thpata Controller also creates instances of the three managerslbasv
the adapter observer. It will also not be explaifether on. Themage class is a class which
stores one representational image as well as m®raand user directory, therefore no need for
further explanationData Object is the editor's representation of a cell. It céso ahave
severalRight instances, which describes the permissions obkliject. TheRight class has
the same attributes as the internal class in tlgtad as depicted in Table 5.2 on page 74.
The Transformed Object Is used for updating the GUI. It is created whik help of thecT
from the adapter and contains all transformed doates.

User Data Manager | Data Controller |

Adapter Observer ] Environment i
Adapter J Manager —]

|

|

|

|

|

|

|

|

| stores
! |
|

|

|

|

|

|

|

|

GUI

— N/

Data Object

Manager
[&«———uses Coordinate Translator 9 -
I
I |
— } stores uses —

I l

I

I

} Right tores Data Object Transformed Object
I

I

I

Figure 5.9: Simplified data component structure
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User Data Manager

The user Data Manager (UDM) is used to manage data concerning useitotes the user
directory from the current user. Currently thens only use is to store the representation
image library. The image library is split into tyarts, the own library and the foreign library.
The own library is calleéngLib and consists of pictures from the current useereés the
foreign library, calledforeignimgLib , stores images from other users, that were celliect
during the session. ThebmMhas the typical getter and setter methods fousiee directory and
the image libraries. It should be noted that tHetoaadd a picture and to retrieve one is done
in both libraries and the destination is depenadanthe user directory given as a parameter to
the call.

Environment Manager

The Environment Manager is used to manage data concerning the virtual dvasgelf.
Currently only the world's bounds are stored hkitrealculates the size of the world from the
objects created in the virtual world. If a new albjis created, or an object is transformed, this
class calculates the new bounds of the world.dukhbe noted that the same is not done, if
an object is removed. Therefore the world boundsvdvigger if necessary, but do not shrink
down.

Data Object Manager

The Data Object Manager is used to manage data about cell objects. lestdata in form of

a Data Object . It contains the typical methods to create, rem@et and update a whole
object, or specific values of one. It also housesnatance of theT that is used to create
Transformed Objects out of normalData Objects , which are needed to update the GUI.
Figure 5.10 shows this process. This is only dafea new cell was created or a
transformation to a cell happened. On other cir¢ant®sTransformed Object are not
needed. To create such an object, the necessaysdedad from th®ata Object and the
coordinates are transformed into integer value$ wie help of thecT. The Transformed
Object is filled with the data and the transformed cooaties and then sent to the GUI.

Data Object [ Transformed Object
1: read data
3: create
Data Object Manager ] )
| J 4: send Transformed Object » GUI

2: translate coordinates

[ Coordinate Translator ]

O

Figure 5.10: Process of updating the GUI during a creationamdform event
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Data Object and Transformed Object

TheData Object  is a representation of an OWL cell. It containgelevant data of the cell.

It also stores its permissions in a list callegits . The Transformed Object is only a
temporary object, which contains the transformedgear coordinates, scale and rotation. It
does not contain all information about theta Object . Figure 5.11 shows an overview of
the attributes of both classes. It should be ndtetpata Object contains rotation in every
axis, whereas th&ransformed Object only contains one. The methods of the two classes
are simple getter and setter methods; thereforng dhe not explained here. Thge states

the form of the cell. It can be a rectangle, anmpsd, or an avatar. The type is a static
definition in theTransformed Object interface. The interface for thmata Object is an
extension of th@ransformed Object which grants it all these definitions.

DataObject TransformedObject
- Vector3D coords TNt x
- float width int
- float height -inty
. -float z
- double rotationX int width
- double rotationY "It wic
. - int height
- double rotationZ .
- double rotation
- double scale
. - double scale
-long id .
; -long id
- String name ;
b - String name
yte type
. - byte type
- llmage img - limage im
- ArrayList<IRights> rights g 9

Figure 5.11:Comparison betweebata Object  andTransformed Object

5.4GUI Component

The GUI component consists of everything concertieel editor's representation. This
includes the window of the editor as well as the-tlimensional graphics that are shown in
it. Figure 5.12 shows the communication of the @tikrfaces. Most of the descriptions are
simplified, to give an overview on how the commuaticn is working. If there is no
description to an arrow, this means there are ginipb much different options for this
communication path to simplify it. Furthermore onhe main purpose of the connection is
listed in the figure, in order to keep it readable.

The GUI package is the only package that communicatesthétlother two components, like
the data component and the adapter. The packadedeaviexplained separately in the
upcoming sections. Generally all interfaces follawpecific naming convention. First of all,
ever interface name starts with an "I". Interfatiest are mostly used to create the package
only have the name of the package. Other interfaags the name of the package, then "To",
followed by the package it is registered to. Fostance, if the window package has an
interface that is registered and used by the gcappackage, the name s
"IWindowToGraphic".
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Figure 5.12:Interface communication in the GUI

5.4.1 GUI Package
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Figure 5.13: Simplified GUI package structure

The GUI package has the highest level of all packagepresously shown in chapter 4.2.2.
Therefore it is the only package that is allowed@dmmunicate with the data component and
the adapter directly. The structure is fairly siy@s shown in Figure 5.13. Incoming update
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messages are handled by two observers, outgoingages are done by thedapter
Communication (ACom). It uses commands from t@®mmandgpackage to perform these
actions. TheData Manager is used as a bridge between the actual data canpamd the
Window package and it fetches information from the datenmonent and returns it to
Window The GuUI Controller is used to instantiate other classes and registEngaces. A
class not shown in the figure is tls@l Settings  class. It houses several static attributes,
which are used for setting up the editor, like objeolor, zoom speed and other important
options.

Adapter Communication

The Acomis the only class in the GUI component that iswa#d to communicate with the
adapter. It uses commands, which actually do thenzonication with the adapter. To retrieve
old data, like current position, or scale, tmhas to retrieve this information from the data
component, to be sure, the newest informationesl u§heacomis also the basis for undo and
redo actions, which is done with the help of emmandspackage. If a message to the
adapter is required, threcomfirst builds the appropriate command, executesd then stores
it in theundoList , which is a simple array-list and should be haddile a FILO stack. This
means, the last command put on top of the lighasfirst that gets chosen for the next undo
action. After an undo is done, the command is pib theredoList , which functions similar
to theundoList and puts every redo action again ontoutdList after its execution (see
Figure 5.14).

A | A |
) h |

undoList redoList

current undo

A | A
A | h |
undoList redoList
current redo

Figure 5.14:Functionality of the undo and redo lists

5.4.2 Commands Package

The Commandspackage includes all commands that are necessacgrty out all actions
used in the GUI. They are needed for undoing adding actions. Figure 5.15 shows the
structure of this package. Every command implem#r@£ommandinterface, which is used
by the ACom It is also possible to combine certain commanalgether. TheRotate
Translate and Scale Translate commands combine two different transformation
commands into one. Listing 5.1 shows an example @jch more complex command. The
commands used in the complex one, can either Bmders in the constructor, or created
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within the complex command itseléet Properties

for instance uses many commands,

therefore the commands will be given as parameters.

Add Component

| — Delete

I
Set Properties ]—|

Import

Paste

Rotate

~

Scale

<<Interface>> Command }<|~

I
I
€ Rotate Translate ]—I
I
I

Set Image

Set Name

Scale Translate ]—

~

Set Rights

-

~

Translate Float

S

Translate XY

I

Figure 5.15:; Simple structure of thEommandpackage

pri vat e ArrayList<Command> commands;
publ i ¢ ComplexCommand(){
commands = new ArrayList<Command>();
commands.add( new SimpleCommand1());
commands.add( new SimpleCommand2());

@Override
publ i ¢ voi d execute(GUIObserverinterface goi)
f or (Command command : commands)
command.execute(goi);

@Override
publ i ¢ voi d undo(GUIObserverinterface goi)
f or (Command command : commands)
command.undo(goi);

@Override
publi ¢ voi d redo(GUIObserverinterface goi)
f or (Command command : commands)
command.redo(goi);

public cl ass ComplexCommand i npl enent s Command{

t hr ows Exception {

t hr ows Exception {

t hr ows Exception {

Listing 5.1: Sample code of a complex command

It should be noted, thatet Properties

has also an array list as parameter that allows fo

adding an undefined amount of commands. This iskbensibility purposes, to allow new
commands, if new panels are added to the propdrdase. Currently the only command in

this list is theSet Rights

command. The other commands are separate, bettesare

needed for the properties frame and therefore cdaddforgotten easily. To combine
commands, the simpler commands have to be storélteicomplex command. The stored
commands can be called by their methods, provigeithdCommandinterface. It provides the
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following three methods, which use all tB&! Observer Interface from the adapter as
parameter to communicate with it:
* execute (GUIObserverinterface goi) is used to execute the command for the first
time.
e undo (GUIObserverinterface goi) is the undo action of the command and undoes
its execute action.
 redo (GUIObserverinterface goi) is the redo action of the command and could be

compared to thexecute method. Most of the commands just calécute in this
method, but some commands require a special treaiméheir redo actions, therefore
this method exists.

5.4.3 Input Package

The Input package is only used for key and mouse actiorqgir€i5.16 shows a simplified
structure of the package. Theut class is used to create thgut Controller and to
register the interfaces froMindowandGraphic. The Input Controller creates instances
of the rest of the classes and forwards commumwicdtom theinputTowindow class to the
Mouse and Key Listener (MKL). All these mentioned classes, except ke are simple
structured. Additionally, there are strategies, alihare used by theikL They have four
methods that can be accessed by Nixe and are used for the following actions: mouse
pressed, mouse released, mouse moved and mouggediragtually not all these methods
are used by every strategy, some are just emptgteTare plenty of strategies, which are
swapped by th&kLon different occasions.

GUI

Window ’ [ Graphic ]

Input InputToWindow ’

Mouse and Key

Input Controller Listener

I

uses—p{ mIMouseStrategy

<<Interface>> ]

A
r—— - - - - —— [ |
I l
[ mlPanStrategy ] [ mliScaleStrategy ] [ miTranslateStrategy

o

Figure 5.16: Simplified Input package structure

Mouse and Key Listener

The MKL is the most complex class in th&put package. It handles every input from the
mouse and some from the keyboard. Shortcuts arallysdone via Swing components.
Because of the usage of strategies, most of thesenevents are easy implemented. Vike
only needs to call the current strategy. The probl®wever is to set up the right strategy.
Usually a strategy is only created, when a mous#tombuis pressed, except the
mlPasteStrategy , Which needs to be created previously and rilieanslateStrategy ,
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which is used only on one special occasion, whepommg a .kmz-model and picking a
location.

( N g

setMode --> Scaling | ——»| left Mouse Button pressed —]

L set mIScaleStrategy =~ ——m| strategy.mousePressed()

\ J \

( N (

Mouse Button released |—p Strategy.mouseReleased() —]

L strategy == null

\ J

Figure 5.17:Simple example of mode and strategy workings

When a special operation, like rotation, or scalsgsed, there is always a mode set in the
MKL With the aid of this mode, the strategy can berd@ned when pressing the left mouse
button. It could be possible to set the strategteimd of a mode, but there is a problem,
where, on some occasions, a different strategyesded. The rotation of an object for
example uses two different strategies, one fortirgjathe selected objects and one for
translating the rotation center. These decisiomsatdy be made, when the mouse button is
pressed, because only then the right mouse posiiarbe obtained. Figure 5.17 shows the
workings of modes and strategies. First the modetsn themkL Now when the left mouse
button is pressed, theKL creates a new strategy according to the mode tadt mfluences
that can occur. After thasjrategy.mousePressed() is called. Now that the strategy is set,
when other mouse actions are done, it is a simpletion call. Strategies are removed, when
the mouse button is released. Because it is pessiblzoom in the editor, most of the
strategies require the unscaled and untransfornggrecoordinates and not the OWL
coordinates.

5.4.4 Window Package

The Windowpackage is used as central coordination for qgihekages. Its main purpose is to
forward messages between them. Figure 5.18 shewritcture. Even thaput package has
only clearance to access t@eaphicspackage directly, because there are too many mgtho
to cover. Every other package communication is dbneughWindow This structure was
created to minimize the interfaces to a manageainleunt. Because creating interfaces for
every package would result in a large amount oimtheach containing only few methods.
The main hub is th&indow Controller ~ , which holds instances to all of the interfaces fo
the layers above and below. Therefore most of tlasses have to access thndow
Controller . Because all interface implementations only fovaalls to other packages,
there is no need for further explanatiomuse Coordinates  is a simple class, which is
called fromlnput It transforms the given coordinates back, with lielp of theGUI package
and then forwards the resultfksames which also forwards it td oolbar, where they will be
displayed. Another interface classstatelnput , which is currently only implemented by
statelmport . This is needed for a translation during the impbda KMZ model. It is needed



5.4: GUI Component 83

to set the coordinates, after the translation hrashied. It is created byindowToFrame and
stored inwindowTolnput

L Input

\

(Window Window WindowTolnput

l -

Window Controller | Mouse Coordinates statelnput

I
I

I

I

I

I

I

I

I

| x
I

I

I

} Graphic Forward statelmport
I

I

I

I

I

I

I

WindowToGraphic }V N

<<Interface>>

WindowToFrame }

WindowToMenu ’

Menu 1

Figure 5.18: Simplified structure of th&/indowpackage
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Figure 5.19: Simplified structure of th&enupackage
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The Menu package may only house a few classes, but the itotleese classes is fairly
complex. Figure 5.19 shows the basic structuree laeMenu Controller implements the
interface to th&Vindowpackage and therefore is the only class allowembtomunicate with

it. It uses a builder interface, which is creates menus. Currently there are two builders
implemented. The&opup Menu Builder builds the popup menu that shows up, when the
right mouse button is pressed and tlag Menu Builder , which creates the main menu on
the top of themain Frame . These two builders use a tree structure to help the item
creation. They also uséenu Item , which is stored in th@ree Nodes . After the tree is
created, they use the structure andmhbeu Iitems stored in them to create the Swingenu
ltems . These items are then stored in them Manager to be accessed later on.

Building a Menu

The initialization of menu building is done in tenu Controller . There, every entry for
the menu is created in the methwehteMenu() . To create a menu entry, a callable function
has to bee defined, as shown in Listing 5.2. I8 #kiample the method is callegction
Callables need a return value in Java, but therecusently no use for it in the
implementation. Then the item has to be added oilaer, with additem(...) . The first
parameter of this method is used for the submerautee, where the item should be put. If the
name does not exist, the entry is created at tbe Tde second parameter is the items own
name, the third is the callable. If this parameageset to null, a submenu entry is created.
Then, every time the name of the submenu is uséicsaparameter, the entry will go into the
submenu. It is possible to create submenus witlmenus. After that a key binding can also
be included as parameter, but it might be null ali, W not needed. The last parameter is a
Boolean, which will create a separator before tbemonent if the parameter is true. The
order the items will be added is dependant on tiderathe items are added to the builder.
Figure 5.20 shows the menu, which is created byadlde in the listing.

/lcreate the functions
final Callable<Void> function = new Callable<Void>() {
publ i ¢ Void call(){
window .doSomething();

return null;
}
h
/ladd an actual menu entry to builder
menuBuilder .addltem( "Menu Name" , "Entry 1"
function, KeyStroke. get Key St r oke(
KeyEvent. VK N, ActionEvent. CTRL_MASK), fal se);
/ladd a submenu
menuBuilder .addltem( "Menu Name" , "Sub menu Name" ,
nul | , KeyStroke. get Key St r oke(
KeyEvent. VK _N, ActionEvent. CTRL_MASK), true);
/ladd a menu entry to the submenu
menuBuilder .addltem( "Sub menu Name" , "Entry 2" ,
function, KeyStroke. get Key St r oke(
KeyEvent. VK _N, ActionEvent. CTRL_MASK), fal se);

/ladd menu to JitemManager
itemManager .setMenultems(  menuBuilder .getMenultems());

Listing 5.2: Example code for adding menu entries
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'onderland Editor

- Import MenuHamei

Entry 1 Strg-N |

— 1 Sub menu Name ¥ Entry 2 Strgs ——

Figure 5.20: The menu created by the code in Listing 5.2.

Before building the menu though, the items areestan a tree structure. Each node on this
tree holds the information provided by taiitem(...) method. The structure was used for
an easy build process. The tree is stored in theegoonding builder. After every entry is
added, theouildvenu()  call creates and returns the menu. Figure 5.2Wshbe process.
The builder stores all created menu items sepgratel HashMap<String, JMenultem>

This map should be given to theem Manager . The string which is used to access them in
the Jitem Manager is the name of the menu item. The name shouldredefined in the
bundles to prevent misspelling. Thieem Manager is currently only needed for activating
and deactivating menu entries.

SubMenul SubMenu2
buildMenu() ~
» [SubMenul v, SubMenu2 v
Entryl SubMenu3 (> Entry3
[ Entryl ][ Entry2 ][ SubMenu3 ][ Entry5 ] Entry2 Entry5 Entry4

[ Entry3 ][ Entry4 ]

Figure 5.21:Building the menu

5.4.6 Graphics Package

Figure 5.22 shows the structure of tBeaphic package. Nearly every class in this package
uses classes frorBhapes.This is not shown in the figure. Th@raphic Controller
functions as interface implementation to Wendowpackage, theraphicTolnputFacade  to
Input, therefore these two have to access most of ther alasses in this package. Because
much internal communication happens, a mediatotepatwas used, callethternal
Mediator . Because of the amount of internal communicatitve, mediator has a lot of
methods, but in return it makes the package strectmmuch clearer. TheSraphic
Controller  and theGraphicTolnputFacade classes could also have used the mediator, but
it was decided against it, because this would blpathe proportions of the mediator class
even further. Thehape Manager is used to store shapes from Bleapegpackage. It uses the
Shape Factory  to create shapes. Thepy Manager is used for the copy operation and stores
the ID of copied shapes. For identifying the cutreslection, theselection Manager IS
used. Theserver Transformation Manager is used for transforming shapes when a server
update happens. Thaditor Transformation Manager (ETM) is used for transforming
dragging shapes and can use two different sorssratiegies, which determine how to handle
shape collisions. Dragging shapes are shapes, vanechised during operations like moving
and rotating and differ from normal shapes. Theylva discussed in chapter 5.4.6.1.
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Figure 5.22: Simplified structure of th&raphic package

Shape Manager and Shape Factory

The Shape Manager stores every shape used in the editor. It hagaeNgs,shapes , which
stores every shape in the foreground leaxtiground , which stores shapes in the background.
Background shapes are shapes that can not be gwdifid do not throw a collision when
normal shapes are translated. The next listvigarShapes and contains the avatars.
DraggingShapes  stores all shapes which are currently draggeds Type of shape is
explained later in section 5.4.6SelectionRectangle stores the current selection rectangle
andborder is used, when a border is painted around the temleduring a rotation or scale
operation. Theshape Manager implements all functions to manipulate its stostdpes. It
also paints them in a specific order. Figure 5123as the order, which is important, because
otherwise shapes will cover each other. All shapebfe background are painted first. Then
the normal non selected shapes will be drawn atedl tifem the selected ones. The selected
shapes need to be painted later for normal shapet® rwover their border. Then the avatars
are painted, in order to see them when they aredistg on an object. The last shapes that
need to be painted are the dragging shapes, tketisel rectangle and the transformation
border. All three showing up at the same time i$ possible due to restrictions in the
implementation. Only dragging shapes and transfoom&order can exist at the same time.
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1. Paint background shapes 2. Paint regular not selected 3. Paint regular selected
shapes shapes

Shapel Shapel |
Shape2

5. Paint dragging shapes,
selection rectangle or
— transformation border

————— =
Shapel | Shapel \ |
Y N |
Shape?2 Shape?2 |

] |

L - - =

4. Paint avatars

Figure 5.23:Order in which shapes are drawn

The Shape Manager creates shapes through stepe Factory . It should be noted, that the
Shape Factory  has three static variables that determine theooutcof the building process
and should be used as typ@ECTANGLEand acCIRCLE determine if the shape will be a
rectangle, or circle, whereas usingATARwill result in an avatar shape. The following
methods can be used for creating specific shapes:

e createShapeObject  creates a standard shape. All three static vasabhn be used
with this method.

 createSimpleShapeObject only creates the selection rectangle, thereforéy on
RECTANGLEan be used.

* createDraggingShapeObject creates a dragging shape. ORBECTANGLEANACIRCLE
can be used with this method.

* createTransformBorder builds a transformation border. This method dagshave a
type field, therefore none of the predefined typ@s be used.

* createToolTip creates a tooltip shape. This method is similar to
createTransformBorder and does not use a type.

Copy Manager and Selection Manager

The only purpose of theopy Manager is to store IDs of shapes that were copied with th
appropriate command. When the current user doepyaction, thecopy Manager saves the
IDs of all currently selected shapes. When a padien is done, the shapes are retrieved with
the help of the stored IDs. Thszlection Manager is used for everything regarding the
selection of shapes. It stores the IDs of selesteapes in a list for quick access. The most
important part of this class is to switch the sebecof shapes. It can also calculate the center
of the current selection, which is used when dangopy action. Another function of this
class is to transform the selection rectangle arstale it to the mouse position. It also finds
shapes in the selection rectangle.
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Transformation Managers and Collision Strategies

The Server Transformation Manager is used for translation, rotation and scaling amal
shapes. Th&TMmis used for the same operations but with draggimgpes. The difference
between transforming these two types of shapesnitgeeir methods. Translations for normal
shapes originate from the server and therefore nggenal coordinates. Translations of
dragging shapes stem from the editor and do notoselinates, but rather a starting and an
end point. This is important, because dragging ehapay be moved in groups, whereas
normal shapes are only moved one at a time. Angipga®ne distance is much simpler than
passing a list of new coordinates. Therefore ttieshcoordinates for the dragging shapes are
calculated in the shapes themselves with the distanhand. Rotation and scaling bring even
more difficulties to theeTM Then an additional shape, the transformation dxpridas to be
transformed as well.

Another function of th&Twmis to check for collisions, whether a draggingmhaverlaps with

a normal shape or not. The collision check itselfione in a strategy, which has to be an
attribute in the transformation call. If the stigatan the method call is null, trerMmwill use

the strategy from the last collision check. Theeearrently two different strategies. The first
IS sCollisionNotSelectedStrategy , Which is used for normal transformations, like
translation, rotation and scaling. This strategwyl$i collisions with all normal shapes, except
the currently selected ones. Because the selebtgbs are transformed at the moment, they
do not need to be checked. The second strateg@oisisionAllStrategy , which finds
collisions with all shapes and is used for copy iamglort operations.

5.4.6.1.Shapes Package

[ ToolTip } p{ <<Interface>> |ToolTip 1
Simple Shape Object . <<Interface>>
{abstracted} Transformation Border ITransformationBorder

‘ Selection Rectangle

‘ Avatar

[ l

Dragging Object .
[ {abstracted) Shape Object {abstracted}
‘ Dragging Rect ’ ‘ Dragging Ellipse ’ ‘ Shape Rectangle ’ ‘ Shape Ellipse ’

<<Interface>>
stateDraggingShape

S

stateTransCoordsOrigSize] [ state TransformedCenter l { stateTransformedEdge

Figure 5.24:Simplified structure of th&hapepackage

Figure 5.24 shows the structure of tBhapespackage. Every class, excepiolTip is a
derivation from the abstract clasgnple Shape Object . The most important classes here
are the implementations shape Object andDragging Object . There are two of each,
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which either implement a rectangle or an ellipske iormalShape Objects  are the ones
representing items in the virtual world.Dkagging Object is a shape, which is seen, when
doing some kind of operation, like translationatain, or scaling. They represent a normal
Shape Object during the transformation to help users to seerghibe normalShape
Objects  will be after finishing the processragging Objects are slim copies ofhape

Objects . The usage of bothshape Object and Dragging Object is done for
synchronization purposes, which will be explainedel on. TheAvatar class and the
Selection Rectangle class are self-explanatoryransformation Border is a delicate

class which is used, when a border for transfoiwnatis needed. This border is used during
rotation and scaling operations. It is a simpledeorencompassing all currently selected
shapes. Additional it has four edges which are deedirag and drop. The border also has
two different modes, which either have a centehémiddle of it or not.

Figure 5.25 shows all different versions of shafdee first is the regular shape, either an
ellipse or a rectangle, with a black (or red, ileseed) border and name. It is filled with a
predefined color. The second is the dragging shapech is the implementation of the
Dragging Object . This is either a rectangle or an ellipse withr@ydgoorder and no name or
fill. The selection rectangle is a rectangle witbray, dotted border and is used for selecting
objects. The transformation border is a rectangity grey border and four tiny rectangles at
its corners. It may have another rectangle in #er. This shape is used for rotation and
scaling objects. Only during rotation does the bolthve the center rectangle. The avatar is a
grey circle of predefined dimensions and represaniser in the virtual world. The tooltip
shape is used to present an object name whiclo i®ihg to fit in the object itself. It could be
used for other occasions, but currently it is ardgd for showing object names.

Regular Dragging Selection rectangle
shape shape

Transformation

SR Avatar Tooltip

Figure 5.25: All different versions of shapes

Figure 5.26 shows the process of transforming pehahen it is printed on screen. The
initial shape has the transformed coordinates ftbendata component. The shape then is
transformed with its own settings. These transfdiona are rotation and scaling and are
individual for every shape. Each shape has rotadioth scale values stored, which will be
altered, when the shape is transformed. After dloallsettings have changed the shape, it is
then transformed again with a global setting. Thglsbal setting contains the global zoom
factor, as well as translations to keep object$ered. This setting is used for every shape. If
the printed shape is $hape Object , the representational image, if it exists, will dr@awn
after the shape, to lay over it. Then the nameirgqa.
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Globally Transformed
Initial Shape Transformed Shape Shape

O &

1 o

Figure 5.26 Transformation of a shape for onscreen printing.

Dragging Object

The Dragging Object classes were created for transforming a shapeoutitthe need to
change theshape Objects themselves. For example, if a user drags a nosmgk Object

and another user changes it too, there would m#ict and it would be hard to resolve. If
the action of the second user would change thechhjevould disturb the dragging action of
the current user. Ignoring the changes of the skaser would result in the editor being out
of sync with the server. In order to prevent thislgem, every time a transformation has to be
made, aDragging Object is created. Th®ragging Object is not an object in the virtual
world. It is only a hollow copy of &hape Object . Figure 5.27 shows the functionality in
detail when moving an object. When a user wantméwe aShape Object , a Dragging
Object is created, which shows the user the positionstia@e Object would have, when
the translation is done. After finishing the opemat the server is signaled and thegging
Object is deleted. The server then will send a changesagesto the editor, which will result
in the position change of the actgabpe Object

1. Initial Shape 2. Moving with DraggingObject

Shape Object Shapem
~
S

Dragging Object

3. Operation finished,
therefore signal Server

Shape Object \
\

Dragging Object Shape Object

4. Server Change Message

Figure 5.27:Functionality ofDragging Object

There are several different states that are usednjunction withDragging Objects . These
states are used for retrieving coordinates. Wherstate is set, the methodstx() and
gety() return the coordinates of the initial shape. WhereTransformedEdge is set as
state, the methods return the coordinates of Hrestormed shape. The methgaBounds()

is used in this state, which returns the coordmatie Swing objects. The second state is
stateTransCoordsOrigSize and is needed after a rotation. As Figure 5.28vshaising
getBounds() on rotated shapes will clearly produce wrong cawtiis. The bounds are much
bigger than the actual size of the shape, butdloedinates for a not rotated shape are needed.
Therefore the coordinates are calculated diffeyentlthis state. The center is used as origin
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and the coordinates are calculated with the helh@®briginal width and height of the shape.
The results are the appropriate values for X an@hé reason behind not using just the initial
shape is that the initial shape has never beetetbt@herefore, the transformed shape, which
has been rotated, has to be used.

Calculating bounds with

Using Bounds width and height

X,Y = wrong coordinates X,Y = right coordinates

J

\Y
/3 Y0

Figure 5.28:Difference between using Swing bounds and calagatie coordinates

Transformation Border

The Transformation Border is used during rotations and scaling operationsndioses all
currently selected shapes. Its interface has skedéfarent static variables. The first set
determines whether or not theansformation Border shows its center. These variables
have to be used in the attributede in the constructer. When usingODEONECENTEKhe
border will show its center, when usimgpDENOCENTHERe border will not display it. The next
set of variables is used to determine where a psion the border. This is for checking a
mouse position. The method which is used for thexk is called¢heckShapes(Point p) f
INNOTHING is returned, the point is neither in the center mo the edge shapes.
INROTATIONCENTERpoOInts out, that the point is in the center aREDGES shows that the
point is in one of the edges. If this is the caseay be helpful to know in which of the edges.
Therefore another set of variables exists, thardehes that. They are return via the method
getCurrentClicked()

5.4.7 Frames Package

The frames package holds all frames that can Ipagisd in the editor. All frames extend the
JFrame class from Java Swing. Figure 5.29 shows the diegblstructure of this package.
The Frame Controller is used as communication center for different sdasand the
Windowpackage. The rest of the contents are framestbhathown during runtime. Thain
Frame is the prime frame, where most of the user inpuddne. It creates thioolbar items.
Furthermore it uses therawing Panel , which paints the actual shapes and is wrapped in
JScroll Pane . Thelmport Frame  is used for importing models. Tireoperties Frame is
used to set all kinds of properties. It also hasPtlaperties Rights Pane , Which is used
for setting up rights. Because both, theperties Frame and theProperties Rights

Pane can be seen as forms for user input, they will betexplained further on. The
IPermissionTableEntry interface is used in th@UI package to determine changed settings
in the Properties Rights Pane . The last frame is thenage Selection Frame , Which is
used to select the representational image. Italsb not be discussed further on, because it
holds only images, the current user can select .frohe difference between thenage
Button and thelmage Toggle Button should be noted. Thinage Button extends a
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normalJButton with an image. Thénage Toggle Button extends the@ToggleButton  the
same way. The only difference between these twtobsitis that theToggleButton  stays
pressed until it is pressed again. Mnsting Dialog is a dialog created for waiting. This is
used when something is loaded or saved (like whegoiting a new object). It blocks user
interaction within the current frame.

Window [ GUI |
i uses
Drawing Panel Frame Controller Properties Frame Frames |

T
us4es [_ \ has
| shows has v

1
| l
| |
| l
| JScroll Pane Properties Rights Pane — |
| [} l
| uses y y i |
| Main Frame l—’ Import Frame Image Selection Frame Permission Table <<Interface>> l
| IPermissionTableEntry | |
I |
| uses Lshows—’ A l
| v 1 |
| Waiting Dialog has Image Toggle Button ! permission Table Entry l
— »
| I
| l
| Image Button » |
| l
S [OOSR S SO USRS U S ———

Toolbar ’

Figure 5.29: Simplified structure of thEramespackage

Drawing Panel

J scale = curScale +
(mouse wheel *

'[ zoom speed)

Get current scale
(curScale)

Adjust zoom speed

Get current visible Get new viewport position: Calculate relative mouse position:
> rectangle (1) v_x = (r.x / curScale) * scale Mouse_x = mouse.x - I.X
v_y = (r.y / curScale) * scale mouse_y = mouse.y - .y

Calculate the difference to add for the new viewport:
> add_x = mouse_x - (mouse_x/curScale*scale)
add_y = mouse_y - (mouse_y/curScale*scale)

new_x = max(0,(v_x - add_x)) Set new viewport
new_y = max(0,(v_y - add_y)) with new coordinates

Figure 5.30:Zooming and setting up a new viewport

The Drawing Panel  represents the drawing area, where the usersditiagethe shapes
created in theGraphics package. It is also the origin of the repaint dall the Graphic
package. Because it is the main drawing area, éhoas implement everything needed for
zooming, resizing and changing the viewport. Théy aroteworthy part is the zooming
implementation. Figure 5.30 shows how it is impleted. First the current scale has to be
backed up. Then the zoom speed is adjusted. Thiscisssary if the zoom level is 1, because
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the next zoom will reduce it to 0. So every timis ttould happen, the zoom speed is divided
by 10. In return, when the zoom level hits a maxmimtuwill be multiplied by 10. After this, a
new scale will be calculated, which takes the mowkeel input and multiplies it with the
adjusted zoom speed. Then the whole panel is redvath the new scale. Unfortunately, the
viewport does not change according to the scald, Isas to be repositioned. First of all, the
current viewport has to be fetched. Then its newitfmm in the new scale has to be
calculated. This calculation takes the current piew and transforms its coordinates to the
new scale, which are calledx andv_y. Then it retrieves the current mouse positions and
calculatesnouse.x andmouse.y . These values are also transformed into the nae.sthe
difference between old mouse coordinates and newusencoordinates is then added to the
new viewport coordinates.

MOUSE_X = MOUSE.X - I.X
™
r.X O
“Old Viewport
mouse2_x
N
new_x
- (New viewport
add x
—P>
A
mouse.x

mouse2_ X = mouse_x/curScale*scale
add_x = mouse_x - mouse2_x

Figure 5.31: Calculating the new viewport (y-coordinates areiesjant)

In order to make the calculation more clearly, Fé&gh.31 shows how the new viewport is set
up. The variablex is the x-coordinate of the old viewpottyrScale the current scale and
scale the new scale. Transforming only the coordinatds the new scale will not work,
because it would be the same coordinates, onlgagmew scale. So the viewport, which like
all Swing components has its coordinates on thddfipwould wind up zooming to the top
left corner. Therefore new coordinates have to lmcutated. For the zooming
implementation, the mouse has to stay in relativgitpn to the new viewport. So first the
distance between current mouse positiabuge.x ) and old coordinates is calculated, which
is calledmouse_x andmouse_y. These new distances have to be transformed toethescale.
Therefore they are divided by the old scale andtiplidd with the new one. The results are
called mouse2_x andmouse2_y in Figure 5.31. To calculate the distance, whibbutd be
added to the old viewport coordinatesuse2_x has to be subtracted fromouse_x. These
values, callechdd_x andadd_y, can then be substracted from the old viewportrdioates
after they are transformed with the new scale. hhese2_x andmouse2_y calculation is
done directly in theadd_x andadd_y part of the implementation, as shown in Figured5.3
Add_x andadd_y can then be subtracted from the new viewport doatds called_x and
v_y . In order to prevent negativity in the viewporbadinates, it is necessary to either take a
non-negative value of the calculation, or 0.
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Frames and Waiting Dialog

The Import Frame  and theMain Frame use thewaiting Dialog for importing models. It
should be noted, when using this dialog, a newathieas to be created, becausewhiing
Dialog blocks the current thread. The first idea was akenthe dialog modal, but it is not
displayed in OWL. So, to show the dialog, it hadtock the thread that is used to start it.
This means it also blocks the thread of the frasexluo create it and prevents further work in
this frame. Therefore, a new thread has to be nmied before thevaiting Dialog is
shown which should contain the work that needsetaléne during showing the dialog. The
text can be changed while the dialog is present.

5.4.7.1.Toolbar Package

The Toolbar package only consists of three classes (as showigure 5.32), which are all
instantiated in th&lain Frame of the Framespackage. Th@&ottom Toolbar  iS more or less

a naked toolbar, containing only the coordinatethefcurrent mouse position. It has only a
method to set new coordinates. Theansformation Bar is only shown when the user is
doing either a rotation or a scaling operationhds two buttons which either cancel the
transformation or applies it to the shapes. Uhdéo Bar also has two buttons, which are used
for undoing and redoing actions the user has made.

[ Frames j

I

. I
Transformation Bar Undo Bar |
|

Bottom Toolbar ]

Figure 5.32:; Simplified structure of th@oolbar package

5.5Discussion

The implementation uses Java, like OWL itself. Bhare certain problems which occurred
during development, because OWL handles some thifitferently, or does not offer
important information. Therefore some parts of dldapter implementation needed a couple
of tricks, like thelLate Transformation Manager , to get all operations work properly.
While the adapter side had difficulties with gettithe prototype work together with OWL,
the editor part was more a conceptual challengeads it generated much code only to do
minor operations, like moving an object, the dedigi to grow with every new addition.
Another huge problem was the implementation of $wang shapes in a zoomable view.
Because Swing does not offer any kind of zoominghmaaism, the constant change of scale
was a inconvenient to implement. Shapes also hawsrade value which makes the
implementation needlessly complex.

Furthermore the question was raised, in which sthé shapes should be transformed,
because some shapes, like Huection Rectangle do not have to be transformed. But
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doing so would lead to the problem of finding stepethe rectangle. Therefore and for the
sake of being uniform, every shape is created withinitial unscaled and untransformed
coordinates. Only when painting them they are fanged, first locally, then globally. The

next challenge was to transform the shapes, withtsturbing the server during the
operation. As stated before, using the originalpsha&ould either result in the user getting
disturbed during the action, or the editor being ousync with the server. Therefore the
dragging shapes were used, to prevent these twolepns. The implementation can be
difficult, but the usage of the editor should besimsple as possible.
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6 Usage and Evaluation

The aim of this chapter is to show how the edi@n be used and how it compares to the
build-in tools available in OWL. Section 6.1 expisithe usage of the editor prototype and all
of its functions in detail. Section 6.2 shows agtuwhich discusses the usability of the editor
compared to the tools OWL offers.

6.1Usage

This section describes the editor from the usaget d view. First a quick overview of all
the contents of the editor will be given. Thensitexplained, how objects can be imported,
followed by moving and transforming objects. Lalg properties frame will be discussed.

Overview

i
r

B

ZW IASNU-YY

Figure 6.1: The editor (to the right) loads the OWL world autdioally and shows modifications in real-time.

As described in chapter 4 the prototype works mcsyith OWL. So, the current world, the
user is in, can be automatically seen in the edisoshown in Figure 6.1. In other words, the
users do not have to import the world or startrapart process. Furthermore, all changes
made in OWL can be seen directly in the editoreal time. To start the editor it has to be
selected under th&ools register in the client. The entry name for thetgiype is OWL
Editor. Figure 6.2 shows the different elements of thikoed(1) is the main menu, which
includes three entriestile is used to load and save world&git is used for all kinds of
transformations antinportis used for importing objects. (2) displays the toolbar. This bar
contains the undo bar, where users can undo or tieeio actions. It also contains the
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transformation bar, which is only shown, when atioh or scale operation is done. (3) is the
work area, where the users can make their chaogie tworld. (4) displays an actual object
in OWL, whereas the object in (5) is currently ste. (6) shows the representation of an
avatar in the editor. All users currently in therldowill be represented in such a way. (7) is
the drop-down menu. This menu contains most ofuhetions in theEdit entry of the main
menu. The drop-down menu will be displayed whenriplet mouse button is clicked. (8) is
the bottom toolbar which contains the coordinateshe current mouse position. It is also
used to show important messages to the user.

B 0pen Wondetland Editor ] =10l x|

File Edit Import m

[ tnan e
- 2

L= 3
Hide
7]
Copy Stig-C
cut Strg.x Column
Paste Strg-W
Delete Entf
Rotate
Scale
Properties
L] (v |

X: -11,300Y: -8,140

Figure 6.2: Editor elements: 1: Main menu, 2: Top toolbar, 3Warea, 4: Object, 5: Selected object, 6: User
avatar, 7: Drop-down menu, 8: Bottom toolbar;

Importing Objects

Figure 6.3 shows the import frame, which can bees®ed through thenport entry in the
main menu and then selectikg/Z. The import process can also be started by drgghia
.kmz-file directly into the editor's drawing pandlhe important part during import is to
choose a module name, which is not already takeis &lso possible to select different
servers. Position, rotation and scale can be ehtmanually. If users want to directly place
the object in the world before importing the mod&hoose Locatiomvill allow them to do so.
This will put the users back into the work areagwrehthey can select a suitable place for the
object (Figure 6.4). It should be noted, that atbprdinates are calculated with the height of
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the object in mind, so that users only have to plek same z-coordinate to align several
objects at the same height.

=10l x]
Modelfile:
Name: |H ouse |

Module name: |H0use |

Server: |Dummy59rver | . |
Paosition: Rotation:
X 104 X Q
Y: |-11.8 v Q
,07 i 0

Choose Location Scale: 1

| Reset || Cancel || 0K |

Figure 6.3: The import frame
=181

File Edit Import

Undo | Redo

[uT»

[<]

[ T ID

Figure 6.4: After pressing th&€hoose Locatiofbutton, a position for the new object can be chatieectly in
the work area.

Selecting and Moving Objects

In this regard the prototype is controlled like gvether editing program. Left click selects

items whereas a right click will prompt a popup me®ther staples are also included, like a
selection rectangle. Selected items have a gremteband green text instead of the normal
black ones. Moving objects is realized by holdirmyvd the left mouse button on a selected
item and dragging the mouse over the screen. Adcssl objects will then be moved.

Moving objects is only prohibited, when at leasearf the objects overlaps with another
object. If that is the case, the shapes of the ggrdgobjects turn red, signaling it is not
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possible to move it to the new location. The lefttpf Figure 6.5 shows the house blocking
the new position of the car. If an objects need=lap with another one, it is possible to hide
the blocking object. This can be done by Hide entry in theEdit menu, or the drop-down
menu. When an object is hidden, it can no longeckbther objects, but it can not be edited
either until it is shown again. This is done by Bigowentry. Figure 6.5 on the right side
depicts an object that is currently hidden. Theazar now be placed on top of it, without any
problem.

Movement is prohibited Movement is allowed

Figure 6.5: Difference between normal objects (left) and hiddbkjects (right)

Rotation and Scaling

Rotating and scaling is implemented almost in thee way as moving objects. The only
difference is the border surrounding the selectgdats. By left clicking on the four edges of
this border, the objects can be manipulated. Undikaling, rotating allows to change the
rotation center. At the center of the border thsra rectangle, equal to the border's edges.
This is the rotation center, which can be movece Tdtation will be done around this point.
Figure 6.6 shows an example rotation where thetiootaenter has been moved out of its
position, to rotate two items to a specific spotnéw toolbar will appear on the top toolbar,
which only contain®©K andCancel OK will finish the operation an@ancelwill abort it. It

is also possible to finish the operation with ahtighouse click, or by hitting the return key.
To cancel the operation, the escape key can be used

Rotation Center

Figure 6.6: Rotating items around the rotation center
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Copy and Paste

Copying is realized by selecting the target objexstd then usingCopy either in theEdit
menu, or in the drop down menu. It should be ndbted no new object will be created by
using Copy. This operation only stores the current selectiothe background. When using
Paste the users have to first position the copies. @ontto moving objects, inserting them
does not require the left mouse button to be dmhghecause the paste operation finishes
when the left mouse button is hit. Figure 6.7 shdwescopy and paste operations in action.
On the left four selected objects are copied. @nright, after hitting Paste, four silhouettes
appear. With their help, users can determine tisétipo of the four copies. Becau€epydid
store the objects, it is possible to create mdtgbpies of the same selection only by using
Paste Copyshould therefore be used to make a new seleabiothé paste operation. There
also exists &ut entry in both the Edit menu and the drop down merhis operation
functions similar taCopy, but will delete the selected objects.

B open wonderland Editor —(of x| B8 0pen Wonderland Editor Y =1 |
File Edit Import File Edit Import

Undo | Fe Undo | ©

[ »
Tl e

Properties

<l ] il DN

Figure 6.7: First Copyhas to be used to store the objects (left), tiftem asingPaste users are able to select the
position for the new objects (right).

The Properties Frame and the Image Selection Frame

The properties of an object can be separatedwudaategoriesGeneralandRights General
contains name, position, transformation as welieggesentational image (Figure 6.8). The
coordinates and the rotation axis are color coeddch is similar to OWL when doing a
rotation, or translation in the world with the am®(as shown in Figure 6.18 in chapter 6.2.3).
If multiple objects are selected, it is possiblectange only certain variables. Name and
position will be deactivated. If a value, which dam modified, is different in-between the
items, the editor shows this by displaying "diffeife Changing it will set all selected items to
this value. A representational image can be salegith the help of the button right to the
name. It usually shows the current image usedjfbubd image is selected it will state that
there is no image selected. After pressing theohuta new frame will open, thienage
Selectionframe, as shown in Figure 6.9. A simple click om tthesired picture and then
pressing theOK button will change the representational imagehef abject. If no image is
wanted for the item, a click on the selected ima@gto be done to deselect it. To upload new
images the corresponding button can be used, ggohgthe images into the frame.
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=lolx|
General | Rights
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Figure 6.8: The Generalsection of thd’ropertiesFrame
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Figure 6.9: Thelmage Selectioframe

The second category of properties is Rightssection (Figure 6.10), which can be used to
manage the rights of objects. If an object doeshase theRights Componenthe component
can be created by clicking okdd Componentlf an object actually has the component, the
Add Componenwill be disabled and the rights can be set. Ategintry consists of several
parts. First of all, the three user types haveddlistinguished. User and usergroup are self
explanatory. Everybody means every other user éxtepusers and groups entered in the
field. The second column contains the name of He¥ ar group. The name of the everybody
entry can not be changed. Then there are sevdiahne with checkboxes, which represent
the rights they have. The first is the owner, whinds rights to everything, therefore other
columns can not be changed, when owner is seletterlother rights will not be explained,
because they are self explanatory. Clickikudg will create a new row. To remove an entry,
the entry has to be selected @&wmovéas to be pressed.
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General | Rihts
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Figure 6.10: The Rightssection of thé’ropertiesFrame

6.2 User Study

This section contains the user study, which waslgoted after finishing the prototype. First
of all, the research questions are listed. Aftes the setup of the study will be explained in
detail, including a general overview of the tesbjeats. The section concludes with the
findings and future work.

6.2.1 Research Questions

Because creating a virtual world should be easypfofessional and novice users alike, the
main goal of the study was to learn, if the edit@s simple enough for both user groups.
Figure 6.1 shows a quick overview of all questiarsed in the study. The first research
question was created to learn, if it the editaasy to pick up for inexperienced users. This is
because SFP might not be done by experienced Mvtudd users. Neglecting inexperienced
users would lead to beginners needing help fromnieal personal in order to create an SFP.
But excluding experienced users would also be nappropriate approach. A program may
be usable for beginners, but would miss out on tfanality for experienced users. This is
why the second question exists. The third was thm focus of the study. It revolves around
comparing the editor with already existing toolsONVL. This should show, which one is
easier to use for both types of users and how ntlieheditor can improve the process of
building and maintaining a virtual world. The fdurjuestions deals with world creation. It
asks how much the editor can help with the workshtion process and its maintenance. The
last question investigates the possibility, whetier editor can fully substitute OWL during
world creation or not.
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Nr | Question

Is the editor prototype easy to use for peopthaut much computer knowledge?

Is the editor prototype easy to use for peopth high knowledge revolving around computers?

Which is easier to use: The functions OWL offerspr the prototype?

Can the editor aid with the creation and maimepaf a virtual world?

A | W[IN|PF

Can the editor substitute OWL completely durirgyld creation?

Table 6.1:The research questions asked during the study,enherthird question was the main focus.

6.2.2 Setup

The study was done in a thinking aloud setting, rehest users will get a set of predefined
tasks to execute in OWL and the editor. Duringttst, the users were encouraged to speak
out every thought they have. The users were filmleding the test sessions and the screen
was captured. The users had to complete four diffetasks in a certain amount of time as
show in Table 6.2. Task 3 is listed twice, becansarder to see which tool is easier to use,
the subjects had to use both, the editor and OWL.

Patrick

Figure 6.11: The test environment for the first three tasks.

The first test group was only allowed to use OWLtask 2 and 3 and then they switched to
the editor. The second test group used the edi&irdnd then switched to OWL. The first

task, as shown in Table 6.2, was created to makesubjects familiar to the controls and

workings of both OWL and the editor. The point betsecond task was to examine the
subjects durring moving and rotating objects inwwld. The third task was to make them
learn to copy objects and to set rights. The kasit should teach them how to import objects,
load and save a world and incorporate the actibag tearned in previous tasks. The test
environment for task 1-3 was a school room, whichtained only one a small amount of
objects (Figure 6.11). For the last task an empdyrr was provided for the subjects to import
objects. The objects they had to import were hacled before the study started, so that
every user had the same objects to work with. Eigut2 shows the whole test environment
in the editor. Because the building is also analjethe world, it was also displayed as such
an entity in the editor. And because the editor $@$ed objects in ascending z-axis before
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the study, the building blocked the view to evetlgen object. This can be seen in Figure
6.120n the left side. In order to see the reshefdbjects, the building had to be hidden. This
decision was made deliberately in order to se#)dftest users would grasp the concept of
hiding objects.

Nr | Task Time

1 Look around Open Wonderland and the editor fiemaminutes. 8 min

5 The world is filled with a couple of class room etlis. There is a desk, some chairs and othémin
objects. Please clean up the class room.

3a Now the room is clean, but a classroom needs nhaire dne desk and 2 chairs. Please maké& min
more of them. Also make it so that only you arews#d to move the desks.

TOOL CHANGE

3b Now the room is clean, but a classroom needs nhaire dne desk and 2 chairs. Please maké min
more of them. Also make it so that only you arews#d to move the desks.

4 Build your own future living room with objectsquided to you, then save and load it. 10 min

Table 6.2:The tasks for the test users.

.| i'l

Figure 6.12: The test environment in the editor at the staft)(fnd after hiding the building (right).

The study consisted of 10 test users, which wereiited through asking through friends and
acquaintances from different areas of life, likboie students. Before and after the tests the
users had to answer a questionnaire, which caourefin Appendix A. As shown in Table
6.3, the age of the testers ranged from 21 to &0, am average of 25,5. The study consisted
of 70% males and 30% females. 30% of the subjeete wmployed, the remaining 70% had
studied at universities. To keep the ratio betwegperienced and inexperienced testers
balanced, only 50% of the test users came fronctmeputer science field. The other 50%
came from different fields of study, or employmehidetailed depiction of all fields is shown
in Figure 6.13. The main objective for the inexprded group was to gather as much
different fields of expertise, without much in-deptomputer knowledge. Many of these
fields include computer usage, but the understandirit does not reach deep enough to call
them experts on this sector.

Average age | Lowest Age | Highest Age | Male/Female %-ratio | Employee/Student %-ratio
25,5 21 30 70/30 30/70

Table 6.3:General test user information
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Field of Study/Work O Computer
Science

B Electronical
Engeneering

O Architecture
O Physics

B Performing
Artist

@ Office
Management

Figure 6.13:Field of study, or working field of the test users.

As shown in Figure 6.14, the average computer usagige subjects per week was between
10 to 20 hours, with an estimated internet usaggetof10 hours. Most of this time was spent
for emails and instant messaging. Only a few ofmipayed video games more than 1 to 5
hours a week. Even less were playing MMOs. Only ainine users was spending time with
virtual worlds outside work. Most of the subjectsdha spare awareness of virtual worlds.
They did not know what to make of them and theyeesly did not know what to use them
for. A great number of them did not see many opputies outside of gaming. Before
showing the subjects the editor, they were askéuht \they would expect from such a tool.
Most of the subjects stated, they would like toéhavclear and easy to use interface and it
should offer a good overview of the virtual world.
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Figure 6.14: Average computer usage of the test subjects pek wee
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6.2.3 Findings

A majority of subjects thought the editor was easieuse, as shown in Figure 6.15. Also
many of them would prefer the editor to build awal world instead of using OWL. Some of
them even stated they would use both. One testaiatyd that she would likely use both,
because both had their advantages over the othgureF6.16 shows a more detailed
feedback. Many users strongly agreed that the redédis much more user-friendly than OWL.
The results also show that the editor was perceagedot very time consuming by them. The
features of the editor were also more self-exptawyaand more logical than OWL. The users
felt the editor was more familiar in its functionBhe differences in the category "Usage
without any knowledge" are not as far apart ashan dther categories. This means both the
editor and OWL would need someone to teach thesudketheir functionalities.

What would you use to build a

What was easier to use?
world?

OowL
0O OWL B Editor
W Editor OBoth
Figure 6.15: Feedback for OWL and the Editor
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Figure 6.16: Detailed feedback for OWL and the Editor (1 is sty agree, 5 is strongly disagree)

Figure 6.17 shows a more detailed view on the aliffy the users had with certain
operations. OWL has an average difficulty for mayircopying and importing objects.
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Setting the rights, saving and loading was verfidaliit according to the test users. All these
operations were described as very easy in editotofype by contrast. It is also worth
mentioning that the group that worked with the ediirst did not like it as much as the group
that came from OWL to the editor. Another intemegtiobservation is that users with
computer science background had a lot more trowbl&ing with both the editor and OWL

than other subjects.
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Figure 6.17:Difficulty the test subjects experienced for certaperations (1 is easy, 5 is hard)

There are a number of observations that came upgitire tasks. Usually the duration for the
simpler tasks was much longer in OWL, especiallemwlooking at the best times, which are
shown in Table 6.4. For task 4 the times were ypreiich all near the 10 minute limit. The
subjects needed a lot more assistance in OWL nthre complex operations, like setting
the rights, or exporting the world. Without anystithe subjects would have only stumbled
upon the solution with sheer luck, which did alsppen. Table 6.5 shows the best and the
worst times the users needed for completing thiestaBhe reason why both the editor and
OWL have the same worst time is that at least ese ier task had to be aborted, due to
reaching the time limit. But comparing the bestestmakes it clear that the first two tasks
can be solved in a much faster way with the helfhefeditor. Only task 4 had similar times.
The success rate, which is the amount of testsathatnot aborted due to the time limit, was

much higher in the editor.

Task Max Average Standard Average | Standard Deviation
Time Time OWL | Deviation OWL | Time Editor Editor
2 4:00 3:54 0:12 3:04 1:06
3 5:00 4:59 0:01 3:08 1:29
4 10:00 9:53 0:14 9:36 0:25
Table 6.4: Averaged completion times for tasks 2 to 4
Task Best Time | Worst Time Best Time | Worst Time Success Success
OowL OWL Editor Editor Rate Owl | Rate Editor
2 3:32 4:00 (aborted) 1:01 4:00 (aborted) 20% 60%
3 4:58 5:00 (aborted) 0:59 5:00 (aborted) 11,11 % 0%8
4 9:25 10:00 (aborted 9:03 10:00 (aborted) 20% %50

Table 6.5:Best and worst completion times for tasks 2 to 4
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The biggest problem for the subjects in OWL was pleespective. Moving one object is
simple in OWL, but if the avatar stands in the di@ of one of the axis, the object
movement will slow down significantly. Moving thehair in Figure 6.18 on the red axis
would result in a very slow position change. Therefthe subjects had to move the avatar
constantly around. Due to the perspective, they bl to move, because they often could
not see whether the object was placed in the gghkittion. So they had to move closer or shift
the perspective to inspect their work. While movihgy suffered from another disadvantage
which is the camera. Sometimes the camera wentghravalls, so subjects were not able to
see their avatar. Other times it would zoom toselto the avatar, so they could not select
anything, because of the avatar's hitbox or a blaltking their actions. Another problem, a
couple of subjects had, was to get rid of the fiansation axis that would show up during
editing an object (the arrows in Figure 6.18). Asaietimes the boundaries of these axes
would be huge in their proportions. In those ca#ies subjects had to leave the house to see
the rotation axis. The menu bar for selecting ttié @peration (move, rotate and scale) was
also not clearly visible for a couple of subje@®me of them also tried to select multiple
objects. Such an operation is not possible in thedatself, which they really did not like.

Patrick

Figure 6.18:Moving the object in the direction of the red arrisvélow, when using this perspective.

Minor confusion arose with the duplicate functidiis function creates a duplicate in front
of the original object. Many subjects stated thé ts annoying because they had to move the
object to its location after duplicating it. Anothproblem was making more than one
duplicate from the same original. In that casedalplicates share the same position. The
subjects did not figure out that there was more thr@e duplicate. They only found out when
they tried to move one duplicated object and saavatier ones. It was also frustrating for
some users to only be able to duplicate one olgeeattime. The grouping mechanic in the
object editor was another feature the subjectsndicknow of until explained. Some of them
stumbled upon it and did not know what to maketoGieneral speaking, many users stated
that OWL was not intuitive. Few also stated thawvé#s cumbersome to use and that many
operations were difficult to find. One subject sththat the menu structure of OWL is too
unclear and has too much overlap. Therefore it i@adverhaul.

But the editor also has some room for improveme&he first task the subjects had to do
within the editor usually tended to take much mioree, because the subjects were confused
by the lack of objects, because the building waslbhg the view to the other objects. As
stated in chapter 6.2.2, this was intended tofseeople would understand the hide mechanic
in the editor. Because they only saw the houset mbghe subjects thought, they had to
import the objects somehow. The editor was improwedhow objects overlapped by other
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objects. Another problem was that the house wag oné block, because objects are not
displayed as renders of the original object. It wasd for subjects to imagine the room they
were working in, because of the missing walls. ggime editor for every operation was also
hard. The barebones graphics made it hard for sisbj®@ see the alignment of objects,
resulting in rotating them in wrong directions. Almer huge problem was the z-axis, which
was difficult for the users to work with, when onlging the editor. This was obvious during
Task 4, where the subjects seemed to need morettirbeild a room. Furnishing it was
looking easy in the editor, but when the subjeeis to go back to OWL to see their creations
many objects were floating in the air or were adignn the wrong direction. So they had to
switch constantly between editor and OWL to seer tbhbhanges in the z-axis. Another
problem occurred during importing. Many subjecid overlook theChoose Locatiotbutton,
where they would have been able to pick the posiifcthe imported object (see Figure 6.19).
Another instance where subjects would overlookttobhuvas during the rotation of an object.
Many subjects had troubles in finding the confinmatbar at the top tool bar, or the message
in the bottom tool bar. Some of them did try ou¢ Return-key instinctively, which was
already implemented as a way to confirm the opamatthers tried to click with the mouse.
This was also implemented after the evaluation, revhe right mouse click applies the
rotation. The zooming implementation was also quigd. At the time of the evaluation the
mechanism only zoomed to the center of the framaetathe mouse position. Many subjects
were used to zoom to the mouse, so the implementatas changed afterwards.

ISTEY
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T No image
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Figure 6.19:Choose Locatiomvas missed by nearly everyone when importing geablfor the first time.

The evaluation also included tl#andard Usability ScaléSUS), which the subjects had to
fill out twice, once for OWL and once for the editdhe results show that the editor has a
much higher usability score (see Table 6.6), whiels also expressed by many users. Many
stated that the editor was easier and faster toSm®e features were hard to find in OWL.
But they also liked the fact that changes can ben sdirectly in OWL during object
manipulations. The subjects were able to see thmn rihey were building, they did not have
to imagine it, contrary to the editor. But as siadbefore, both systems have their limits. Even
if the editor is easier to pick up and to use faexiperience users, it is no substitute for the
tools OWL offers. Creating a world in the editooré may be difficult and cumbersome,
because of the missing z-axis in the two dimensivigav. But one subject stated that it is
also hard in OWL, because he did not know whenadthject was standing on the ground.
Sometimes it was floating just above it and otimaes it went too far into it. All in all, many
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subjects suggested a combination of both: Usingthker for constructing a rough outline of
the world and OWL for fine tuning. The editor alomeuld not suffice to create a virtual

world. It should be noted, that the subject of flilet test used a combination of both, the
editor and OWL, for task 4 and achieved a time :682minutes, which trumps every time
accomplished by other subjects. The high timesédditor are due to the z-axis problem.
Subjects working with OWL did build their room fast but had troubles in finding the

mechanism to export and re-import their creation.

Question Average OWL | Average Editor
| think that | would like to use this system freqtlg 2,7 3,4
| found the system unnecessarily complex 3,4 1,3
| thought the system was easy to use 2,7 4,5
| think that | would need the support of a techhperson to be able td 29 14
use this system ' '
| found the various functions in this system werdlwtegrated 2,8 4,4
| thought there was too much inconsistency in slgigem 2,4 1,2
| would imagine that most people would learn to tée system very 34 46
quickly ' ,
| found the system very cumbersome to use 4 2,1
| felt very confident using the system 3,2 4,1
| needed to learn a lot of things before | coultigmng with this 21 14
system ' ’

SUS Score 51,75 84

Table 6.6:SUS Results (1 is strongly disagree, 5 is stroaghee)

As for the five research questions, the first tvam de answered with a yes. Both groups,
inexperienced as well as experienced users werdyraide to complete the tasks, or came
close. The third question, if the editor is easteuse than OWL, can also be answered with a
clear yes. Both the users themselves and the SO8 8tat they prefer the editor when it
comes to usability. The editor can also help witl treation and maintenance of a virtual
world, because many of its functions are a lotezatsian their OWL counterparts. Only the
last question, whether the editor can fully sub&itOWL must be answered with no. Because
both offer different perspectives on the world, bdiave their advantages and their
disadvantages. In order to fully substitute OWIg #dlitor needs further work.

6.2.4 Future Work

One drawback of the editor is its current represt@ot. Take the example of a house, which
will always be a grey block, because it is a whaolgect in OWL. Even if the house has
different rooms, they will not be shown in the editAlso object alignments are hard to tell.
So, instead of using grey shapes, a two dimensiamalering of the objects would be much
easier to work with. This was also expressed byynsabjects. The second troublesome point
was the z-axis. Some subjects stated that a mechiaai would align objects directly to
objects underneath would be desirable. But the lenotwith such a mechanic lies in the
difficulties to know whether the big object is sdhiag like a room, or a solid matter like a
brick. In a room or a house it is possible to plabgcts directly in it. Placing an object in
solid matter, like a brick, should not be possil8e. therefore a distinction has to be made,
whether objects can be placed in, or only on tojteshs. This may be realized within the
editor, where users can set a variable which segtdietween hollow and solid. This variable
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should also be created as a cell capability in OWhe subject stated that multiple views

would also provide a better overview, especiallyewlt comes to the z-axis. Some subjects
also wanted to be able to create a layer struclume. could be very useful. For example, one
layer could be used for buildings, a second lagetdrge objects in them and a third layer for
tiny objects standing on top of the large oneshtiuld be noted that using a layer structure
would also need them to be linkable. For instaridbe objects layer is linked with the house

and the house is moved, the objects should alsmdyed. This can be connected with the
grouping mechanic in the OWL Object Editor.
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Figure 6.20: A navigator like the one in Photoshop (top, rigtauld improve the world's overview.

One user stated that the current editor would kel dor building something small, like a
room or a house, but for a whole world, he missgseskind of overview. For large worlds,
he would not be able to see quickly where he ctiganakes his changes. Some kind of
navigator would be thinkable, like in Photoshope(d&gure 6.20 for an example). This
navigator would show the whole world and the curfeamme position users have in the word.
Also the "Choose Location” button in the importnfie was overlooked by many subjects.
There needs to be work done in that direction temoving the whole position part and just
let users pick the position after they clicked @i€ button. Another user stated it would be
good if there was a button in both the editor afLOto switch between them. This idea
could be expanded to an option, where the usetschn a space in the editor and the avatar
will be teleported right there. A raster or an optto snap objects to other objects was also
desired from a couple of subjects.

6.3 Discussion

In order to make the creation of a virtual worlégahe editor was kept as simple as possible.
There are only a couple of functions the editorpsufs. These are importing, moving,
transforming, copying and deleting objects. Itlsogpossible to set rights of objects and load
and save the current world in a file. A usabilitydy was conducted in order to find out if the
editor was easier to use than the tools integrate@WL. The study showed promising
results. Many subjects felt the editor was mucheeas understand and to use. But there was
also room for improvement. Some minor issues waewed and corrected after the evaluation.
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As it stands now, both OWL and the editor havertiieengths and their weaknesses. OWL is
less intuitive and it takes time to do most of sivaple operations, but in contrast it is easier
for users to see their changes and imagine theildwiey are building. The editor is much
easier to use, but because of the two dimensios@ppctive it misses out on the z-axis,
which is impossible to mimic in this kind of vieBo objects placed in the editor may fly in
the air and users are only aware of this, aftey thepect the object directly in the virtual
world. This problem could only be avoided by imp#ating another perspective in the editor.
But that should not be necessary, because it wmeikelasier to just go into OWL and edit the
object there.

At this stage, the editor is not a substitute foeg OWL tools, but it can accelerate certain
tasks, especially copying objects and setting thglrts. A combination of both can lead to

the best results. The editor should be used fochanges, whereas OWL could be used for
quick and basic changes. The next big step in theeldpment of the editor would be to

replace the current object representation with a&tdler of the object. This would alleviate

the problem of users not knowing which orientatiloa object currently has. It would also be

easier for users to imagine the world they areerily building.
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7 Lessons Learned

This chapter provides the knowledge that has beaméd during research, implementation
and testing. The theory part will focus on the gmbs/ of SFP in virtual worlds, while the
implementation part will discuss some of the diffices of the prototype development. The
evaluation part will close with a short abbreviatif the findings learned in the user study.

Theory

Creativity is one of the most important driving s of human kind. How powerful
creativity can be, is seen in the influence it basdevelopment of new products and ideas.
Many of these ideas stem from Sci-Fi works. Thigv&lent in the new approach of SFP,
which is, in short, a Sci-Fi work revolving arouadsingle science fact. Currently SFP is
mostly used within non-interactive media, like seror films. Virtual worlds could provide
another possibility to house a SFP. There are pleinpossibilities for creativity and research
in virtual worlds. Combining both research and tvég possibilities could be the basis of
interesting SFPs. Behavior of people could be ofeserather than imagined, which can be a
great advantage when developing technology fomtmr future. But there is a reason why
virtual worlds are not commonly used. Virtual warldre hard to get into. There is a lot to
learn and the tools, virtual worlds offer, are nser-friendly for the most part. Building a
world can become quite cumbersome without the bkgaditional tools. As shown, there are
procedural methods which can help with the creatiom world. The problem with these tools
is that they are automated. If users want to makages by hand, they again have to resort to
using the tools the virtual world platform offefBo help alleviate this task, tools are also
needed for helping users making their changesttirekn editor like program which shows
users the world from a birds-eye view would be desindesirable tool, because it would be
familiar enough to be easy to use. Therefore atoegrototype for OWL was developed.

Implementation

The most important part of developing a prototypthe proper selection of the structure. The
three separate entities, adapter, data and graphade it easier to react to changes during
development. Decoupling the editor part from thepadr was a great idea. It had the
advantage of creating a dummy adapter, which sitedla server with a couple of predefined
objects. This dummy adapter was a huge time saause changes to the editor's GUI could
be made quickly and without starting OWL. The titoestart OWL, upload a new version of
the prototype and then start the client may nothag¢ long, but when you have to do this
constantly it will add up. Another advantage of thenmy adapter was debugging. Because
OWL does not feature a sys-out, only an error detuutgut, it was not possible in OWL to
make fast tests of new features. So without OWLlrkig on the editor was a lot faster.

The adapter part for OWL is relatively easy in stawe, but has probably the most complex
methods. While most of the easier functions codddused from OWL's Object Editor, with
slight alterations, there were a couple of openatithat could not be implemented that easily.
Like the representational image for example. That fdea of storing the image of a cell in a
capability was not possible due to the limits OVt an capabilities. So the next idea was to
store the image on the server and store its IDrieva capability. Unfortunately OWL did not
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allow for a shared folder using its default storagechanism. There were two options. The
first was to implement a much more complex savelaad function. The second was to store
the images in the user directory of the current,ustich is open to everyone. The second
option was chosen to keep the program as simplé aseds to be. One of the main

difficulties within the adapter part was to tramrsficall the data from OWL in such a way the
editor needs them. The biggest obstacle in thim8dn was the different coordinate systems.
A coordinate translator had to be created to eas#ysform coordinates into editor

coordinates and back.

The design of the data component was really strdggtvard. It only stores all the necessary
information for the editor, so the server has wobe called every time something is needed.
In fact, the data component is mainly used for props and images, which in retrospect
could have been implemented in the shapes thensseéBeg this would have blown up the
proportion of the shape classes even further.

While the adapter and the data component are Btrengvard structure-wise, the structure of
the GUI did change several times. Packages grewntozh in size, so they had to be split in-
two. The resulting structure, while not perfectesl@llow for quick fixes and changes. The
problem that arose was the complexity. The strecisimot easy to understand, but affords
were made to name the packages in a way everyontl Wwoow what they would find in
each of them. The biggest problem of the presematias the missing Java libraries for
zooming in aPanel . Therefore this function had to be implementede Viewport changes
during zooming can become confusing, when implemgnthe scale. The zooming is
probably one of the more complex operations implaegkin the GUI part, which is due to
the consideration of many variables and two difiescales (the current scale and the scale
after the zooming). Implementing the 2D objects aig® a challenge, especially because the
objects had a scale on their own. So not only tbbaj scale, but also the object scale had to
be considered when drawing objects. Fortunately daes offer simple methods to transform
a shape. Unfortunately those methods did not alwayk as needed. The scaling of a shape
did always change the coordinates, which was neiratde. Therefore some methods had to
be implemented, which did offer the wanted behavior

Using the OWL server for synchronization was a galed, because the editor will always be
in sync with the virtual world. The implementatiohthe dragging shapes was a lucky find.
With their help, the editor could stay in sync, ighisers can make their changes in the editor.
So the synchronization with OWL was never a probtenbegin with. With this structure,
multiple users can build a world simultaneously.

Evaluation

The evaluation was made with the focus on usabilityis was done to understand the
difficulties people would have when being confrehteith the task of building a virtual
world. It was necessary to find out, how easy iulddbe for inexperienced users to create a
SFP in a virtual world. The evaluation featuredSSor both, OWL and the editor. While
the editor was significantly better in the SUS réhevere also some things it was not able to
substitute. The usage of the z-axis in the editas wumbersome for the subjects, because
they had to switch between editor and OWL consjattl see their z-axis changes. This
behavior is not desirable. Adding a different viewthe editor could solve this problem, but
as many subjects stated, it would be more comflart@bjust use OWL for z-axis operations.
Another problem the subjects pointed out was thatLGallowed them to better understand
how the room looks. They did not have to imagineTihe editor may never have this
advantage.
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Another disadvantage is the current visualizatiimee usage of blocks to represent items in
the world may be easier to implement, but usersiateble to see the orientation of objects.
This definitely requires further work. To make dtejuate, objects should be represented by a
2D rendering of them. Many subjects voiced theinmm in favor of this suggestion. OWL
did receive even more negative feedback. Creatimgrd, while running around with the
avatar, is hard because of the perspective. Thedslhad to change their position constantly
to make changes. Many of the options provided byLOMére not user-friendly and even
hard to find. A couple of subjects stated theilikigs for many operations in OWL. The
missing multi-selection was one of the featureglgesvery subject wanted to have. But they
also stated they would create their own worldhéyt had the time. Many of them would like
to use a virtual world for their own enjoyment, lawé discouraged by the complexity. They
think they need a lot to learn before being ablereate a world properly. The editor may
help them, which was also expressed by many of tHaum it would not be a suitable
substitute for OWL. Of course this is only logic&l.two dimensional representation of a
three dimensional world will always miss out on adimension. And it will never be the
same as walking around in the world. Therefore mlination as both, the virtual world as
well as the editor would be the best solution fownfor quick and efficient world building.
This was also shown by the subject of the pilot tesich had the freedom to use both
systems at once for the last task and achieveddéie result, which was approximately a
guarter of the time the others needed.
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8 Summary and Outlook

Creativity is an integral part of our society. ttronly helps people in their daily life, but it
can also create powerful visions of the future. S8R then be used to harness the ideas
created in these visions. Building a SFP shouldcabesasy task to achieve, given a high
creative potential of all participants. Creatingtary around a science fact and measuring its
implications on society sounds easy, but it neegiscal amount of imagination and creativity.
Seeing how people react to something that is nesipte yet can be a powerful help for
development. Virtual worlds are also powerful toa#ering interactivity, collaboration and
immersion. As the user study showed, few people hanowledge about virtual worlds and
they do not know what to make of them. In the siuldg subjects did not to see much use for
virtual worlds outside of gaming. Many of them sththat they could not imagine using them
for collaboration or communication. One reason tfuse uninformed claims may be the
complexity of current virtual worlds. There is a&kaof usability in building and changing a
world. Several approaches already exist which aaterworld building. This can be good for
creating a rough outline of a world, but changeségd have to be done by tools the virtual
world platform offers.

Making virtual worlds easier to jump in would halpaw in new users, which are currently
daunted by the idea of creating something in aiairtvorld. Many subjects of the study were
in favor of creating their own world just for furf, the process would not have been so
complicated. The automated world creation solutemesa good start, but there should also be
tools that simplify the manual tasks when doingciguihanges in the world. Good usability is
important for virtual worlds to be possible instremts for SFP. Because SFP is missing an
interactive part, they would benefit from usingtwal worlds. As for now, SFPs are only told
in a linear fashion and behavior of people hasecestimated. Therefore SFP is very static.
Putting a SFP into a virtual world would mean thabple can interact with it and researches
can observe their behavior. Therefore, behavigreaiple does not have to be approximated
by the SFP's author anymore. This approach wouldspecially useful for SFPs revolving
around society. Because virtual worlds are not ddunany laws of physics, ideas like flying
cars can be realized. Researchers could also oddiiey in order to build a SFP. Therefore
discussion about the SFP is promoted from the bagyn This is contrary to the normal
approach, where discussion is only intended foetieof the process.

In order to create a more user-friendly environnfentirtual worlds, an editor prototype was

created for OWL. The goal was to create a tool twhéceasy to pick up and does not need
much prior knowledge. Therefore its functions walgo kept to a minimum. Generally the

editor was received positively by most of the satgeThey commended the editor for its

easy interface and fast functionality. Especialg bption to select multiple objects was
praised, a feature which is not available in OWL.

But there is also room for improvement. The graphdesign needs to be changed. A 2D-
render of the objects would help people immenskgcause they would see the objects
alignment as well as rooms in buildings. It wouldoabe easier for users to imagine the
world. The current representation of objects isswaple for this. Another important addition
would be some kind of layering, where objects hameassigned layer and users can only
work on one layer at a time. Linking layers woulsicabe important. The third addition would
be a navigator, which would help users navigateehmgrlds. The editor can also not be used
for changing behavior of objects, which needs todome by creating capabilities. But
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capabilities are created directly in programmingglaage, which means inexperienced users
may not be able to do this. Therefore another edite prototype could be created which
covers behaviors and lets users change them wblsicommands.
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Appendix A: Questionnaire

Pre-Questionnaire

Age

Sex O female
O male

Field of Study

Highest Level of education

Working field
Research interests

How many hours per week do you usually 8 cl) 5
use a computer? 0 5-10

0 10-20
O more than 20

How many hours per week do you usually_Email

use technologies for

Instant-messaging
(ICQ, Facebook, ...)

0, 1-5, 5-10, 10-20, >2(
0, 1-5, 5-10, 10-20, >20

Communication/Collaboration with [\ice-Chat

0, 1-5, 5-10, 10-20, >2

others? Video-Chat

0, 1-5, 5-10, 10-20, >2

Forums

Newsgroups

0, 1-5, 5-10, 10-20, >2

Google Docs

D
D
0, 1-5, 5-10, 10-20, >20
0
0

0, 1-5, 5-10, 10-20, >2

other

How many hours a week do you use internet? 0. 1-5, 6-10, 11-20, more than 20

How many hours a week do you play video- 0. 1-5, 6-10, 11-20, more than 20

games?

How many hours a week do you play MMOS7 0. 1-5, 6-10, 11-20, more than 20

How many hours a week do you use virtual 0. 1-5, 6-10, 11-20, more than 20

Worlds (Second Life, OWL, etc)?

How many hours a week do you use0.1-5,6-10,11-20, more than 20

tools/programs to build or create 3
dimensional items?

How many hours a week do you use 2p0.1-5,6-10,11-20, more than 20

drafting tools/programs, like AutoCAD?

How would you define a Virtual World?
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Questionnaire

What do you expect from a Virtual World?

What would you use a Virtual World for?

Where do you see advantages using a Virtual
World?

Where do you see disadvantages using a
Virtual World?

What do you expect from a virtual world
editor?

What would you see a most important
necessity for a world editor?

What could the benefits of a Virtual World
Editor be?

What could the disadvantages of a Virtual
World Editor be?

How do you think such a tool may look like?

An easy to use interface is important for me, | (1, 2, 3,4, 5)
in order to build a world.

It is important to me, to be able to inspectmy | (1, 2, 3,4,5
creations in the virtual world.

It is important to me, to see my changes (1,2,3,4,5)
immediately.

Collaboration is important, when building (1,2,3,4,5)

virtual worlds.
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Post-Questionnaire

How was your first impression? good, neutral, bad

Why do you feel that way?

Would you use a virtual world?

To which fields do you think can virtual
worlds applied?

| would use it for communication (1,2,3,4,5)
| would use it for collaboration (1,2,3,4,5)
| would use it for meetings (1,2,3,4,5)
| would use it for learning (1,2,3,4,5)
The response time is accurate (1,2,3,4,5)
The interface is very stimulating (1,2,3,4,5)
The qlesign of the single interface elements is 1,2,3,4,5)
consistent

| did enjoy creating a virtual room (1,2,3,4,5)

| would build my own world, if | had the time | (1, 2, 3, 4, 5)

What kind of world would that be?

What do you think is easier to use? O Virtual World tools
O Editor

What would you use to build a world? The
editor, the Virtual World tools, or something
else?

Why?

What are the strengths of the editor compared
to the tools?

What are the strengths of the tools compared
to the editor?

What did you like about the virtual world
tools?

What did you not like about the virtual world
tools?
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Questionnaire

What would you improve?

Overall the virtual world tools were easy to 1,2,3,4,5)
use.

Overall, the tool's features were self (1,2,3,4,5)
explanatory.

Overall, the design of the tools was logical. 1,2,3,4,5)
Overall, | felt familiar with the way the tools 1,2,3,4,5)
were functioning.

Why? Why not?

| think, someone without any knowledge about (1, 2, 3, 4, 5)
virtual worlds could build a world using the

tools.

Using the tools was time consuming. 1,2,3,4,5)
Moving objects was easy (1,2,3,4,5)
Copying objects was easy (1,2,3,4,5)
Setting the rights was easy (1,2,3,4,5)

Answer only, if you completed Task 4 with the Virtwal World Tools

Saving the world was easy (1,2,3,4,5)
Loading the world was easy (1,2,3,4,5)
Importing new objects was easy (1,2,3,4,5)
What did you like about the editor?

What did you not like about editor?

What would you improve?

Overall the editor was easy to use. 1,2,3,4,5)
Overall, the editor's features were self (1,2,3,4,5)
explanatory.

Overall, the design of the editor was logical. (1,2,3,4,5)
Overall, | did feel familiar with the way the (1,2,3,4,5)

editor was functioning.

Why? Why not?
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| think someone without any knowledge about (1, 2, 3, 4, 5)

virtual worlds could build a world.

| think a 2D representation of the world is| (1, 2, 3, 4, 5)

easier to understand and to manipulate

Using the editor was time consuming. (1,2,3,4,5)

| think, | have seen all features of the editor. | (1, 2, 3, 4, 5)

Which features would you like to have in a
tool such as the editor?

Which features do you see as unnecessary?

| would prefer to see the objects in 2D rather (1, 2, 3, 4, 5)
than a representation of them.

| liked the graphical design of the editor. (1,2,3,4,5)
What would you change on the graphica

design?

The design is consistent. (1,2,3,4,5)

| would prefer to be able to change object ang
selection colors, text sizes and other visuals.

1(1,2,3,4,5)

I think a tool like the editor is necessary to
build a world.

(1,2,3,4,5)

The editor can accelerate the task of building
a world.

(1,2,3,4,5)

Do you have any other suggestions?

| was interested in seeing how the world woulc
look like that I have built.

(1,2,3,4,5)

Moving objects was easy (1,2,3,4,5)
Copying objects was easy (1,2,3,4,5)
Setting the rights was easy (1,2,3,4,5)

Answer only, if you completed Task 4 with the Virtwal World Editor

Saving the world was easy (1,2,3,4,5)
Loading the world was easy (1,2,3,4,5)
Importing new objects was easy (1,2,3,4,5)
| was not concerned about whether | would be| (1, 2, 3, 4, 5)

able to complete the tasks.

The tasks were fun.

The controls were easy to pick up.

(1,2,3,4,5)
(1,2, 3,4, 5)
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Questionnaire

There were not any particularly frustrating
aspects of the controls to get the hang of.

(1,2,3,4,5)

How immersed did you feel? (10 ... very
immersed; 0 ... not at all immersed)

0,1,2,3,4,5,6,7,8,9,10)

| was challenged, but | believed my skills
would allow me to meet the challenge

(1,2,3,4,5)

| knew clearly what | wanted to do

It was really clear to me that | was doing well

| felt | was competent enough to meet the high
demands of the tasks

(
(
(

AR
NN
w|w|w
INFNFS

NUCHC)

| had total concentration

| had a feeling of total control
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Virtual World tools

| think that | would like to use this system
frequently

(1,2,3,4,5)

| found the system unnecessarily
complex

(1,2,3,4,5)

| thought the system was easy
to use

(1,2,3,4,5)

| think that | would need the
support of a technical person to
be able to use this system

(1,2,3,4,5)

| found the various functions in
this system were well integrated

(1,2,3,4,5)

| thought there was too much
inconsistency in this system

(1,2,3,4,5)

| would imagine that most people
would learn to use this system
very quickly

(1,2,3,4,5)

| found the system very
cumbersome to use

(1,2,3,4,5)

| felt very confident using the
system

(1,2,3,4,5)

I needed to learn a lot of
things before | could get going
with this system

(1,2,3,4,5)

Virtual World Editor

I think that | would like to use this system
frequently

(1,2,3,4,5)

| found the system unnecessarily
complex

(1,2,3,4,5)

| thought the system was easy
to use

(1,2,3,4,5)

| think that | would need the
support of a technical person to
be able to use this system

(1,2,3,4,5)

| found the various functions in
this system were well integrated

(1,2,3,4,5)

| thought there was too much
inconsistency in this system

(1,2,3,4,5)

| would imagine that most people
would learn to use this system
very quickly

(1,2,3,4,5)

| found the system very
cumbersome to use

(1,2,3,4,5)

| felt very confident using the
system

(1,2,3,4,5)

| needed to learn a lot of
things before | could get going
with this system

(1,2,3,4,5)




