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DPD of a WLAN Transmitter

Abstract

Wireless local area network (WLAN) transmitters are designed to transmit data with high
data rates using high bandwidths. The transmitted signals are modulated using orthogonal
frequency division multiplexing (OFDM) to efficiently cover the whole bandwidth. Due to the
parallel transmission of different subcarriers, the signal is a superposition of all separate channels
and can have a high peak-to-average power ratio (PAPR) caused by constructive interference.
Therefore, the highest signal power level can be much larger than the average power and the
power amplifier (PA) can only be used within a certain range to avoid distortions. To increase
the performance of existing PAs, digital predistortion is used to compensate for the nonlinear
effects, which are caused by saturation and ensure a linear amplification up to the maximal
desired output power.

In this thesis, an existing 802.11n WLAN transmitter is analyzed and digital predistortion for
linearizing the transmitter is considered. The evaluation of the transmitter includes a detailed
study of the individual components of the transmitter and their interaction. It is shown that
the nonlinear behavior of the amplifier can be identified and compensated.
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Kurzfassung

Sendestationen von drahtlosen lokalen Netzwerken (WLANs) übertragen Daten mit hoher Trans-
ferrate und hoher Bandbreite. Zur effizienten Nutzung der Bandbreite wird das Signal mit Hilfe
eines orthogonales Frequenzmultiplexverfahren (OFDM) auf mehrere Träger moduliert. Durch
das Zusammenfügen der getrennt voneinander modulierten Teilsignale zu einem Gesamtsignal,
kann es durch konstruktive Interferenz zu hohen Leistungsspitzen kommen, die deutlich über
der durchschnittlich übertragenen Leistung liegen. Aufgrund der hohen Spitzen kann ein Leis-
tungsverstärker nur in einem bestimmten Aussteuerbereich betrieben werden, damit keine Verz-
errungen durch Sättigungserscheinungen auftreten. Um die Effizienz des Verstärkers zu erhöhen,
wird das Signal durch eine digitale Vorverzerrung (DPD) so verzerrt, dass die Nichtlinearität
des Verstärkers ausgeglichen wird.

In dieser Arbeit wird ein 802.11n WLAN Sender simuliert und mit Hilfe einer DPD line-
arisiert. Der Sender als Gesamtsystem und alle Einzelkomponenten werden untersucht und
evaluiert. Es wird gezeigt, dass das nichtlineare Verhalten des Leistungsverstärkers identifiziert
und kompensiert werden kann.
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DPD of a WLAN Transmitter

1
Introduction

Next generation wireless local area networks (WLANs) will be designed to allow a higher data
throughput by maintaining the frequency bands at 2.4 and 5 GHz. To achieve this goal the
bandwidth have to be increased and a higher order modulation have to be used. To ensure
a high spectral efficiency, orthogonal frequency division multiplexing (OFDM) is used for the
modulation which introduces a high peak-to-average power ratio (PAPR). Due to the high PAPR
the power amplifier (PA) can only be operated within a small range which leads to low power
efficiency. The larger bandwidth does also effect the requirements of the PA of a WLAN device
as memory effects may occur. Another requirement is the optimization of a WLAN device
in terms of size and power efficiency which is important especially for mobile communication
devices. To sum up, to efficiently handle high PAPR signals, the PA needs to be operated close
to or even in saturation which leads to nonlinear distortions.

1.1 Motivation

Digital predistortion (DPD) is a popular method to linearize PAs. There are many models
and structures which are used to find the DPD. This thesis aims for analyzing a given WLAN
transmitter, examine all system components and find the best possible DPD to increase the
overall performance of the transmitter.

1.2 Objectives

This thesis aims for optimizing a given IEEE 802.11n (802.11n) WLAN transmitter which is
given by a hardware radio frequency integrated circuit (RFIC). The goal is to simulate the
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1 Introduction

transmitter using MathWorks MATLAB© (MATLAB) and reduce the error vector magnitude
(EVM) for a output power of 17 dBm and 19 dBm. It will be shown that the performance can
be increased and the bounds which are given by the transmitter will be elaborated.

1.3 Thesis Overview

In the remainder of the introduction the most important definitions which must be considered
when dealing with WLAN systems. Then all relevant models which are needed to be considered
for the implementation of the system components and the nonlinear behavior are elaborated in
Chapter 2. Chapter 3 shows which things have to be considered before the identification can be
performed and which algorithm is used for the identification. In the end the given transmitter
will be examined in an ideal and an real scenario where the system and the inverse of the system
will be identified and evaluated.

1.4 WLAN Standard

WLAN is defined by IEEE 802.11 standards, which are created by the IEEE Working Group
for WLAN Standards1. The standard 802.11n allows a high throughput up to 600 Mb/s using
a bandwidth of 40 MHz in the 2.4 GHz and the 5 GHz band [1]. Next generations WLANs
(802.11ac) must be able to increase the throughput above 1 Gb/s, but do not extend the band
above the traditional 6 GHz WLAN band which can be achieved by modifying the 802.11n
standard. This section gives an overview on the most important specifications which are needed
for the thesis and an outlook to next generation WLANs. Further descriptions can be found in
[2, 3].

To ensure the backwards compatibility of the new standard details from the previous standards
are re-used. The bandwidth of the channels used in 802.11n [2] are specified with 20 and 40 MHz.
IEEE 802.11ac (802.11ac) must support those and an additional 80 MHz channel. To achieve
the highest possible throughput there are features like higher bandwidths (160 or 80+80 MHz),
the support of higher modulation (256QAM), etc. implemented which can be used optional. By
using the mandatory parameter a data rate of ∼293 Mb/s can be achieved.

1.4.1 Modulation

The wide channels used in WLANs are frequency selective. Due to the short symbol duration
which is caused by the high data rate and the frequency selectivity of the channel intersymbol
interference (ISI) can occur [4]. To eliminate this effect OFDM is used for WLAN systems
[3, 5, 6]. According to OFDM the wide channel is divided into smaller narrow-band channels
which can assumed to be flat. A serial to parallel converter split the data into a number of

1 http://grouper.ieee.org/groups/802/11/
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1.4 WLAN Standard

data streams which are transmitted parallel. Fig. 1.1 illustrates this parallel transmission in the
frequency domain.

ff1 f2 f3 f4 f5

Figure 1.1: Subcarriers of an OFDM signal.

An OFDM symbol can be mathematically expressed in base band as [5]

s(t) =
N−1∑
k=0

skϕk(t), for 0 ≤ t ≤ Ts (1.1)

where sk are the N complex symbols which will be transmitted,

ϕk(t) =

e
j2πfkt for 0 ≤ t ≤ Ts,

0 otherwise

for k = 0, 1, . . . , N − 1 and fk = f0 + k∆f . Further on Ts is the duration of the OFDM symbol,
f0 is the center frequency and ∆f represent the distance between two adjacent subcarriers. The
distance between the subcarriers must be high enough to not interfere with each other, which
is given by the orthogonality condition Ts∆f = 1.

The total signal length of an OFDM symbol is extended by a guard time Tg to decrease the
influence of delay spread on the wireless channel [4]. The guard time can be either a cyclic prefix,
a cyclic suffix or a combination of both and increase the total symbol time to T = Ts + Tg.

To avoid interferences with adjacent channels the subcarriers on the margin of the channel are
used as guard subcarriers and do not transmit information. The subcarriers in the center of the
frequency band are called DC subcarriers and are unused to avoid problems during digital/ana-
log and analog/digital conversions. All the subcarriers that are not used for transmission of
information are called null subcarriers. A list of the subcarriers for data transmission is shown
in Tab. 1.1.
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1 Introduction

Channel Size Number of Subcarriers Subcarriers Transmitting Signal

20 MHz 64 -28 to -1 and 1 to 28
40 MHz 128 -58 to -2 and 2 to 58

Table 1.1: Subcarriers per 11ac transmission bandwidth [2].

1.4.2 Transmitter Specifications

Spectral Mask

The transmitter of a WLAN device must insure to transmit within a defined spectral mask in
order to avoid interchannel interference (ICI). Fig. 1.2 shows the spectral mask which is used
in 802.11n. The frequency bounds, which are illustrated as A, B, C and D are specified for all
bandwidths in Tab. 1.2.

f

0 dBr

-20 dBr

-28 dBr

-45 dBr

A B C D

Figure 1.2: Transmit spectral mask definition in 802.11n.

Channel Size A B C D

20 MHz 9 MHz 11 MHz 20 MHz 30 MHz
40 MHz 19 MHz 21 MHz 40 MHz 60 MHz

Table 1.2: Frequency offsets for spectral requirements [2].

The new standard 802.11ac does not require the high attenuation above point D as the level
is reduced to -40 dBr which is discussed in [7].

Spectral Flatness

Inside the frequency band the energy of the subcarriers have to stay on a similar power level.
Therefore, the average of the subcarriers in the region of the inner subcarriers (Region A) is
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1.4 WLAN Standard

calculated. The energy of each subcarrier in 802.11n must lie within ±2 dB of the average energy.
All the other subcarriers defined in region B must be in the range of +2/-4 dB. Tab. 1.2 shows
the allocation of the subcarriers for the two regions. Like the spectral mask also the bounds for

Channel Size Region A (±2 dB) Region B (+2/-4 dB)

20 MHz 1 to 16 and -1 to -16 17 to 28 and -17 to -28
40 MHz 2 to 42 and -2 to -42 43 to 58 and -43 to -58

Table 1.3: Bounds for spectral flatness in 801.11n [2].

the spectral flatness are extended in 802.11ac. For region A the bound is ±4 dB and +4/-6 dB
for region B.

Output Power

The maximal allowed output power depends on the country where the transmitter is used. The
limits for the United States, Europe and Japan are defined in Annex I of [2]. The desired output
power of 19 dBm is below the maximal output power for all the country specific regulations and
is therefore no longer discussed.

Relative constellation error

The relative constellation error (RCE) gives the average root mean square (RMS) constellation
error of the transmitted signal. It is calculated by averaging the constellation error over the
subcarriers, the OFDM frames and the spatial streams whereby the number of spatial streams
should be the number of space-time streams [2]. The allowed RCE depends on the modulation
and the used coding rate and is defined in Tab. 1.4. A more general form of the RCE is the
EVM which will also be used in this thesis and is elaborated in Section 4.1.2 on page 28.

Modulation Coding rate RCE

BPSK 1/2 -5
QPSK 1/2 -10
QPSK 3/4 -13

16-QAM 1/2 -16
16-QAM 3/4 -19
64-QAM 2/3 -22
64-QAM 3/4 -25
64-QAM 5/6 -28

Table 1.4: Allowed relative constellation error in 802.11n [2].
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2
System Model

This section shows how the transmitter path can be modeled, shows how simplifications like
baseband modeling can be performed and what is needed to close the loop and identify the be-
havior of the transmitter. Furthermore all relevant methods are introduced how the nonlinearity
of the PA can be modeled.

2.1 Modeling the Transmitter Path

The purpose of a transmitter is s to transform the digital data to an analog waveform, which
can be transmitted over a wireless channel. Therefore the output of the transmitter has to be
an

• band limited,

• analog signal which is

• modulated to the radio frequency (RF) with

• high power.

A basic structure of such a transmitter is illustrated in Fig. 2.1. The input data, which is a

Symbol 
Construction

State 
Transition 

(filter)

Power 
Amplifier

Modulation
Signal 

Mapper
Data Input

Transmit 
Waveform

Figure 2.1: Block diagram of a transmitter [8]
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2 System Model

bit stream, is first grouped together to symbols by the Symbol Construction. Each symbol is
transferred to a predefined complex symbol state by the Signal Mapper to get complex values.
The State Transition converts the complex values to an analog band limited signal which will
be modulated to the desired carrier frequency by the Modulation and amplified by the Power
Amplifier.

The system model shown in Fig. 2.1 is a general approach and can be rearranged for a more
specific WLAN model shown in Fig. 2.2. The enhancement of the second model is that the
creation of the signal is combined in one block and the state transition is extended to a chain
of signal processing blocks to allow more flexibility and fulfill all specifications.

Upsampling & 
Interpolation

Pulse
Shaping

Modulation
Gain

Control
D/A 

Converter
Signal 

Generator
Power 

Amplifier
Transmit 

Waveform

Figure 2.2: Block diagram of a WLAN transmitter

On the next pages every system block will be introduced including the most important effects
of this block for the transmitter.

Signal Generator The whole process how to generate the OFDM symbol including Data Gen-
eration, Symbol Construction, Signal Mapping and the first part of the State Transition is
combined in one Signal Generator block. This allow to predefine different kind of input data
like OFDM Symbols, single tones, multi tones, etc. with pre-defined parameter like the signal
rate.

Upsampling and Interpolation This block is used to convert the input signal to the required
bit rate. A linear phase low pass (LP) finite impulse response (FIR) filter is used for the
interpolation.

Impact The upsampling produces images in frequency domain which must be filtered by a
LP filter to eliminate the influence. Fig. 2.3 illustrate the power spectral density (PSD) of an
OFDM input signal on the rate of 80 MHz and the signal after upsampling and interpolation
with 240 MHz. As the upsampled signal is used for the reference input, the identification will
always try to identify the images of the upsampling as well, even though they do not exist in
the output signal any more. Therefore, the performance of the identification can be increased
by either using an OFDM signal which is generated on the correct rate or filter the images using
another LP filter.

D/A Converter The digital to analog converter (DAC) converts the digital signal to the analog
signal domain. As MATLAB can only handle digital signals, the analog domain is modeled by
high oversampling of the signal which is illustrated in Fig. 2.4.

Impact As the DAC does only have a limited amount of bits the output is quantized which
can be seen in frequency domain as adding a noise floor. The signal power of the noise floor PN
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2.1 Modeling the Transmitter Path

(a)

(b)

Figure 2.3: PSD of the (a) OFDM signal, (b) upsampled OFDM signal.

Quantization Upsampling
Anti Imaging 

Filter
Zero Order 

Hold
SaturationInput Output

Figure 2.4: Block diagram of a DAC

can be determined by

PN = 20 · log
( 1

2Q
)

(2.1)

where Q is the number of bits of the quantizer.

Pulse Shaping The pulse shaping is realized by a LP filter and is needed to ensure the spec-
tral mask requirements which are given by the WLAN standard (see Section 1.4.2). In many
applications the pulse shaping filter is realized before the DAC to allow a simpler filter design.
If the pulse shaping is placed in the digital part, the analog part of the transmitter must be

June, 2013 – 9 –



2 System Model

linear enough to ensure not to violate the spectral mask on the output.

Impact To fulfill the required specifications the filter must have a steep cutoff. This behavior
improves the quality of the output signal of the transmitter without predistortion. As the DPD,
which have the task to compensate the nonlinearities of the PA is always in digital domain
and therefore in front of the DAC, the pulse shaping filter also cuts the out-of-band components
which were created by the DPD to compensate the nonlinearities of the PA. A detailed discussion
of this effect can be found in Section 4.3 on page 31.

Gain Control An analog gain control is used to allow the reduction of the transmitted power
without introducing additional losses due to quantization of the DAC. The gain control can be
adjusted from -6 to +8 dB in steps of 2 dB.

Impact The different gain settings do directly affect the PA as a higher gain in the gain
control leads to a higher compression in the PA and therefore a higher nonlinearity. For the
identification it is important to distinguish between the gain before the PA and the gain of the
PA to find an accurate model.

Modulation The Up-converter modulates the analog signal from the baseband to the high
frequency (HF) band. This device does also introduce a configurable gain of -3 and -15 dB. For
simple baseband simulations (see Section 2.1.1) the signal does not have to be modulated which
reduce this block to a simple gain stage. For simplicity the gain of the up-converter and the
gain control can be combined to one gain stage with one pre-gain parameter.

Power Amplifier The task of the PA is to amplify the signal to allow the transmission on a
wireless channel. An idealized amplitude characteristic of a typical PA is illustrated in Fig. 2.5.
To maximize the efficiency, the whole output range must be used which leads to nonlinear
distortions. These distortions provoke spectral broadening and must therefore be avoided to not
violate the spectral mask (see Section 1.4.2).

– 10 – June, 2013



2.1 Modeling the Transmitter Path

Input
O
u
tp
u
t

Figure 2.5: Typical AM/AM characteristic of a PA

2.1.1 Baseband Modeling

For a band limited RF simulation, illustrated in Fig. 2.6(a), the highest signal frequency is the
sum of center frequency of the transmitter f0 and the highest baseband frequency B, where
f0 >> B. According to the Nyquist theorem the sampling frequency must be

fs = 2 · fmax (2.2)

to guarantee a aliasing free calculation. Such a high sampling frequency leads to an inefficient

f0-B f0+Bf0 f-f0+B-f0-B -f0

(a)

-B B f

(b)

Figure 2.6: Frequency spectrum of RF- and Baseband model: (a) RF (b) Baseband

simulation as the frequency range 0 < f < f0 − B is unused. A more effective way is to shift
the frequency range to the baseband as no relevant data is in f0. The new frequency range
−B < f < B requires only fs = 2 ·B. In time domain the signal in RF band x(t) is represented
by [9]

x(t) = Re
{
A(t) · ej2πf0t+Φ(t)

}
= A(t) · cos (2πf0t+ Φ(t)) (2.3)

where A(t) is the amplitude and Φ(t) the phase of the signal. By changing the amplitude and
the phase to real- and imaginary, the equation can be rewritten as

x(t) = x̃r(t) · cos (2πf0t)− x̃i(t) · sin (2πf0t) (2.4)
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2 System Model

where the signal x̃(t) is the original complex baseband signal

x̃ = x̃r + x̃i (2.5)

modulated with the carrier frequency f0. As seen a real valued signal in RF band can be
transformed to a complex valued baseband signal.

A spectrum of a RF signal is always symmetric around 0 Hz. If this spectrum is shifted from
RF to the baseband, it is not necessarily symmetric any more.

Modeling of a Band-pass System A band-pass system in RF can also be shifted to baseband.
The simplest case would be a linear time-invariant (LTI) filter h(t) with the corresponding
transfer function H(f) and a narrowband input signal X(f) [10]. The output can be described
by

Y (f) = X(f) ·H(f). (2.6)

For a baseband representation the filter must be shifted from the positive frequency domain to
the baseband. Therefore, the system can be

H̊(f) = 2H(f)u(f) (2.7)

where H̊(f) represents the analytic equivalent of H(f) and u(f) is the step function

u(f) =

1 for f ≥ 0

0 otherwise.
(2.8)

The analytical output can be calculated using (2.7) to

Y̊ (f) = X(f)H̊(f)

= 2X(f)H(f)u(f)

= X̊(f)H(f). (2.9)

Since there are no negative frequency components in X̊(f), H(f) can be extended to H(f)u(f).
Hence, (2.9) and (2.7) can be combined to

Y̊ (f) = 1
2X̊(f)H̊(f) (2.10)

which can also be written in time domain [10]

ẙ(t) = 1
2

∫ ∞
−∞

h̊(τ )̊x(t− τ)dt. (2.11)

The analytical signal and the filter can be also expressed by their complex envelopes [10]

x̊(t) = x̃(t)ej2πf0t (2.12)
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2.1 Modeling the Transmitter Path

which show with (2.11) that

ẙ(t) = 1
2

∫ ∞
−∞

h̃(τ)ej2πf0τ x̃(t− τ)ej2πf0(t−τ)dt

= 1
2e

j2πf0t
∫ ∞
−∞

h̃(τ)x̃(t− τ)dt

= ỹ(t)ej2πf0t (2.13)

and therefore the analytic output ẙ is a complex baseband signal which is centered around f0.
The baseband equivalent hBB(t) of the filter h(t) is

hBB(t) = 1
2 h̃(t). (2.14)

In the case of a nonlinear system the harmonics around 0, f0, 2f0, · · · which are produced
by the nonlinearity have to be taken into account. Fig. 2.7 illustrates the effect of nonlinear

0 ff0 2f0-f0-2f0 3f0-3f0

(a)

0 ff0 2f0-f0-2f0 3f0-3f0

(b)

0 ff0 2f0-f0-2f0 3f0-3f0

(c)

Figure 2.7: Frequency spectrum of a simple nonlinearity: (a) F{x(t)} (b) F{x2(t)}, F{x3(t)}.

distortion to a rectangular input signal spectrum. It can be seen that even- and odd order
distortions appear in different multiplies of the carrier frequency. The frequency band can now
be divided into zones (Fig. 2.8) where Zone 0 is the baseband and zone 1 the RF. Distortions of
odd order only appear in odd zones and distortions of even order appear only in even zones. If
the system is band-limited like the transmitter, the band limitation eliminates all zones except
zone 1. Therefore, only distortions of odd order can appear on the output and even order
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2 System Model

0 ff0 2f0-f0-2f0

Zone 1 Zone 2Zone 0Zone -1Zone -2 Zone 3

3f0

Figure 2.8: Zones in the frequency band.

distortions can be neglected. Using the derivation in [10] a nonlinear power series [11]

y(t) =
K∑
k=1

bkx
k(t) (2.15)

which in zone 1 can be transferred to the baseband form

ỹ(t) =
K∑
k=1
k odd

b̃kx̃(t)|x̃|k−1 (2.16)

where

b̃k = 1
2k−1

(
k
k−1

2

)
bk. (2.17)

As shown in this section the transmitter can be fully described using an equivalent baseband
model of the RF components. Therefore, all further elaboration will be done based on the
equivalent baseband model.

2.1.2 Transmitter Analysis

To identify the transmitter, the output signal of the PA has to be compared with the input
signal. Therefore, the amplified signal must be attenuated and converted to a digital signal. The
identification can learn the behavior of the transmitter using algorithms elaborated in Section 3.2
and compensate the nonlinearities by creating a DPD which is placed in the transmitter path.
The complete baseband transmitter using identification and DPD is illustrated in Fig. 2.9.

Upsampling & 
Interpolation

D/A 
Converter

Pulse
Shaping

Signal 
Generator

A/D 
Converter

Identification

Equivalent 
Baseband PA

Digital 
Predistortion

Gain
Control

Attenuator
Receiver Gain

Control

Figure 2.9: Baseband model of a transmitter using identification and DPD
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2.2 Modeling the Power Amplifier

Nonlinearities of PAs can be either modeled physically or empirically [12]. The physical model
means a circuit-level simulation, which requires some knowledge about how the PA is build.
This method can produce a model which high accuracy at the expense of high computational
complexity. Further on the resulting model is not flexible and can only be applied for this
special PA. The second approach is to see the PA as black box [13] where the input/output
(I/O) behavior can be observed. In this modeling approach there is no knowledge of the system
required, but can be helpful to find the appropriate model. The models used for behavior
modeling are elaborated in this section.

2.2.1 Volterra Series

A LTI System can be fully defined as [14,15]

y[n] =
∞∑

m=−∞
h[m]x[n−m] (2.18)

where h[m] represent the impulse response which needs to be

h[m] = 0 for m < 0 (2.19)

to be causal. Therefore, the sum in (2.18) can be limited to m ≥ 0. The length of h[m] can be
seen as the memory depth M . By setting the memory of the system to zero and extending the
characteristic of the system to be nonlinear, the system could be represented by

y[n] =
∞∑
p=0

cpx
p[n]. (2.20)

The combination of (2.18) and (2.20) leads to the general form of the Volterra series

y[n] = h0+
M∑

m1=0
h1[m1]x[n−m1]

+
M∑

m1=0

M∑
m2=0

h2[m1,m2]x[n−m1]x[n−m2]

+
M∑

m1=0

M∑
m2=0

M∑
m3=0

h3[m1,m2,m3]x[n−m1]x[n−m2]x[n−m3]

...

+
M∑

m1=0
· · ·

M∑
mP =0

hp[m1, · · · ,mp]x[n−m1] · · ·x[n−mp]

+ · · · (2.21)
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which can represent nonlinear time-invariant systems. The parameter of Volterra series hp[m1, · · · ,mp]
are called Volterra kernels and are linear, even though the whole system behavior is nonlinear.
Another way of expressing the Volterra series is using the Volterra operator

Hp[x[n]] =
M∑

m1=0
· · ·

M∑
mp=0

hp[m1, · · · ,mp]x[n−m1] · · ·x[n−mp] (2.22)

instead of the Volterra kernels. The use of the Volterra operator rearranges (2.21) to

y[n] = h0 +
P∑
p=1

M∑
m1=0

M∑
m2=0

· · ·
M∑

mP =0
hp[m1,m2, · · · ,mp]

p∏
k=1

x[n−mk], (2.23)

where P represents the order of the nonlinearity. The structure of the Volterra series using
Volterra kernels is illustrated in Fig. 2.10. The Volterra series can be shifted from passband

H1

h0

+x[n] y[n]

H2

Hp

Figure 2.10: Schematic representation of a volterra series.

to baseband using the knowledge of Section 2.1.1. Therefore, (2.23) can be rewritten to the
complex baseband form [11,16]

ỹ[n] = h̃0 +
P∑
p=1

M∑
m1=0

M∑
m2=m1

· · ·
M∑

mb p+1
2 c=mb p−1

2 c

M∑
mb p+3

2 c=0
· · ·

M∑
mp=mp−1

h̃p[m1,m2, · · · ,mp]

×
b p+1

2 c∏
i=1

x̃[n−mi]
p∏

k=b p+3
2 c

x̃∗[n−mk]. (2.24)

To visualize the Volterra kernels, a simple example using P = 2 and M = 4 is illustrated as

h̃1[m1] =


h̃1[0]
h̃1[1]
h̃1[2]
h̃1[3]

 , h̃2[m1,m2] =


h̃2[0, 0] h̃2[0, 1] h̃2[0, 2] h̃2[0, 3]
h̃2[1, 0] h̃2[1, 1] h̃2[1, 2] h̃2[1, 3]
h̃2[2, 0] h̃2[2, 1] h̃2[2, 2] h̃2[2, 3]
h̃2[3, 0] h̃2[3, 1] h̃2[3, 2] h̃2[3, 3]

 (2.25)
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where h̃1 is the first-, and h̃2 the second order Volterra kernel.

Summary The Volterra series is a powerful approach to model any kind of time-invariant
nonlinearities. The drawback of the flexibility is the huge amount of parameters which have to
be identified. Every kernel of order p has Mp parameter. Due to symmetry [17] the number of
parameters per kernel can be reduced to

Np =
(
M + p

p

)
(2.26)

independent parameters for the RF band and [18]

Ñp =
(
M +

⌊
p−1

2

⌋
⌊
p−1

2

⌋ )(
M +

⌈
p−1

2

⌉
⌈
p−1

2

⌉ )
(2.27)

for the baseband model. Despite the reduction the total amount of parameter N = ∑P
p=1Np and

therefore also the computational complexity in a Volterra series is growing rapidly by increasing
the order of the nonlinearity. To reduce the number of parameter different approaches are made
to simplify the full Volterra series to reduced- or pruned Volterra series models.

2.2.2 Memoryless Model

The easiest simplification of the Volterra series is the use without memory. This model is an easy
approach to allow modeling only the effects of the nonlinearity and is therefore often used in
combination with linear filter like in Wiener- or Hammerstein models [11, 13]. The memoryless
model can be expressed using a complex power series [11]

ỹMLP [n] =
P∑
p=1
p odd

ãpx̃[n]|x̃[n]|p−1 (2.28)

where ap are the complex valued coefficients of a polynomial. Therefore, this model also is called
memoryless polynomial (MLP). The realization of a MLP using a Volterra series changes the
kernels to

h̃p[m1,m2, · · · ,mp] =

ãp if m1 = m2 = · · · = mp = 0

0 otherwise,
(2.29)

which would simplify the example from (2.25) to

h̃1[m1] =


ã1

0
0
0

 , h̃2[m1,m2] =


ã2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 . (2.30)
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Summary The MLP is a good model to describe nonlinearities without any other effects. Due
to the simplicity the number of independent parameter is only N = P . This model is often used
when the nonlinearity can be split into a nonlinear part and an additional linear filter.

2.2.3 Memory Polynomial

Another pruned Volterra model which already includes memory is the memory polynomial (MP).
This model is often used for describing the nonlinear effects of PAs [11,12]. The I/O relationship
of a MP is given by

ỹMP [n] =
P∑
p=1
p odd

M∑
m=0

h̃p[m]x̃[n−m]|x̃[n−m]|p−1. (2.31)

The comparison with a Volterra series shows

h̃p[m1,m2, · · · ,mn] =

h̃p,m if m1 = m2 = · · · = mn

0 otherwise
(2.32)

and can be illustrated using example (2.25)

h̃1[m1] =


h̃1[0]
h̃1[1]
h̃1[2]
h̃1[3]

 , h̃2[m1,m2] =


h̃2[0, 0] 0 0 0

0 h̃2[1, 1] 0 0
0 0 h̃2[2, 2] 0
0 0 0 h̃2[3, 3]

 . (2.33)

Summary The MP is a popular way of describing the behavior of wideband PAs which are
affected by memory. The number of independent coefficients are N = P · (M + 1).

2.2.4 Quasi-memoryless Model

A system can be considered as Quasi-memoryless (QMM) if the memory is small enough that the
distortions only depend on the current input signal [19]. Such systems can be described by the
AM/AM conversation (AM/AM), and AM/PM conversation (AM/PM) which are elaborated
in Section 4.1.1 on page 28. The measurement of the characteristics can be easily performed
with a single tone sweep using a vector network analyzer (VNA). The I/O representation of the
QMM is

ỹQMM [n] = fA(|x̃[n]|) · ej·∠x̃[n]·fP (|x̃[n]|) (2.34)

where fA(|x̃[n]|) is the AM/AM and fP (|x̃[n]|) is the AM/PM conversation. For the realization
of a QMM, the AM/AM and AM/PM can be implemented using polynomials or Look-up tables
(LUTs). The LUT is often used in implementation on hardware due to their simplicity. On
runtime the LUT does not have to perform any complex calculations but find the right entry for
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the given input. The limiting parameter of the LUT is the numbers of entries as it is determined
by the physical memory which is used in the hardware.

Summary The popularity of the QMM is based on the simplicity of measuring the AM/AM
and AM/PM characteristic of PAs and the simple implementation. Due to the small memory,
which can be represented by the QMM it leads to good results for narrowband systems but does
not work for wideband systems.
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3
Calibration Methods

3.1 Preprocessing

The preprocessing is the first step of the identification with the goal of simplifying the later iden-
tification task by compensating the most significant linear differences between the I/O signals of
the transmitter. The default used block is illustrated in Fig. 3.1. Every step of the preprocessing
is separated to estimation and correction block to allow switching between different methods.

Preprocessing

Time Delay Gain Phase Shift

Figure 3.1: Preprocessing block.

Time Delay Due to the latency of the transmitter, the output signal is delayed compared
to the input signal (see Fig. 3.2). By compensating this delay during the preprocessing, the
memory of the identified model can be reduced. The estimation of this delay is performed by a
two stepped algorithm that first estimates the integer delay and then the fractional delay. The
integer delay estimation is achieved using a cross-correlation of the in- and the output signal.
A minimization of the cross-correlation, filtered by a fractionally shifted sinc is used for the
calculation of the fractional delay. After this estimation the algorithm shifts the time domain
signal by filtering the signal with a fractionally delayed sinc for the fractional delay and by
deleting the not needed samples for the integer delay. This operation does not introduce any
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3 Calibration Methods

additional phase shifts between in-phase and the quadrature component and does not change
the gain.

Time Delay

Figure 3.2: Illustration of a time delay.

Gain The gain correction normalizes the output signal so that the gain factor between the
input and the normalized output is around 1. For the estimation of the gain factor different
algorithms can be used. These algorithms define the linear range of the PA output signal and
the gain. Fig. 3.3 illustrates the gain correction for the maximum linearity algorithm which use
the gain factor

gmaxlin
= |xi|
|yi|

∣∣∣∣
|xi|=max(|X|)

(3.1)

and the maximum gain algorithm which use the DC gain of the PA. The advantage of maximum
linearity is the linearity of the whole signal range which can be realized by reducing the gain
of the entire transmitter. The advantage of the maximum gain estimation is that the slope of
the transmitter is linear up to a saturation point. Input amplitudes above this saturation point
cannot be amplified anymore and therefore stay constant on the output. To identify the PA
the maximum linearity estimation can be used to find the perfect inverse. As the aim of the
transmitter is not to reduce the DC gain of the PA, the perfect inverse must be scaled to adjust
the gain.

Input

O
u

tp
u

t

TX Path

Inverse

Gain = 1

(a)

TX Path

Inverse

Gain = 1

Input

O
u

tp
u

t

(b)

Figure 3.3: AM/AM characteristic with different gain-factors: (a) Maximum Linearity Estimation (b) Max-
imum Gain Estimation
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Phase shift The phase correction changes the phase of the complex baseband output signals
in order to be aligned with the phase of the input signal. This operation is realized by averaging
the phase shifts of all symbols namely

φ̂avg = ∠(XH · Y ) (3.2)

and is equivalent to a rotation of the whole constellation diagram which is illustrated in Fig. 3.4.

(a) (b)

Figure 3.4: Compensation of a phase shift: (a) before compensation, (b) after compensation.

3.2 Used Identification Procedure

The aim of a transmitter is to amplify the input signal with a constant gain factor. As shown in
Section 2.1 the PA does not have a constant gain in the whole input range. Further on there are
band limiting filters in the transmitter which lead to nonlinear distortions. To compensate these
nonlinear distortions the exact system behavior has to be known. A common way of identifying
the model parameter is to approximate them using approximation algorithms like least squares
(LS) or least mean squares (LMS) [20, 21]. For a good identification it is also important to
know how the unknown system looks and find a good behavioral model which represents the
nonlinearities as described in Section 2.2. The algorithm used to find the model parameters is
specified in this Section.

Least Squares Approximation The transmitter is assumed to be an unknown system H which
is illustrated in Fig. 3.5. The ideal output of this system should be an amplified, time delayed
and phase shifted version of the input signal x[n] which is represented as the desired output
signal d[n]. The error between the output and the desired output

e[n] = y[n]− d[n] (3.3)
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H

Ideal
TX Path

 
+

d[n]

y[n]
-

e[n]x[n]

Figure 3.5: Basic structure of a identification process.

is used to create the cost function Jk for the LS approximation which is defined as [20]

Jk =
k∑

n=n0

|e[n]|2 =
k∑

n=n0

|y[n]− d[n]|2 . (3.4)

The output y[n] can be calculated using [21]

y[n] =
M−1∑
l=0

x[n− l]hl (3.5)

where x[n] is the input signal and wl are the coefficients of the unknown system. This equation
can be written in matrix form

y = Xh (3.6)

where X is the matrix which holds input vectors for all the time instances. Similar to this the
desired output can be calculated as

d = Xw (3.7)

where w are the parameter of the ideal transmitter. By minimizing the cost function (3.4) the
outputs should become y ≈ d and the unknown parameter can be estimated. In MATLAB this
operation can be performed using the backslash operator [22] h = X \ d. To apply this method
on a Volterra series (2.23) the nonlinear problem have to be transferred to a linear matrix form

y[n] = xT [n]h. (3.8)

Therefore the vectors can be created as [23]

x[n] =
[
1, x[n], x[n− 1], · · · , x[n−M ], x2[n], x[n]x[n− 1], · · · , x2[n−M ], x3[n], · · ·

]T
(3.9)

and

h = [h0, h1[0], h1[1], · · · , h1[M ], h2[0, 0], h2[0, 1], · · · , h2[M,M ], h3[0, 0, 0], · · · ]T . (3.10)
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The output vector y can be calculated using (3.8), (3.9) and (3.10) to

y =


xT [0]
xT [1]

...

h. (3.11)

Due to the low complexity and the good estimation performance, the LS estimation is fur-
ther used for the offline identifications. For a real-time implementation a more sophisticated
estimation method must be used.
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4
Calibration Performance

In this chapter the simulation and evaluation is performed and discussed. To determine the
quality of the results all the relevant measurement methods are introduced first. Next the model
of the PA and the transmitter are evaluated to find the best possible performance which can
be achieved using the given models. In the end the transmitter and the DPD will be identified
using LS identification and the performance is evaluated for the desired output power levels of
17 dBm and 19 dBm.

For the input signal of the simulations a pseudo-OFDM signal is chosen to allow EVM measure-
ments. The detailed definition of this signal is shown in Tab. 4.1. According to this configuration
the EVM must be below -25 dB as specified in Tab. 1.4.

Power Modulation Code Rate Rate PAPR Symbols
-10 dBm 64-QAM 3/4 200 Mbit/s ≈ 10 dB 100

Table 4.1: Definition of the pseudo-OFDM signal.

4.1 Quality of the Measurements

This section introduces all tools which are required to analyze the performance of the transmitter
and the identification. The first part describes methods how characteristics can be illustrated in
plots and the second part defines figures of merits (FOMs). To describe the methods the vector
x is used as input signal and y is the output signal of the transmitter.
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4.1.1 Plots

Power Spectral Density The PSD is the frequency representation of the signal which gives
the distribution of the power in frequency domain. A simple way of calculating the frequency
response of a signal is using a Fourier transformation. In order to be able to measure data
directly from the PSD effects like spectral leakage and the scaling of the spectrum have to
be taken care of. To define the resolution of the fast Fourier transformation (FFT) a long
signal must be cut to smaller pieces which is done in a spectrum analyzer using a resolution
bandwidth (RBW) filter. In order to calculate the PSD with respect to one Hz and not the
input bandwidth, the signal has to be scaled [24]. Spectral leakage occurs when the signal is
not periodic within the FFT length and produces discontinuities at the beginning and the end
of the signal section. This effect can be avoided using a window function like Hann, Hamming,
etc. [25]. The multiplication of the window and the signal in time domain change the power in
the signal, wherefore another scaling factor [24] have to be taken into account. For an accurate
measurement the signal has to be normalized with respect to the impedance R which is used
in the hardware. Another approach of implementing the PSD using MATLAB is the pwelch

function. This function cuts the input signal to smaller segments and averages the segments for
a robust estimation of the PSD.

AM/AM and AM/PM A transmitter can be also evaluated by the AM/AM conversation
(AM/AM) and the AM/PM conversation (AM/PM). These plots illustrate the direct relation-
ship between the amplitude and the phase of the I/O signals. The two functions can be written
as

fA (|x|) = |y| (4.1)

fP (|x|) = ∠y − ∠x (4.2)

where fA(|x|) is the function of the AM/AM and fP (|x|) the function of the AM/PM. As this
plot is in time domain it is important to have no time delay between the I/O signals.

4.1.2 Figures of Merit

Signal Power The signal power describes the root mean square (RMS) power level of the signal
in dBm and is

Px = 10log
(
URMS(x)

R
10−3

)
(4.3)

where URMS(x) =
√

1
N

∑
x2, N is the length of the signal and R the impedance of the hardware.
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Peak to average power ratio The peak-to-average power ratio (PAPR) gives the ratio of the
peak power of the signal to the RMS power in dB and is defined as

PAPR = 20log
( max |x|
URMS(x)

)
. (4.4)

Signal to Noise Ratio The signal to noise ratio (SNR) can be calculated as

SNRdB = 10 · log
( ∑

x2∑
|y − x|2

)
(4.5)

and is used to compare the signals x and y. If the signals does match perfectly (x = y) the
SNR is infinity. The smaller the SNR, the more difference is between the signals.

Error Vector Magnitude The error vector is defined as the distance in the constellation diagram
between the original OFDM symbol and the received demodulated symbol which is illustrated
in Fig. 4.1. The error vector magnitude (EVM) is calculated by averaging the error vectors [12]

I

Q

I0 I

Q

Q0

Y

Ŷ 

E

Original Symbol

Error Vector
Received Symbol

Figure 4.1: Error vector of an OFDM symbol.

EVM =

√√√√√
∑
n
|y[n]− ŷ[n]|2∑
n
|y[n]|2 (4.6)

where y[n] is the measured output of the system and ŷ[n] the output of the model.

Adjacent Channel Power Ratio The adjacent channel power ratio (ACPR) gives the out-
of-band power of the signal with respect to the in-band power and is used to evaluate the
out-of-band behavior of the signal. It can be calculated by [11]

ACPR =

∫
adj

|Y (f)|2df∫
ch

|Y (f)|2df
(4.7)
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where Y (f) is the Fourier transform of the signal y. Fig. 4.2 illustrate the location of the main
and the adjacent channels.

f

Main
Channel

Upper
Adjacent
Channel

Lower
Adjacent
Channel

Y(f)

Figure 4.2: Main- and Adjacent channel.

Mask distance The mask distance d is the distance of the out-of-band signal to the spectral
mask which is defined in Section 1.4.2 on page 4. A positive d indicates that the signal power is
below the mask whereas a negative d indicates a mask violation.

4.2 PA Model

The model used for the PA is stored in a QMM-LUT with 265 entries using spline interpolation
which is created by an amplitude sweep measurement of a single tone on the RFIC. To get a good
fit the measured data was firstly fitted using QMM polynomials where the order of the AM/AM
polynomial is 7 and the AM/PM polynomial is 5. The fitted polynomials where converted to
a LUT for further calculations because operations like inverting are simpler to perform on this
model. The characteristic of the model is illustrated in Fig. 4.3 and the specifications of the
measured characteristic are shown in Tab. 4.2. By using the maximal output voltage and

Small Signal Gain 30.76 dB
Maximal Output Voltage 5.16 V

Table 4.2: Specification of the QMM PA model.

a defined PAPR the output power of a perfectly linearized PA can be calculated by rewriting
(4.4) to

URMS(y) = max |y|
10 P AP R

20
(4.8)

and using (4.3). Tab. 4.3 shows the resulting output power for a varying PAPR. It can be seen
that for the desired output power of 17 dBm the transmitter can be theoretically linearized.

– 30 – June, 2013



4.3 Idealized Transmitter

(a) (b)

Figure 4.3: Characteristic of the PA model (a) AM/AM, (b) AM/PM.

For a higher output power the idealized PA must be used in saturation wherefore clipping does
occur.

PAPR / dB Power / dBm
10.0 17.26
10.5 16.76
11.0 16.26
11.5 15.76
12.0 15.26

Table 4.3: Maximal output power for defined PAPR.

4.3 Idealized Transmitter

In this section the idealized transmitter is simulated to find the best possible performance of
the implemented MATLAB model. The system components are called idealized because they
are modeled by knowing all the parameter which means no identification will be performed in
this section. Therefore, the first step is to evaluate the performance without any predistortion.
In the second step the inverse of the PA model is created to equalize the nonlinearities. To
complete the transmitter the influence of the pulse shaping filter which introduces memory is
taken into account in the third step. A practical implementation of the DPD using a LUT does
only provide a limited amount of entries. Therefore, the last part in this section will evaluate
the influence of different sizes of the LUT and interpolation methods.

4.3.1 Performance Evaluation

The first step is to evaluate the performance of the transmitter without DPD for different pre-
gain levels. The structure used for the simulation is illustrated in Fig. 2.9 where no DPD and
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receive power control is used to see the influence of different pre-gain levels. The results of this
simulation are concluded in Tab. 4.4. It can be seen that by increasing the pre-gain, the total

Pre Gain /dB Output Power /dBm EVM /dB ACPR /dB d /dB
-11 8.46 -40.01 -39.03 10.92
-9 10.45 -39.11 -38.83 10.85
-7 12.44 -38.33 -38.62 10.80
-5 14.40 -37.19 -38.28 10.71
-3 16.32 -34.67 -37.37 10.42
-1 18.18 -30.62 -35.26 9.49
1 19.93 -26.03 -31.98 6.96
3 21.52 -21.66 -28.34 3.19
5 22.90 -18.81 -25.00 -0.71

Table 4.4: Simulation results of the transmitter (desired output power range in italic).

output power increases at the cost of EVM and ACPR. For the pre-gain of 5 the mask distance
is negative which means that the spectral mask is violated. Further on it can be seen that the
EVM for the pre-gain levels 3 dB and 5 dB are higher than the required -25 dB. The desired
output power can be achieved using pre-gain levels from -3 to 1 dB. Fig. 4.4 illustrates the
behavior of the output signal in frequency domain for two different pre-gain levels. Also here
the mask violation can be seen in the figure with the higher pre-gain.

(a) (b)

Figure 4.4: PSD of the transmitter without DPD and pre-gain of (a) -3 dB, (b) +5 dB.

To complete this analysis the effects in time domain have to be evaluated as well, which can be
done using the AM/AM and the AM/PM. These plots are illustrated in Fig. 4.5. The nonlinear
effect can be seen as the AM/AM is not linear anymore for the higher pre-gain levels. Another
effect which can be seen is that the AM/AM and the AM/PM are not thin lines any more
like in Fig. 4.3. This effect can either be caused by memory in the transmitter or by a timing
misalignment of the I/O signals. As the I/O signals are synchronized by the pre-processing
and the PA model is QMM this effect is caused by the memory of the pulse shaping filter. As
elaborated in Section 2.1 the pulse shaping filter can be also moved in the system chain into
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(a) (b)

(c) (d)

Figure 4.5: Evaluating influences of transmitter in time domain without DPD and pre-gain of (a) AM/AM:
-3 dB, (b) AM/PM: -3 dB, (c) AM/AM: +5 dB, (d) AM/PM: +5 dB.

the signal generator if the DAC ensures not to violate the spectral requirements. Therefore the
transmitter is simulated without the pulse shaping filter to proof that the other components of
the transmitter are memoryless. The results are illustrated in Fig. 4.6 and in Tab. 4.5. It can be
seen that the EVM and the ACPR decrease marginal as compared to the results from Tab. 4.4.
The AM/AM and the AM/PM shows that there is no more memory effect in the transmitter
path.

Bounds of the simulation To elaborate what is the best possible performance which can be
achieved using the implemented model the transmitter is simulated without PA. The pre-gain
does not effect this simulation as it is compensated in the receive path. The result of this
simulation is shown in Tab. 4.6. To find the limiting parameter of the simulation the resolution
of the DAC is increased to 16 bit. It can be seen that the higher resolution does decrease the
EVM. Therefore, the limiting parameter is the resolution of the DAC which is defined with
10 Bit.
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(a) (b)

(c)

Figure 4.6: Transmitter without pulse shaping filter, DPD and a pre-gain of +5 dB (a) AM/AM, (b)
AM/PM, (c) PSD.

Pre Gain /dB Output Power /dBm EVM /dB ACPR /dB d /dB
-11 8.66 -39.92 -36.79 7.99
-9 10.65 -39.05 -36.66 7.81
-7 12.64 -38.26 -36.52 7.60
-5 14.60 -37.03 -36.27 7.26
-3 16.52 -34.34 -35.58 6.87
-1 18.36 -30.20 -33.88 6.45
1 20.10 -25.62 -31.03 5.63
3 21.68 -21.30 -27.68 2.40
5 23.04 -18.61 -24.50 -1.52

Table 4.5: Simulation results of the transmitter without pulse shaping filter. (The region where 802.11n is
violated is represented italic.)

DAC Resolution /Bits EVM /dB ACPR /dB d /dB
10 -52.49 -39.91 11.32
16 -85.45 -39.93 11.32

Table 4.6: Simulation of the transmitter without PA.
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4.3.2 Ideal Inverse of the PA

The first goal is to perfectly compensate the nonlinearities of the PA by using all the knowledge
of the system model to create a perfect inverse of the PA for the DPD. Therefore, the pulse
shaping filter is assumed to be implemented within the signal generator and removed from the
transmitter. The performance of this system will be evaluated and is used as reference for
further simulations. In the second approach the pulse shaping filter is taken into account and
the differences in performance are elaborated.

Creating the DPD For the creation of the ideal inverse of the PA a QMM-LUT with 256 entries
and spline interpolation is used. The advantage of the LUT instead of a polynomial approach
is that the characteristic can be directly measured using an amplitude sweep of a single tone
without knowing the order of the nonlinearity. The concept how the amplitude predistortion
works is illustrated in Fig. 4.7 where X is the input signal and Y1 the output signal of the PA.
If the DPD is used before the PA, the output of the DPD is YDPD which is also the input of the
PA XPA. Y2 is therefore the output of the system where the DPD and the PA are used. The
overall characteristic of the system using the DPD and the PA is illustrated as red line which is
linear up to the maximal output of the PA. It can be seen that the Y2 equals the linear output
for the input X. In the transmitter the DAC, which have a limited input range, is between the
DPD and the PA. If the gain in the DPD is to high clipping occurs.

The DPD can be created by exchanging the input and the output of the original AM/AM.
As the new input vector is no longer linear, an interpolation must be performed to find the
inverse output of the desired linear input vector. For the inverse AM/PM the distortion of the
amplitude has to be taking into account. Therefore, the original AM/PM must be interpolated
using the inverse AM/AM characteristic as input to find the inverse AM/PM. The resulting
characteristics are stored in a LUT. Fig. 4.8 illustrates the AM/AM and AM/PM of the PA
without small signal gain and the resulting DPD. As the adjustment of the pre-gain change the
used range of the PA, the range of the DPD have to be adjusted as well for every pre-gain level.
This can be accomplished by adjusting the in- and output gain of the DPD which is illustrated
in Fig. 4.9. Using this technique, the DPD have to be created ones for a pre-gain of 0 dB and
the scaling is done afterwards.

Transmitter without pulse shaping filter The first simulation is performed without pulse
shaping filter and different pre-gain levels to evaluate the performance of the DPD. The results
of this simulation are shown in Tab. 4.7. It can be seen that for pre-gain levels below -3 dBm the
EVM is the same as if the PA where removed from the transmitter, which is shown in Tab. 4.6.
In this region the lower bound is limited by the quantization noise of the analog to digital
converter (ADC). A higher pre-gain leads to hard clipping of the linearized transmitter which
increases the EVM and decreases the mask distance. Due to this hard clipping the performance
of the linearized transmitter is similar to the performance of the transmitter without DPD for
pre-gain levels above 1 dB. The effect of clipping in the linearized transmitter is illustrated in
Fig. 4.10 where the PSD and the AM/AM for the output signal of different pre-gain levels are
illustrated. It can be seen that the simulation in (b) does have a higher output power, but also
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Figure 4.7: Principle amplitude distortion in DPD.

(a) (b)

(c) (d)

Figure 4.8: Amplitude- and Phase characteristic of the normalized PA and the DPD (a) AM/AM of the PA,
(b) AM/PM of the PA, (c) AM/AM of the DPD, (d) AM/PM of the DPD.
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DPDG -G

Figure 4.9: Digital predistortion using pre-gain adjustment.

Pre Gain /dB Output Power /dBm EVM /dB ACPR /dB d /dB
-11 8.66 -52.48 -37.32 7.49
-9 10.66 -52.41 -37.32 7.25
-7 12.66 -52.43 -37.31 7.96
-5 14.66 -52.48 -37.31 7.86
-3 16.66 -52.48 -37.32 8.33
-1 18.66 -46.43 -37.07 6.63
1 20.63 -32.71 -34.02 1.30
3 22.42 -23.81 -28.46 -3.46
5 23.90 -18.71 -23.89 -6.65

Table 4.7: Simulation results of the transmitter without pulse shaping filter using a DPD with 256 entries.
(The region where 802.11n is violated is represented italic.)

that the out-of-band distortion is much higher and violate the spectral mask. (c) illustrates
the perfect linearized output signal and (d) the linearized output signal with hard clipping. To
prevent the PA from clipping the PAPR of the signal have to be reduced to avoid high peaks.
Another possibility to avoid the hard clipping is to reduce the linearity of the transmitter and
introduce soft clipping.

Transmitter with pulse shaping filter The next step is to complete the transmitter by adding
the pulse shaping filter again and evaluate the performance of the ideal inverse of the PA and
the whole transmitter. Tab. 4.8 shows the performance for different pre-gain levels and Fig. 4.11
illustrate the PSD and the AM/AM of the pre-gain levels -3 and +5 dB. It can be seen that

Pre Gain /dB Output Power /dBm EVM /dB ACPR /dB d /dB
-11 8.46 -51.79 -39.49 11.35
-9 10.46 -51.53 -39.39 11.33
-7 12.46 -51.24 -39.25 11.31
-5 14.46 -50.43 -39.03 11.36
-3 16.48 -46.54 -38.15 11.22
-1 18.52 -36.19 -33.35 6.62
1 20.60 -29.52 -26.64 -0.94
3 22.56 -23.06 -22.08 -6.95
5 24.15 -18.42 -19.44 -10.72

Table 4.8: Simulation results of the transmitter with pulse shaping filter using a DPD with 256 entries. (The
region where 802.11n is violated is represented italic.)
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(a) (b)

(c) (d)

Figure 4.10: Evaluating the output of the ideal transmitter with DPD and pre-gain of (a) PSD: -3 dB, (b)
PSD: +5 dB, (c) AM/AM: -3 dB, (d) AM/AM: +5 dB.

the ACPR is better than in Tab. 4.7 for low pre-gain levels, but worse for high levels. The
EVM is always worse and the spectral mask is violated for pre-gain levels from 1 dB. As the
out-of-band distortions are filtered by the pulse shaping filter the input of the PA is only the
in-band-predistorted signal. To allow the compensation of the spectral regrowth the bandwidth
of the signal path should be at least five times the signal bandwidth [26, 27]. Therefore the
performance of the transmitter with the perfect inverse of the PA which is used as DPD is worse
for output powers above 20 dBm then the transmitter without any DPD.

As the transmitter is defined with the pulse shaping filter the next step is to compensate the
influence of the pulse shaping filter in-band that the DPD can compensate all effects of the PA
in this region.
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(a) (b)

(c) (d)

Figure 4.11: Evaluating the output of the ideal transmitter including pulse shaping filter, DPD and pre-gain
of (a) PSD: -3 dB, (b) PSD: +5 dB, (c) AM/AM: -3 dB, (d) AM/AM: +5 dB.

4.3.3 Ideal Compensation of the Pulse Shaping Filter

The pulse shaping filter is designed to eliminate the distortions above 20 MHz which means the
compensation filter should only equalize the in-band-effects whereas the out-of-band behavior is
needed for functionality. The compensation filter is designed using the inverse of the frequency
response of the filter below 20 MHz and a constant gain of 1 for the out-of-band region. The
frequency response of the pulse shaping filter and the inverse is illustrated in Fig. 4.12. For
the simulation the compensation filter is placed between DPD and DAC. The output of the
transmitter is determined in Tab. 4.9. Compared to the evaluation of the transmitter only using
a DPD in Tab. 4.8, the output power is similar weather the ACPR and the EVM are worse. This
impairment can be explained by the discontinuity of the transfer function which can be seen in
the PSD of the output signal which is illustrated in Fig. 4.13. Inside the frequency band the
output signal is compensated but the discontinuity on the edge does produce a worse output.

This result leads to the conclusion that the identification of the pulse shaping filter have to
be handled with care. The goal is to find a DPD which compensate in-band distortions because
out-of-band distortions which are generated by the DPD will be filtered.
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Figure 4.12: Frequency response of the pulse shape filter and the inverse pulse shaping filter

Pre Gain /dB Output Power /dBm EVM /dB ACPR /dB d /dB
-11 8.69 -45.56 -38.15 10.41
-9 10.69 -45.56 -37.82 10.28
-7 12.69 -45.55 -37.45 10.20
-5 14.69 -45.47 -36.73 9.67
-3 16.70 -43.97 -34.39 7.48
-1 18.78 -31.44 -26.35 -0.82
1 20.97 -25.71 -19.51 -8.14
3 23.02 -20.20 -16.46 -10.51
5 24.57 -17.61 -15.49 -14.17

Table 4.9: Simulation results of the transmitter with a DPD using 256 entries and an ideal pulse shaping
compensation filter.
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Figure 4.13: PSD of the transmitter using a DPD with 265 entries and an ideal pulse shaping compensation
filter.
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4.3.4 Influence of the Look-up Table Size

When the DPD is implemented on hardware, the LUT is limited in size which may lead to a
reduced accuracy. Therefore, the LUT have to be chosen big enough to not introduce additional
noise to the system. Fig. 4.14 shows the EVM and ACPR for varying LUT sizes and different
pre-gain levels. It can be seen that the improvement by increasing the size is constant in the
beginning till a saturation point is reached. Increasing the size of the LUT beyond the saturation
point does not necessarily improve the performance. In [28] it is shown that the performance of
the LUT can become worse by increasing the table above the saturation point. Tab. 4.10 shows
the performance of different LUT sizes for a constant pre-gain factor of -3 dB.

(a) (b)

Figure 4.14: Variation of the Look-up table size for different pre-gain levels (a) EVM, (b) ACPR.

LUT Size /Bit Output Power /dBm EVM /dB ACPR /dB d /dB
2 16.08 -8.29 -18.47 -10.43
4 16.61 -17.02 -29.81 0.68
8 16.36 -23.11 -36.53 6.28
16 16.33 -30.82 -39.42 9.90
32 16.32 -36.96 -40.39 10.64
64 16.32 -42.00 -40.53 11.30
128 16.32 -45.10 -40.64 11.36
256 16.32 -46.25 -40.69 11.44

Table 4.10: Variation of the Look-up table size for constant pre-gain of -3 dB.

One way to increase the performance of a LUT is to use interpolation for finding values between
the LUT entries. Fig. 4.15 shows the performance of the LUT using different interpolation
techniques. In the hardware an interpolation would require additional computational power
wherefore a LUT without interpolation is preferred.

– 42 – June, 2013



4.4 Identification of the Transmitter

(a) (b)

Figure 4.15: Variation of the Look-up table size using different interpolation methods for a constant pre-gain
of -3 dB (a) EVM, (b) ACPR.

4.4 Identification of the Transmitter

In this section the nonlinearity of the PA will be identified using memoryless models. As the exact
characteristic of the PA is known the quality of the identification can be easily determined. The
results are shown in tables where the SNR is the main FOM which indicates the performance of
the simulated model. The FOMs Power, ACPR and EVM should be the same for the transmitter
and the identified transmitter. For all the simulations the pre-gain is set to 3 dB.

Identification of the PA As the PA is modeled by a QMM-LUT, the system does include
nonlinearity but no memory. Therefore, the identification is performed using a QMM-polynomial
and a MLP. The identification is first performed on the transmitter without pulse shaping filter
to evaluate the best parameter for the nonlinearity only. In the second stage the PA will be
identified using the whole transmitter and the results will be discussed.

Identification without pulse shaping filter Tab. 4.11 shows the simulation results for identifi-
cation of the QMM-polynomial model for different AM/AM and AM/PM orders. It can be seen
that the SNR for the simulation using AM/AM-order above 5 and AM/PM-order above 5 does
already gives a good SNR. To see how good the polynomials fit to the simulated transmit path
the AM/AM and the AM/PM are plotted in Fig. 4.16 where the AM/AM-order 9 and AM/PM
order 7 are used. The broadening of the curves is caused by the memory which is introduced
by the anti-imaging filter (AIF) of the DAC. The simulation results for the MLP are shown in
Tab. 4.12 for different polynomial orders and the MLP of order 9 is plotted in Fig. 4.16. It can
be seen that the QMM polynomials gives the better fit to the data then the MLP.

Identification with pulse shaping filter To evaluate the influence of the pulse shaping filter the
identification is now performed using the whole transmitter where the same nonlinear models are
used as found in the identification without pulse shaping filter. The results for the QMM model
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Transmitter Identified Transmitter
PAM/AM PAM/PM Power ACPR EVM Power ACPR EVM d SNR

1 1 21.70 -27.83 -21.51 20.90 -13.48 -13.07 -24.54 7.00
1 3 21.68 -27.76 -21.20 20.87 -13.45 -13.04 -24.63 6.95
1 5 21.69 -27.71 -21.54 20.88 -13.46 -13.05 -24.12 6.98
1 7 21.69 -27.84 -21.54 20.87 -13.40 -13.17 -24.77 6.92
3 1 21.70 -27.93 -21.69 21.70 -27.90 -21.84 1.98 33.80
3 3 21.70 -27.89 -21.52 21.70 -27.70 -21.53 1.61 36.64
3 5 21.69 -27.90 -21.37 21.69 -27.78 -21.43 1.96 37.13
3 7 21.67 -27.62 -21.31 21.67 -27.52 -21.38 2.20 37.11
5 1 21.68 -27.94 -21.43 21.68 -27.93 -21.58 2.75 34.96
5 3 21.70 -27.83 -21.51 21.70 -27.65 -21.51 1.33 39.82
5 5 21.70 -27.86 -21.59 21.70 -27.73 -21.62 1.48 40.94
5 7 21.70 -27.96 -21.39 21.70 -27.82 -21.45 2.54 40.93
7 1 21.70 -28.07 -21.78 21.70 -28.05 -21.95 3.10 35.21
7 3 21.69 -27.76 -21.51 21.69 -27.57 -21.49 1.74 39.73
7 5 21.67 -27.67 -21.38 21.67 -27.53 -21.41 1.90 40.91
7 7 21.67 -27.62 -21.31 21.67 -27.49 -21.35 2.18 40.96
9 1 21.70 -28.07 -21.78 21.70 -28.05 -21.95 3.10 35.18
9 3 21.68 -27.81 -21.22 21.68 -27.62 -21.19 1.89 39.46
9 5 21.68 -27.68 -21.30 21.68 -27.54 -21.33 1.91 40.90
9 7 21.68 -27.74 -21.43 21.68 -27.61 -21.47 2.23 40.94

Table 4.11: Identified transmitter without pulse shaping filter using QMM polynomial.

Transmitter Identified Transmitter
P Power ACPR EVM Power ACPR EVM d SNR
1 21.68 -27.80 -21.59 21.63 -36.93 -113.04 8.57 20.08
2 21.70 -27.89 -21.52 21.64 -37.47 -61.26 9.12 20.10
3 21.68 -27.81 -21.22 21.67 -27.65 -21.31 2.02 36.54
4 21.68 -27.81 -21.26 21.68 -27.75 -21.36 2.54 36.73
5 21.67 -27.67 -21.38 21.67 -27.59 -21.46 1.79 38.02
6 21.67 -27.67 -21.38 21.67 -27.59 -21.47 1.80 38.02
7 21.69 -27.85 -21.44 21.69 -27.77 -21.53 1.95 39.01
8 21.70 -27.89 -21.52 21.70 -27.79 -21.61 1.59 39.28
9 21.69 -27.82 -21.54 21.69 -27.70 -21.58 1.82 40.26

Table 4.12: Identified transmitter without pulse shaping filter using MLP.

can be found in Tab. 4.13 and Fig. 4.18 and in Tab. 4.14 and Fig. 4.19 for the MLP model.
It can be seen that the LS identification found the same polynomials as in the identification
without memory. This proofs as well that the pulse shaping filter does not have any nonlinear
effect.
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(a) (b)

Figure 4.16: Identified transmitter without pulse shaping filter using a QMM polynomial with AM/AM or-
der = 7 and AM/PM order = 5, (a) AM/AM, (b) AM/PM.

(a) (b)

Figure 4.17: Identified transmitter without pulse shaping filter using a MLP with P=9, (a) AM/AM, (b)
AM/PM.

Transmitter Identified Transmitter
PAM/AM PAM/PM Power ACPR EVM Power ACPR EVM d SNR

7 5 21.54 -28.43 -21.91 21.53 -27.90 -21.91 3.12 24.93

Table 4.13: Identified transmitter using QMM polynomial.

Transmitter Identified Transmitter
P Power ACPR EVM Power ACPR EVM d SNR
9 21.55 -28.58 -21.99 21.53 -28.15 -22.10 2.05 24.93

Table 4.14: Identified transmitter using a MLP.
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(a) (b)

Figure 4.18: Identified transmitter using a QMM polynomial with AM/AM order = 7 and AM/PM or-
der = 5, (a) AM/AM, (b) AM/PM.

(a) (b)

Figure 4.19: Identified transmitter using a MLP with P=9, (a) AM/AM, (b) AM/PM.

4.5 Identification of the DPD

The DPD can be found by identifying the inverse of the transmitter which can be done by
switching the in- and output signal for the identification. As the transmitter consists of a pulse
shaping filter which only introduce memory and the PA which only introduce nonlinearity the
two parts will be identified separately first. The results of the identified PA can be compared
with them from Section 4.3.2 where the DPD was created by inverting the PA model. Next a
DPD of the whole transmitter will be created by identifying the transmitter using a nonlinear
model with memory.

To evaluate the complexity of the system the number of independent parameter N will be
evaluated for all the simulations. The identification of the DPD is performed as defined in
Section 4.3.2 for a pre-gain of 0 dB weather the pre-gain is set to -3 dB for the verification which
is enough for an output power of ∼17 dB and does avoid clipping. In the last part of this section
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the DPD is evaluated for higher pre-gain levels.

4.5.1 Identification of the Inverse Nonlinearity

The performance of the identification using QMM polynomials is shown in Tab. 4.15. It can be
seen that the usage of a DPD increase the EVM for more than 10 dB by keeping the ACPR on
the same level. Furthermore the output power is increased. The increase of the performance
can also be seen in Fig. 4.20 where the AM/AM, the AM/PM and the PSD is shown for the
scenario with PAM/AM = 7 and PAM/PM = 7. The identification of the transmitter using a
MLP is shown in Tab. 4.16 and depicts that the same performance can be achieved by using
less parameter.

Transmitter With DPD
PAM/AM PAM/PM N Power ACPR EVM d Power ACPR EVM d

1 1 2 16.33 -37.49 -34.95 10.98 17.97 -21.27 -13.93 -5.98
1 3 4 16.33 -37.10 -34.94 10.09 17.92 -21.42 -13.86 -6.83
1 5 6 16.32 -37.18 -34.72 9.83 17.96 -21.27 -13.84 -6.72
1 7 8 16.33 -36.83 -34.93 9.67 17.94 -21.20 -13.81 -6.93
3 1 4 16.33 -37.33 -35.05 10.21 16.72 -37.50 -37.47 9.97
3 3 6 16.33 -37.29 -35.07 10.52 16.72 -37.79 -40.18 10.08
3 5 8 16.33 -37.14 -34.96 10.19 16.71 -37.63 -40.39 10.62
3 7 10 16.33 -37.08 -35.13 9.49 16.71 -37.51 -40.29 10.05
5 1 6 16.33 -37.46 -35.19 9.65 16.73 -37.63 -39.90 9.98
5 3 8 16.33 -37.05 -35.05 8.78 16.74 -37.41 -48.03 9.10
5 5 10 16.32 -37.23 -34.99 9.52 16.73 -37.73 -48.70 10.01
5 7 12 16.32 -37.20 -34.73 9.22 16.74 -37.30 -40.29 9.42
7 1 8 16.32 -37.14 -34.47 9.21 16.73 -37.00 -39.74 9.87
7 3 10 16.32 -37.38 -34.79 10.57 16.74 -37.80 -48.23 10.39
7 5 12 16.33 -37.32 -35.02 10.17 16.73 -37.72 -47.53 10.26
7 7 14 16.33 -37.61 -35.19 9.87 16.73 -38.12 -48.25 9.83
9 1 10 16.32 -37.46 -34.75 10.15 16.74 -37.45 -39.72 10.33
9 3 12 16.33 -37.26 -35.05 10.08 16.73 -37.65 -48.16 10.29
9 5 14 16.33 -37.69 -35.27 11.28 16.73 -38.15 -48.59 10.61
9 7 16 16.33 -37.31 -34.95 10.25 16.73 -37.72 -47.89 10.45

Table 4.15: Transmitter w/o and w/ QMM-polynomials-DPD.

Transmitter With DPD
P N Power ACPR EVM d Power ACPR EVM d
3 3 16.32 -37.27 -35.01 9.80 16.96 -37.01 -37.99 9.20
5 5 16.33 -37.31 -34.93 10.04 17.00 -37.32 -46.46 10.39
7 7 16.33 -37.29 -34.84 9.97 16.99 -37.46 -46.58 9.86
9 9 16.33 -37.54 -34.90 10.89 17.00 -37.63 -47.86 10.20

Table 4.16: Transmitter w/o and w/ MLP-DPD.
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(a) (b)

(c)

Figure 4.20: Transmitter w/ QMM-polynomial-DPD, PAM/AM = 7, PAM/P M = 7, (a) AM/AM, (b)
AM/PM, (c) PSD.

4.5.2 Identification of the Inverse Memory

The next step is to identify the memory of the transmitter which is done by identifying a linear
filter of the transmitter. The frequency response of the filter using a memory of 30 and a pre-gain
of 0 dB is shown in Fig. 4.21(a). To reduce the influence of the PA the pre-gain is set to -11 dB in
the next simulation that the PA is used in the linear region which is illustrated in (b). (c) shows
the identification without PA. It can be seen that the inverse of the pulse shaping filter can be
identified up to a certain frequency for the simulation without PA. This compensation allows a
better compensation of the nonlinearity of the PA as the total signal bandwidth is increased and
therefore the spectral broadening of the PA can be compensated by the DPD. The drawback of
the compensation is that the linear filter does have a high out-of-band gain wherefore it cannot
be implemented in hardware. Therefore, the usage of a system where the nonlinearity and the
memory are identified separately will no longer be discussed.
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(a) (b)

(c)

Figure 4.21: Frequency response of the identified linear filter of the transmitter (a) with pre-gain = 0 dB,
(b) pre-gain = -11 dB, (c) w/o PA.

4.5.3 Identification of the Inverse Transmitter

The DPD of the transmitter can be created by either separately identifying the memory and
the nonlinearity and combining the results to a wiener system or by identifying the both things
at the same time by using a nonlinear model with memory. As discussed in the last section
the inverse of the pulse shaping filter would compensate the out-of-band behavior of the filter
which is required for functionality. Therefore, this section only elaborates the identification of
the transmitter using a nonlinear model with memory.

Volterra series To limit the complexity of the system the number of independent parameter
of the Volterra series is set to 30. Another requirement to the model is that a higher order does
not have more memory than lower orders. Using these two conditions 64 possible realizations
can be found. A list with all the realizations can be found in Appendix A. The results of the 10
models which produced the best results for the DPD are shown in Tab. 4.17. It can be seen that
the best solutions are the one where all the orders are present whereby the memory is small for
higher orders. To reduce the amount of parameter a MP is used in the next step.
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Transmitter With DPD
Model Power ACPR EVM d Power ACPR EVM d

V1 16.33 -37.49 -34.95 10.98 16.99 -37.72 -46.86 11.14
V55 16.33 -37.61 -35.22 10.17 16.98 -35.7 -46.22 7.49
V57 16.33 -37.34 -35.02 10.27 16.98 -35.31 -45.79 8.04
V38 16.33 -37.23 -35.12 10.11 16.98 -35.56 -45.74 8.19
V42 16.33 -37.23 -35.01 9.43 16.98 -35.36 -45.71 7.15
V43 16.33 -37.43 -35.14 10.53 16.98 -35.55 -45.65 7.8
V46 16.33 -36.92 -35.12 9.29 16.98 -34.97 -45.61 7.57
V52 16.33 -37.44 -34.96 10.61 16.98 -35.51 -45.58 8.1
V59 16.33 -37.26 -34.96 9.79 16.98 -35.22 -45.53 7.23
V49 16.33 -37.4 -34.98 9.73 16.98 -35.6 -45.5 8.12

Table 4.17: Identified DPD using a Volterra series with 30 coefficients.

Memory polynomial As elaborated in the section above the DPD should have at least an order
of P = 7 Therefore the MP is evaluated using the orders P = 7 and P = 9 where all orders does
have the same memory. The results of this simulation can be found in Tab. 4.18. It can be seen
that a MP can increase the performance of the DPD as compared to the QMM-polynomial from
Tab. 4.15. To further investigate the MP found for P = 9 and M = 2, the frequency response
of the first order is illustrated in Fig. 4.22. It can be seen that the memory does compensate
the pulse shaping filter which is already discussed in Section 4.5.2. Therefore, the best result
for the DPD can be achieved by using a memoryless model.

Figure 4.22: Frequency response of the first order of the MP-DPD with P=9, M=2.
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Transmitter With DPD
P M N Power ACPR EVM d Power ACPR EVM d
7 0 7 16.32 -37.29 -35.06 9.95 17.00 -37.46 -47.50 10.48
7 1 14 16.33 -37.03 -35.03 9.76 17.00 -37.16 -47.79 10.42
7 2 21 16.32 -37.58 -34.87 10.70 16.99 -37.77 -47.45 9.97
7 3 28 16.32 -36.88 -34.66 9.02 17.00 -36.59 -48.17 8.46
9 0 9 16.32 -37.13 -34.80 9.54 17.00 -37.18 -47.62 9.86
9 1 18 16.33 -36.99 -34.97 9.50 16.99 -37.19 -48.09 9.54
9 2 27 16.33 -37.22 -34.71 10.50 16.99 -37.48 -47.86 10.79
9 3 36 16.33 -37.34 -35.08 9.23 17.00 -37.14 -49.64 8.71

Table 4.18: Transmitter w/o and w/ MP-DPD.

4.5.4 Performance of the DPD for High Output Power

The goal of this section is to find a DPD for the transmitter to achieve an output power of about
19 dBm. To get this output power the transmitter cannot be used in the linear range any more
as the output power of the PA is to low (see Section 4.2 on page 30). For the identification of
the nonlinearity for high gain, the pre-gain during the identification is always set 2 dB above
the pre-gain of the evaluation to ensure the whole input range of the PA is known. Therefore,
the highest pre-gain used for this simulation is +3 dB.

As in the previous part of this section elaborated, the QMM-polynomial gives good results for
the DPD. The transmitter now is evaluated for different pre-gains and a QMM polynomial-DPD
where PAM/AM = 7 and PAM/PM = 7. The result is shown in Tab. 4.19 and Fig. 4.23. It can be
seen that the DPD increase the performance of the transmitter for pre-gain levels below -1 dB.
For -1 dB the EVM is almost the same, but the output power could be increased using the DPD
which is enough for the output power of ∼19 dBm. For higher pre-gain levels the DPD cause a
worsening of the signal quality. This is caused on the one hand on the polynomial identification
which cannot fit the steep slope of the inverse when the PA is used in saturation and on the
limitations of the pulse shaping filter and the limited output power of the PA on the other
hand. It can be seen that transmitter can reach a higher output power without violating the
requirements if the identified DPD is not used. Therefore, a more sophisticated identification
method must be found for high output powers above 19 dBm to achieve the performance which
would be possible as shown in Tab. 4.8 .

Performance without pulse shaping filter This part evaluates the performance which could
be achieved if the pulse shaping filter need not to be compensated which could be implemented
in future transmitter. Therefore, the pulse shaping filter is shifted to the signal generator.
Tab. 4.20 and Fig. 4.24 shows that the EVM can be decreased up to a pre-gain level of 1 dB by
using a QMM polynomial. For an output power at about 19 dBm the EVM can be decreased
for sim14 dB. The drawback of the DPD is that the mask distance decrease- and the EVM
increase faster when the limit of the PA is reached and hard clipping occurs. The simulation
results of the MP-DPD with order 9 and a memory of 2 are shown in Tab. 4.21 and Fig. 4.25.
It can be seen that the EVM could be decreased below -25 dB for an output power of 20.68 dB,
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Transmitter With DPD
pre-gain Power ACPR EVM d Power ACPR EVM d

-11 8.46 -38.67 -40.06 10.63 8.73 -39.03 -50.37 10.81
-9 10.45 -38.19 -39.30 10.03 10.72 -38.57 -50.01 10.17
-7 12.44 -38.21 -38.45 11.05 12.73 -38.67 -50.78 11.22
-5 14.40 -37.33 -37.32 9.54 14.73 -37.82 -50.43 9.74
-3 16.32 -37.35 -34.82 9.45 16.73 -37.74 -46.10 10.08
-1 18.19 -35.43 -31.11 9.00 18.75 -32.59 -30.19 7.54
1 19.93 -32.06 -26.17 6.61 20.80 -23.92 -20.98 -4.84
3 21.52 -28.32 -21.64 2.55 22.85 -18.63 -18.25 -14.45

Table 4.19: Transmitter w/o and w/ QMM-polynomial-DPD (PAM/AM = 7, PAM/P M = 7) for differend
pre-gain levels. (The region where 802.11n is violated is represented italic.)

(a) (b)

Figure 4.23: Transmitter w/ pulse shaping filter, w/ and w/o QMM-DPD (PAM/AM = 7, PAM/P M = 7),
(a) EVM, (b) Mask distance.

Transmitter With DPD
pre-gain Power ACPR EVM d Power ACPR EVM d

-11 8.66 -35.94 -39.99 7.52 8.73 -36.34 -52.44 7.69
-9 10.65 -35.96 -39.15 6.76 10.73 -36.52 -52.50 7.86
-7 12.64 -36.20 -38.35 6.03 12.73 -36.89 -52.37 7.47
-5 14.60 -36.41 -37.32 6.69 14.73 -37.44 -52.44 8.02
-3 16.51 -35.45 -34.28 5.73 16.73 -36.99 -52.61 7.66
-1 18.37 -33.74 -30.45 5.04 18.73 -36.36 -44.83 6.55
1 20.10 -30.99 -25.72 5.69 20.68 -25.69 -22.43 -12.02
3 21.69 -28.03 -21.50 1.90 22.47 -16.28 -16.48 -22.73

Table 4.20: Transmitter w/o pulse shaping filter, w/o and w/ QMM-polynomial-DPD (PAM/AM = 7,
PAM/P M = 7) for differend pre-gain levels. (The region where 802.11n is violated is repre-
sented italic.)
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(a) (b)

Figure 4.24: Transmitter w/o pulse shaping filter, w/ and w/o QMM-DPD (PAM/AM = 7, PAM/P M = 7),
(a) EVM, (b) Mask distance.

but the mask is still violated.

Transmitter With DPD
pre-gain Power ACPR EVM d Power ACPR EVM d

-11 8.66 -36.46 -40.07 7.56 8.73 -36.77 -52.25 7.53
-9 10.65 -36.36 -39.14 7.02 10.73 -36.73 -52.13 7.93
-7 12.63 -35.81 -38.30 6.91 12.73 -36.26 -52.06 7.43
-5 14.60 -35.81 -37.14 6.76 14.73 -36.48 -51.96 7.36
-3 16.52 -35.22 -34.77 6.51 16.73 -36.42 -51.95 7.80
-1 18.37 -33.89 -30.62 5.73 18.73 -36.52 -43.33 4.72
1 20.11 -31.26 -25.76 5.38 20.68 -31.38 -29.56 -5.31
3 21.69 -27.89 -21.70 2.54 22.49 -24.43 -20.36 -12.14

Table 4.21: Transmitter without pulse shaping filter, w/o and w/ MP-DPD (P = 9, M = 2) for differend
pre-gain levels. (The region where 802.11n is violated is represented italic.)
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(a) (b)

Figure 4.25: Transmitter w/o pulse shaping filter, w/ and w/o MP-DPD (P = 9, M = 2), (a) EVM, (b)
Mask distance.

– 54 – June, 2013



DPD of a WLAN Transmitter

5
Conclusion

This thesis investigated the performance of the identification and the DPD for a given WLAN
transmitter. Within the work following things were shown:

• It is shown that a DPD can be found to increase the performance of the transmitter up
to the maximal output power for a perfectly linearized transmitter. For higher output
powers hard clipping occurs which can introduce more distortions then in the transmitter
without DPD. To further increase of the performance soft clipping can be introduced to
ensure a smooth transition between the linear amplification and the saturation.

• The DPD can not exploit the whole potential as it is band limited by the pulse shaping
filter. If the filter would be shifted to the signal generator the DPD would also be capable
of compensating the spectral broadening of the PA.

• The LS identification of the DPD with memory does use the memory to compensate the
out-of-band attenuation of the pulse shaping filter. Therefore, the identified DPD does
have a high out-of-band gain which can not be implemented for real systems.

• The best DPD which was found to linearize the given transmitter can be implemented
using a QMM which can be easily performed on hardware.
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A
Volterra Models

Memory in Order

Nr. 1 2 3 4 5 6 7 8 9

V1 3 3 2 2 1 1 1 0 0
V2 3 3 3 0 0 0 0 0 0
V3 4 3 2 2 1 1 0 0 0
V4 4 4 2 1 1 1 1 0 0
V5 5 3 2 2 1 0 0 0 0
V6 5 4 2 1 1 1 0 0 0
V7 5 5 0 0 0 0 0 0 0
V8 6 2 2 2 1 1 1 1 1
V9 6 3 2 2 0 0 0 0 0
V10 6 4 2 1 1 0 0 0 0
V11 7 2 2 2 1 1 1 1 0
V12 7 4 1 1 1 1 1 1 1
V13 7 4 2 1 0 0 0 0 0
V14 8 2 2 2 1 1 1 0 0
V15 8 4 1 1 1 1 1 1 0
V16 8 4 2 0 0 0 0 0 0
V17 9 2 2 2 1 1 0 0 0
V18 9 3 2 1 1 1 1 1 1
V19 9 4 1 1 1 1 1 0 0
V20 10 2 2 2 1 0 0 0 0
V21 10 3 2 1 1 1 1 1 0
V22 10 4 1 1 1 1 0 0 0
V23 11 2 2 2 0 0 0 0 0
V24 11 3 2 1 1 1 1 0 0
V25 11 4 1 1 1 0 0 0 0
V26 12 3 2 1 1 1 0 0 0
V27 12 4 1 1 0 0 0 0 0
V28 13 3 2 1 1 0 0 0 0
V29 13 4 1 0 0 0 0 0 0
V30 14 2 2 1 1 1 1 1 1
V31 14 3 1 1 1 1 1 1 1
V32 14 3 2 1 0 0 0 0 0
V33 14 4 0 0 0 0 0 0 0
V34 15 2 2 1 1 1 1 1 0
V35 15 3 1 1 1 1 1 1 0
V36 15 3 2 0 0 0 0 0 0

V37 16 2 2 1 1 1 1 0 0
V38 16 3 1 1 1 1 1 0 0
V39 17 2 2 1 1 1 0 0 0
V40 17 3 1 1 1 1 0 0 0
V41 18 2 2 1 1 0 0 0 0
V42 18 3 1 1 1 0 0 0 0
V43 19 2 1 1 1 1 1 1 1
V44 19 2 2 1 0 0 0 0 0
V45 19 3 1 1 0 0 0 0 0
V46 20 2 1 1 1 1 1 1 0
V47 20 2 2 0 0 0 0 0 0
V48 20 3 1 0 0 0 0 0 0
V49 21 2 1 1 1 1 1 0 0
V50 21 3 0 0 0 0 0 0 0
V51 22 1 1 1 1 1 1 1 1
V52 22 2 1 1 1 1 0 0 0
V53 23 1 1 1 1 1 1 1 0
V54 23 2 1 1 1 0 0 0 0
V55 24 1 1 1 1 1 1 0 0
V56 24 2 1 1 0 0 0 0 0
V57 25 1 1 1 1 1 0 0 0
V58 25 2 1 0 0 0 0 0 0
V59 26 1 1 1 1 0 0 0 0
V60 26 2 0 0 0 0 0 0 0
V61 27 1 1 1 0 0 0 0 0
V62 28 1 1 0 0 0 0 0 0
V63 29 1 0 0 0 0 0 0 0
V64 30 0 0 0 0 0 0 0 0

Table A.1: Possible realizations of a volterra se-
ries with order = 9 and 30 independent
coefficients.
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