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Abstract

Secure end-to-end communication requires assurance about endpoint authenticity. Authenticating

an endpoint in large networks, i.e., assuring that the other communication party is indeed who is

being claimed, is a non-trivial task. Public-key cryptography alleviated the key exchange problem,

allowing two parties to communicate in an encrypted way without having to exchange a common,

secret key beforehand. However, there is no binding between the public key presented by a host

and the person operating this computer. Verifying that the key owner is indeed the claimed person

is especially hard to assess in an Internet context, where communicating parties often neither know

nor see each other personally.

Currently, the adopted solution addressing this binding problem is to rely on trusted third parties,

who are supposed to ensure a certain host’s authenticity. Trusted third parties verify the identity

of an operator, and subsequently vouch for the claimed binding between operator and key, if

successful. Unfortunately, recent incidents at renowned trusted third parties, as well as long

standing problems, indicate a need for alternative solutions, not involving external, all-trusted

entities.

We propose a Simple, Transparent, User-centered Network of Trust (STUNT), a new effort to

address this problem from a different angle. It helps users to assess a host’s authenticity by its

trust relationships with other hosts. Hosts operated by service providers have to establish mutual

trust relationships with other service providers to appear trustworthy to a user. Trust relationships

express the confidence of a service operator, that another host is indeed operated by whom it claims

to be. These trust relationships are defined to be mutual, to encourage careful decision-making

upon establishment. Carelessly engaging in a trust relationship might backfire at the initiator,

since the trusting host will become an integral part of the initiator’s own reputation. Furthermore,

these trust relationships are both limited and expensive, to put even more emphasis on careful trust

decisions made by service operators. Clients are able to verify these trust relationships on the fly

by cryptographic means. The verified trust relationships are presented to users as a graph, to assist

them in assessing the authenticity of the host. Therefore, a host is verified by examining valuable

and thus meaningful references. Verifying an unknown entity by means of recommendations of

others is an old, well-known concept, and thus considered appropriate for intuitive, yet informed

decision-making. Ultimately, the trust decision rests with the user, leading to an individual, self-

maintained trust base. Such a self-created, personal trust base is considered highly desirable,

especially when compared to the currently used lists of trusted roots, delivered with operating

systems, browsers and runtime environments in a predefined way.

We believe that people, given the right tools and information, are able to decide on a host’s

authenticity. STUNT describes a possible technical concept, supporting users in making informed

decisions, while still minimizing the impact on usability in terms of the frequency of interruptions.

Keywords: network, Internet, SSL, authenticity, trust, reputation, web of trust



Kurzfassung

Sichere Ende-zu-Ende Verbindungen erfordern die Sicherstellung der Authentizität der involvierten

Endpunkte. Einen Endpunkt in großen Netzwerken zu authentifizieren, also sicherzustellen, dass

dieser tatsächlich die behauptete Entität ist, ist schwer zu bewerkstelligen. Public-Key Kryptogra-

phie erleichtert das Problem des Schlüssel-Austauschs für verschlüsselte Kommunikation, indem es

damit nicht mehr notwendig ist, einen gemeinsamen, geheimen Schlüssel auszutauschen. Allerd-

ings gibt es keine garantierte Bindung zwischen einem öffentlichen Schlüssel und der benutzenden

Person. Festzustellen, dass der Schlüsselbesitzer also tatsächlich jene behauptete Person ist, ist

speziell in Internet-Szenarien sehr schwer, weil sich die kommunizierenden Parteien in diesem Kon-

text oftmals weder persönlich kennen noch jemals trafen.

Der derzeit verwendete Ansatz um diesem Problem beizukommen, ist, sich auf sogenannte Trusted

Third Parties zu verlassen, welche für die Authentizität eines Hosts oder einer Person bürgen.

Zahlreiche in jüngster Zeit bekannt gewordene Probleme mit diesen Trusted Third Parties, sowie

lange bekannte Probleme, zeigen allerdings auf, dass neue Lösungen angebracht sind.

Ein Simples, Transparentes, User-zentries Netzwerk von Trust (STUNT), ist ein neuartiger Ansatz

zur Abschwächung des Problems der Feststellung der Authentizität von Computern oder Perso-

nen. Es wird dabei eine andere, Benutzer-zentrierte Sichtweise verfolgt, bei der Benutzer selbst

deren Vertrauen in einen Dienstbetreiber definieren. Diese Vertrauensevaluierung erfolgt via Plau-

sibilitätsprüfung von Vertrauensbeziehungen mit anderen Dienstbetreibern. Diese Vertrauensbe-

ziehungen sind als beidseitig definiert, und für Dienstbetreiber essenziell, um vertrauenswürdig zu

erscheinen. Beidseitig deshalb, damit unüberlegte Vertrauensentscheidungen, welche dem gesamten

System schaden könnten, primär dem Entscheidungsträger selbst schaden, was zu vorsichtiger

Handhabung führen soll. Desweiteren sind diese Vertrauensbeziehungen pro Dienst in ihrer An-

zahl begrenzt und teuer im Aufbau. STUNT forciert damit überlegte Entscheidungen seitens

der Dienstbetreiber, was die Auswahl der Vertrauensbeziehungen anbelangt. Clients können die

Vertrauensbeziehungen eines Dienstes innerhalb kürzester Zeit mittels kryptografischer Verfahren

überprüfen. Nach abgeschlossener Überprüfung werden diese Vertrauensbeziehungen dem Benutzer

als Graph präsentiert, um diesem bei der Authentizitätsfeststellung zu helfen. Ein Dienst wird da-

her mittels wertvoller und damit bedeutsamer Referenzen authentisiert. Sich mittels Empfehlungen

einen Eindruck über etwas bislang Unbekanntes zu verschaffen ist ein altes, bekanntes Konzept. Es

scheint daher in diesem Kontext brauchbar für das Treffen von intuitiven, informierten Entschei-

dungen. Die Vertrauensentscheidung obliegt dem Benutzer, was zu persönlichen, selbstgewarteten

Vertrauensfundamenten führt. Diese selbsterstellten Vertrauensfundamente sind wünschenswert,

speziell wenn man diese mit dem herkömmlichen Weg der vordefinierten, vertrauenswürdigen Hosts

vergleicht, welche mit Browsern, Betriebssystemen oder Laufzeitumgebungen mitgeliefert werden.

Wir glauben, dass Benutzer, richtiges Werkzeug und relevante Informationen vorausgesetzt, die

Authentizität von Dienstbetreibern selbst feststellen können. STUNT beschreibt ein mögliches

technisches Konzept um dieses Verhalten herbeizurufen. STUNT bleibt dennoch benutzbar, indem

es Störungen des Benutzers durch oftmaliges Unterbrechen des Arbeitsflusses minimiert.

Schlüsselwörter: Netzwerk, Internet, SSL, Authentizität, Vertrauen, Reputation, Web of Trust
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Chapter 1

Introduction

“The world has become so complex that the idea of a power in which everything comes together

and can be controlled in a centralized way is now erroneous.”

– Ulrich Beck

Communication is only to be labeled secure if both parties are ensured that they are indeed dealing

with each other. Encryption and message integrity assurance is essential for secure data exchange,

but pointless if carried out with the wrong person. Therefore, authenticity is an important, integral

part of secure communication. Nowadays, with more than 60% of all people in the western world

having Internet access, and more than 34% overall, it is hardly assumable that all communicating

parties ever met, or will meet, in person [Miniwatts Marketing Group, 2013]. Thus, a personal key

exchange as a trusted base for future secure communication is plainly unrealistic in most cases.

A Simple, Transparent, User-centered Network of Trust (STUNT) is an attempt to increase confi-

dence in the authenticity of communication endpoints. In scenarios where the involved endpoints

have never met before, there is no absolute assurance that the participants are indeed who they

claim to be. Nevertheless, STUNT is all about preparing informed decision-making for users. It

aims to make this factor of uncertainty as explicit as possible, but delegates the ultimate trustwor-

thiness decision to the user. Therefore, it strongly differs from the currently adopted approach of

Public Key Infrastructure X.509 (PKIX) [IETF PKIX Working Group, 2013], which uses Trusted

Third Parties (TTPs) to take this decision away from users.

1.1 Present Situation

Currently, the PKIX solution, adopted by both operators and major software packages, is to

employ Certificate Authorities (CAs) to vouch for the authenticity of other hosts. CAs vouch for

the authenticity of another entity in a hierarchical manner, with the most influental CAs, called root

CAs, residing at the top of such a hierarchy tree. These root CAs vouch for the authenticity of either

intermediate CAs or endpoints. Root CAs are pre-installed in browser software or the operating

system and denote ultimately trusted entities, capable of deciding about another’s authenticity.

The user is not involved in the decision-making process at all, since the verification is automatically

done by the browser. The visited host’s certificate is accepted if it is signed by a CA that is present

in the pre-defined list of trusted roots, for the right hostname, and neither expired nor revoked.

In recent years, a long streak of emerging breaches, inconsistencies, bad practices and mistakes at

CAs, culminating at the total compromise of the leading Dutch CA DigiNotar [Hoogstraaten et al.,

2012; von Eitzen, 2011, 2012], led to public recognition of the sorry state this established system is
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in [Froehlich, 2012; Goodin, 2011a; Marlinspike, 2011b]. For selected publicly reported incidents,

refer to [Baumgartner, 2012; Comodo, 2011; Goodin, 2011b; Hallam-Baker, 2013; Henning, 2012;

Keizer, 2011; Menn, 2012; Tung, 2011; Walker-Morgan, 2012; Wisniewski, 2013; Zetter, 2012], to

name just a few.

Many of the inherent systemic issues of this approach have been known for a long time [Clarke,

2001; Ellison and Schneier, 2000; Hayes, 1998; Moreau, 1998], but were only recently given the

attention they deserve, due to the number of reported incidents. Furthermore, these incidents

revealed that CAs might hesitate to report breaches in order to avoid harming their image. Since

CAs are regular companies in a competitive environment, this is no surprise. For example, VeriSign

kept breaches secret for about two years, until the U.S. Security and Exchange Commission (SEC)

established new guidelines, forcing them to inform investors about incidents [Menn, 2012; Walker-

Morgan, 2012]. Another CA, Trustwave, was caught deliberately selling subordinate CA certificates

to companies for the purpose of spying onto their employee’s communication to protect against

intellectual property leakage [Baumgartner, 2012; Henning, 2012].

The reasons for ongoing concerns about the currently used PKIX approach are best described by

illustrating the current state of the system in more detail. The Electronic Frontier Foundation

(EFF) crawled the world-wide HTTP Secure (HTTPS) network in 2010 and provided the data on

a platform called SSL observatory. Their data was gathered by scanning the entire allocated IPv4

space on port 443, the default HTTPS port. According to their results, there were 1.482 CAs

with 1.167 distinct issuer strings, from 651 organisations. All of these CAs are trusted by default

by software from Mozilla and Microsoft [Eckersley et al., 2010]. Included within the 1.482 CAs

are both root and intermediate CAs. Intermediate CAs need not to be directly trusted by local

software packages, since only the root is relevant.

Microsoft and Mozilla both maintain a public list of their trusted root CAs on-line, listing 353

[Albertson, 2013] and 158 [Mozilla, 2012] explicit certificates, respectively, with Microsoft having

more intermediate CAs on their list. For an overview about the interrelations between root and

subordinate CAs, we recommend the interactive explorer created by Amann et al. [2012]1, despite

the smaller data basis.

All of the views are just snapshots of course. Like other companies, CAs are bought and sold from

time to time, making maintaining such lists a tedious task and lowering the transparency even

further. To put it with the words of Peter Gutmann: “To take just one example of how confusing

this can get, when someone tried to track down at least a few of the various keys belonging to the

Comodo CA [. . . ], they found that Comodo, a US company, had bought ScandTrust, out of Malmö

in Sweden, who had in turn absorbed AddTrust from Stockholm, Sweden, and at the same time

bought UserTrust from Salt Lake City, Utah who had certified Digi-Sign of Ireland (an SSL CA

which is of interest primarily because it doesn’t use SSL itself to secure access to its web-based

accounts) later owned by the Dutch Getronics, and beyond that the spaghetti of sold, re-sold, and

cross-linked CAs and keys became more or less impenetrable” [Gutmann, 2013, pg. 633].

There is a large, complex and intransparent infrastructure hidden from users, which decides for

them whether a host is trustworthy or not. Yes, users are warned if the website they want to

visit cannot provide a certificate which is at least indirectly signed by one of the pre-installed

roots. However, the user is not involved in deciding who is trustworthy, which, in the end, makes

1See http://notary.icsi.berkeley.edu/trust-tree/

http://notary.icsi.berkeley.edu/trust-tree/
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the warnings less effective. Numerous studies evaluated the effectiveness of these Secure Sockets

Layer (SSL) warnings, all of them concluding that they are mostly ignored [Bartsch et al., 2013;

Herley, 2009; Sasse et al., 2012; Sotirakopoulos et al., 2011; Sunshine et al., 2009]. People are

annoyed by them, do not know what to make out of the presented information, get used to them,

and simply “click them away”.

Moreover, there is no mechanism in place to avoid duplicates or to restrict the authority of an

individual CA. Once trusted by a browser, a CA can issue valid certificates for any available

domain in the world, even if another CA has already done so. The usual process for a service

operator is to buy a certificate from one of these pre-trusted vendors to appear credible. Once

obtained, the certificate is installed to make the web server deliver this certificate when clients

visit the web site via HTTPS. However, this does not prevent a malicious or careless CA from

issuing another certificate for the same host, completely out of the operator’s control. The holder

of such a duplicate certificate is able to impersonate an otherwise credible host without warning.

Therefore, when colluding with a malicious or careless CA, it is possible to trick users into providing

information they would otherwise give only to the real instance.

Combining the fact that all CAs around the world can issue certificates for arbitrary domains with

the circumstance that selling certificates is the core business of a CA reveals a crucial systemic

issue. Supposed that an adversary wants to maliciously impersonate a popular web page. This

adversary can choose freely from the large pool of available CAs and try to trick it into issuing her

a certificate. If one CA refuses, the adversary can simply move on to the next. Note that denying

a certificate request is lost business for a CA. Thus, the probability that one CA might not look

too closely is high, and security researches have already shown this multiple times [Nigg, 2008;

Sotirov and Zusman, 2009]. For example, Sotirov and Zusman [2009] were able to obtain a valid

certificate for Microsoft’s login.live.com domain, simply by using the spoofed email address

sslcertificates@live.com upon their enquiry. Matt Blaze summarized this problem back in

2000 with the famous quote, saying that “a commercial CA will protect you from fraud by anyone

whose money it refuses to take” [Blaze, 2000]. The problem with multiple roots being predefined

in web browser software is known since at least 1998 [Hayes, 1998] and, until very recently, no

attempts to fix this came close to realization.

Interestingly enough, as Asghari et al. [2013] point out, this does not necessarily entail a race to

the bottom scenario, where only cheapness counts and quality is of least importance. Differing

certificate prices are justified with vague promises such as increased security or warranties, despite

the fact that there is no known case where a CA actually covered losses caused by an impersonated

host. What Asghari et al. noted is that enterprise customers seem to simply favor the most

renowned Certificate Authorities, because they are considered too big to fail. Thus, host operators

seem to be partially aware of the untrustworthy environment and opt for a choice that is not

likely to be removed from the list of trusted roots, which would render their certificate purchase

a bad investment. The whole CA agglomeration seems to boil down to a few key players on the

market, who are profiting from this tendency towards major providers. According to Netcraft,

Ltd. [2012], this is mainly Symantec, who bought leading CAs such as VeriSign, Thawte, GeoTrust

and Equifax. The field of notable competitors in terms of market share is small, consisting only

of GoDaddy and Comodo. Despite the conclusion that there is no race to the bottom scenario in

terms of offered services, any attacker is looking to grab lowest hanging fruit in terms of security.

Finding one trusted CA that does not follow best practices is enough to compromise all efforts by
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those who behave as one would expect.

That certificate authorities do not always adhere to best practices is also shown by large-scale SSL

studies, where certificates were examined regarding the used algorithms and their set properties.

A notable subset of them shows severe flaws, be it in the use of outdated algorithms, such as

Message Digest 5 (MD5), too small moduli lengths for RSA or even lots of duplicate key pairs,

resulting from bad random number generators [Amann et al., 2013; Eckersley et al., 2010; Holz

et al., 2011; Lenstra et al., 2012]. This is only partially to be attributed to CAs, since the key pair

is generated at their clients. However, some CA’s own root certificate keys are amongst the flawed

ones, and probably kept in place since replacing a certificate at the root of a hierarchy for millions

of other certificates is a non-trivial task.

While there is no doubt that the majority of CAs abide by their own rules and the policies defined

by the software vendors, it simply does not matter as long as there is at least one CA in the very

same pool that does not. The range of known incidents extends even further, namely to actively

misbehaving CAs to gain further profits. TrustWave, a renowned CA, deliberately issued Man-in-

the-Middle certificates to well-paying companies, enabling them to eavesdrop on their employees,

as a means for protecting against intellectual property leakage [Baumgartner, 2012; Henning, 2012].

Given that CAs are sometimes government operated, it is thus a small leap to extensive spying on

citizens, rumors of which exist since the last couple of years [Soghoian and Stamm, 2012].

The straw that broke the camel’s back in a two-year series of negative events was the successful

break-in to the formerly renowned Dutch CA DigiNotar. The break-in enabled adversaries to issue

valid certificates for mail.google.com and update.microsoft.com, amongst others [Hoogstraaten

et al., 2012; von Eitzen, 2011, 2012]. DigiNotar, which issued certificates for many Dutch govern-

ment services at this time, was removed from the software vendors’ list of trusted CAs, which

immediately broke its whole business model. As a consequence, the Dutch government took over

the CA and shut it down shortly thereafter [Binst, 2011]. Nevertheless, as migrating lots of ser-

vices to a new CA takes time, the DigiNotar root certificate was moved to be a subordinate of an

Entrust root CA2 and remains active to this day, despite the incident being two years old and the

company behind it not even existing any more.

The point is, however, that having TTPs, which are no longer to be trusted, puts the system into

a broken state. To overcome existing flaws in this system, numerous add-ons, operating on top

of the existing infrastructure, have been proposed. Most of these approaches address the most

pressing problem of the currently adopted approach: the fact that CAs, located anywhere in the

world, are technically able to vouch for any arbitrary domain. Notable extensions to the existing

PKIX approach are discussed in Section 3.2.

1.2 Regulation Attempts

The current debate has also received attention from jurisdictions and the studies of law [Arnbak and

Van Eijk, 2012; Asghari et al., 2013; Roosa and Schultze, 2013]. Aside from technical approaches to

fix the situation, there are proposals to mitigate the situation by regulating Certificate Authorities

2As can be seen by searching for DigiNotar in the ICSI SSL Notary explorer: http://notary.icsi.berkeley.

edu/trust-tree/ (August 2013)

http://notary.icsi.berkeley.edu/trust-tree/
http://notary.icsi.berkeley.edu/trust-tree/
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[European Commission, COM(2012) 238/2, 2012]. Currently, CAs are somewhat self-regulated,

based on private arrangements between the involved institutions, for instance via the CA/Browser

forum3. The current regulation proposal aims to make CAs liable for any damage that occurs

because they are not adhering to “state of the art” security measures, and puts the burden on

them to prove that they actually did. This might act as an incentive to invest in powerful logging

mechanisms and stay up to date regarding key lengths and security processes. Furthermore, among

other requirements, the regulation defines security breach notifications, which have to be sent

“within 24 hours, where feasible” in case of breaches having “severe impact on the trust service

provided and on the personal data maintained therein” [European Commission, COM(2012) 238/2,

2012].

However, it is unlikely that a single, failed CA can cover all recourse claims for, say, an unauthorized

certificate for mail.google.com. Such a regulation might also hinder new players from entering

the market, since they won’t be able to afford insurance against such cases. Thus, it might further

favor established providers [Arnbak and Van Eijk, 2012].

EU-level regulations can only regulate CAs within its jurisdiction. Every CA is currently able

to vouch for any domain, regardless of any geographic or juridic bounds. Therefore, an EU-wide

regulation is not considered sufficient, since it is a global problem. Even better would be a technical

solution that does not allow this kind of abuse in the first place.

1.3 User-centered Security

STUNT is in line with ongoing efforts to actually include users into security-related decisions

[Adams and Sasse, 1999; Furnell and Clarke, 2012]. Designing systems to have users decide in

security-critical situations, without annoying them, is challenging, but we expect that this approach

helps to raise awareness and thus increase understanding. Certainly, the decision-making process

has to be supported with information understandable by novice users.

The conservative approach to embedding security mechanisms into an application is to hide the

whole process from the user, called implicit security [Smetters and Grinter, 2002]. The concept

behind implicit security is, to make systems usable by not interfering at all. Users are considered

incapable or unwilling to make security-related decisions and should only be bothered when there

is absolutely no other way. Currently, SSL is such a system, which hides all the encryption

negotiation, integrity protection, and authenticity verification from the user. We also consider it

useful not to have users manually configure all necessary details, such as selecting a cipher suite

upon every SSL connection. Such an approach would lead to a severe overhead in workload without

significant gain. In terms of authenticity, however, we think that users should well be included,

to gain a fundamental understanding on what they are dealing with. The simple padlock, which

is currently used in browsers to distinguish a “secure” page from an “insecure” one is a massive

oversimplification of the complexity behind it. The padlock icon, which emerged from a set of web

security user interface guidelines from the W3C [Roessler and Saldhana, 2010], is designed to not

overwhelm users and provide the most simple way of indicating a secure connection, suitable for

as much users as possible. The question is, however, how users are supposed to give a reasonable

3https://www.cabforum.org/

https://www.cabforum.org/
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answer to a suddenly popping up SSL warning, if they were never confronted with the problem

that a host might not be what it claims? No wonder that “given a choice between dancing pigs

and security, users will pick dancing pigs every time” [Felten and McGraw, 1999] in terms of SSL

warnings.

We believe that it should not be made that simple for users, by hiding all the dirty mechanics

away from them, and present a green, shiny padlock that hints towards absolute security. This

is especially the case when the user is the one being harmed when the padlock suddenly fails.

Analogously, in a law context, people are well aware that not knowing about a certain regulation

is no excuse for its perpetration. Here, people are well aware of possible consequences, albeit

not in every detail. Therefore, people educate themselves before entering unknown legal terrain.

For example, it might be a good idea to read up on building regulations, or include someone

knowledgeable in the decision process, before starting to build a house.

In a network security context, people are typically not even aware that there is no absolute guar-

antee for authenticy. It “just works”, with the browser and hidden infrastructure performing all

the magic. Thus, there is no obvious incentive to gather information about what is actually going

on behind the scenes. If it fails, and the current approach of dealing with the problem might lead

to failures, how are users supposed to detect the problem? Network security is not just green and

red, as often indicated by user interfaces. The dangers lie in not communicating this problem to

the average user at all.

1.4 A Primer to STUNT

STUNT uses the simple mechanism of checking references to assess a host’s trustworthiness. To

do so, each STUNT-capable host shows a list of established relationships to reference hosts. These

reference hosts are limited in their number to increase the value of each single trust relationship.

Individiual references are not weighted and cannot be differentiated regarding its purposes. It

is a mere mutual statement that both host operators assure the binding between host and host

operator for each other. Trust relationships are means to authenticate a host, based on the set

of references provided. The establishment of trust relationships requires the acknowledgement of

both involved host operators. Therefore, a trust relationship can be understood as the expression

of a host operator, stating that the trusting host is indeed operated by whom it claims to be.

STUNT is therefore a method to authenticate hosts, in the sense that a host is indeed operated

by the claiming party. It is comparable to the simple decision about whether or not to buy goods

from a yet unknown, possible fake shop. The host’s website is the equivalent to the store front, and

the presented references are comparable to what others said about the shop in question, except

that references in STUNT do not qualify as good or bad, but are simple assurances regarding the

genuineness of a host. The mutuality shall ensure that these references are honest, since every

outgoing trust relationship is incoming at the same time. Furthermore, referencing someone not

trustworthy occupies a precious slot of available references. STUNT is designed to have all trust

relationships verifiable by cryptographic means, to ensure that trust relationships presented to the

user are not fake.

Checking references before engaging with an unknown entity is no absolute guarantee for fail-
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safety. In contrast to existing approaches, however, the risk of falling for a faked host is clearly

communicated. The user decides whether or not to trust a certain host, based on its references.

More precisely, a user decides if the presented cluster of interrelated hosts makes sense. The cluster

is expected to be a reflection of real world interactions between the host operator and its partners.

Therefore, users, who are assumed to have at least a vague idea about the operator of the host they

are about to visit, are considered able to assess the plausibility of the network. If the user already

trusts a connected host, it is highlighted by the system, indicating that there is an established

trust relationship between the host in question and another, already trusted one. If, however, the

user ends up at a trust network where every host is entirely unknown, the system is bluntly telling

the user that she is about to interact with an entity that is entirely unknown to her. If such a

decision has to be made in the first place by the user, it should become apparent that there is the

possible consequence of being wrong and trusting a fake host.

According to a 2006 Internet survey by Tickbox.net [2006] for the UK government, people use,

on average, not more than six web sites on a regular basis. We think that this number might

have increased by now, due to the advent of social media and user-generated content in general.

Nevertheless, we consider it safe to assume that the subset of regularly visited web sites who

really require time-consuming assessment is well below thirty, including on-line banking and secure

workplace connections. One can surely use an encrypted channel to watch pictures of cats on the

Internet as well, but authenticity is not a priority requirement there. In such cases, the evaluation

can be omitted, since there is no sensitive data exchanged. The trust decision is remembered in

a local database at the user’s. Therefore, it has to be made only once, given that there are no

changes on server-side. Assessing the trust relationships of the limited amount of websites which

call for this measure is thus considered a feasible task.

STUNT is built upon the five design pillars explained briefly below:

User-central Users are the ones who decide whether a host is trustworthy or

not, and there exist individual trust bases per user or software

component.

Trust Relationships Trust relationships are an expression of confidence by an entity,

that the recipient is indeed what is claimed. The authenticity of a

host is assessed by its trust relationships. Users decide whether a

certain cluster of trusting hosts is reasonable or not. Trust relation-

ships from users to servers are unidirectional. Users trust hosts, not

vice versa. Between servers on the other hand, only mutual trust

relationships exist.

Expensive Creation Trust relationships between servers are intentionally expensive to

create, as incentive for investing only in long-lived relationships.

Furthermore, the number of trust relationships is limited, so that

the individual weight of a trust relationship is higher. Host opera-

tors are thus encouraged to choose their trustees carefully.

Cheap Verification Users are able to verify the presented relationships on the fly.

Risk-based Revocation Support The system uses a whitelisting approach, where no host is con-

sidered valid, except all of its trust relationships verify correctly
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and are current. An active revocation scheme is built-in, which

requires continuous updates in predefined, risk-based intervals for

a relationship to be kept alive.

The Backfiring Principle As far as possible, all attempts to misbehave shall backfire at the

initiator.

In STUNT, users assess the trustworthiness of a host by means of exploring the surrounding

network of trust. Their decision is made within the browser’s user interface and leads to individual

trust bases, stored on the local client. Trust relationships are created using a simple protocol,

similar to Secure Shell (SSH), which requires host operators to ensure each other’s authenticity

using a second channel. Trust relationships are created from exchanging a signed and thus sealed

data structure. This data structure includes the certificates of the involved hosts, a guarantee for

its freshness, and what’s called a proof of work. The proof of work ensures the properties expensive

creation and cheap verification. It is a cost function involving finding a certain partial collision for

a secure, pre-image resistant hash function. The difficulty of this cost function increases with the

amount of trust relationships of the other involved party. This asymmetry in effort is an incentive

for host operators to actually engage in trust relationships with new, yet less trusted hosts. The

mutuality of trust relationships embeds the backfiring principle, in a way that one’s own reputation

is harmed by careless trust decisions. Risk-based revocation support is realized by requiring updates

to be sent in regular intervals for the trust relationship to stay alive. These intervals are risk

periods, defined individually by both involved host operators during the establishment of a trust

relationship.

Figure 1.1 shows an example of such a STUNT network of trust. The user, in the process of

connecting to tugraz.at, is presented with tugraz.at’s trust network. This surrounding trust

network shows all hosts, whose operators expressed their confidence that the host tugraz.at is

indeed operated by the claimed Graz University of Technology, and vice versa. It is now up to the

user to decide if graz.at, universitaeten.at and online.tugraz.at are plausible vouchers for

the authenticity of tugraz.at. Moreover, if the user is unsure about any of the linked vouchers, the

network can be arbitrarily expanded and browsed deeper, to assess the trustworthiness of shown

trustees as well. A decision made by the user is then stored on the client, such that users will no

longer be bothered in the future. In the background, however, the client will verify if the state of

the trust network is still the same as it was during the assessment. If a critical deviation occurs,

for example due to a revoked trust relationship, the user is warned and prompted to re-assess the

trust network.

Compared to existing solutions, STUNT is certainly more work for both host operators and users.

In contrast to PKIX, the responsibility of ensuring the authenticity of a certain host operator is

shifted from CAs to other host operators. Users on the other hand have to decide for themselves

if they trust in the authenticity of a certain network of trust configuration. This increase in effort

at the user’s might be the biggest barrier for STUNT, since its usefulness is highly dependent

on whether or not users accept this way of assessing hosts. To mitigate this problem, STUNT is

remembering the decisions and keeps the interruptions at a minimum. Nevertheless, it is more

work for a user than in PKIX, which decides about authenticity without user interruption. Still,

we think that it is essential for users to have a say in this decision and not have it taken away by

an unknwon authority and intransparent processes. From a computational point of view, STUNT
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Figure 1.1: STUNT example network

is more work for host operators, since they are required to compute expensive proofs of work.

Deploying STUNT on the Internet would certainly be a major challenge, even though a backwards-

compatible way is introduced. The backwards-compatible mode, which allows operators to use

STUNT in conjunction with CAs still requires an additional key pair for host operators, of which

the public key has to be included into the SSL certificate by means of an extension. Therefore, it

is necessary to re-issue existing certificates and have CAs agree to the inclusion of this additional

field. Moreover, it requires host operators to run an additional service on their hosts and to

actively engage in trust relationships. Browsers or other clients have to include a module capable

of verifying trust relationships and showing a network explorer component in an appealing way.

Therefore, we are aware that it is considerable effort to introduce STUNT to a broad user spectrum.

While the concept is considered stable, making STUNT a ready for use requires future work

regarding its parametrization. It is a prototype, and as such considered a solid base for further

research. A new solution to the introduced problems is very hard to adopt, due to the vast amount

of work that already went into establishing the current system and expected refusal to abandon

the current way of dealing with the problem of host authenticity. Besides, there is a whole industry

behind selling trusted certificates, which is not going to simply give their business model away to

new approaches, which are no longer relying on them. To provide a way to theoretically introduce

STUNT on top of the existing PKIX infrastructure, it may well be operated in a backwards-

compatible way, using the established format of X.509 certificates and in addition to CA-based

authenticity verification.

1.5 Outline

Before taking a more detailed look at STUNT, preliminary topics are covered in brief. Afterwards,

we discuss existing approaches towards ensuring host authenticity. Background knowledge about

these solutions is needed to understand their individual advantages and disadvantages. Moreover,

parts of their concepts are inherited in STUNT, whereas other aspects were intentionally designed

to be different. In chapter 4, we discuss STUNT in more detail, covering technical aspects as well

as internal workings. Subsequently, the STUNT prototype implementation is introduced, with an

overview about implementation details and an initial user interface design idea being shown. Before
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drawing final conclusions, the system’s advantages and disadvantages are discussed in Chapter 6,

and the achieved properties are compared to the goals defined in Section 4.1.



Chapter 2

Preliminaries

“The trust of the innocent is the liar’s most useful tool.”

– Stephen King

This chapter briefly introduces concepts and notations required to understand the following dis-

cussion about STUNT and related systems.

2.1 Secure Communication in Large-Scale Networks

Enabling secure communication over large-scale networks, whose individual components are con-

trolled by different parties, is a challenging task. Secure communication incorporates the three key

pillars defined by the CIA triad : confidentiality, integrity and availability [ISO/IEC 27000, 2009].

Confidentiality, protecting message data in a way that avoids eavesdropping by other parties, can

be achieved by encryption. Encryption, however, introduces the problem of key distribution. Given

two parties who want to communicate over a network that is considered insecure, how are they

supposed to exchange keys to use them later for en- and decryption? Asymmetric or public key

cryptography eased this situation by introducing key pairs, where a publicly available part is used

to encrypt the message. Alongside this public key, each participant is in possession of a private key

that must be kept secret. A message encrypted with a person’s public key can be decrypted with

the corresponding private pendant. Public key cryptography schemes such as RSA [Rivest et al.,

1978], ElGamal [El Gamal, 1985] or the Elliptic-Curve Integrated Encryption Scheme (ECIES)

[Brown, 2009] can be used to achieve confidentiality.

Integrity, the second aspect of the CIA triad, concerns both message integrity and origin integrity.

Message integrity refers to the message not being altered by an intermediate instance. Origin

integrity, on the other hand, deals with the assurance that both communicating parties are indeed

who they claim to be. Both these attributes are usually achieved by either digital signatures

[Brown, 2009; El Gamal, 1985; Rivest et al., 1978] in asymmetric cryptography scenarios, or by

Message Authentication Codes (MACs) [ISO/IEC 9797, 2011], if symmetric cryptography is used.

Availability refers to whether the involved systems are available to the participants. A system that

is turned off, or disconnected from the outside world might be hard to break into, but its usefulness

is limited as well.

There is ongoing criticism on the CIA triad ’s simplicity, and extended models such as the Park-

erian Hexad [Parker, 1998] exist. However, we consider the CIA approach sufficient for a brief

introduction on the relevant attributes of secure, digital communication in this context.
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Cryptographic assurance in terms of confidentiality and integrity is indispensable for secure com-

munication. However, at some point humans are involved, which adds the additional problem of

binding a certain secretly kept key to a specific person. Each key has a particular purpose and

crypto systems are designed in a way that renders guessing keys from observing ciphertexts is com-

putationally infeasible. In the end, however, it is just a long, random number with no guarantee

that the right person is in its possession. This is particularly problematic on first encounters in

a large network scenario, where participants typically do not personally meet or maybe do not

even know the other endpoint. A newly established communication channel might thus ensure

confidentiality as well as message integrity, but lead to a different, non-intended person.

Several approaches exist to mitigate the uncertainty of whether or not a key belongs indeed to a

certain person. Existing concepts are introduced in Chapter 3.

2.2 Trust

Before discussing existing approaches to ensuring host authenticity, there is need to elaborate on

the term trust. There is no generally accepted definition of trust and there are many facets to that

topic [Das and Teng, 2004; Grandison and Sloman, 2000; McKnight and Chervany, 1996, 2001],

such that it makes sense to outline the diversity of the term trust. Within Section 4.2, we will give

a definition of what trust means in the context of STUNT.

2.2.1 Trustable Entities

Jøsang defined that there is a distinction to be made on whether the trusted party is passionate

(human) or rational (non-human). His main argument satisfying this distinction is that a human

entity might be intendedly abusing one’s trust or be subject to threat or persuasion. Therefore,

according to Jøsang, trusting a human “is the belief that it will behave without malicious intent”.

Interpersonal, passionate trust is a complex topic on its own [Bamberger, 2010], but considered out

of scope in this context. Non-human entities are not able to pursue malicious goals by themselves,

because they are designed for a specific purpose. Trust in such a rational system is therefore

denoted as “the belief that it will resist malicious manipulation by a passionate entity” [Jøsang,

1996]. This definition does not take malicious designers of rational entities into account, who create

components whose entire purpose is to follow malicious intents. These components might resist

malicious manipulation by outsiders, but are malicious by itself.

X.509 defines trust as follows: “Generally, an entity can be said to ‘trust’ a second entity when it

(the first entity) assumes that the second entity will behave exactly as the first entity expects. This

trust may apply only for some specific function.” [ITU-T, 2009]. Note that this definition does

not imply whether the system or other party behaves in a subjectively positive or negative way.

Furthermore, this definition implies a thin line between trustworthy and reliable, since reliability

is also defined by expected behaviour, although with positive connotation. From these two sample

definitions, we see that trust differs strongly, depending on the expectation someone has towards

the entity to be trusted, and its intended purpose.

Somebody being trustworthy, on the other hand, means that “one is able and willing to act in the
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other person’s best interests” [McKnight and Chervany, 1996]. Therefore, it does encompass the

positive attitude towards the trustee.

In a distributed environment, where personal visits are hardly possible, one has to be sure to

actually talk to the intended system. Therefore, trust in that context can be twofold: a) whether

one trusts in that the other host is indeed operated by whom it claims to be, and b) whether to

trust that particular host operator per se. The X.509 definition of a trusted system blurs this

distinction by stating that the system behaves as expected. One could actually argue that expected

behaviour is a subjective and hardly verifiable attribute. While it is usually apparent if a system

does the opposite or less than what is expected, one is typically unable to detect whether it is

doing more than that. For example in phishing scenarios, where websites are exactly copied in

order to behave as if they were real, just to additionally grab users’ credentials and send them to

some place else.

2.2.2 Trust Directionality and Qualification

Reasonably, it is common ground in the literature that trust relationships are unidirectional [Abdul-

Rahman and Hailes, 1997; Denning, 1993; Golbeck, 2006; Jøsang, 2013]. Furthermore, many

proposed trust management approaches additionally qualify such relationships. This is done by

either quantifying the amount of trustworthiness accredited to some entity [Abdul-Rahman and

Hailes, 1997; Zimmermann, 2000] and thus addressing the uncertainty of such a relationship, or

by classifying the purpose of a certain trust relationship [Blaze et al., 1999, 1996; Chu et al., 1997;

Clarke et al., 2001; Yahalom et al., 1993]. The latter includes categorization, such as whether an

entity is trusted for the purpose of car servicing, stomach surgery or financial consultancy.

2.3 Proof of Work

A proof of work is the output of a mechanism to prove to someone else that a substantial amount

of work was performed when fulfilling a certain task. Proofs of work are designed to be hard

to provide, but cheap to verify at the same time. Proofs of work are used as spam protection

mechanism [Back, 2002], as client puzzles to prevent Denial-of-Service attacks [Juels and Brainard,

1999] and are currently heavily computed during BitCoin mining [Nakamoto, 2008].

The idea is to take a preimage-resistant hash function, such as Secure Hash Algorithm (SHA)-256

[Dang et al., 2012], which is computationally infeasible to invert. Instead of finding a complete

preimage, the problem is reduced to finding a certain input, which produces an output hash smaller

than a defined number. The problem’s difficulty can be adjusted by the required size of the output

hash. Typically, the upper output constraint is a value evenly divisible by two, such that smaller

can be expressed by the number of leading zeroes of the output hash. With SHA-256 being used,

the problem’s complexity scales with 2n, with n being the number of required leading zeroes [Dang

et al., 2012].
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2.4 Hash Chaining

Hash chaining is a method to prove the integrity for a list of entries in an order-preserving way. To

achieve that, successive computation of a hash over the list of entries is performed in the following

way:

hashchain = H(... || H(entry2 || H(entry1)))

At first, a hash of the first entry is computed. Each following entry is concatenated to the output

of the previous hashing operation. This concatenated byte string is used as input for another hash

computation. The output of this hash computation is then concatenated again to the next entry and

hashed, and so on. This sequence of computations is repeated for all entries. The resulting output

is a fingerprint encompassing all entries of the list, including their order. Therefore, assuming

a secure, preimage-resistant hash function, this fingerprint is only reproducable using the same

entries in the same order again. The mechanism is the same as in secure boot scenarios, where

Platform Configuration Registers (PCRs) are updated in the same manner [Trusted Computing

Group, 2011, Chapter 4.4]. In trusted booting, hash chains are used to determine if two consecutive

system boot-ups were executing the very same software in the same order. Thus, potentially

malicious deviations in the host’s software configuration are detected.



Chapter 3

Background and Related Work

“Ginny!” said Mr. Weasley, flabbergasted. “Haven’t I taught you anything? What have I always

told you? Never trust anything that can think for itself if you can’t see where it keeps its brain?”

– J.K. Rowling, Harry Potter and the Chamber of Secrets

STUNT is a new approach to address the problem of host authenticity in large-scale networks,

where consumer and provider typically don’t know each other. Therefore, it involves establishing

a binding between a host and its operator. The proposed system is, to the best of my knowledge,

a new approach towards the host authenticity problem. There are already several approaches for

this problem, all of which have their own advantages and disadvantages. Since STUNT is inspired

by these systems and shares parts of their concepts, relevant systems are discussed and compared

in this chapter.

Research on this topic was very active up to about the turn of the millennium, propelled by

sceptics of the adopted PKIX solution like Matt Blaze [1999; 1996], Stefan Brands [2000], Roger

Clarke [2001] or Bruce Schneier [2000]. Additionally, the World Wide Web Consortium (W3C) was

working on a rule-based alternative called Rule-controlled Environment for Evaluation of Rules, and

Everything Else (REFEREE) [Chu et al., 1997]. Unfortunately, most of the early alternatives were

neither developed any further nor widely used and are thus no longer of practical relevance. Pretty

Good Privacy (PGP) [Zimmermann, 2000] on the other hand, which was created at about the same

time, is still used for private e-mail communication. Anyhow, for host authenticity, the almost

solely used solution is Public Key Infrastructure X.509 (PKIX) [IETF PKIX Working Group,

2013], a family of standards and Requests for Comments (RFCs) for public-key infrastructures.

STUNT is designed to be operated in both a PKIX-compatible and a standalone mode. Both the

popularity and compatibility of PKIX justify a deeper delve into its workings, followed by PGP,

Simple Public Key Infrastructure (SPKI), Domain Name System Security Extensions (DNSSEC)

and a more general look systems establishing trust by reputation.

3.1 PKIX

PKIX [IETF PKIX Working Group, 2013] is a historically grown, vast suite of standards and RFCs,

defining various aspects of establishing a public-key infrastructure in an Internet context. For the

sake of conciseness, only the directly relevant parts are to be described throughout this section.

More detailed information can be found either in the ITU-T X.509 standard itself [2009], Adams

and Lloyd [2002] and Karamanian et al. [2011], RFC 2459 [1999] for the certificate structure, as

well as the RFCs 5280 [2008] and 2560 [1999] for detailed revocation-related information.
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Figure 3.1: Certificate hierarchy examples

3.1.1 Introduction

PKIX introduces TTPs, or so-called Certificate Authorities, which are to be trusted by both

the service provider and the end user. In this setup, every service provider owns a self-created

public/private key pair. To be accredited by a Certificate Authority, a service provider signs its

public key using its own private key and sends it to the CA, including some identification, for

example a passport, and receives a certificate in return. A certificate is basically the public key

of the service provider, signed by the CA. More precisely, a certificate contains meta-information

such as a validity period, the allowed key usage and possible constraints, for example restrictions

on what the certified key may be used for. The certificate structure will be explained in more

detail in section 3.1.2.

The signature by the CA is a seal, stating that the service provider in possession of the correspond-

ing private key is indeed who is being claimed. Furthermore, the signature prevents later altering

of the certificate information.

Central to PKIX is the hierarchical certificate system, as defined in X.509 [ITU-T, 2009]. At the

top of each hierarchy, a CA’s certificate resides. A root CA’s certificate, a so-called root certificate,

is self-signed. Since there is no superordinate instance, the CA signs its own public key to prevent

later modifications. Further down the tree-like hierarchy are either direct leaves, or subordinate

CAs. Subordinate CAs can issue further certificates, which in turn reside below the subordinate

CA’s level in the hierarchy. Whether a node is a subordinate CA or a host is defined by the values

of a triplet of certificate fields, the key usage, the basic constraints and the extended key usage.

Figure 3.1 shows possible sample hierarchies. These hierarchies exist in parallel, with a different

rootCA residing at the top of each tree.

This hierarchy-based approach implies the assumption that anyone who trusts the root automati-

cally trusts all the other parties whom the root vouches for. Therefore, the overhead at the end user

of manually selecting trustworthy hosts is greatly reduced. In fact, even the choice of trustworthy

roots is taken away from end users. Nowadays, typically each vendor of software using this system,

for example browsers, operating systems or runtime environments, includes a list of trusted roots.

Therefore, software vendors ultimately decide who is trusted out of the box and who is not.

A Certificate Authority is usually a company, either privately operated or driven by a government.

The business model of such CAs is to charge for issuing certificates. Certificates are are delimited

in their lifetime by the validity period, thus forcing clients to periodically buy renewals. CAs have

to ensure that the recipients of issued certificates are indeed who they claim to be, and also have
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Figure 3.2: A sample SSL warning dialog in Firefox

to ensure adequate protection of their own key material to avoid abuses caused by leakage. For

a CA, it is crucial to remain trusted, that is, within the set of predefined CAs that are shipped

with browsers and other software packages. Being trusted out of the box is essentially a CA’s only

relevant argument for customers to acquire certificates. If the CA were not in the list of trusted

roots, anyone could sign a certificate with the same effect, namely a warning at the end user’s,

such as the one depicted in Figure 3.2. Once a CA is trusted, it can issue valid certificates for

every arbitrary existing domain.

Prices for acquiring certificates range from $25 to $1000, depending on the type of ownership verifi-

cation performed [Asghari et al., 2013]. A Domain Verification (DV) certificate, the least expensive

type of certificate, is only verified by sending a verification email to the email address specified

in the WHOIS entry of the corresponding website. Extended Verification (EV) certificates, which

involve detailed checking of the owner by the CA, are at the upper end of the given price range.

From a user experience point of view, the only difference between less expensive DV certificates

and higher-quality EV certificates, is simply that the name of the associated organization is shown

in the URL bar of the browser. The difference is illustrated in Figure 3.3, note the part left of the

URL in Figure 3.3b.

(a) DV certificate sample (b) EV certificate sample

Figure 3.3: The difference between DV and EV certificates as shown by Mozilla Firefox
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PKIX is not limited to service providers, since end users can obtain certificates as well. Exam-

ples for use cases directly involving end users would be client authentication or secure emailing

(S/MIME). The further description focuses on the relationships between service providers and end

users, since it is the relevant aspect for this thesis.

3.1.2 Certificates

The certificates mentioned before are X.509 version 3 certificates. These structures contain at

least the fields shown in Table 3.1. Certificates by itself are complex structures, with room for

ambiguities and mistakes in their validation [Gutmann, 2002]. Especially Distinguished Names

(DNs) turned out to be insufficient for unique identification [Kaminsky et al., 2010]. X.509 was

originally intended as authentication layer based on a networked directory service, X.500. Due to

its complexity, X.500 was never fully implemented. However, the Lightweight Directory Access

Protocol (LDAP), a subset of X.500, is in wide use. X.509 was reused as an approach to host

authenticity, but several adaptations had to be made to suit the resulting new needs. For this

purpose, extensions were introduced with version 3 of the X.509 certificates.

Table 3.1: X.509v3 certificate fields [Housley, R. and Ford, W. and Polk, W. and Solo, D., 1999]

Field Description

Serial Number A unique identifier for the certificate, typically a 128-bit ran-
dom number.

Version Specifies the version of the structure. Currently, the values
v1, v2 and v3 are defined.

Signature Contains meta-information about the algorithm that was
used when signing the certificate. Possible algorithm fam-
ilies, such as for example RSA in conjunction with SHA-256,
are pre-defined by so-called object identifiers (OIDs).

Issuer Digital Signature The actual signature, as created by the certifier
Issuer (Uniquely) defines the issuer using a Distinguished Name

(DN)
Subject (Uniquely) defines the certificate owner using a Distinguished

Name
Validity Period Defines a time span during which the certificate is valid. It

is defined using two timestamps, specifying the time before
and after which the certificate is no longer valid.

Subject Public Key Information Contains the public key of the owner, alongside an OID for
the used algorithm

Extensions Optional extensions, since v3.

Each extension is a triplet containing a critical flag, an Object Identifier (OID) as well as its value.

According to RFC 2459 [1999], critical extensions must be recognized by compliant services. If

a certificate contains an unrecognized but critical extension, it has to reject it. On the other

hand, non-critical extensions may optionally be taken into account upon verification. The crucial

certificate fields key usage, extended key usage and basic constraints, which control how a certified

key may be used, are only critical extensions and not part of the original certificate structure.

A brief explanation of these three extensions is given below, since they are important during

verification.
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Figure 3.4: X.509 certificate chain verification [cf. RFC 5280 2008, sec. 6]

As mentioned before, the fields key usage, extended key usage and basic constraints define the

intended purpose for an issued certificate. They enable the distinction between a CA and a leaf

certificate. Furthermore, they allow restricting a certificate to a certain use case, for example to be

used only for digital signatures, encryption or certificate signing. Extended key usage, in addition

to key usage, allows issuers to place even finer grained constraints on the represented key. The

basic constraints field explicitly defines whether the certificate is a CA certificate. Moreover, a

maximum depth of the hierarchy tree is specified.

3.1.3 Verification

Verification is a complex topic on its own, with many opportunities to err [Georgiev et al., 2012].

Verification is discussed on a brief level, leaving out many peculiarities and possible side-effects.

In PKIX, a certificate is verified by walking up the certification path. When visiting a certain host,

for example using the SSL protocol, this host will present its certificate. Since the visited host is

most likely not a CA, its certificate should be signed by either a subordinate CA or a root CA. In

case of a subordinate CA, this subordinate itself has to be signed by a higher-level instance, and

so on. Figure 3.4 shows a sample verification path, alongside the individual checks that need to be

performed on each hierarchy level.

Given a set of certificates that form such a path, signature verification can be done by using

the public key of the direct superordinate certificate for verifying the signature on the currently

processed certificate. Furthermore, the issuer name of the currently processed certificate has to

match the subject name of the superordinate one. As a second step, the validity period is inspected

to ensure the certificate is still valid. If the first two steps were successful, a revocation check is

performed. Certificates might be revoked, for example due to abuse or private key compromise.

Revocation is discussed in more detail in Section 3.1.4. As a last step, any constraints defined in

critical extension fields have to be processed. The current path length has to be matched against

the maximum allowed path length. Furthermore, the key usage field needs to be inspected to check

whether an intermediate CA is indeed allowed to sign other certificates.

These four steps are repeated for each certificate in the chain. Once the verification process

reaches the top, the root certificate is matched against the local, pre-configured set of trusted root

certificates. If the presented root is such a trusted root and the whole path verified correctly, the

certificate of the host in question is considered valid.

However, as the system grew it became increasingly slow in adapting to newly introduced changes,
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leading to a multitude of problems with this seemingly straightforward verification procedure

[Gutmann, 2013, pg. 652ff]. One potential cause for problems is that, in practice, the hierarchy

is often no longer a tree. Cross certification, in all its variants, allows CAs to express their trust

in each other, leading to certification paths that might contain loops or are otherwise ambiguous

[Boeyen, S. and Moses, T., 2003; Gutmann, 2002].

3.1.4 Revocation

Revocation means the withdrawal of a certificate, even if it might otherwise still be valid in terms of

its validity period and verification path. Reasons for revocation can be private key compromisation

or a change of the domain name, for instance.

In PKIX, revocation follows a blacklisting approach. Blacklisting implies that, by default, every

certificate is considered non-revoked until present on a Certificate Revocation List (CRL). Such

Certificate Revocation Lists are typically issued by the certificate authorities themselves and are

signed to avoid unauthorized modification. A specific key usage flag in the certificate specifies if a

certificate holder is allowed to sign a CRL.

A CRL is merely a list of the serial numbers of revoked certificates. It is not intended to be

on-line, and can thus be cached. For reasonable caching, each CRL contains a field specifying a

date for its next update, after which requesters shall update their cached version. Furthermore,

there are variants of CRLs, like delta CRLs, containing only the differences to another reference

list, or indirect CRLs, which incorporate information of other CAs as well [Cooper et al., 2008].

Typically, the location of such a CRL is encoded within the certificates, as part of the CA policy

certificate extension.

Revocation might be an urgent matter, and the concept of cached CRLs is thus being widely re-

placed by the Online Certificate Status Protocol (OCSP). OCSP allows questioning the revocation

state of a certificate directly upon verification. Certificates from CAs supporting OCSP typically

contain another policy extension field containing the location of the CAs OCSP server. This server

can be queried with the certificate’s serial number and issuer name, to get information about its

revocation state.

Both OCSP requests and responses shall, but must not, be signed to prevent tampering with its

contents. An OCSP response returns a status field, with the possible values GOOD, BAD or

UNKNOWN. The only definitive answer, however, is BAD, which states that the certificate has

indeed been revoked. GOOD might mean that the certificate is non-revoked, but might mean as

well that the certificate was issued somewhere else, or “that the time at which the response was

produced is within the certificate’s validity interval” [Myers et al., 1999]. Therefore, it might as

well contain no usable information at all. Furthermore, it is up to the implementation how to react

upon UNKNOWN responses. OCSP responses do not guarantee the freshness of the response,

since it is unknown where the server gets the state information from. It may well be that the

OCSP server simply queries a CRL in the background, thus providing no better information than

the CRL itself.
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3.2 PKIX Additions

The approaches presented here are focused on backwards compatibility, to keep the maintenance

overhead within reasonable bounds when transitioning from X.509 to something different. There-

fore, they are designed as add-ons to the existing infrastructure, seeking to improve the current

situation by providing more information at verification-time.

3.2.1 Public Key Pinning

Public Key Pinning (PKP) is an attempt by Google to enhance operator control about which CAs

are authorized to vouch for their authenticity. To achieve this, an additional HTTP response header

field Public-Key-Pins is introduced, where host operators can include a list of base64-encoded

hashes of public keys from root certificates, which denote valid roots of trust for their domain.

PKP is currently in review by the Internet Engineering Task Force (IETF). The summary given

here is based on the currently most recent draft, revision six, valid until December 21st, 2013

[Evans et al., 2013].

A PKP-capable HTTP response header might look as follows:

HTTP/1.1 200 OK

Date: Sat, 29 Jun 2013 10:32:45 GMT

Server: Oracle-Application-Server-10g

Content-length: 5030

Content-Type:

text/html; charset=UTF-8

Keep-Alive: timeout=5, max=100

Connection: Keep-Alive

Public-Key-Pins: max-age=3000;

pin-sha1="ZGEzOWE[..]Q4MDcwOQ==";

pin-sha256="ZTNiMGM0ND[..]k5MWI3ODUyYjg1NQ=="

This sample response header states that only the two root certificates with either a base64-

encoded SHA-1 hash of ZGEzOWE[..]Q4MDcwOQ== or a base64-encoded SHA-256 of ZTNiMGM0ND[..

]k5MWI3ODUyYjg1NQ== (both hash values shortened for clarity) are valid. The max-age directive is

a time-to-live value for the information to remember (pin). On each visit, the browser remembers

the current timestamp plus max-age in seconds, after which this header information expires and

is no longer used as reference. Subsequent visits with equal PKP header information will update

this value, further extending its relevance. Note that in HTTPS traffic, SSL protects both the

header information and the content in terms of confidentiality and integrity, thus avoiding easy

manipulation of the header information.

Therefore, Public Key Pinning allows host operators, who know the CAs they contracted with, to

disseminate this information to visitors. Another CA, which, fraudulently or accidentally, issues

a certificate for this host, will have a different hash of the root certificate’s public key. Thus, a

subsequent attempt to impersonate the host will be recognized by clients who visited the real host
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beforehand, since the pinned information is different from the presented data. It does not, however,

solve the problem on a first visit, since an impersonated host may as well send faked PKP headers.

Public Key Pinning intentionally uses public keys and not the whole certificate as reference, to

allow new certificates to be generated from a reused key. To summarize, PKP enhances the control

of service operators, since they are able to spread the information about what CAs to accept within

their HTTPS responses. Users, having the intended keys pinned from previous visits, will be able

to detect a certificate signed by a CA that is not authorized to do so by the host’s operator on

subsequent visits.

3.2.2 TACK

Trust Assertions for Certificate Keys (TACK) are currently under review by the IETF as well.

The contents of this section are based on the current draft version two, which expires in July 2013

[Marlinspike and Perrin, 2013].

TACK is conceptionally very closely related to Public Key Pinning, but uses a second key pair,

the TACK key, in addition to the SSL key pair. The TACK private key is used to sign the host’s

public key as used in the certificate. If requested by TACK-aware clients, the TACK public key as

well as the signature are sent by means of a SSL/TLS extension. With the TACK public key, the

SSL/TLS public key is verified. If the verification succeeded a defined number of times, the given

information is remembered (pinned) until a given time frame expires. It has to be successful for

more than one time, to avoid pinning faked information, which might be presented on the first,

but not on subsequent visits. As with Public Key Pinning, the verification result will be compared

on subsequent visits and the connection will be aborted or a warning will be issued if the results

mismatch, for example due to an adversary performing a Man-in-the-Middle attack.

Contrary to Public Key Pinning, TACK is intended as standalone authenticity method, with just

optional verification of any present X.509 certificate chain. TACK pins shall be easily shareable,

thus allowing clients to verify their result by others posted on the Internet. The main difference

between Public Key Pinning and TACK is therefore that TACK uses another key to bind to the

SSL/TLS key, whereas PKP uses a binding to a public key somewhere up in the certificate chain.

However, TACK itself does not offer any reliable method to verify whether the originator is indeed

who she claims to be. While it makes it exceptionally hard for attackers to perform a Man-in-the-

Middle attack on a client who has visited the original host before within the timeframe, it does not

provide means to verify the destination on first visits. This identification might be achieved with

several, defined instances, who report the same pins upon requests, which is then very similar to

Perspectives, being introduced in the following subsection.

3.2.3 Perspectives

Perspectives is an interesting approach introduced by Wendlandt et al. [2008], which got picked

up and sharpened from a prototype state to a production-ready implementation by Marlinspike

[2011a], called Convergence. Both approaches share the same concept, only being different in

implementation-level details. Perspectives uses what Wendlandt et al. called notaries as a source
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for authenticity information. Notaries are simple servers, which record the certificate fingerprints

of other sites found on the web.

Contrary to the existing PKI hierarchy, notaries are not trusted by themselves. Instead, a quorum-

based approach is pursued. Clients who visit a website using HTTPS will forward the host name

and received fingerprint of the presented SSL certificate to a number of predefined notaries. These

notaries will compare the received tuple with the corresponding record in their database, and tell

the client whether the record matches or not.

Depending on the client’s configuration, a specific quorum of positive notary responses is required

for the host to be considered authentic. The quorum-based approach eliminates the possibility

that a single entity can trick a client into accepting a host as valid. Clients who are subjected to

a Man-in-the-Middle attack are assumed to receive negative notary responses, since the presented

fingerprint will not match. Of course, this system only works as good as a client’s notary choices.

Recommended would be to choose at least three notary servers, which are preferably located across

the world and known to be independent of each other.

The system comes with two interesting properties. The first one being that clients are not bound

to the fixed CA which issued a host’s certificate. Trustworthiness is assessed using the notary

responses, and notaries can simply be changed by adjusting the client-side configuration. Therefore,

“untrusting” such a notary is a simple task. The second property is, assuming that notaries are

chosen well and placed across the world, that it gets very hard for attackers to fake a host. Notaries

can of course be tricked in the same way into storing wrong fingerprints as clients. However, the

quorum-based approach would require the adversary to have high control over the network. Even

governments, who may operate a CA to spy on their citizens using valid, duplicate certificates for

prominent websites, should be unable to influence the routes of relevant notaries located in very

different places.

Both Perspectives and Convergence offer a Firefox plugin1. Unfortunately, notary servers are quite

scarce at the time of writing, which harms the project’s usefulness and hinders its wider use.

A similar approach to Perspectives is the P-Grid Public Key Infrastructure (PKI). It transfers the

same, statistical concept to peer-to-peer networks, where an agent is considered trustworthy if a

certain quorum of other agents acknowledge its public key [Datta et al., 2003].

3.2.4 CertLock

CertLock is a browser extension proposed by Soghoian and Stamm [2012]. It collects and stores

metadata of the root certificate at the top of the presented certificate chain when the client connects

to a website using HTTPS. Collected are values such as the country of the issuing CA, the CA’s

name, as well as name and country of the website itself. The collected data is stored alongside the

host name, and the information received on subsequent visits is compared to a previously stored

record, if present. If a property changed, a warning dialog is shown, raising the user’s awareness

that something unexpected is going on.

The rationale is that many governments operate top-level or subordinate CAs. Therefore, it is

1See https://addons.mozilla.org/en-us/firefox/addon/perspectives/ and http://convergence.io

https://addons.mozilla.org/en-us/firefox/addon/perspectives/
http://convergence.io
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possible to issue valid certificates for arbitrary domain names to spy on citizens. If a country’s

Internet traffic is routed through some Man-in-the-Middle infrastructure, presenting such a crafted

certificate, users might not notice it as long as the root CA is in the global trust store. However, if

one happens to travel a lot and visits the same website from different countries, then the browser

remembers the corresponding certificate chain and its attributes. Thus, if one is at another desti-

nation and the chain evaluates to another top level root, users receive additional warnings. Typical

browser implementations won’t warn about this out of the box, because no state is maintained

across subsequent visits and the root is still a globally trusted one.

3.2.5 Certificate Transparency

Yet another current IETF draft by Laurie et al. [2013] proposes certificate transparency. The

contents of this section are based on revision 12 of the draft, which expires in October 2013.

Certificate transparency introduces the idea of keeping global logs containing identifiers of issued

certificates. Clients are expected to check the log for any presented certificate they encounter and

reject them if they do not appear therein. Responses from the log are lists of hashes, signed by

the log, which prove that a certificate is indeed recorded. Thus, CAs are forced to publish issued

certificates to the log. The log itself is a service built around an append-only Merkle hash-tree

[Merkle, 1988], with revocation being delegated to other, existing mechanisms, like CRLs.

Certificate transparency defines two roles: monitors and auditors, where monitors continuously

watch over the log to ensure consistency, and auditors query the log for its contents. An auditor

component can be built-in into a web browser, for example. It possesses partial information from

the log, namely the currently questioned certificate, and queries the log to ensure the certificate

was published there.

CAs need to report newly issued certificates to the constantly monitored log, certificate trans-

parency avoids duplicate certificates for the same domain. Therefore, conventional SSL Man-in-

the-Middle attacks are counteracted. Logs can be operated by anyone, and need not be trusted by

clients. The idea is to have a pre-defined set of trusted logs, much like predefined roots of trust.

A somewhat similar attempt driven by the EFF, called sovereign keys, also incorporates a central

data read- and append-only data structure. This distributed data structure, spanning ten to twenty

servers and being mirrored even more often, allows only one entry per domain. Legitimate host

operators are supposed to create a key pair (the sovereign key), and append its public part to that

centralized structure. Since there is only one entry per domain allowed, duplicates are avoided, and

attackers able to obtain a valid certificate for a domain from a misbehaving CA cannot insert the

required record into that structure. Clients can query this structure for its corresponding recorded

entry when visiting a host, and compare the returned data with the certificate returned from the

host.

The crucial difference to certificate transparency is that sovereign keys has the stated goal to

completely remove SSL warnings due to their ineffectiveness (cf. Section 1.1). In sovereign keys,

host operators can specify an alternative route to the target host, which is automatically used if the

sovereign key verification fails at the client. Such an alternative route might use a Virtual Private
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Network (VPN) connection or establish the connection via a hidden The Onion Router (TOR)2

service, whose address is the hash of the sovereign key, ending with .onion. Therefore, the browser

automatically routes around a possible ongoing Man-in-the-Middle attack without further user

interaction [Eckersley, 2012].

3.3 PGP

Pretty Good Privacy (PGP) by Zimmermann [2000] is a well-known counterpart to the hierarchy-

based approach of PKIX. It never received the same amount of attention as PKIX did, but it is

still widely used for private messaging. PGP is based on a user-centric, decentralized model, a

concept which was loosely adopted by STUNT.

Zimmermann created PGP in 1991 to promote awareness of privacy issues in the digital age. After

the on-line publication of the PGP software, Zimmermann was subjected to a criminal investigation,

since the US copyright export law classified crypto systems using key lengths longer than 40 bits

as munition and restricted them from leaving the country. Zimmermann’s response was to publish

the entire PGP source as a hard-cover book [Zimmermann, 1995], allowing everyone to recover the

software from scanning the book’s pages. Despite the publicity boost arising from the court fights,

PGP’s popularity might have been hindered by usability problems, as pinpointed by Whitten and

Tygar [1999]. The brief PGP explanation in this section is based on [Zimmermann, 2000].

3.3.1 Certificates

Certificates in PGP serve the same purpose as those in X.509, to bind a public key to an identity,

but are constructed in a different way. PGP certificates, usually called just PGP keys, contain,

without being limited to, the fields shown in Table 3.2. Contrary to X.509, a PGP certificate

supports both multiple identities and signatures. Therefore, one can have one public key with

multiple aliases attached to it. For example, a work identity using a corporate email address, and

a private one.

Table 3.2: PGP certificate fields [Zimmermann, 2000, pg. 25]

Field Description

Version Number The used PGP version
Public Key The public key of the certificate holder, as well as the corresponding

algorithm
Personal Information Details about the certificate holder, such as the name or email address
Digital Signature The signature of the certificate structure. In PGP, certificates are at

least signed by the certificate holder herself.
Validity Period The certificate’s start and expiration date

Each identity has a set of corresponding signatures vouching for its identity. There is at least

one self-created signature per alias, sealing the contents of the certificate. However, a self-signed

PGP certificate alone does not provide additional information about the person using the key.

The intention of PGP is to have the certificate signed by multiple other participants. Therefore,

2https://www.torproject.org

https://www.torproject.org
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a particular user is identified by the surrounding network of people who signed her certificate.

Since one can have multiple identities with separate sets of signatures, people can sign either all

associated identities or a subset of those.

3.3.2 The Web of Trust

The trust expressions, created by people signing each other’s key, form a so-called web of trust. The

web of trust is a directed graph, with the vertices being the participating people. The edges are

trust expressions from one user in the key of another user. In PGP, trustworthiness is not the result

of a decision by a remote, centralized TTP, but determined by the number of trust expressions of

other users. A trust expression in PGP means that a user vouches for the authenticity of another

user’s key. Thus, it is a certification that the person behind a key is indeed who she claims to be.

Such a trust in another user’s key is expressed by signing the other user’s public key with one’s

own private key, both of which need to be part of PGP’s web of trust. All keys, including their

signatures by other participating users, are uploaded to public key servers, to have the current

set of trusting users visible to others. PGP encourages so-called key signing parties, where people

meet in person, exchange their key fingerprints and sign each other’s keys.

The web of trust does not necessarily have to be connected, meaning that usually not all partic-

ipants can be reached by navigating the graph from a random starting vertex. Thus, there are

typically multiple smaller webs of trust, as illustrated in Figure 3.5.

Figure 3.5: Sample webs of trust

3.3.3 Key Servers

PGP uses key servers to store people’s certificates on centralized repositories. A key server is

merely a convenience feature, since it is easier to keep a certificate with all its attached signatures

up to date at a central location. Key servers themselves do not decide upon trustworthiness, they

simply distribute keys to those asking for them.

It is common practice to upload a key to one or several key servers for people to access them with

ease. Furthermore, once a key has been signed to express trust in the authenticity of a user, it is

also common to update the key at the server, disseminating that trust expression to other users.

There are attempts to fully decentralize PGP, by replacing these key servers by distributed lookup

mechanisms [Morselli et al., 2006].
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3.3.4 Authenticity Assessment

Meeting in person to verify another person’s key, such as suggested by key signing parties, is

often impractical. Therefore, PGP supports a concept similar to CAs in the PKIX world, trusted

introducers. As a CA does in PKIX, a trusted introducer in PGP is capable of deciding upon the

trustworthiness of a particular user for someone else. A user who trusts a trusted introducer will

also accept all keys signed by this trusted introducer. In PGP, every participant can be a trusted

introducer, since everyone can sign other keys. However, no one is automatically accepted as being

capable of deciding upon trustworthiness for another user. Each participant may act as a trusted

introducer for any number of other trusting users, depending on how this participant is classified

from the trusting user’s viewpoint.

To explain how a trusted introducer is established, a look at both the following levels of trust and

validity is required. In addition to the possibility of signing a key, one can also specify the level of

trust in the key owner’s ability to assert and certify the validity of other keys.

There are three levels of trust, besides implicit trust, which is the trust in the own key pair:

• Complete trust

• Marginal trust

• No trust (untrusted)

Furthermore, there are three levels of validity as well:

• Valid

• Marginally valid

• Invalid

Suppose a scenario with three PGP participants, Alice, Bob and Carol. If Alice wants Bob to act

as trusted introducer for her, his key has to be valid. That is, it has to be either signed by Alice

herself, or signed by another trusted introducer of Alice’s. Alice can then set the level of trust of

Bob’s key such that he becomes a trusted introducer.

If set to complete trust, Bob will act as trusted introducer for Alice, regardless of any other

signatures attached to Bob’s certificate. If Alice decides to marginally trust Bob, there has to be

at least one other signature attached to Bob’s certificate which also expresses marginal trust for

Bob to become Alice’s trusted introducer. If Bob is a trusted introducer for Alice, and Bob signs

Carol’s key, then Carol gets indirectly trusted by Alice.

PGP supports manually setting meta-introducers, which is the equivalent of a root CA in a PKIX

scenario. A meta-introducer can express its trust in other users to be trusted introducers. Thus,

it resembles the root CA and subordinate CA construction.
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3.3.5 Revocation

PGP allows every signer to revoke their signatures on other certificates. Moreover, both certificate

holders as well as designated revokers are capable of revoking a certificate entirely.

In practice, however, revocation is hardly effective, due to the wide dissemination of certificates.

A certificate owner might revoke her certificate, but one never knows where, possibly outdated,

copies of the certificate reside. Even when spreading the revocation information across the most

popular key servers, people might still rely on local copies of the certificate.

3.4 SPKI/SDSI

Simple Public Key Infrastructure (SPKI) was proposed by Ellison [2011; 1999] and merged later

on with a concurrently emerged and similar project, Simple Distributed Security Infrastructure

(SDSI), by Rivest and Lampson [2001; 1996]. The umbrella term which unifies both approaches

remained SPKI. Despite the interesting concept, SPKI never made it out of the academic world.

However, it is worth elaborating on the core concepts of SPKI, because it is distinguishable by

both the fact that it emphasizes on authorization and on minimizing the associated risk when

trusting another party.

SPKI is decentralized and makes use of so-called name certificates and authorization certificates.

Each participant has at least one key pair and one or more self-chosen identifiers. Each key pair

denotes a local namespace, linking the key pair and identifiers together. A participant can issue

name certificates to be used within that local namespace.

To give an example, following the notation of [Clarke et al., 2001], consider Alice (A), Bob (B) and

Carol (C). Alice might issue a certificate for Bob, including him in her local namespace, as defined

by her key pair. This certificate, denoted by KABob→ KB , creates an alias in Alice’s namespace,

referencing Bob’s public key using the name Bob. The key on the left hand side of the statement,

KA, followed by the local label Bob, denotes the fully-qualified name of Bob, as expressed in the

namespace of Alice. The notation of having the key followed by a local label is a reference to both

the namespace, as uniquely identified by the key, and the local label contained therein. The key

KB on the other hand, not followed by a label, is the key identifying Bob himself.

Furthermore, assume that Bob issued a name certificate for Carol, using her full name as alias in his

local namespace, KBCarolJones→ KC . Alice can then include Carol in her local namespace, using

whatever alias she desires, by having Bob act as an intermediate broker, for example KACarol→
KBCarolJones. Contrary to the first two statements, KA and KB denote namespaces, since both

are followed by local labels. Therefore, Alice’s reference to Carol is just a link to Bob’s entry

CarolJones, which in turn directly links to the key of Carol. This sample setup leads to the

namespaces summarized in Table 3.3.

The result name certificate chain can be traversed by resolving the individual namespace references.

For example, starting at Alice, Carol is resolved by translating the local name Carol to Bob’s

CarolJones, leading to her key. Thus, these pointers to other’s namespaces form a graph structure,

similar to the web of trust.
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Table 3.3: SPKI example namespaces

Namespace of Alice Namespace of Bob

KABob→ KB KBCarolJones→ KC

KACarol→ KBCarolJones

Besides the name certificate concept, there are authorization certificates. These certificates contain

both source and destination as well as a delegation bit, validity information and their purpose.

Therefore, SPKI incorporates the widely understood concept of trust being tightly coupled to a

certain task, much like one trusts a mechanic for fixing a car, but not for heart surgery [Abdul-

Rahman and Hailes, 1997; Blaze et al., 1999, 1996; Clarke et al., 2001; Yahalom et al., 1993].

For example, Alice could authorize Bob to sign a certain contract. Such a resulting authorization

certificate is typically very limited in its validity period, such that potential risk is counteracted with

fine-grained control of both purpose and duration. Multiple authorization certificates cumulate,

with the intersection of all authorizations representing the actual permission. If one issues the

permission to read and write to a certain FTP server and then reissues another authorization

certificate allowing only read access, then the recipient will have read access only. Authorization

certificates can be issued with a delegation indicator set, which allows the recipient to pass the

grant to someone else.

Therefore, SPKI pre-emptively addresses the revocation problem by issuing only short-lived au-

thorization certificates in the first place. CRLs are supported as well, next to means to limit an

authorization certificate to only one use [Ellison et al., 1999].

3.5 DNSSEC

Domain Name System Security Extensions (DNSSEC) is a suite of extensions to the existing

Domain Name System (DNS), defined in the RFCs 4033 [Arends et al., 2005a], 4034 [Arends et al.,

2005c] and 4035 [Arends et al., 2005b].

The goal of DNSSEC is to provide origin authentication and data integrity of DNS data as well as

authenticated denial of existence for non-present records. Its initial purpose was to protect users

from forged DNS records, arbitrarily redirecting them to other, malicious hosts. Therefore, all DNS

responses are signed by the ultimate DNS authority, residing at the top of the DNS hierarchy, when

DNSSEC is used. DNS is responsible for name resolution and the DNSSEC extensions tie a domain

name to a person or organization by means of their public key, authenticated at the root servers or

one of their delegates. Thus, if comprehensively deployed, DNS root servers are the equivalent of

root CAs in X.509, so called trust anchors. Intermediate DNS servers, who cache local information

to keep traffic to the root servers low, play a similar role as subordinate CAs.

DNSSEC counteracts attack scenarios such as DNS Cache Poisoning, where intermediate DNS

servers are tricked to cache a wrong mapping from domain name to Internet Protocol (IP) address.

As DNS messages can be extended to also contain certificates in a separate CERT resource record

[Joseffson, 2006] field, DNSSEC can be leveraged to deliver signed certificates. Therefore, it can

actually replace X.509 in terms of its functionality.
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One drawback of X.509, the ability for all trusted roots to sign any arbitrary domain, is also found

in DNSSEC, except that the accepted roots are the DNS root servers. DNS, as X.509, is a strictly

hierarchical system, thus some of the structural problems of X.509 reappear. The doubts alongside

trusting an unknown third party remain. Moreover, if both domain name lookup and public key

certification converge in one ultimate, trusted authority per top-level domain, then potentially

even more harm is done if that authority fails or misbehaves.

One improvement of DNSSEC over X.509 is the binding of public keys to domain names. PKIX

uses Distinguished Names, whereas DNSSEC implicitly binds the information to the domain name,

since it is directly embedded into DNS. This binding is especially useful in conjunction with DNS-

based Authentication of Named Entities (DANE), which aims to include public key information

of applications into DNS records as well. For example, the TLS public key of a web service might

be directly included into the DNS record, which allows for further cross-checks and thus tighter

binding [Hoffman and Schlyter, 2012].

Revocation was added to DNSSEC at a later point, specified in RFC 5011 [StJohns, 2007]. It

allows DNSSEC-aware to deal with key compromisation on DNS-record level. RFC 5011 intro-

duces a revocation bit to DNSSEC records, which invalidates a trust anchor. Other resolvers,

who previously set a now-revoked entry as trusted anchor, will no longer consider it upon chain

verification. Thus, a DNSSEC chain ending at such a revoked point will no longer be considered

valid. Revocation information is intended to be automatically updated between DNSSEC-aware

hosts.

Meanwhile, DNSSEC is deployed for numerous Top Level Domains (TLDs), for example .at3 or

.de4. However, if DNSSEC is actually used depends on whether the DNS server configured at the

user’s supports it. It means that these TLDs are verified by a root server, but the chain of trust is

not necessarily continued any further. At the time of writing, the adoption of DNSSEC for single

host records is very limited. Moreover, most client-side implementations do not support DNSSEC

validation or have it turned off by default.

3.6 Trust by Reputation

Trust and risk are strongly related [Das and Teng, 2004]. Trust as a perception is required for

engagements when risk is at stake. In such a risky, uncertain situation, it seems natural to consult

the wisdom of others before manoeuvring oneself into a dependent position [Abdul-Rahman and

Hailes, 1997]. The idea to incorporate reputation into decision-making in such a situation is

probably as old as mankind. Digital, especially on-line systems, made this explicit via reputation

systems. Reputation systems appear in various forms, for example as user review sections in on-

line shops, Q&A portals, recommender systems (“people who bought this article also bought [..]”)

and even more so in the context of social networks (e.g. “liking” something) [Jøsang et al., 2007].

The purpose of such tools is to increase confidence in whatever is advertised or presented. PGP

is one system which exploits this in an authenticity context, by having other users express their

trust in the authenticity of a certain public key. However, numerous other systems have emerged,

3See http://www.nic.at/service/technische_informationen/dnssec/
4See http://www.denic.de/domains/dnssec.html

http://www.nic.at/service/technische_informationen/dnssec/
http://www.denic.de/domains/dnssec.html
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especially in the context of social networks [Abdessalem et al., 2010; Artz and Gil, 2007; Gol-

beck, 2006]. Proposals range from deriving access control regulations using social network graphs

[Carminati et al., 2009], automated trust evaluation by analyzing relationships [Ashri et al., 2005]

to even predicting trust in social networks [Dubois et al., 2011]. From a security-related viewpoint,

reputation systems are tried to be embedded into identity management scenarios [Jøsang, 2007;

Steinbrecher et al., 2011; Zimmermann, 2000], where the personal identity is confirmed using their

surrounding’s reputation as a measure for authenticity. Sabater [2003] provides a comprehensive

overview of computational trust and reputation models.

Research in reputation-based approaches to trust gained attention in recent years, especially in

the context of the semantic web, with the goal of having autonomous agents reason about the

trustworthiness of others. A central point in reputation-based systems is to derive a metric for

trustworthiness. To achieve this, several different trust models have been classified, depending on

how the recommendations or threshold values are computed: discrete trust models, probabilistic

trust models, belief models and fuzzy models [Abdessalem et al., 2010; Jøsang, 2007]. Despite its

interesting nature, we do not discuss this topic in further detail as it is not directly relevant to the

proposed system.

One example close to STUNT, in terms of using a reputation-based approach to assess a host’s

trustworthiness, is Web of Trust5. Web of Trust introduces a reputation system for rating web

sites on the Internet. The safety of a web site is expressed by a few predefined and individually

rated categories, such as trustworthiness and vendor reliability. Every user can rate a web page,

and get aggregated votings as a guideline about any page they are about to visit.

3.7 Summary

Table 3.4 recapitulates and compares the introduced mechanisms in terms of the discussed prop-

erties. Neither the list of existing approaches nor the summarized properties are claimed to be

complete. It is merely a collection of relevant aspects when comparing other work to STUNT. All

approaches come with inherent advantages and disadvantages, which were discussed briefly.

Table 3.4: Summary of existing approaches towards verifiable host authenticity

Property PKIX PGP SPKI DNSSEC

Structure Originally
strictly hierar-
chic, meanwhile
loops possible

Graph Graph Tree, hierarchic

Trust Decision TTP User decision,
depending on
other’s vouchings

Presence of user-
issued authoriza-
tion certificate

TTP

Naming Scope Global Global Local Global

Revocation Blacklisting
(CRL, OCSP)

Labeling, redis-
tribution

Focus on tight
constraints, also
blacklisting

Blacklisting, re-
voked bit

5https://mywot.com

https://mywot.com
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STUNT is another alternative to determine a host’s authenticity in large-scale networks. It uses

a method similar to PGP, with an underlying network of trust and pursuing a related reputation-

based approach. In the following chapter STUNT will be discussed in detail.



Chapter 4

STUNT:

a Simple, Transparent, User-centered Net-

work of Trust

“Let us not look back in anger or forward in fear, but around in awareness.”

– James Thurber

A Simple, Transparent, User-centered Network of Trust (STUNT) is another, different effort to

mitigate the authenticity problem in an Internet context. STUNT in its current form has been

published [Potzmader et al., 2013], and the following description of the system is an adaption from

the original source.

4.1 Goals

STUNT is designed with a list of goals in mind, discussed in the following list:

New Viewpoint Provide a fresh approach towards solving the authenticity problem

in large networks, where it cannot be expected that people know

each other personally.

Users are Key Have users decide about trustworthiness. We believe that trust is

tightly coupled to the individual, and that trust decisions cannot

be delegated to a list of automatically trusted entities, shared by

all users across the world. Instead, the list of trusted hosts shall

be able to vary from user to user. Furthermore, it is a stated

goal that the system shall raise awareness about the authenticity

problem in general, and that there is no waterproof solution for it

up to now.

Resilience and Decentralization Try to punish misbehaviour in a self-regulating way, without the

need for controlling instances.

Integral Revocation Make revocation an integral part of the system design, and pursue

a whitelisting validity approach.

We are well aware that replacing the current PKIX approach is a tremenduous task, and cer-

tainly not going to be happening in the near future. However, we think that it is time to think
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about new forms of addressing the authenticity problem. Therefore, the main goal is to introduce

one alternative approach, if only to get people to rethink the current state and work on better

alternatives.

4.2 Introduction

Binding keys to persons or legal entities is non-trivial and, for now, never completely certain. A

secure connection requires an authenticated endpoint, and this authentication is hard to do in

an Internet context, where users and host operators typically don’t know each other personally.

STUNT is a new effort to have users authenticate endpoints, based on confidence expressions of

other operators. These confidence expressions, called trust relationships, are set up by the host’s

operator, and can be established with any other STUNT-aware host. A trust relationship between

two hosts means that both host operators express their confidence in that the other host is indeed

operated by whom it claims to be. The SSL certificate, containing the public key of the operator,

is thus bound to the operator herself by all instances who vouch for its authenticity. STUNT is

decentralized, with no need for TTPs. Instead of having pre-defined lists of trusted vouchers, as

is the case in PKIX, users themselves are put into the verification role. Users who assess a host

will have to decide if the presented cluster of trust relationships is plausible, and if the vouchers

are acceptable trustors, i.e. if their trust expression has value for oneself or not.

Trust in the context of STUNT describes the confidence, expressed by a host operator, that another

host is indeed operated by whom it claims to be. It does not necessarily infer that the host or

its operator has legitimate or positive intentions towards users. Therefore, it does not describe

if the host operator per se is trustworthy. In STUNT, trust is mutual between service operators,

which forces them to enter relationships where both parties are dependent on each other. Between

clients and servers on the other hand, trust is only unidirectional. Users may be trusting in the

authenticity of hosts, not vice versa. Distrust on the other hand might well be present in a STUNT

context, but cannot be explicitly labeled as such within the system.

Figure 4.1 shows a simplistic sample of a STUNT trust network. Users may or may not trust hosts

in an unidirectional way, depending on their decision, and hosts can mutually trust other hosts.

Hosts need reasonable trust relationships to appear credible to users, and users assess a host’s

authenticity based on these trust relationships.

Much of the responsibility which currently resides at CAs is shifted towards individual host opera-

tors. A host’s operator is responsible for verifying the identity of another operator before engaging

in a trust relationship. A processing step in the trust relationship engagement protocol requires

the operator to acknowledge the fingerprint of the other party’s certificate, much like it is done in

SSH, for example. Operators are encouraged to use a second channel to verify this fingerprint. De-

pending on the importance of such a trust relationship, this might be a simple phone call or email,

up to a contractual agreement. Operators need to be careful about whom to trust, because they

will be trusted by the same party vice versa, due to the mutuality of the trust relationships. With

the number of overall available trust relationships being severely limited, each trust relationship

contributes to one’s own reputation in a non-negligible manner. Trust relationships are designed

to be mutual, since engaging with a less trustworthy party is intended to backfire at the initiator.
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Figure 4.1: Trust relationships in STUNT

The number of available trust relationship slots is strictly limited. This limitation is achieved by

having both involved parties compute a proof of work during the trust relationship establishment.

The difficulty of the proof of work is dependent on the number of active trust relationships the

other party has. Providing a proof of work is more difficult and thus expensive if engaging with

a prominent host, which already has multiple active trust relationships. On the other hand, trust

relationship engagements with new hosts is comparably cheaper. This asymmetry in effort models

reputation in the system and acts as an incentive to include new hosts in the trust network. The

less risk and more gain one has when engaging with an already-renowned host comes at a higher

cost than a trust relationship engagement with a new, yet untrusted host. On the other hand,

the latter option bears more risk and less gain. The difficulty of these required proofs of work is

increased at a very fast rate, such that the problem is becoming computationally infeasible to solve

if a target host has reached the maximum number of trust relationships. The number of overall

available trust relationship slots is thus limited by the parametrization of the start difficulty and

the rule to increase the difficulty per additional trust. The limitation of available trust relationships

is in place for two purposes. First, to keep the trust network immediately readable for users, which

is an effort to make the information as explicit as possible [Kirsh, 1990]. That is, users should

grasp the directly surrounding network on first sight upon verification, without having to mentally

process hundreds of nodes. Moreover, it gets very hard to find a seemingly unreasonable host

in a network of hundreds. Second, trust relationships are intentionally limited to increase their

meaning. With only, say, five available slots, each individual trust relationship has higher value

than if there were a thousand available.

Jøsang [2011] distinguishes trust into evaluation trust and decision trust, where evaluation trust

is the isolated, personal assessment of trustworthiness of the object in question. Decision trust on

the other hand includes the risk factor. With a low possible loss, low evaluation trust might be

sufficient to trust another party and thus become dependent on it. A high value at stake, however,

requires high isolated evaluation trust. Figure 4.2 illustrates the relationship between decision

trust and evaluation trust. STUNT follows this model by limiting the trust relationships. Since

the value at stake is increased by severely limiting the available trust relationship slots, operators

are forced to choose partners to whom they attributed high evaluation trust. If host operators do

not carefully choose their partners, they may harm their own reputation.
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Figure 4.2: Relationship between evaluation trust and decision trust [Jøsang, 2011]

STUNT is about having users make decisions, instead of having some unknown infrastructure

deciding for them. However, users certainly don’t want to be annoyed with warnings or means to

assess the authenticity of the host they want to visit all the time. Therefore, STUNT is designed

for continuity. Trust relationships are intended to be long-term, because users who assess a host

are able to store a local copy of the trust network and have it automatically verified on subsequent

visits. The system ensures that, on subsequent visits, a host is indeed in the same state as it was

assessed by the user. Deviations to this state will be notified, which is discussed in more detail

in Section 4.3.7. The proof of work, which has to be computed upon the establishment of a new

trust relationship, helps avoiding frequent trust relationship changes by host operators, since it is a

costly, time-consuming task. Additionally, the value of trust relationships is increased, because one

cannot replace it within seconds, but may have to wait days or even weeks until the replacement

trust relationship is successfully established.

Each STUNT-capable host has to keep track of changes in the configuration of trust relationships

with other hosts in an audit trail. The costly proof of work is bound to a certain state in the other

host’s audit trail using a hashchain over the entries present at the time of the engagement. As a

result, clients can assess whether the difficulty of this task was adequate, given the number of active

trusts of the other party at that state. To ensure the freshness of an active relationship, periodic

updates are sent in intervals chosen by the parties themselves during their risk assessment. Clients

will perform whitelist-based revocation checking. Only those hosts where both the proof of work

verifies correctly and the relationship is proven to be recent, for all presented trust relationships,

are considered valid. Therefore, revoking an existing relationship means to stop sending further

updates.

To operate STUNT, an additional service is required on servers, and a browser module capable of

performing verification and showing a network explorer to users is required on clients. Furthermore,

a control interface is required on the server, to let host operators engage in new trust relationships

or revoke existing ones.

In subsequent sections, the technical aspects of STUNT will be discussed in more detail, followed

by an informal security analysis, which discusses possible attack vectors and their mitigation.
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Figure 4.3: STUNT components and client-server communication flow

4.3 Architecture

STUNT can be operated in standalone mode or in conjunction with the existing PKIX infrastruc-

ture. The latter approach, called compatibility mode, supports having both users verify a host’s

authenticity using the network of trust and the CA-based model of verification at the client’s.

However, if operated in compatibility mode, STUNT is required to use the existing X.509 certifi-

cates, which is otherwise not necessarily the case. In standalone mode, all host certificates are

self-signed. In compatibility mode, however, they may be signed by a Certificate Authority.

In this thesis, we focus on compatibility mode in this section, since introducing STUNT to a wide

range of users is considered only possible in an incremental, add-on manner. Furthermore, we

discuss a web context, where hosts are web servers offering HTTPS connectivity and clients are

web browsers. STUNT is not limited to this application, but other scenarios can be operated

analogously and are thus not discussed separately.

4.3.1 Components

The proposed system introduces an additional service on servers as well as client-side code to

browse the STUNT network and verify its validity. Regardless of the mode of operation, the

STUNT service has the same certificate as the web server, which ties both instances together and

avoids rogue STUNT services, since clients can compare whether the certificates match.

The additional server component is needed to handle network-related operations, such as establish-

ing or removing trust relationships, delivering the current status and keeping the trust relationship

current. It is merely a service on top of a small local database that stores the established trust

relationships as well as the local audit trail. Furthermore, it is responsible for computing the proof

of work and keeping revocation information up to date. Additionally, there is need for a control

interface for host operators, where they can opt to establish a new trust relationship, revoke an

existing one, or simply view the status of established trust relationships. On the client, a different,

local database is maintained, which acts as the local trust base and thus remembers the hosts users

have already labeled as trusted.
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Figure 4.4: STUNT components and server-server communication flow

Figure 4.3 illustrates both the client and server components and how they interact. A user’s

browser, pointed at some destination, will query both the web server for the web site’s content

and the STUNT service for information about the surrounding trust network. The STUNT server

component will then deliver information about any directly trusting nodes, if there are any trust

relationships established. This information is verified at the client. If the user visited and trusted

this particular host beforehand, the given information is compared against the previously stored

data. If the host is being visited the first time, the user is notified and asked to verify the trust

network. This notification may happen actively, by having a popup interrupt the user, or passively,

by a simple indication stating that it might be good to assess this host’s trust network. The

regular HTTPS data flow is not affected in any way, except that warnings dealing with self-signed

certificates might no longer be relevant at client-side.

Between servers, the communication flow is as depicted in Figure 4.4. If a host operator decides

to establish a new trust relationship, the control interface is used to engage a new establishment

with another host. It will trigger the other host’s STUNT service, which in turn adds a pending

request to the database. The control interface is monitoring the database, and notifies the other

host operator of this new pending request. A new trust relationship can only be established once

both parties acknowledged each other and entered the required risk interval. More details on the

establishment of a trust relationship can be found in Section 4.3.6. Periodic, revocation-related

updates as well as parts of the establishment protocol that do not require user interaction are

handled by direct communication between the two STUNT services.

4.3.2 Audit Trail

STUNT-aware servers are forced to keep track of their trust relationship activities in an audit trail

that is directly embedded into the system. This audit trail is machine-readable and keeps track

of current and former trust engagements. It is merely an append-only list of the actions initial

setup, trust engagement attempt, trust engagement success, trust engagement rejected and trust

engagement revoked, alongside the corresponding timestamp and involved host, if any.

Both involved parties log attempts, successful creations, rejection and revocation events, using

their local system time and the other involved host, respectively. The audit trail allows clients to

verify at a later point whether a presented trust relationship was indeed creating in a legitimate
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way. The trust relationship is bound to the state of the audit trail at the time of its creation.

This is achieved by containing a hash chain over all audit trail entries available at the time. This

hash chain prevents later insertions to the auditrail, since the trust relationship will then no longer

verify. Since all additions and removals of trust relationships are recorded, clients are able to

recompute the number of active trust relationships at the state defined by the hash chain. More

details regarding the workings of this verification will be discussed in Section 4.3.7.

The possible entry types have the following function:

Initial Setup A simple entry indicating the setup of the audit trail.

Trust Relationship Attempt An entry recording whenever a host attempts to engage in a trust

relationship with another host; to be appended by both parties.

Trust Relationship Success An entry confirming a successful trust relationship establishment.

Trust Relationship Rejected Records that the party receiving such an engagement offer denied

the request.

Trust Relationship Revoked A message indicating that a party just nullified an existing trust

relationship.

The system-wide rule for audit trails is that for each attempted trust establishment, a subsequent

reject or success message has to follow, before another attempt, either originating from this host’s

operator or targeted at this host’s operator, is possible. Attempts which interleave a currently

processed relationship attempt will be auto-denied. Pending requests that are not answered within

a defined timeframe are auto-denied as well to prevent Denial-of-Service (DoS) scenarios.

4.3.3 Keys

STUNT requires two key pairs, the SSL key pair for the SSL connection and the STUNT key pair

for signing elements in the protocol introduced in Section 4.3.6. If operated in standalone mode,

a host’s SSL certificate will be self-signed, because its authenticity is solely defined by the trust

relationships. Regardless of the mode of operation, the STUNT signing key pair and the SSL key

pair have to be strongly bound together.

To achieve this binding, we include the public STUNT signing key in the SSL certificate by means

of a custom certificate extension, which allows seamless distribution of the public key and separates

key usage between SSL and STUNT signatures. The STUNT key pair’s sole purpose is to sign

messages exchanged during the STUNT protocols and may not be used for a different purpose.

Figure 4.5 shows the structure of such an adapted certificate, where the public STUNT key is

included and bound to the remainder of the certificate by its signature. This separate key comes

at the cost that an existing certificate is not compatible to STUNT and will have to be re-issued.

Moreover, if a CA additionally vouches for the authenticity of the host, the CA would have to

agree to including the STUNT key into the certificate.
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Figure 4.5: STUNT-extended X.509 certificate structure

4.3.4 Token of Trust

To seal an established trust relationship, two so-called tokens of trust are computed, one per party,

and then exchanged. A token of trust binds a proof of work, the state in the audit trail, both

parties’ certificates and a freshness proof together, by concatenation and signing the whole content.

Suppose an operator of a host B accepts a request sent by the operator of host A. The unidirectional

token of trust, as is then sent from A to B, is defined below. Note that the concrete protocol that

needs to be executed for a successful trust relationship establishment is shown in Section 4.3.6.

token of trustAB = (



H(certA || certB || challenge || padding),

hash chain(audit trailB),

challenge,

padding,

update interval


, σA(totAB))

Here, σA(totAB) refers to the signature over the structure denoted by curly brackets, signed by

host A using the corresponding STUNT signature key. certX refers to the certificate of host X. H

is a standardized, collision- and preimage-resistant hash function, for example SHA-256.

The proof of work is the digest generated by H. Computing a token of trust is a computationally

expensive task of increasing difficulty. STUNT uses proofs of work as depicted in Figure 4.6, where

a prefix containing both party’s certificates as well as a cryptographic nonce, provided by B as

freshness proof, has to be part of the preimage. The remainder of the prefix is a random number

freely chosen by A, which is the padding required to get the desired output hash. A has to find a

random padding, such that the resulting digest has n leading zeros, where n is dependent on B ’s

number of currently active trust relationships. The difficulty n is adjusted by a predefined rule, to

ensure that the problem’s hardness is increased and thus the amount of maximum available trust

relationships is limited. Such a random padding is hard to find. On the other hand, once such an

expensive proof of work has been computed, it is very cheap to verify, since it requires only a plain
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Figure 4.6: Proof of Work illustration

hash computation from the given input and an inspection of the output hash.

The token is bound to the other host’s current state by including a hash chain over its current

audit trail state, denoted by hash chain(audit trailB). The generated token of trust consists of the

proof of work, the hash chain over the audit trail, the used padding, the originally given challenge

and the predefined update interval, as well as a signature over these fields. The information in the

token of trust allows clients to verify the correctness of the claimed relationship. Challenge and

padding together allow clients to recompute the proof of work to determine whether the problem

was adequately difficult upon the trust relationship establishment.

A token of trust seals a unidirectional trust relationship from host A to host B, provides a proof

for adequate computational workload during its creation and is bound to the state of the other

host’s audit trail when it was created.

4.3.5 Revocation

STUNT uses an active, whitelisting- and risk-based revocation scheme. For a trust relationship to

be valid, both a valid token of trust and a fresh trust commitment is required. Trust commitments

are messages sent to all directly trusted hosts in the initially negotiated update interval t. A trust

commitment, as sent from A to B, looks as follows:

trust commitmentAB = σA(σA(token of trustAB), timestamp)

It is thus merely a message containing a timestamp of when the message was created, the signature

of the previously sent token of trust, and a signature over the message itself. When receiving such

a message, hosts store the latest commitment message from the originating host and send it to

clients upon request. For the trust relationship to be considered valid, the latest trust commitment

needs to be no older than t.

4.3.6 Trust Relationship Establishment

To actually establish a trust relationship between two hosts, the protocol as shown in Figure 4.7

has to be executed. This protocol is merely the technical execution of a strategically important

task between the two companies. At a certain level of importance, this may well involve setting
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up contractual agreements, which include the hash digests of the public keys of the hosts involved

as well as the chosen update intervals.

Much of the responsibility of common certificate authorities is shifted to host operators. Instead

of having a CA verify the authenticity of a requester, it is now the operator’s duty to do so.

The backfiring principle acts as an incentive to support careful choices, but the user interface

additionally enforces certain checks using a different channel. Before an operator can establish a

trust relationship, it is necessary to specify the target host’s public key hash digest, as well as

the negotiated update interval for trust commitments. If the target host’s certificate fingerprint

matches, a request is sent. The recipient’s STUNT service will notify the host operator of incoming

requests. The protocol may as well incorporate an auto-denial mode, with only a small window

of opportunity in which the service actually prompts the administrator to make a decision, and

otherwise automatically denies requests. This mechanism can be put in place to keep the time

span of being unable to process other requests short. The actual decision of whether or not to

accept this request is intended to be made before the execution of the whole protocol, using the

required second channel. A recipient who is notified of such a request has to respond manually by

accepting or denying it. If accepted, the recipient has to enter the initiator’s certificate fingerprint,

as well as the update interval.

The protocol itself is not secured against Man-in-the-Middle attacks. Both parties have to ensure

the other’s authenticity. Establishing such a relationship is considered a rare and business-critical

event. Operators are thus encouraged to exchange the certificate fingerprints using another channel,

e.g., offline, when setting up a service-level agreement. Still, the protocol needs to be run on a

SSL-backed connection to avoid message manipulation or eavesdropping by third parties, using the

previously exchanged fingerprints to ensure authenticity.

Figure 4.7: The STUNT trust relationship establishment protocol

Suppose the operator of service B accepts the request, which is only possible if and only if the

window of opportunity is open, there is no second pending request, and the host is not already

trusted. In case of acceptance, A computes a token of trust using B’s certificate, audit trail and

given challenge. The resulting token is sent to B, alongside its own current list of audit trail

entries and a randomly chosen challenge. Subsequently, another token has to be computed by

B and returned to A. Both sides’ tokens of trust together are the expression of trust between

the hosts’ operators. Upon establishment, a token of trust is verified in the same way as in the

client-side verification procedure for new hosts, described in Section 4.3.7. Additionally, however,
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there is need to verify whether the included hash chain over the audit trail of a given token is

indeed a chain over the whole, current audit trail. Once both parties exchanged their first trust

commitment, the trust relationship is considered active by clients. If, at a later point, a trust

commitment is not received within the defined update interval, the trust relationship is considered

revoked.

4.3.7 Verification

Client-side verification differs depending on whether the client already considers the host in question

as trusted or not.

New Hosts Listing 1 shows the verification procedure of newly visited hosts. For new hosts, the

first thing to do is to fetch information from the host in question. That is, the host’s certificate

and its audit trail, denoted by GET_CERTIFICATE_AUDIT_TRAIL(target), and the information

about all directly trusting hosts, referred to as neighbors, denoted by GET_NEIGHBORS(target).

The certificates from both the STUNT-service and the actual service to be used, e.g. the web

server, are checked for equality beforehand, which is omitted in Listing 1. Then, the verifier has

to fetch all neighbor certificates, denoted by FETCH_CERTIFICATE(target), to be able to verify

the token of trust’s signature as returned from the host in question, if the corresponding trust

commitment is not outdated. Signature verification is done by VERIFY_TOKEN_SIG(token_of_

trust,token_signature,public_key), and the check for an outdated commitment is done in

RECENT(timestamp,interval), by comparing the trust commitment’s creation date to the local

time, using the token of trust’s interval as reference.

Algorithm 1 VERIFY NEIGHBORS(host)

1: host cert, audit trail ← GET CERTIFICATE AUDIT TRAIL(host)
2: neighbor info ← GET NEIGHBORS(host)
3: for all neighbor in neighbor info do
4: tt ← neighbor.trust token
5: neighbor cert ← FETCH CERTIFICATE(neighbor.IP)
6: tc ← neighbor.trust commitment
7: if not RECENT(tc.timestamp, tt.interval) then
8: return false // outdated commitment
9: end if

10: if not VERIFY TOKEN SIG(tt, neighbor.token signature, neighbor cert.kpub) then
11: return false // invalid token signature
12: end if
13: trusts ← RECOUNT ACTIVE TRUSTS(audit trail, tt.hashchain)
14: if trusts == -1 then
15: return false // invalid hash chain
16: end if
17: if not tt.proof of work == H(neighbor cert, host cert, tt.random, tt.challenge) then
18: return false // invalid proof of work
19: end if
20: if LEADING ZEROS(tt.proof of work) ¡ n then
21: return false // inadequate problem hardness
22: end if
23: if not tc.token signature == neighbor.token signature then
24: return false // commitment for wrong token
25: end if
26: if not VERIFY COMMITMENT(tc, neighbor cert.kpub) then
27: return false // invalid commitment signature
28: end if
29: end for

Afterwards, element-wise hash computation and concatenation is performed on the given audit trail

entries until the hash chain result contained in the token of trust is met, done in RECOUNT_ACTIVE_
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TRUSTS(audit_trail,hashchain). If it is never met, either the audit trail was modified or an

invalid hash chain was given, in which cases RECOUNT_ACTIVE_TRUSTS() returns -1. Otherwise, one

is able to re-count the number of active trusts until this very state, because all successful additions

as well as all revocations are recorded in the audit trail. If one party does omit relevant audit trail

entries, it will not be able to add further trust relationships, since the verification procedure will

fail, either at the client or at other hosts, when attempting to establish a new trust relationship.

With that information, the verifier can recompute the proof of work using both involved certificates,

as well as the given random padding and challenge. The number of the resulting digest’s leading

zeros is then compared in LEADING_ZEROS(proof_of_work) against the number of active trusts at

the time of trust establishment, n, to verify whether an adequately hard problem was solved during

the token of trust creation. The trust commitment is then verified by checking the signature and

comparing the token signatures.

The user is only presented with the trust relationships if these verifications succeed. Otherwise,

the client will abort prematurely and issue a warning. The system’s purpose is thus to ensure that

the presented information was indeed created at the neighbor’s will and is not entirely made up.

Whether or not users decide that the presented cluster of nodes is reasonable and to be trusted is

decoupled from the system and might differ from one user to another.

Verification of these yet unvisited hosts consists of many steps. Nevertheless, the individual steps

are computationally cheap and the number of maximum active trusts is bound by the proof of work

complexity to some intentionally low number, such that the total workload is considered negligible.

Section 5.2 contains a sample analysis of verification runtimes on a low-end device to support this

claim.

Subsequent visits Assessing whether or not a specific newly visited host will be added to one’s

personal trust base is considered a rare event, once the initial trust base is established and contains

typical, regularly visited hosts. In contrast, ensuring that subsequent visits are indeed addressing

the very same host might occur much more frequently.

Adding a host to the personal trust base means to store its certificate, as well as all given tokens of

trust and commitment timestamps with the corresponding neighbors and neighbor certificates in

a local database. Assuming that the user revisits a previously added host and that the last stored

timestamp is outdated, then the client fetches all recent commitments from the server. For each

commitment, the client checks whether it originates from a previously stored neighbor, verifies the

commitment signature, checks if the timestamp is recent and whether or not the token signature

matches the stored one. Thus, on subsequent visits it is not necessary to connect to any neighbors.

There are basically four cases that might occur in this verification:

• The host’s state is exactly as it was upon accepting it. That is, all the given information

matches the local database. In that case, clients accept the host without any further user

interaction.

• The host established one or more new trusts with other hosts. Our approach follows the

logic that having more trusts expressed by others is a good thing. Therefore, the user is not

disturbed. Instead, a small visual indication will be shown, with the optional possibility to
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re-assess the new trust network.

• The host lost one or more of the trusted hosts since it was labeled as trusted by the client.

That is, the host in question is unable to provide a recent trust commitment of a trusting host.

This is critical. For example, due to losing the trust relationships because of misbehavior.

Hence, the client should interfere and warn the user with details about the formerly trusting

nodes and why this might be a problem.

• One or more of the involved hosts changed their certificate. This means that the stored

information is invalidated and the host(s) have to be re-assessed.

4.3.8 Limiting Trust Relationships

The number of active trust relationships is intentionally limited to a very small number. The

reason for employing a cost function instead of limiting the number of trusts to a domain-wide

value, such as five hosts for example, is to avoid fast switching of trust relationships and thus

underline the long-term nature of these trusts.

The limitation per se serves the two purposes of keeping such a trust relationship a scarce and

thus valuable resource, and to allow users to comprehend the whole cluster of directly connected

hosts on first sight. Therefore, the idea is to limit these direct connections to a value as low as

about five hosts. Achieving the desired number of maximum hosts is a matter of parametrizing

the initial offset n0, which defines how many leading zeros in the proof of work are required for the

first trust relationship. Furthermore, the rule to increase the difficulty has to be specified. This

rule defines the pace at which the difficulty grows, depending on the target node’s reputation.

The proof of work parametrization is flexible and thus scalable. By altering the starting offset and

the rule for n, varying difficulties can be achieved. To give an example, we assume a hash function

with a preimage resistance strength of 2digest length, such as the SHA family [Dang et al., 2012].

Furthermore, we assume a sample device, capable of performing 50 million hashes per second. To

delimit the maximum active trust relationships to five hosts, one example parametrization might

look as depicted in Figure 4.8. The rule to increase the difficulty in this example is set as follows:

n0 = 36 and

ni+1 = ni + i+ 1

Thus, the difficulty is increased dependent on an initial offset n0 and the number of already-active

trust relationships. The highlighted data points denote the required leading zeroes for five trusts.

Using the assumptions above, the proof of work computation would need up to 0.4, 0.8 and 3.1

hours for the first three trust relationships, up to one day for the fourth one and up to 16 days1

for the fifth one. Since the complexity is increased with the number of already-active trusts, a

sixth trust relationship would then already require a proof of work that takes up to 521 days to

compute, which is far from reasonable from an economic point of view.

1These are upper bars, and one can always be lucky. However, even in the first case with n0 = 36, given all
possible output hashes, the probability to hit a correct hash is about 1.46 · 10−11. For a 50% chance of getting a
valid hash, half the time is needed.
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Figure 4.8: Proof of work sample parametrization

Delegating the task of computing a proof of work to a high-performance cloud computing instance

will certainly decrease the computation times, but comes at a cost. A current Amazon EC22 top-

end computation machine, a Cluster GPU Quadruple Extra Large instance, is specified as shown

in Table 4.1.

Table 4.1: Amazon EC2 Cluster GPU Quadruple Extra Large instance specification

Component Specification

CPU 33.5 ECUs, 64 bit
Memory 22 GiB
GPU 2x Nvidia Tesla “Fermi”

M2050
Storage 1690 GiB
Networking 10 GBit Ethernet

According to Amazon, one Amazon EC2 Compute Unit (ECU) is comparable to a 1.0-1.2 GHz 2007

Opteron CPU3. Currently, such a machine, operated as a spot instance, which is the cheapest option

that has no dedicated hardware, but instead consumes otherwise unused capacities, costs about

$0.2 per hour4. According to Oprisan [2013], such a system, when tested with an optimized SHA-

256 implementation utilizing the GPUs, evaluates to 106.18 Megahashes per second. Therefore,

it takes about half of the times depicted in Figure 4.8 to compute the proofs of work. In terms

of money, using this configuration and the previous example, this would evaluate to $0.03, $0.06,

$0.31, $2.44 and $39.09, respectively. Computing a sixth trust relationship would cost up to $1251

and take up to 260 days to compute. This finding of a fitting pattern can be efficiently parallelized.

Therefore, significantly faster results can be achieved with higher investments.

Increasing computational power leads to faster solutions of the proof of work tasks. This might

mean that, say, in ten years from now, a sixth trust relationship is viable. This might be a desired

property, if the system is allowed to grow in terms of its allowed links at a very slow pace. If

not, however, the token of trust can be equipped with a simple version indicator. Such a version

indicator can later be used to restrict tokens created after a certain timestamp to a higher version

to be accepted, with a new difficulty configuration attached to that version.

Note that the number of required zeros is reduced again as previously increased when revoking a

2https://aws.amazon.com/en/ec2/
3See https://aws.amazon.com/en/ec2/faqs/#What_is_an_EC2_Compute_Unit_and_why_did_you_introduce_it
4See https://aws.amazon.com/en/ec2/pricing/, prices are highly volatile and dependent on the server location

https://aws.amazon.com/en/ec2/
https://aws.amazon.com/en/ec2/faqs/#What_is_an_EC2_Compute_Unit_and_why_did_you_introduce_it
https://aws.amazon.com/en/ec2/pricing/
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trust relationship, because there is a corresponding revocation entry required, which is visible to

clients.

4.3.9 Trust Communities

Trust tokens and thus the trust relationships are bound to a certain audit trail by the hash chain.

While operators cannot alter an audit trail later on, nothing prevents them from starting a second

one from scratch. Maintaining several audit trails lets operators increase and categorize their trust

relationships. For example, a company might operate one category containing reference clients and

another category containing suppliers, each limited to n hosts, where n is computationally bound

by the proof of work computation complexity. From a user’s point of view, these categories could

be specially highlighted in the browser, or there might be filters in place, allowing users to explore

only a certain category.

4.4 Security Considerations

The following informal security discussion shows attack vectors on STUNT and follows the ad-

versary model by Dolev and Yao [1981]. According to the model, an adversary is assumed to

have full network control, but no host itself is compromised. Several possible vectors for mount-

ing Man-in-the-Middle (MitM) attacks exist in this scenario, which are now discussed briefly. A

successful MitM attack allows adversaries to read and modify exchanged messages without being

detected by either the client or the server involved. Impersonating the target host without relaying

the messages to the actual target is another possible approach, but treated as the same in this

analysis, as there is little difference in how this attack is mounted. In this analysis, we consider

only server impersonation, as STUNT is about authenticating server entities. Thus, an attacker

has no gain in terms of appearing trustworthy in STUNT when impersonating a client. Since full

network control is assumed, an attacker can impersonate a server from both the clients’ and other

servers’ perspective. For example, impersonating a server from a client’s viewpoint is possible on

public wifi hotspots. However, it is also thinkable in a larger context, that entire companies want

to monitor their employees’ secure communication or countries want to eavesdrop on their citizens.

It is important to remember that both a server’s STUNT- and web server use the same certificate for

authenticating the communication. Therefore, an adversary redirecting only the STUNT requests

to some spoofed service will be noticed, as the certificates will no longer match. Hence, adversaries

are forced to spoof both services in conjunction. Furthermore, host operators are encouraged

to take trust relationship decisions seriously. There is only a limited number of possible mutual

trust relationships, and establishing them is computationally expensive and thus costly. Moreover,

establishing a trust relationship needs an agreement using a second communication channel, for

example a contract.

We identified and named two possible attacks, referred to as replacing and remodeling, which will

be discussed below.
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Figure 4.9: Schematic of the replacing attack

4.4.1 Replacing

Description Full network control allows an attacker to impersonate a server in the network. An

additional server with the same DNS name as an existing one can be introduced, and all client

requests to the real host can be redirected to the impersonated one. The impersonated server can

then be used to lure other operators into establishing trust relationships with it. Given that other

operators agree on these trust relationships, an adversary might be able to attach a malicious node

to the otherwise legitimate trust relationship network. Due to the same DNS name, the maliciously

introduced server replaces the original one. Figure 4.9 shows a replacing scenario, where a host

A is being replaced. The attacker is assumed to control both the links of the user’s client, and

the hosts E and F , although increased network control would make little difference. The attacker

introduces a fake host A, and redirects trust relationship requests from E and F to the fake A. If

the operators of E and F accept the trust relationship with the fake A, believing that it is the real

A, then this malicious host is suddenly attached to the otherwise legit STUNT network of trust.

From a the user’s perspective, the fake A might seem real, since it is connected to other renowned

hosts, having legitimate vouchers on their own.

There is also a weaker form of replacing, which works having only the server’s link under control,

whereas the client’s connection remains untouched. However, it requires attackers to choose a new,

available DNS name and can thus only introduce new, seemingly trustworthy hosts.

Discussion The server operators are responsible for authenticating other servers, otherwise it is

theoretically possible for an adversary to gain trust relationships. The system requires operators to

take special care whom they trust. The expensive creation and mutual nature of trust relationships

emphasize the importance of this decision. Whenever a host operator decides to trust another host,

she will receive the trust vice versa. There is only a limited amount of incoming trust relationships,

and adding an untrusted host backfires, because it reduces the likeliness of being accredited as

trustworthy by users. Since adding trusts is expected to be a rare event, operators are asked to

exchange the expected fingerprints on a second channel, which counters rogue trust relationships.

If the attacker manages to set up such a seemingly trustworthy host with the same DNS name,

there would still be a warning if the attacked user has visited the real host before. A warning is
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Figure 4.10: Schematic of the remodeling attack

issued, because the presented and the previously stored certificate from the original server would

not match any more. Furthermore, we do not expect such trust relationships to last for long, since

the fraud is likely to be detected soon by the tricked host operators. Aware users might detect this

as well, when they end up at the real host when deeply exploring the trust network. For instance,

the user depicted in Figure 4.9 could browse from the fake A to E, G, C and then see the real A

popping up in the network explorer.

4.4.2 Remodeling

Description Instead of getting other operators to establish a desired trust relationship, an at-

tacker might as well fake a network of a trusted server by adding a number of self-established hosts.

We call this remodeling, since the attacker tries to copy an existing network of trust, or to create a

similar one. This attack requires only client-side networking control. Figure 4.10 shows a sample

of such a remodeling attack. Here, the user’s requests for the real host A are redirected to a fake

host A created by the adversary. In addition to faking A, the attacker has created fake hosts for

all directly trusted nodes of the real A. Therefore, the trust network seems the same to a user who

does not browse deeper than the first level of trusting hosts.

Discussion Performing this attack is a lengthy and expensive task due to the required proofs

of work. Furthermore, its success is highly dependent on the user’s reaction, because it can not

be known beforehand how much effort the user puts into investigating the presented network.

A remodeled trust network is assumed to be very small, because each additional host to fake is

computationally expensive for the adversary. Since the user can browse the network arbitrarily

deeply, the deception will eventually come to light. We expect STUNT networks of trust to be

large in terms of their number of vertices. A remodeled network with a limited amount of nodes

might be suspicious to users. In the large-scale case of companies and countries, such fake networks

get more realistic. However, their use is limited, which renders the expense/gain ratio very low.

They will not last for long, because people typically visit hosts like their on-line banking not just

once and from different places. Their clients store the corresponding certificates and will thus issue



4.4. SECURITY CONSIDERATIONS 50

warnings as soon as a subsequent visit yields different fingerprints. More people being affected

means more gain for the attacker, but the faster it will be detected.

Furthermore, to render this vector almost completely unusable, the system can be used in con-

junction with Perspectives [Wendlandt et al., 2008], having notaries on various places in the world

monitor certificate fingerprints. An additional variant would be to provide a tool which allows easy

comparison of the presented trust network on a desktop client to the one that is presented on the

mobile device, which usually uses a connection provided by an independent carrier.



Chapter 5

Welcome to STUNTLand, a STUNT Lab

Environment

“The irony of the process of thought control: the more energy you put into trying to control your

ideas and what you think about, the more your ideas end up controlling you.”

– Nassim Nicholas Taleb

We implemented a prototype of STUNT in Java and tested it in a virtual environment to show that

it is indeed implementable and to get a feeling how it performs in a small setting. To test STUNT,

all components had to be implemented, including the server service, the control interface, and the

web browser. Due to understandable security restrictions regarding working around a CA-driven

infrastructure in current web browser add-on Software Development Kits (SDKs), we implemented

a standalone browser using the web engine of JavaFX1, instead of developing an add-on for a

common browser.

5.1 Component Design

In this section, we discuss the necessary STUNT components in more detail, to give an overview

about the prototype implementation.

STUNT server The STUNT server is a service to be run on each STUNT-capable host. It

is mostly an interface to the local database, which contains the trust relationship information as

well as the audit trail. In addition, it performs the logic required to establish trust relationships

and update trust commitments. Therefore, it incorporates the proof of work computation, token

signing, and message exchange. The local databases, both the one on the client and the one on

the server, were implemented using SQLite2 as backend Database Management System (DBMS).

Figure 5.1 illustrates the server design in a simplified way. The acceptor thread opens the server

socket and waits for incoming connections. Requests from clients are then handed over to a free

worker thread, chosen from a pool of available ones. Worker threads in turn fetch the command

identifier from the request and execute a concrete Command implementation. Most of the com-

mands communicate with the local SQLite database using Java Database Connectivity (JDBC).

Once obtained, the requested information is then returned to the client. The Commitment Up-

daters are another set of threads who continuously update the trust commitments with other

1http://javafx.com
2http://sqlite.org

http://javafx.com
http://sqlite.org
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Figure 5.1: STUNT server architecture

hosts, in intervals defined during the trust relationship establishment. There is one thread per

trust relationship, since the update intervals may differ from one relationship to another.

Control Interface The control interface is another interface to the database. A Graphical

User Interface (GUI) and a command line interface are available. The latter one is useful when

automating STUNT tasks.

Figure 5.2 shows a screenshot of the GUI. It is kept simple, with just an overview about both

existing trust relationships and the audit trail. The existing trust relationships are indicated green

or red, depending on whether or not the last trust commitment was received in time. It might

not be the case if the other party revoked the trust relationship, or their server service is simply

down and thus not sending updates. New trust relationships can be established using the Add new

Trust menu item. The user is then prompted to specify the hostname and an update interval, and

a request is sent to that host, denoting the start of the protocol as described in Section 4.3.6.

Figure 5.2: STUNT control interface GUI

The command line interface offers similar functionality, with the ability to add new trust rela-

tionships and view or revoke existing ones. Furthermore, one can view, accept or deny pending

requests and inspect the audit trail from the command line.

The component design is simple, with two central threads who monitor the database for changes

in the configuration of existing trust relationships and the audit trail to update the GUI in regular

intervals. User commands are modeled using a command pattern, similar to the server component.
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Figure 5.3: Server-side database model

User commands operate on the database, which acts as the interface between the control interface

and STUNT server. Messages sent to other hosts are addressed to the other host’s STUNT server.

Server Database The local trust database on server-side is implemented using SQLite, with a

schema as depicted in Figure 5.3.

The model stores both the issued and received parts of the mutual trust relationships, all linked

to a common table of trusted hosts. The tokens of trust, as well as the trust commitments,

are a database representation of the structures defined in Section 4.3.6. Furthermore, the audit

trail with its predefined possible entry types is stored. Two tables, called PendingChallenges

and PendingRequests, temporarily store intermediate data when the establishment protocol is

currently running.

Client Database The client database, referred to as personal trust base, is another SQLite

database. Figure 5.4 shows the database schema, which consists of only two tables. VisitedHosts

contains entries of hosts who were assessed by the user, including those indirectly included as

vouchers. Hosts may either be labeled as trusted, or just be noted as references to other, trusted

hosts. If the user is presented with a cluster of hosts and decides to trust one node out of that

cluster, the other, referencing nodes have to be stored as well. Otherwise, the client cannot
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Figure 5.4: Client-side database model

determine whether the trust relationship configuration was changed on subsequent visits. Not

storing this information would mean to not revalidate the trust network, which is undesirable.

Visited hosts may, but need not, have trust relationships with other hosts, which is modeled using

the CommittedFor table. The CommittedFor table expresses the trust relationships on a database

level, by linking two VisitedHosts and storing the token of trust signature, the last commitment

timestamp and the corresponding update interval alongside this link. Note that a client might

skip certain verification steps if the locally stored timestamp of the last commitment is within the

bounds of the update interval, for example on frequent visits of the same host.

Client Browser The custom browser, written in Java with a JavaFX UI, is shown in Figure

5.5. As is depicted there, it is a rudimentary web browser with a simple user interface, supporting

back/forward navigation and browser tabs. STUNT is embedded passively, using the Explore

button on the top right. If the browser is pointed to a STUNT-aware host, it automatically

performs the verification procedure as introduced in Section 4.3.7, and hints the user about the

state of the visited host. Details about how the user is incorporated into the host authenticity

verification are discussed in Section 5.3.

Similar to the other components, an asynchronous, event-driven command pattern is used to handle

the user interactions. Note that for hypertext markup and stylesheet rendering, a WebKit-based3,

ready-made JavaFX component was used.

Component Interaction Communication with the corresponding databases is done only locally,

using a common JDBC driver for SQLite, the Xerial SQLite JDBC Driver4. Network communica-

tion between the components is performed solely over SSL, using Java’s built-in SSL support. The

message formats are defined using Google’s Protocol Buffers5. Protocol Buffers allows the specifi-

cation of messages using its own specification language. From such message definitions, Java code

is generated, which allows efficient serialization and de-serialization, while ensuring non-ambiguity

and resource-saving encoding.

3http://webkit.org
4https://bitbucket.org/xerial/sqlite-jdbc
5https://developers.google.com/protocol-buffers/

http://webkit.org
https://bitbucket.org/xerial/sqlite-jdbc
https://developers.google.com/protocol-buffers/
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Figure 5.5: STUNT browser

5.2 Lab Setup and Evaluations

To test the system in a small-scale way, a set of virtual machines was set up and configured to

form a STUNT trust network. The lab setup is certainly by no means as extensive as a real-world

Internet context, but the dimension is assumed to be sufficient to get first impressions on how the

system scales.

The lab setup consists of 13 virtual machines, connected as depicted in 5.6. Additionally, there is

one server Virtual Machine (VM), responsible for Dynamic Host Configuration Protocol (DHCP)-

based IP address assignment and DNS resolving, as well as one machine with the browser installed,

acting as the client.

The host names loosely resemble renowned Austrian domains from the public and academic sector,

such as certain web sites of austrian ministries and universities. All the virtual machines are hosted

on one VMWare ESXi6 server with only two 2 GHz CPUs. We consider STUNT to be performing

acceptably fast, despite the low hardware dimensions. Verification times are indeed negligible, as

the next paragraph shows, and fetching the neighborhood information from a node is fast as well.

Concrete timings of the latter were not performed, since it highly depends on network latency,

but with common networking delays being usually well below 100ms, according to AT&T [2013],

delays are not considered a general problem.

To support the claim of cheap verification, the verification procedure for newly visited hosts is

simulated on a Google Nexus One mobile phone with a 1 GHz CPU and 512 MB of memory,

using Android7 2.3 as operating system. The verification of the immediate trust network of a host

having 10 trust relationships and an audit trail length of 100 entries takes 132.85 ms, averaged

over 100 measurements. We intentionally used an outdated, constrained device, and we expect

6http://www.vmware.com/products/vsphere-hypervisor/overview.html
7http://android.com

http://www.vmware.com/products/vsphere-hypervisor/overview.html
http://android.com
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Figure 5.6: STUNT lab setup

desktop verification times to be way below that value. Furthermore, we evaluated this scenario

with a high number of incoming trust relationships (10), by configuring STUNT with a lower

difficulty for establishing trust relationships. Note that lowering the proof of work difficulty does

not lower the verification complexity. We expect the regular case to have only 5–6 incoming

trust relationships, and this is an attempt to further exacerbate the complexity of the problem.

Therefore, the verification time almost solely depends on network delays, with computation time

being negligible.

We consider the storage space required on client-side to save local copies of subsets of trust networks

low as well. The required storage space for 50 hosts, with each host having 10 distinct trust

relationships and all involved hosts using RSA key lengths of 4096 bit, is extrapolated from data

gathered from the lab setup. With these 50 hosts, which we consider a high estimate for a regular

user, the storage space required is less than 2.3 megabytes.

5.3 User Integration

The success of STUNT is dependent on the quality of the user interface. More precisely, it is

highly depending on user acceptance in general. Designing an intuitive, appealing user interface

is considered future work, which requires user interface expertise. This thesis focuses on the core

mechanisms of the system itself. Nevertheless, a rudimentary user interface for network exploration

is implemented, to get a feeling about whether or not STUNT is a viable alternative.

Figure 5.7 shows the proof-of-concept realization within the browser component. On the left hand

side is a sample web content. On the right hand side is the STUNT-related information associated

with the visited host, graz.stuntland.local. The panel on the right is toggled with the Explore
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Figure 5.7: The integrated network explorer, level-based view

button on the top right of the browser window. The button is currently showing a warning sign,

which indicates that the host’s trustworthiness was never acknowledged by the user. Therefore,

the prototypical browser uses a passive-only approach, where the user is not interrupted by means

of a warning, such as is the case in current SSL browser notifications. It is certainly less annoying,

but bears the danger of not being recognized at all.

The content of the panel to the right shows the hosts directly trusting the visited host. The visited

host is centered, and the relationship connectors indicate when the trust relationships expire. The

surrounding nodes may be rendered in different colors and with different items, depending on the

state of the trust relationship. In the figure, all trust relationships verified correctly, which is why

all nodes are rendered turquoise and show a checkmark. If a verification fails, the corresponding

node is colored in red and marked with an X. Nodes who are already within the personal trust

base appear in green color and show an encircled checkmark.

Figure 5.8 shows the STUNT button states. The button is green and shows a checkmark if the

host was already added to the personal trust base, and the trust relationships are still in the

same state as they were upon the initial assessment. The button is red and shows an X if a trust

relationship verification has failed, or if one or more trust relationships are missing, compared to

the state when the host was initially assessed. A missing trust relationship means that the target

host was unable to deliver a current trust commitment, which might be due to a revocation of this

trust relationship. A warning icon is displayed if either the host was never visited before, or if the

current state differs to the original state in a non-critical way. For example, there might be a new

trust relationship, which is not considered a bad thing. Nevertheless, the user is still hinted to

Figure 5.8: Graphical button representations of the STUNT states
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(a) The integrated network explorer, level-based view
with trusted hosts

(b) Bird’s eye view of the same model

Figure 5.9: Network explorer and bird’s eye view in comparison

inform about this change of state.

The view in Figure 5.7 is multi-leveled. A level describes one hierarchy stage in the tree-like

representation of the network explorer. Initially, the first level is displayed, showing only directly

connected nodes. Deeper exploration of the network requires stepping down the hierarchy, thus

showing deeper levels. The user has the option to browse the network more deeply by hovering

over a neighboring node, as shown in the lower right node in the figure. The option visit allows

users to view the host’s web site, whereas explore puts the hovered node to the center and displays

the trusting hosts of the newly centered node. That way, users can browse the network arbitrarily

deep. The controls Home and Up one Level in the upper toolbar allow navigating between the

levels.

The buttons Trust selected hosts and Untrust selected Hosts handle the addition and removal of

hosts to and from the personal trust base. Nodes whose checkbox has been selected are added

or removed. Users can browse multiple levels, select those hosts whom they decide to label as

trustworthy and add them all to the personal trust base in one go. Once labeled as trusted, they

will appear green and show an encircled checkmark in the explorer, as is illustrated in Figure 5.9a.

The second view, referred to as Bird’s Eye View, is depicted in Figure 5.9b. We intend the bird’s

eye view to be better for an overall view of the network, at the cost of omitting some details.

However, it is a view on the same data model, and users can freely switch between the two. The

bird’s eye view is a reduced view, designed to display only immediately relevant data, whilst giving

a larger-scale overview of the system. The zoomed-out perspective of the bird’s eye view allows

users to detect suspicious, very limited trust networks, with just a couple of connected hosts.

Initially, only two levels of trust relationships are shown to ensure the presented information is

relevant. On demand, users can then double-click any remote nodes to have the network further

expanded in a dynamic way. Nodes whose neighbors are not yet fully fetched are indicated with
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a green circle. Therefore, the user can interactively browse the network and expand it to point of

interests. Furthermore, delays caused by the network are not immediately noticeable, due to the

low number of nodes fetched in parallel.

The nodes change their size with the number of other connected, trusting nodes. A bigger node

means it is better embedded in the trust network than a smaller node. The shown graph is drawn

using a force-directed layout algorithm as introduced by Fruchterman and Reingold [1991] to

minimize edge overlap and cluster nodes reasonably. Users can, however, additionally move nodes

by themselves using drag and drop. Furthermore, both views are zoomable to allow seamless

navigation.

The user interface is prototypical, with room for improvement. It would certainly be of interest if

such a passive approach is sufficient, or active measurements, like interrupting warnings, are the

way to go. If the user interface is appealing, it might even be interesting for users to browse the

trust network. If a host is important enough to be validated this way, it might well be exciting to

know whom its operators partnered with.

5.3.1 Device Synchronization

Nowadays, with smartphones, tablets and other gadgets being part of our everyday lives, it is likely

that users want to synchronize their local trust base(s) to be consistent among multiple devices.

From a user experience point of view, this is desirable, since it counteracts boring re-assessments of

the same service. Synchronization between multiple devices is considered possible, since the local

trust bases are merely plain SQLite databases. Firefox, for example, uses multiple local SQLite

databases, and comes with a service to synchronize user-data among devices, called Firefox-Sync8.

Currently, it supports synchronizing open tabs, bookmarks, passwords, the browsing history, add-

ons and preferences, some of which are already stored in SQLite databases. The synchronization

service uses a shared, secret token to tie the individual devices to one account. Given that the

very same thing is already done in Firefox and other browsers, it is considered manageable to

synchronize personal trust bases between multiple devices in a feasible, protected way.

8See https://support.mozilla.org/en-US/kb/firefox-sync-take-your-bookmarks-and-tabs-with-you

https://support.mozilla.org/en-US/kb/firefox-sync-take-your-bookmarks-and-tabs-with-you
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Chapter 6

Discussion

“But we had forgotten that alongside Orwell’s dark vision, there was another — slightly older,

slightly less well known, equally chilling: Aldous Huxley’s Brave New World. Contrary to

common belief even among the educated, Huxley and Orwell did not prophesy the same thing.

Orwell warns that we will be overcome by an externally imposed oppression. But in Huxley’s

vision, no Big Brother is required to deprive people of their autonomy, maturity and history. As

he saw it, people will come to love their oppression, to adore the technologies that undo their

capacities to think.”

– Neil Postman

STUNT is an incipient alternative to the currently established PKIX infrastructure for verifying

host authenticity in a large network context. The crux of STUNT is, intentionally, the user,

and the system will only work if users are able and willing to actually use it. Users have to be

successfully encouraged to use this verification procedure for their own benefit, which might be

possible, if the mechanism is appealing enough. If designed in an appealing way, it might even

be exciting to browse trust relationships and thus learn more about the counterpart. If this can

be accomplished, users may largely benefit from the dynamic, individual trust bases that emerge.

We consider individual trust bases, which may easily be synchronized between one’s devices, an

improvement over predefined, intransparent lists of automatically trusted roots. Involving users

in the decision-making in the first place will additionally ease the side-effect that users do not

know how to react to warnings, because they assessed a host’s trustworthiness in the first place.

Therefore, they already have an initial idea about the problem, and can take according measures.

Users cannot be sure that the presented network of trust is indeed genuine, but deep exploration

alongside plausibility checks regarding established trust relationships render the chance of a fake

network very low.

To the best of our knowledge, the proposed configuration of cryptographic primitives to achieve

the introduced properties of user-centrality, mutual trust relationships, expensive trust relationship

establishment, cheap trust relationship verification, risk-based revocation support and what we called

the backfiring principle is new and enables a sparse, meaningful network of trust. In contrast to

PGP’s web of trust, we put more focus on the value of individual trust relationships, and we

took measures so they cannot arbitrarily be given away without harming oneself. This leads to

meaningful trust expressions and a low, graspable number of references to verify. In comparison

to PKIX, it bears the advantage of autonomous trust decisions, without depending on unknown,

but trusted third parties. Moreover, it is considered to be more robust, since the impact of a

misbehaving host is limited, due to the ability to quickly cancel trust relationships. In contrast,

a misbehaving CA is hardly replaceable or revokeable, as it would affect all hosts whom this CA

vouches for. The creation of very powerful, single nodes is intentionally prevented to avoid the
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concentration of power and thus limit the possible impact in case such a node fails.

Nevertheless, well-known nodes, such as Google for example, might attract numerous operators

and thus have the need to establish more trust relationships than what is allowed by the system.

To circumvent this limitation, it is possible to create a semi-internal network of trust. For example,

google.com might trust mail.google.com and maps.google.com, which in turn all trust external

partners. Such a scenario leads to a similar, hierarchic structure as in PKIX, but with two key

differences:

1. The system does not fail if, hypothetically, Google, the CA-equivalent in the example, is no

longer trusted. In a PKIX world, removing a top-level CA from the list of trusted roots would

render all the certificates it issued untrusted. Therefore, it would result in intransparent

warnings at the user’s. These warnings interrupt an otherwise automatic process, which

users usually don’t see working at all. In STUNT, users are warned as well, but about an

anomaly of something they assessed themselves, thus resulting in better awareness of the

problem.

2. All operators are free to choose with whom they establish a trust relationship. It means that,

instead of being required to choose an accredited TTP, operators can freely select partners

whom they trust. In case of doubt, established trust relationships can be revoked within a

pre-defined risk interval.

Thus, there may be structures similar to the hierarchic approach of PKIX within the STUNT

network. These are, however, chosen to be present. If operators decide to have it that way,

and users accredit this, then so be it. If users reject such constructs, and categorize a host as

untrustworthy if it does not trust google.com, but instead, say, www0127.google.com, then such

patterns are unlikely to emerge at all. It is likely that the operators of attractive hosts will charge

money for establishing a trust relationship, or have them sold to the highest bidder during auctions.

Less-known hosts may have to offer money to be trusted, as is for example done in sponsorship

contracts. The payment will ensure that their host is shown to users everytime they evaluate the

trust network. Such payments are neither part of the initial STUNT design, nor enforced in any

way, as they blur the intended meaning of trust relationships. We consider such scenarios still better

than in the current CA situation, because, as opposed to CAs, the selling of trust expressions is not

the sole, core business of the operators. They are less dependent on selling trust relationships, and

risk their own reputation by doing so. Therefore, we still think that careful choices are made when

selecting potential partners. Besides, potential buyers still have the freedom to choose, and might

as well opt for other host operators, who do not charge money for establishing a trust relationship.

However, it is hard to predict future entrepreneurs’ ideas from today’s point of view, so there may

be unrecognized problems attached to charging for a trust relationship. The general idea is to

choose partners based on their evaluation trust, and both the mutuality and expensiveness support

this type of evaluation.

Another considerable aspect regarding the proof of work computation is the difference of com-

putation power of the involved machines. Having superior computation power certainly leads to

an advantage in terms of the time a trust relationship establishment takes. The proof of work

contains both endpoints’ certificate fingerprints, and the establishment protocol already, intention-

ally, requires human interaction. Therefore, it is a small leap to externalize the proof of work
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computation, and have it run on another machine, or a cloud service. The cloud provider cannot

use the proof for its own purposes, since the certificate fingerprints will not match, and operators

can resort to on-demand computing power to solve this intentionally hard task. All host operators

have similar access to computational resources, by buying their own hardware, solving the prob-

lem using a cloud service, or simply accepting longer runtimes. The feature of easy externalization

would ease the problem of establishing trust relationships for constrained hardware services as

well. Furthermore, token versioning may be incorporated, to deal with the general increase of

computation power over time. Token versioning enables setting a certain date, after which all

issued tokens have to be of a specific version. A token version may be bound to a defined level

of initial difficulty, and a rule to increase the difficulty, depending on the other party’s amount of

trust relationships. Thus, it provides a simple way to adapt the required effort to current system

speeds and, as a result, ensure the trust relationships’ expensiveness.

We consider the discussed attacks, replacing and remodeling, low, but non-negligible threats. Re-

modeling requires special attention from users during the host assessment to detect fraudulent

copies of a trust network, which is supported by the Bird’s Eye View GUI component in the

prototype. Furthermore, it requires high computational power and patience from the adversary,

works only on the first visit, and is considered likely to be detected soon, rendering its cost-benefit

ratio poor. Replacing on the other hand requires host operators to pay attention to incoming

trust relationship requests. Since their credibility is dependent on their trust relationships, host

operators are assumed to make careful decisions. However, in case a trust relationship was estab-

lished by accident, it can easily be revoked within the specified risk interval. Also, both attack

vectors require extensive network control and thus very powerful attackers. Nevertheless, we do

not know yet how users are actually interacting with the system. Therefore, we may underestimate

the threats of these attacks from the current point of view.

The system is considered to work best when the emerging network of trust is connected as a

whole, since remodeled clusters are detected easier when the network of trust is large. Multiple

clusters should be sufficient as well, as long as their size is big enough to render a complete

remodeling unmanageable. Having large components emerge is considered likely, even though the

artificially constrained network of trust cannot have hubs, who connect numerous other nodes due

to their high number of links. Contrary to typical, scale-free social networks, with a power-law

degree distribution [Newman, 2003], the edges per node are limited to a constant in STUNT.

The network is still assumed to have high connectedness, because of the incentive to actually

have trust relationships. The number of edges is severly limited, but the individual nodes are

encouraged to have edges to appear credible. It is the nodes that become rare. There is tension

between availability and quality, leading to two differing results: a) host operators may opt to

enter unreasonable trust relationships, instead of having none at all, and b) as a result, new

host operators are more likely to get trust relationships established, despite the limitation. Host

operators who carelessly establish trust relationships weaken the system as a whole. We think that

having no trust relationships is certainly suspicious, but being trusted by entirely unrelated or

otherwise strange partners is no less ominous. Moreover, we do not expect such trust relationships

to last for long, even if established for these reasons, since they might be dropped as soon as there

is a better option available. On the other hand, new players are likely to find nodes to attach to,

since potential partners may just not have used all their available trust relationship slots yet. As

an additional incentive to attach to new, less-prominent nodes, the system bases the computational
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difficulty of the proof of work on the other party’s amount of trust relationships. Therefore, it is

computationally cheaper to engage in trust relationships with less-prominent hosts. How severe

the problem of finding adequate links might become, however, cannot be answered for now.

The built-in revocation mechanism is active, which means it requires continuous effort to work.

It has the advantage of a whitelisting-based verification, contrary to blacklisting of individual

certificates. Nevertheless, it might lead to problems if the corresponding risk interval is chosen to

be very low. Systems might have outages longer than the risk interval, which leads to omitted trust

commitment updates, and thus to a seemingly revoked host. Once the previously unresponsive

host is back up and sends a commitment, the trust relationship is valid again. In the meantime,

however, users may experience confusing warnings. Moreover, the fact that multiple audit trails

are unavoidable may lead to many categories, which might render the surrounding trusted hosts

hardly graspable for users. We think that this problem may, to some extent, be overcome by smart

user interface design, but after a certain number, it will indeed become a problem. This problem

can only be overcome if user’s are taught to be suspicious when hosts have a large number of trust

communities.

STUNT is hard to integrate into the current network landscape. It certainly takes effort, since

STUNT, even when operated in compatibility mode, requires a new certificate containing the

STUNT public key, and an additional server service to be run on the target host. Client-side, the

verification procedure has to be built into the browser software. A challenging part is to integrate an

appealing user interface into current web browsers. In addition, STUNT certainly needs transition-

times, where users get comfortable with the new system. We believe that the concept of evaluating

trust relationships is considered simple enough to be usable without special training. However, it

surely will take time for users to accomodate to evaluating trust relationships. As a benefit, we

assume this simple mechanism to considerably raise the awareness about the authenticity problem.

We do think that we provided a new, fresh point of view to long-known problem of host authenticity.

We also consider the system to be self-regulating if minor mistakes regarding the establishment of

trust relationships occur. The mutuality of trust relationships should be incentive enough for host

operators to revoke accidental trust relationships with unknown other parties. Revocation is an

integral part of the system, with a whitelisting verification procedure, where no host is considered

valid until all requirements are met. The power of a single node is delimited by the maximum

amount of trust relationships, thus, the impact of one misbehaving node is limited as well. The

system focuses on the user, and tries to provide a way of assessing hosts based on their trust

relationships. Whether we are right in our positive assumptions about user behaviour can only

be answered by thorough user experience analysis. Therefore, we cannot claim that this system

will work as-is. We do think, however, that it is a step in the right direction, and hope that it

stimulates new thoughts about mitigating the authenticity problem.



Chapter 7

Conclusion and Future Work

“If you want to truly understand something, try to change it.”

– Kurt Lewin

STUNT is an approach towards ensuring host authenticity in an Internet context. As such, it allows

users to decide upon the authenticity of a host by means of assessing the expressed trust of other

hosts. Therefore, it uses a comparable concept to checking reference partners when contracting

with a previously unknown company.

The system cryptographically ensures that a reference to another, legitimate host cannot be

spoofed, and incorporates means to have bad behaviour backfire at the initiator. Furthermore,

host operators are encouraged to collect as many trust relationships as possible, with the maxi-

mum number of trust relationships being severely limited at the same time. Host operators are

intentionally put into this catch-22 situation to have them think twice about whom they engage in

a trust relationship with. Trust relationships are expensive to establish to encourage continuous

agreements and thus not have users interrupted frequently. On the other hand, trust relationships

can be cancelled within a self-defined, reasonable risk interval. This risk interval is negotiated

during the establishment of the trust relationship, where both parties have to agree upon a value.

The interval defines the maximum possible time difference until users recognize a revocation and

may be as low as a couple of minutes. STUNT is a decentralized system, which prevents single

nodes from becoming substantially more powerful than others, and thus becoming a liability if

their integrity is compromised.

Developing a concrete STUNT prototype led to several interesting insights, discussed throughout

this work, and certainly to even more questions. Questions that might only be answerable via large,

practical experiments. The most pressing ones of which are, in our opinion, questions regarding

the following aspects:

User Acceptance STUNT succeeds or fails, depending on the user’s willingness and capability

to assess authenticity by means of attached trust relationships. If users

reject this method, which is more work than in the current approach, then

the approach in its current form might be rendered void.

User Interface Design Closely related to user acceptance is the question about how a user interface

would have to look like to be accepted by users. We have shown a simple

prototype implementation, but a real-world implementation, embedded into

current browsers, would need more detail work.

Backfiring Principle We do not yet know if the mechanism we used to achieve the property called

backfiring principle does indeed lead to the intended results. It might be



66

that users simply do not care whom a node is connected to, as long as there

are connections. If that is the case, then choosing trusting nodes carelessly

has no negative effects for the initiator, which in turn might reduce the over

quality of trust relationships.

Parametrization The optimal difficulty parameterization of the STUNT proof of work sys-

tem, considering vastly differing systems, is not to be answered trivially,

and certainly involves a trade-off between the amount of supported devices

and the targeted time spans.

Trust Communities The fact that hosts can maintain several audit trails in parallel, called

trust communities, may become a problem if severely used. A multitude

of categorizations, each incorporating trusting hosts, may overwhelm users

and make them give up on assessing a host.

Therefore, we cannot claim that STUNT is a perfect, all-covering solution, although we still con-

sider it worth pursuing. We believe that, given a tool as simple as the prototypical client imple-

mentation, people are capable of assessing host authenticity. This assessment is certainly more

work for users than there is in the fully automatic approach of PKIX. The benefit is, however,

that people would become aware of the problem, and the fact that there is no absolute guarantee

for host authenticity. This is especially important in scenarios where automatic assurance fails.

We consider it more likely to have users react upon STUNT warnings in an informed way, since

they assessed the host’s trustworthiness beforehand, and thus have an idea about what can go

wrong. In PKIX, people are urged to respond to a warning about a process they were not involved

in until it failed, leading to confusion and even ignorance.

We think that the next step should certainly be a set of user acceptance tests. Users have to be

both willing and capable to use the system as intended, which is not yet proven. Large-scale user

acceptance tests should also reveal if the backfiring principle is a valid assumption. Moreover, we

believe that substantial work has to be put into designing an appealing user interface, which does

not repel users in the first place. The parametrization may be overcome with token versioning,

but the optimal choice of difficulty per interval still remains an interesting aspect of future work.

We did not only choose the acronym STUNT, a Simple, Transparent, User-centered Network of

Trust, because its individual letters resemble the cornerstones of the system, but also because it is

indeed a stunt to challenge a system as deeply entangled into the Internet as PKIX. Nevertheless,

we consider the approach viable and having users informed about what happens within a browser

behind the screen a desirable goal. We intentionally use a concept as simple as inspecting a very

limited number of unqualified trust relationships to not overwhelm users and keep the overhead in

workload at a minimum. We think STUNT is a concept capable of providing a fresh view and a

possible, though bumpy path to a better mitigation mechanism than currently adopted approaches.

STUNT is an effort to include the user in security-relevant decisions. Especially the decision about

another’s trustworthiness is not a delegatable one. Therefore, the benefits for users are assumed to

outweigh what we expect to be a small number of additional interactions. The system is designed in

a way to minimize user assertions, with the ability to store user’s decisions in a local trust database,

which is personal per user and can be synchronized among multiple devices. Therefore, we think

it is a convenient approach, with little overhead for users, whilst still incorporating measures for
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reliable authenticity assessment.
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