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Abstract

The term grid computing originated in the early 1990s in Ian Foster’s and Carl Kesselman’s seminal
work as a metaphor for making computing power as easy to access as an electric power grid. In 2007 the
term cloud computing came into popularity, which is conceptually similar to the canonical Foster defini-
tion of grid computing (in terms of computing resources being consumed as electricity is from the power
grid). Grid/Cloud computing is a very strong growing technology. Massive computation power directly
from the internet-socket is a very popular advertising message. It means that everyone who has access to
the internet can access grid/cloud computing services and use their computation power for calculations.
Currently there are a lot of open source and commercial solutions.

However, a number of main security concerns exist in current grid/cloud computing solutions, which
cannot easily be solved with conventional approaches:

1. Participants may deliberately report back wrong answers.

2. Participants may not enforce data integrity or not compute accurately.

3. Data protection requirements of sensitive data cannot be enforced on remote systems.

4. Theft of intellectual property on the distributed code by the participants is possible.

5. Theft of confidential data by the participants is possible.

The main problem with all current grid/cloud computing solutions seems to be the complete or at
least in parts missing trust-service. For example Permis, a Java based authorization and credential val-
idation service makes it possible to add an authorization and/or a credential based validation service
for grid networks. Nevertheless this service still misses a ’trust’ part which let this software proof its
trustworthiness. Furthermore a security feature like securing the computed data from stealing is nearly
missing in most solutions.
As recently proposed, the already widely distributed TPM (Trusted Platform Module) could be used to
add ’trust’ into grid/cloud computing. To do so is the main goal of this thesis.

The first part of this thesis will give an overview about the different types of grid/cloud computing
software that already exists. There will be a short summary how the already existing grid/cloud comput-
ing solutions are attempting ’trust’ into their grids. We will focus on open source based ones, because of
the possibility to take a closer look inside the code. The main theme in the theoretical part is the study of
existing middleware and the design of a proper PKI for grid/cloud computing systems and for Java based
applications.

In the practical part of the thesis we demonstrate and discuss a solution of how to combine GridGain
and Permis and how to add further ’trust’ into such a new combined framework.
This example solution is adaptive for many grid/cloud computing applications, due to the widespread us-
age of Permis. The reason for choosing GridGain as grid/cloud computing framework is that it is based
on Java, well documented and well programmed. Furthermore in the practical part of this work JSR321
is used to add more trust into our grid/cloud computing solution (with help of the TPM).
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Chapter 1

Introduction

Grid computing and cloud computing are operating in a field where problems are no longer solvable
by one single computer. The amount of data is simply overwhelming. The CERN [4] for example can
produce terabytes of data in a few milliseconds. Where can it be stored without loosing any information
in that short time? SETI@Home [7] has an other kind of problem to offer. For more than 10 years
they have been listening for narrow-bandwidth radio signals from space. The amount of data which is
produced every second is simply gigantic and it takes hours to analyze it and to search for extraterrestrial
signals in it. A combination of both problems is faced by Google [11] with its gigantic and very fast
search engine. With just one single search request more than thousand computers get busy to search the
enormous data of the whole web. Grid and cloud computing are offering the solutions for these problems.

Currently all the public grids and clouds have enormous security concerns like the ENISA report
[15] has shown. Private clouds are at risk as well, even if they are better secured and are not accessible
through the Internet. We believe that Trusted Computing can improve grid and cloud security.

Therefore our solution will at first analyze four well-known grid and cloud computing solutions
against the following five main security concerns which are directly taken from [49]:

1. Participants may deliberately report back wrong answers.

2. Participants may not enforce data integrity or not compute accurately.

3. Data protection requirements of sensitive data cannot be enforced on remote systems.

4. Theft of intellectual property on the distributed code by the participants is possible.

5. Theft of confidential data by the participants is possible.

After that analysis we will construct our own grid/cloud computing framework to overcome most
of these main security concerns. Therefore we will select at first our software components, then design
our public key infrastructure and at last we will make our Proof-of-Concept which will show that such a
grid/cloud computing solution can be really built in software.

This thesis will guide the reader at first in chapter two through the needed theoretical background in
the fields of grid and cloud computing, the very basics of cryptography, what public key infrastructures
are representing, what access control in computer networks means and what trusted computing is all
about.

Chapter three then centers about the two very popular grid computing solutions BOINC and fold-
ing@HOME. Both are quite similar in offering a public software which allows anyone to join their
computational network and to share their private unused computation power with the network. This kind
of software is quite easy to use for everyone. Simply start it, choose your computational project or let
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2 Chapter 1. Introduction

it be chosen automatically and then share your free computation time. Different to those programs are
the Globus Toolkit and GridGain which are offering a complete grid and cloud computing framework.
Out of the box they are not runnable at all. This means that it needs at least one developer who forms
the right parts of the framework together and puts the program logic into the new to be created applica-
tion. Conversely these frameworks are much more powerful than the first two programs because of their
all-round usability. In the end of chapter three a general overview of risks for computational networks is
given and how the before described programs are able to deal with them.

To deal with the shown risks an integrated solution for trustworthy grid and cloud computing is
developed through chapter four. Therefore this chapter presents at first an overview about the idea of
a new and more trustworthy framework. This idea is then followed by a very fine grained discussion
of the three main parts of our new framework: GridGain, Permis and the JSR321. GridGain itself
offers a very powerful and modular Java based grid/cloud computing framework, but it has simply no
trust mechanisms at all. Therefore Permis, a modular, very powerful and highly complex authorization
framework together with JSR321, which implements trusted computing functionality for Java, are added
to form our trusted grid framework.

The simple combination of those three programs will not bring that much more trust into the frame-
work without an appropriate Public Key Infrastructure (PKI). Exactly that PKI is theoretically developed
through chapter five by giving at first a conceptual overview of what will be done, followed by a com-
ponent description, which shows accurately all elements of this PKI with an appropriate description.
Then follows a PKI concept description and at last a risk analysis. The chapter concludes how the new
framework together with this PKI is able to handle that risks.

Chapter six presents a practical proof of this conceptual PKI and framework design. It shows quite
accurately how the registration process can be implemented. Further we present how GridGain itself
must be modified to work with Permis and the JSR321 together and how the internal work can look to
achieve the before conceptually described and shown features practically. The end of this chapter forms
the practical overview how the server and the client for GridGain can be built.

During Chapter seven, which is called “Experiments”, an overview about the workflow between the
server and the clients is given. Furthermore the annotation feature for the workunits and the setup for the
experiments is shown. The last Section in this Chapter is dedicated to the performance issue.

The last chapter gives an overall view about the problems which have been found in the reviewed
grid/cloud computing applications. In relation to these problems a short overview about our Grid/Cloud
Computing framework in theory and practice is given. Further a short summary about the directly mea-
surable differences between the original GridGain and our new Grid/Cloud Computing framework is
presented.

The appendix at the end of this thesis holds a lot of different hints and a full how-to guide, which
describes very accurately how the different components must be installed and configured to get them
running.



Chapter 2

Theoretical Background

This chapter introduces all used technologies in this thesis and gives a short overview about them. The
understanding of these technologies is essential to have the needed background to understand each chap-
ter and section of this thesis.

2.1 Grid Computing

The term grid computing originated in the early 1990’s in Ian Foster’s and Carl Kesselman’s seminal
work as a metaphor for making computing power as easy to access as an electric power grid [22]. The
idea behind Grid Computing is to use more than one computer to solve big computational problems or
to store large amounts of data in short time. Computational problems which are simply unsolvable on a
single computer become solvable by using a big network of such simple computers.

The best known example of grid computing is Google [11]. For its search engine Google uses more
than 200.000 custom-built commodity servers [11][39]. The idea behind using common computers for
forming its monstrous clusters is the availability of cheap hardware, the better energy efficiency than
using always the latest technology and the simple interchangeability of such a hardware. The basic
principle of Google’s fast responses for any queries is the giant parallel handling of any query to its
cluster. A simple query is divided into a multitude of parallel calls to different single computers in this
cluster. Moreover Google uses its framework not only as a computational grid but further as a data grid.
All the data that have been indexed by Google are spread over all its common computers. That is the
reason why Google can search, compute and answer so fast to any given query.

2.1.1 Computational Grids

“Computational Grids account for a lion share of Grid Computing usage now and will certainly retain
this lead in the near future to the least.” [9]
The idea behind computational grids is to split large and long time running tasks into multiple sub tasks.
Each sub task can then be executed on a different computer. If all sub tasks have been solved then the
original task result can be achieved by combining all the sub task solutions together.

Further it allows a very flexible way of reducing the risk of system failure of one computer. This
failure simply does not influence normally the other computers in the grid.

2.1.2 Data Grids

The CERN (the European Organization for Nuclear Research) uses one of the biggest data grids [23] in
the world. The data grid must be capable to save (from an experiment that happens in a few milliseconds)
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4 Chapter 2. Theoretical Background

hundreds of TeraBytes to PetaBytes in a very short time frame. The idea behind data grids is not only
to store that kind of data rapidly but to access them as well very quickly. Data grids are therefore very
similar to computational grids, which divide large tasks into smaller sub tasks. They divide large amounts
of data into smaller pieces, store them on multiple computers and allow anyone who is authorized to
access them as one single piece.

2.2 Cloud Computing

Cloud computing is the next logical development step of grid computing for the common user. It abstracts
all technological intricacies and shows only an abstracted interface to the end user. Its purpose is to allow
them the usage of grid computing without any knowledge about how to use this technology.

An example for such a cloud computing environment could be the usage of a web office package.
The end user uses then the computational power of an abstracted and hidden grid to write, to edit and
to save his documents and nothing of that is visible to him. Another example can be Google again. If a
user makes a query then he triggers a whole set of actions that the computational grid of Google has to
handle. But nothing of that is visible to the end user. Only the answer of the query shows up.

A second description for Cloud Computing [38] could be the following structure-centered view,
which looks at Cloud Computing (see figure 2.1) as on a three-step pyramid with the following basic
elements: IaaS, PaaS and Saas.

Figure 2.1: SaaS, PaaS and Iaas [38]

2.2.1 IaaS

The ground stage of the Cloud Computing pyramid is represented by the Infrastructure as a Service
(IaaS) layer. This stage is responsible for all kind of infrastructure, which is needed for the cloud, like the
backup or archiving systems. The main task is to provide a wide range of virtual execution environments
like virtual machines with operating systems and virtual desktops or simply computational power. The
main advantage of this layer is the scalability.

2.2.2 PaaS

Based on the IaaS layer the Platform as a Service (PaaS) layer is fitted above. This layer delivers the
computing platform which includes all kinds of software components like databases, application servers
or other software systems. The scope of this layer is to offer all needed functions for the target service
which is running on the top of this layer.
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2.2.3 SaaS

The top of the Grid Computing pyramid forms the Software as a Service instance. One software is
developed, operated and maintained by one company for example. An arbitrarily end user only needs a
key or an account to access that software service. This is the layer which is the most known one by the
end users. The example before with the web office package is further too one for this layer.

2.3 Cryptography

Cryptography is the science of ciphering information and therefore it uses the power of mathematics to
encrypt and decrypt data. Encryption means the transformation of plaintext (or human readable text) into
ciphertext. A typical encryption from plaintext into ciphertext and back to plaintext can be seen in figure
2.2.

Such a cryptographic technique can be called strong or weak. A weak cryptographic technique is
one that can be easily broken by cryptanalysis. Cryptanalysis deals with the breaking of encrypted data.
Therefore it uses a combination of analytical reasoning, pattern finding, patience, determination, appli-
cation of mathematical tools and luck. The umbrella term for cryptanalysis and cryptography is called
cryptology. A strong cryptographic technique is defined as an encryption that simply isn’t decryptable
within a reasonable time. Further the used algorithms are public and proven. That means that if any
available today’s computational power is used for breaking the encryption and all the known methods
from the Cryptanalysis are used, the Cryptography would still be unbreakable in a reasonable span of
time.

Figure 2.2: Cryptography - From plaintext to ciphertext and back. [33]

Today’s Cryptography knows two kinds of keys for the encryption and decryption process: symmetric
cryptography and asymmetric cryptography.

2.3.1 Symmetric Cryptography

The symmetric cryptography uses the same key for the encryption and the decryption (as shown in
figure 2.3). This key is called secret or symmetric key. The DES or Data Encryption Standard [48] for
example uses a symmetric key. The main disadvantage of symmetric keys is that the same key is used for
decryption and encryption. Therefore always the problem with the secure key distribution must be solved.
State of the art in symmetric cryptography is at the moment the AES or Advances Encryption Standard
[17]. The direct opposite to the symmetric cryptography is therefore the asymmetric cryptography (see
next subsection). For large amounts of data is the symmetric cryptography still the only usable one. The
reason is simply the smaller amount of CPU utilization which is needed for the encryption and decryption
process. Therefore it is usual to use symmetric cryptography for large amounts of data and asymmetric
cryptography for securing small amounts of data like for example the symmetric keys.
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Figure 2.3: Symmetric Cryptography [33]

2.3.2 Asymmetric Cryptography

Asymmetric cryptography uses two kind of keys, the private one and the public one (as shown in figure
2.4). Those two keys are directly dependent on each other. While the public key is usually given to
anyone who would like to send encrypted data to the owner of that key, is the private key only in property
of the owner itself. The private key never leaves its owner. Therefore the owner of the private key is the
one and only who can decrypt data which has been encrypted by his public key. The public key is
completely mathematically independent from the private key. This asymmetric cryptography is also
known as public key cryptography. State of the art in asymmetric cryptography are currently the RSA
[25] and the ECC or elliptic curve cryptography [25].

Figure 2.4: Public Key Cryptography [33]

2.3.3 Cryptographic Hash Functions

This section is based on [32]. In cryptography, hash functions are used to ensure integrity, authenticity
and non-repudiation. Integrity is used to ensure that the data can’t be modified without realizing it.
Authenticity is used to guarantee that the given data is explicitly from a certain person or entity and
non-repudiation guarantees that the producer of the data can not deny the data at a later date. This is
done by a deterministic procedure which transforms a given message of any size to a string with a fixed
size. This fixed string can be seen as the fingerprint of the given message. A good cryptographic hash
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function should create for any different message a different hash string, which is obviously not possible.
This ensures that any change of a given and hashed message can be detected and therefore its integrity,
authenticity and non-repudiation can be ensured.

SHA1 represents such a Cryptographic Hash Function. It transforms a given message into a 160-bit
string. Recently more and more scientific research in the area of collision attacks against the SHA1 has
been done[51]. It has been shown that the edge of successful and complete collision attacks come closer
and closer. That is the reason why SHA2 should be used instead of SHA1. SHA2 transforms any given
message into a 256-bit or 512-bit string and until now no collisions have been found.
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2.4 Public Key Infrastructure

Figure 2.5: Public Key Infrastructure [1]

2.4.1 Overview

A Public Key Infrastructure[50] consists of a framework for the creation, validation and revocation of
keys. Therefore it is represented by a set of hardware and software to achieve the following goals in an
insecure environment:

1. Confidentiality: Sensitive data must be protected in a way that only authorized persons can get
access to them.

2. Integrity: To prevent data of getting corrupted or modified and to achieve that transactions can not
be altered integrity is needed.

3. Authentication: Authentication in relation to a PKI means that every entity must be verified
through its given public key certificates and its digital signatures to verify that the requested claim
is correct. The main goal is to allow unknown entities to authenticate to each other by using public
key certificates.

4. Non Repudiation: It must be ensured that it is always explicitly clear who has signed the data
without any doubt.

These four goals can be achieved with the following approaches:

1. To create confidentiality cryptographic encryption mechanisms can be used. The encryption itself
can be asymmetric (public/private key) or symmetric (with a secret key). Asymmetric cryptogra-
phy needs much more computational resources than symmetric cryptography. That is the reason
why normally only a small amount of data is encrypted asymmetric, like secret keys used for
symmetric encryption systems.

2. Integrity can be achieved by using public key certificates and digital signatures to envelop the data.
Within a PKI the integrity can be provided by the use of a asymmetric or symmetric cryptography.
Generally a SHA-1 or MD5 hashing algorithm is used in conjunction to guaranty the integrity.
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3. The authentication process itself in a PKI environment is originated on a mathematically relation-
ship between the public and the private keys. Messages that have been signed by one entity can be
verified by any relying entity. Confidentiality is created through this process because of the reason
that only the owner of the private key can create appropriate messages and only he has access to
the private key.

4. Non Repudiation is a by-product of using asymmetric cryptography. It ensures that data can’t be
renounced or a transaction be denied. Everyone who has access to the public key can verify the
digitally signed data.

In other words a Public Key Infrastructure represents a system for binding a public key to a spe-
cific and distinct user identity. This binding is done by the registration authority (RA) which validates
for every unique user identity its public key, the user information, the validity information and further
attributes. After the successful registration at the RA it delivers the user a binding package to the Cer-
tificate Authority which creates the public key certificate for him, signs it with the CA certificate and
delivers it then to the user.

2.4.2 Properties of a Public Key Infrastructure

As shown in Figure 2.5 a Public Key Infrastructure consists at least of the following elements:

• Digital Certificates: Digital Certificates represent digitally signed data which is needed to verify
the authenticity of an object. With the help of the signing process a CA guarantees the authenticity
of the presented and signed data and therefore it can be used to securely authenticate a person.
Further a digital certificate guarantees the integrity, the authenticity and the non repudiation of
a signed message. Because after signing the message, the signer can not deny it and further the
message itself can not be changed without destroying the signature of the signer.

• Certificate Authority (CA): The Certificate Authority represents the organization that manages,
distributes, stores and revokes the digital certificates. Further it is the organization which delivers
trust into the signed certificates. This is done by an excellent reputation of this organization and by
signing only data which comes from the Registration Authority, which is in charge of establishing
the identity.

• Registration Authority (RA): The Registration Authority manages the registration of new persons,
computers or secondary registration authorities. Therefore the given data from these groups is
verified against correctness for the desired certificate. If successful, then the Certificate Authority
signs it.

• Certificate Revocation List (CRL): This list contains all certificates that have been revoked before
the end of there validity. Possible reasons for the revocation could be for example a compromised
key or wrong registration data.

• Directory Service: The Directory Service contains all issued certificates. Normally it is imple-
mented as a lightweight directory access protocol (LDAP) or sometimes as a X.500 server service.

• Validation Authority (VA): The Validation Authority offers a service for the validation of issued
certificates in real time. This check proofs the integrity and the authenticity.
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2.4.3 Alternative PKI Approaches

Hierarchical

The most typical implementation of a Public Key Infrastructure is the hierarchical one [14]. This model
is build like a tree with at least one root Certificate Authority (CA) and arbitrarily many sub CA’s. All
the rules and conventions that are predetermined by the root CA must be adopted by its sub CA’s. A sub
CA can only add further restrictions, rules or conventions but not reduce them. The benefit of this system
is that any sub CA inherits the trust of the predecessor CA until the root CA is reached.

Distributed

A complete contradiction to the Hierarchical PKI model is the Distributed Web of Trust [14]. In the
Distributed Web of Trust no CA or a trusted third party can be found. This system, which has been
introduced through Pretty Good Privacy (PGP) [37], uses this kind of a PKI for its trust model in email
environments. This model does not scale very well because every entity only defines for itself who is
trustworthy and who not. If an entity thinks that certificate A is really from the person A then he signs
this certificate with his own one. The more signs a certificate has the more reliable it seems that this
certificate is really from this person. This system has a lot of weaknesses and is not really usable as a
commercial PKI. Therefore this PKI cannot be used efficiently to build an automated system for trust
decisions based on a TPM system.

Direct

The direct trust model [44] is very similar to the Distributed Web of Trust model. The trust between two
peers is based on a symmetric key. A trusted third party is not needed in this system, because any peer
has to handle its keys and secrets by his one. For a commercial or at least a bigger PKI this system is
nearly unusable. A global revocation of one or more keys is further not realizable.

Cross Certification

In a world wide environment a single CA may be insufficient to be able to verify the validity of all existing
certificates. Therefore the Cross Certification method [19] offers entities the possibility to use more then
one CA together. The selection of the CA’s is based on the particular needs of the entity. This system
works like this: An entity creates his own digital certificate and every needed CA performs its various
diligence tests on it. These tests would check for example if the given certificate fulfills the published
Certificate Policy of the current CA. If the tests are passed successfully then the CA cross-certifies the
certificate. If now an entity uses this cross-certificate to authenticate itself to a sub CA of one of the
used CA’s then the CA will acknowledge the signing from its root CA and therefore it can verify if the
signing is valid. Further any CA can handle their own revocation list and therefore revocation itself is
easily realizable.
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2.5 Access Control in Computer Networks

This section is based on [20]. Access control means that only certain authenticated and authorized entities
should be allowed to access a protected and non-public resource. Therefore this resource must be locked
and a guard must be installed that takes control over this resource. Only users that can authenticate and
show permissions to the guard will be able to access the resource.

There are a lot of different access control systems but they all have one thing in common, it’s the way
how they make access control decisions. The access control decisions on such systems are always based
at least on one of the following three facts:

1. ownership: Something the user has (e.g., RFID chip, identity card, security or software token, ...)

2. knowledge: Something the user knows (e.g., password, pass phrase, social security number, ...)

3. biometric: Something that makes the user different and unique (e.g., fingerprint, retinal pattern,
signature, voice, face, ...)

Based on at least one of them, an access control system can make its decision if the user can be
authenticated and authorized to use a guarded resource. But this alone would still be insufficient to make
any decisions. A policy would be needed in which is declared what is allowed and what is disallowed
for a given resource and who are the users that can access it with what kind of access rights.

Furthermore a simple authentication and authorization system based on knowledge would still be
insufficient to prevent for example a person called Bob to use a guarded resource which should be only
accessible for Alice if he has the same knowledge as Alice. Therefore at least a two-factor authentication
is used normally. This means that the key for the resource is still not enough to get access to it. A
second credential would be needed, for example a biometric input. By adding such a second credential
it becomes much harder that anyone else than Alice can access her resource.

2.5.1 Authentication, Authorization

Authentication is a process where the identity of a user and its given claim is verified. Authorization is
a process where an authenticated user is verified if he has the permission to perform a specific operation
or to access a specific resource. Therefore authorization cannot be done without authentication.

2.5.2 Access Control Policies

A typical access control policy specifies the resources, the users and their access rights on it. Shortly
said it answers to the What, How, Where and When questions. This means what kind of users can how,
where and when access a specific resource.

Widely used are XML based policies but proprietary formats are still used as well. The idea behind
access control policies is to describe in a single file how a Policy Decision Point (PDP) should make his
decisions for the specified resources based on which rules. Normally access control policies are defined
to deny everything by default and only the additional added resources, users and their permissions on it
are checked for the decision making process.

2.5.3 RBAC - ABAC

ABAC is the acronym for Attribute Based Access Control which means that the access to a resource is
based on the attributes of a user. Such an attribute could be the number of available leave days to access
the resource for booking a holiday. An example therefore is Permis [18]. In distributed grids where
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resources are guarded by special attributes there is always the problem that all the attributes which are
claimed by a user are probably not rightfully his, which means that it must be verified that a user can
only claim attributes that he really owns. Therefore, a credential validation service must be introduced to
validate and determine these attributes against the claiming user to decide if this subject is the real owner
to gain access to the requested resource. Role Based Access Control or short RBAC is a specialization of
ABAC. In the RBAC model, a role is not restricted to an organizational role. A role can be any attribute
of a special subject like the current level of authentication (LOA) or a professional qualification. In a
RBAC system permissions are never assigned directly to a user, only to a role. Every authenticated user
can take therefore only roles for which he is authorized. Any transaction that happens is checked if it’s
done from a valid role and an authorized user that can take this role. Further a role hierarchy between
the different existing roles is possible and mostly present. That means that if a higher role within the role
hierarchy is linked with a user then the user has normally automatically access to all sub-roles of that
role.
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2.6 Trusted Computing

2.6.1 Overview

The term Trusted Computing is originated from the field of trusted systems. The idea behind Trusted
Computing is to let the computer consistently behave in expected ways which will be enforced by hard-
ware and software. The technology behind Trusted Computing is developed and promoted by the Trusted
Computing Group (TCG) [43]. The TCG itself was formed in spring 2003 as a non profit industry stan-
dards organization and has adopted the specifications developed from the former Trusted Computing
Platform Alliance.

The core idea behind Trusted Computing is to create a chain of trust. This chain of trust uses the
Trusted Platform Module, which is described in the next Section, as the anchor of this chain. The idea is
to have not only software elements in this chain which can be more easily broken than hardware modules
which are only accessible through physical contact. The software modules in this chain of trust can be
always monitored and be queried through the hardware module to ensure that only software is running
which should. This query is called remote attestation if it is done from remote. A description about
it can be found in the Section “Core Elements and Properties for Trusted Computing”. Furthermore
this hardware module utilizes RSA encryption. Every module owns its own private and public key.
The private key never leaves the hardware module. These keys are used through the remote attestation
process or indirectly for signing and binding operations, as described in the Section “Core Elements and
Properties for Trusted Computing”.

2.6.2 Trusted Platform Module

The central hardware for using the Trusted Computing technology is called Trusted Platform Module
(TPM). The TPM itself consists of the following sub modules like shown in Figure 2.6.

Figure 2.6: Structure of a Trusted Platform Module [43]

All communication with the TPM is done over the “Input/Output component” which connects all
sub modules of the TPM. Therefore it is responsible for the appropriate fine grained transfer of all
incoming and outgoing messages from and to the sub modules of the TPM. The “Non-Volatile Storage”
is used to store the Endorsement Key, the derived Storage Root Key, the owner authorization data and
persistent flags. The “Program Code module” provides the functionality for measuring platform devices.
It represents the Core Root of Trust for Measurement (CRTM). A true “Random Number Generator” for
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generating random numbers is present and is automatically used during key and nonce creation. Further it
is used to strengthen the pass phrase entropy. The “SHA-1 module” inside the TPM is used for computing
signatures, creating key blobs and for general purpose use. A fully autonomic “RSA Engine” for key
creation, encrypting and decrypting can be accessed over the TPM too. The “Platform Configuration
Registers” can be used to interrogate the current state of the platform. The “Key Generation module”
is used to generate 2048 bit RSA signing and storage keys as specified through the TCG. To enable a
preconfiguration of the TPM the “opt-in module” is needed. It allows to ship the TPM to the customer
exactly in the state as required. This could be for example fully enabled or disabled and deactivated.
The “Execution Engine” is responsible for the execution of program code. Further it performs the TPM
initialization and the measurement of the configuration into the Platform Configuration Registers. The
“Attestation Identity Keys”, which are derived asymmetric keys from the Endorsement Key, are located
too in the TPM. The Endorsement Key represents a 2048 bit RSA key and never leaves the TPM. A
detailed description about the Endorsement Key follows in the next subsection. For a complete TPM
description look at [36] [43].

2.6.3 Core Elements and Properties for Trusted Computing

The fundamental elements to enable trusted computing are the endorsement key, the memory curtaining,
the sealed storage and the remote attestation feature.

Endorsement Key

The Endorsement Key is normally created during the creation of the TPM chip and can not be changed.
A creation of a new Endorsement Key is only on TPM’s possible which are based on software and not
directly built into silicon. The Intel TPM is for example such a software TPM. The key itself is a 2048
bit RSA key and the private part of it never leaves the TPM. It is used to enable the execution of secure
transactions by allowing the owner to show that he has a genuine TPM. To enable anonymity arbitrary
many Attestation Keys can be derived from the Endorsement Key. These Attestation Keys can then be
used for sensitive actions without using them twice to allow nobody to conclude what actions have been
done from the same person. This Attestation Key can further be used for attestation and for encryption of
sensitive data. For example, owners of an Infineon TPM can prove the presence of their hardware TPM
with an certificate signed by Infineon for it. This certificate proves that a real hardware Infineon TPM
module is used. The certificate itself can be verified through Infineon.

Remote Attestation

Remote Attestation allows the detection of configuration changes. These changes can be done in software
or hardware. The Trusted Computing Group has released a set of specifications which allow dynamic
attestation and to build an attestation agent. This agent can then be used to query the configuration of
the target system and to create a certificate for it. This certificate can then be shown to a remote party to
prove that unaltered software is currently be executed.

Memory Curtaining

Memory Curtaining [29] represents an extended form of host memory protection to provide a complete
isolation of sensitive areas in the memory. The TCG specifications focus on protecting platforms against
software attacks. AMD has therefore developed AMD Virtualization or short AMD-V [40]. Intel itself
calls the same kind of technology Intel Trusted Execution Technology (TXT) [24]. If an intruder gets
full access to a Trusted Computing system then the protected memory with the sensitive data is still
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completely secure, because of the use of a separate protected execution environment. The operating
system itself on such a system has only limited access to that area.

Sealed Storage

Sealed Storage is used to protect private data by binding the data to the platform configuration. This
means that the current platform configuration is measured and based on this configuration the private
data is encrypted. Only with exactly this configuration the private data can be encrypted again. If only
a software or a hardware component changes than the measurement of the configuration will create a
different measurement to the one before and therefore a decryption is no longer possible. Therefore the
private data can only be released on exactly that configuration. This system can further be used to enforce
Digital Right Management (DRM) for example.
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2.7 Advanced Cryptographic Trusted Virtual Security Module

Figure 2.7: acTvSM: Overview about the Secure Boot [8]

The Advanced Cryptographic Trusted Virtual Security Module or short acTvSM system represents
in the current version a prototype to utilize Intel’s Trusted Execution Technology (TXT). The current
version directly starts a Linux based operating system which has been especially modified to take advan-
tage of all TPM based features and guarantees. Further it guarantees after the successful and complete
boot process integrity for the booted system. Based on this base system any virtualized application can
be hosted and started. Figure 2.7 shows the initial start of such a platform beginning with switching on
the machine and ending with the successful start of one or more virtualized applications.

To achieve the system integrity the Bootloader (as shown in Figure 2.7) initializes after the chipset
and BIOS initialization a so called Late Launch. During this Late Launch the system is reseted to a
known and thrustworthy state although the Bios and the Bootloader has already been loaded. This secure
state is guaranteed by the Chipset, the CPU and the TPM. All three of them are working together to reach
the secure state. The Authenticated Code Module (ACM) resets all measurements, measures the current
state and starts then the Measured Launch Environment (MLE). Measurement means that every software
component is hashed and verified to ensure that the state of the component has not been modified. Only
after the hashing and verification, which is the task area of the TPM, a software component will be loaded.
This behavior is needed to protect the chain of trust. Further a Linux Kernel with Kernel-based Virtual
Machine (KVM) support is started. The MLE measures during all further computations the platform
state. Based on the successful start of the Linux Kernel the initramfs is booted which unseals the Base
System and starts it. Finally the Trusted Virtual Application Manager or short TVAM is started. This
manager is responsible for unsealing and starting all applications which are included within the acTvSM
package.
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Grid/Cloud Computing Survey

3.1 Introduction

This chapter centers around BOINC, folding@HOME, Globus Toolkit and GridGain. The first two
mentioned programs can be used out of the box without any modifications, which means that they are
perfectly usable by any user. Simply start it and join the computational network to provide the network
the local unused CPU power. The last two programs representing only frameworks to build grid and
cloud computing applications and therefore they are not directly usable without further effort.

Through the following Sections the term server is always used in terms of the platform which is
providing the workunits. These workunits are tasks which need to be computed to get the results. The
clients are therefore providing their computational power to compute these workunits. Therefore the
clients provide the computational services and the servers use them by sending them the workunits.

The reason why we will have a look into these programs and their architecutes is to analyse how
these programs are dealing with the security issues. A detailed analysis how BOINC, folding@HOME,
Globus Toolkit and GridGain are dealing with the main security problems, which have been mentioned
in Chapter 1, can be found in Section 3.6 “Risks and how the above presented applications deal with
them”. A gerneral view about the mentioned programs is included directly at the end of every program
Section.

3.2 BOINC

3.2.1 Overview

The acronym BOINC stands for Berkeley Open Infrastructure for Network Computing [10] and rep-
resents an open-source grid computing platform. BOINC itself has been developed through the Space
Science Laboratory on the Berkeley University. Its predecessor was the widely known SETI@home,
which has been developed by the same department. Therefore, the SETI@home project was the first
join-able project for BOINC. BOINC is further designed to allow any scientific researcher or group to
participate with their own computational projects.

The general goal of BOINC is to provide a scientific computational environment for public users
which want to participate in scientific research by sharing their private computational power. Private
users can download, install and configure BOINC to participate on as much scientific projects as they
want and they have the power to decide for which project which amount of CPU power, memory, storage
and network bandwidth should be spent. BOINC is designed to be executable on a wide range of different
machines and operating systems. It is completely open source and programmed in the language C.

17
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3.2.2 Architecture

Any calculation that is done by BOINC is organized in projects. Everyone can create his own scientific
project for BOINC. Therefore every project corresponds to an organization or a research group that is
interested in public grid computing or at least in using public grid computing to speed up their compu-
tations. A project is always defined by a single master URL, which points to the root directory of its
project home page. A user who wants to participate in a project has therefore simply to visit that home
page with a normal browser or to enter the URL directly into the BOINC software and to register for it.
Every project divides his computational work into small workunits that can be delivered to the users.

The BOINC server of a project is directly connected to a relational database. This database is re-
sponsible for storing all kind of information related to the project, like supported platforms, workunits,
results, registered users, teams and more. The server functions itself are accessible through web-services
and daemon processes.

The server services can be divided into scheduling services and data services. The scheduling service
is responsible for the handling of RPC’s from the clients, which means that it issues workunits out to the
clients and handles the reports from uploaded completed results. The second one is the data service. It is
in charge of verifying the result uploads. Therefore a certificate based mechanism is used to ensure that
only legitimate files can be uploaded. The file downloads are done by plain HTTP.

BOINC is designed to add and manage more than one project, but only one at a time can be active.
Any project and its workunits can be started, stopped and suspended as long and as often the user likes.
Furthermore every workunit can have a deadline, which means that if no result for these workunits can
be computed and uploaded before this deadline, then the BOINC client must reject these workunits.

BOINC is available as a direct executable binary file (32 bit and 64 bit-versions) for Windows, Linux
and Mac OS. For other platforms the source code can be downloaded, configured and compiled to use it
there too.

After the download of one or more workunits the BOINC client can run the computation process
completely without any internet connection. Only for the upload the connection is needed once again.
Nearly every feature of BOINC can be configured by the end user like how much CPU resources, local
memory, storage or network bandwidth should be used at all. Moreover BOINC allows configuring under
which circumstances it should do its calculations like only when the CPU is completely underemployed
or only between well defined time frames. These settings can be done too by machine and or by user
account if a user shares more than one machine to compute.

3.2.3 Structure Analysis

Workunit Structure

Every project for BOINC has to define application versions for the different supported platform configu-
rations which should be able to compute for this project. Every application version is then very precisely
defined for each architecture like Windows 32bit with an Intel CPU or Linux 64bit with an AMD CPU.
Every application version contains a set of files that are needed on that kind of platform configuration to
perform the computations. These files for the specific application version will then be transferred to the
client during the first connection with the BOINC client to the specific project web server.

Every workunit for a specific project is defined as a set of input files, a set of command-line arguments
and a set environment variables. Further it includes a deadline for every workunit until the result must
be uploaded. After that deadline the result of the workunit is not longer valid and therefore it can not be
uploaded anymore. Detailed information about computing time, storage and memory usage are included
and needed by the local BOINC client to verify if this workunit can be computed on the local machine.
Every result package contains a reference link to the source workunit and a set of the created result files
during the computation process.
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All file names are unique and immutable within a project. But the files can be replicated for sending
the same workunit to different users. Therefore every file name on the server is associated with a list of
referenced workunits, application versions and results.

Redundant Computing

The problem with incorrect results from malicious users is handled by BOINC’s redundant computing
logic, which means that one workunit is sent to different users over a defined time frame. If homogeneous
redundancy is activated for a project then one workunit is only sent to users with the same architecture,
operating system and CPU vendor to overcome the problem of slightly different results because of dif-
ferent operating systems or architectures. These slight differences are based on the usage of different
mathematical libraries and their different implementations through the different operating systems. The
CPU architectures itself are normally not completely bug free [28] and therefore different roundings of
the decimal places or other incorrect calculation steps are possible.

Failure Management

Because anyone can host his own BOINC project, a lot of them are hosted on low-end servers. If only
a small number of users connect to such a server from time to time then in most cases there will be no
delay for the users, but if thousands of them try to connect to the same server then it will come to a
denial of service. To prevent this, BOINC automatically takes an exponential communication break for
this project server. This means that the BOINC client will not immediately try to reconnect to the same
project server again. The delay time before the next try starts depends directly from the number of errors
that have already happened with this host. If no workunit at all is left for this project then BOINC will
switch to another project if available.

3.2.4 Participant Motivation

BOINC gives credits for any workunit done. The number of credit points can be different for any worku-
nit and project, because they are defined as the combination of needed CPU power, storage usage, mem-
ory usage and network bandwidth usage. These credits are more or less only a status symbol because
nothing can be bought with it. Only from time to time a cup or a t-shirt can be ordered if enough credit
points have been accumulated. These credit points are more used to verify for the users which rank they
currently have. This means they can check which position they hold in the statistics for their country
or city for example. Or which person has the most credits but only computed with one computer. The
idea behind these credit points is to motivate the users to have a competition with other users about their
amount of credit points.

Another motivation but with the same background is the feature to build teams. These teams collect
Credit points as well and they have their own statistics. But the biggest motivation for the users is maybe
the screensaver option. This feature allows the BOINC client to show in real time (if supported through
the project) a graphical representation of what is currently computed while the computer is unused. If
the project doesn’t implement a visualization, then BOINC generates by itself some screensaver content,
which isn’t in any relationship to the current project.

Further any user can decide the computation power for each project he has joined. This allows a
user to decide which project should gain more computation power and which one less or no computation
power at all.
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3.2.5 Security Issues

Boinc uses a replication system for the problem that a malicious user tries to upload wrong results or to
fake his amount of credit points (by claiming more CPU power for a workunit than he has really needed).
This system sends one workunit at least to 3 different users during an specific time frame. If the result
upload and the credit claim is the same from all the users then BOINC takes this result as a correct one.

Every new project must, before it can be spread to the users, be registered and signed by BOINC.
This should guarantee the users that only non-malicious code is distributed. But because it is not public
how BOINC checks any new project-code before they sign it, only the asumption can be made that they
are looking in detail into the code. Every workunit for a project itself can then be signed by the project
to verify that a workunit really originates from that project server.

Preventing denial of server attacks on data servers is an optional feature of BOINC. Every result
file has its maximum size and for each project an upload authentication key is present where the public
part is directly stored on the project’s data server. The file descriptors for the results are already signed
with the private part of the project server key. These file descriptors contain the maximum sum of data
that the result upload is allowed to have. The users receive these file descriptors from the project server,
combine them with the results and upload them to the data server. The data server recognizes the signed
file descriptors and accepts therefore only files within the size range defined by the file descriptors.

Against theft of participants’ account information by server attack or by network attack BOINC has
no security features to offer to prevent this. This means that against attacks of BOINC project servers
only the local project group is qualified to ensure that the server is secure. Further all the project files are
saved unencrypted on the participants hard drives. The general purpose for this is that the data resides as
well in plaintext in the memory.

The communication between the participants and the project servers is done via HTTP. But since
2008 the clients are supporting the HTTPS protocol too.
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3.3 folding@HOME

3.3.1 Overview

Folding@HOME is similar to BOINC but it only supports scientific research in the sector of protein
folding. The idea for folding@HOME was born in 1999 by Vijay Pande at the Stanford University [12].
Within a short time frame folding@HOME was available as a BOINC project too but because of se-
curity reasons the project team decided that only the unimportant parts of the folding@HOME source
code should be available. Therefore they developed their own client software and canceled their pub-
lic project for BOINC. These unimportant parts are the GUI, the graphical presentation of the folding
process itself and the interface for using GPU’s for the computation process. Another reason why fold-
ing@HOME doesn’t share any other source code maybe the reason that the protein folding market is
highly competitive and the used algorithms are worth much. Nowadays participants can only participate
at folding@HOME with their client software. The biggest challenge for folding@HOME was the cir-
cumstance that their computations (in the beginning) were scaling very badly. The smallest workunits
from that time have needed more than 8 hours of computation time to get solved. Therefore a lot of work
had been invested to develop proper algorithms to scale the computations down to small pieces. The
main goal of folding@HOME is to provide a scientific platform for medical protein research for public
participants. Folding@HOME can be downloaded for various platforms and architectures like Linux,
Windows, PlayStation 3 (PS3) or Mac OS but there is no open source version which could be compiled
on an alternative platform.

3.3.2 Architecture

Similar to BOINC folding@HOME allowes different projects. All these projects are centered around
protein folding. A user joins automatically a random project or if he knows a specific project number
then he can join a specific protein folding project as well. But in general a user does not decide by his
own for what his computation power is used. There are different types of workunits and not all of them
can be computed on any platform. For example a typical workunit for the PlayStation 3 (PS3) needs
nearly 8 full hours to compute. Because of the support of Sony, all PS3 models are equipped with the
folding@HOME software right away. Only if an update arrives then the user has to start the update
manually. The main feature of using PS3’s is the enormous power of the Cell processor. In 2008 the
speed was up to the 27x of an Intel core2Duo processor with 2.4Ghz [41][16].

There is a wide range of adapted program versions for conventional personal computers. They distin-
guish not only in different versions for 32-bit and 64-bit, but further in models supporting graphic cards,
like ATI and NVIDIA, for doing the calculations. Nowadays graphic cards like NVIDIA and ATI can be
directly used via CUDA [6] for NVIDIA based cards or OpenCL [3] for both kinds of cards to do com-
putations directly on the graphic card processor. Using these cards for the computational process brings
the benefit that they are a lot faster than conventional CPU’s. But because that they are originally graphic
cards not all kind of calculations can be done and therefore only selected workunits can be computed on
them.

Compared to BOINC only a few configurations can be done by the participants like allowing bigger
workunits or how many CPU’s (on a multi-core system) should be used.

3.3.3 Structure Analysis

Workunit Structure

There are 2 main types of workunits: non-SMP (default) and SMP, where non-SMP workunits must
be calculated on one single core and SMP workunits can be calculated on as many available CPU’s as
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possible. A multicore system can therefore do one non-SMP workunit per processor. Furthermore the
workunits are digitally signed with a 2048bit RSA key. If folding@HOME detects workunits which are
not correctly signed then the client throws them away and tries to download new workunits.

Malicious results

In the case of folding@HOME, a function is called from time to time directly at the client-platform
which checks the numerical correctness of the computing system [42]. This means that some built-
in tests validate the always fresh computed results against the known results. More than that check
for correctness is not done for the folding@HOME workunits. Because of the circumstance that the
workunits need a lot more time than the conventional workunits for BOINC no redundant computing is
done. Furthermore the client base is much smaller than the user-base that BOINC can use and therefore
one workunit is always solved by one user.

Failure Management

If the folding@HOME client recognizes computational error for a given and active workunit then it
drops the workunit and downloads a new one. Before the folding@HOME-client is able to download
new workunits, the signature of the used folding@HOME client is verified against the folding@HOME
project server. If the signature is no longer valid then a new folding@HOME client must be downloaded
before any new workunit can be downloaded again. In the case of the PS3 client, no direct download is
available. Only an automatic update directly over the PS3 operating system can be initiated and therefore
no self-manipulated client can be installed. All in all these are lightweight strategies to overcome the risks
of public grid/cloud computing which can be found in the Chapter 3.6.

3.3.4 Participant Motivation

To motivate the participants folding@HOME uses roughly the same system as BOINC. The participants
can access the same kind of statistical material as within the BOINC project. The calculation of the
points differs from workunit to workunit and there are different ways to earn bonus points. For example
if a users calculates a workunit within a day he gets a bonus, or if he computes more than x workunits a
week or 24 hours a day he earns bonus points.

One advantage against BOINC is that the screensaver always shows the current status of the compu-
tation of the protein folding process. This means that a participant can always quite exactly see what he
is currently computing.

3.3.5 Security Issues

In the case of folding@HOME all workunits and the client software itself are digitally signed by fold-
ing@HOME. The download of the client software and the workunits are only available from there. For
the signing process an asymmetric RSA 2048 bit key is used. For preventing malicious workunits the
client always verifies that the workunit is properly signed.

The client software itself is only available as executable files for the different supported platforms.
Only parts of the software are open-source like the module for the graphic presentation [46] or the
source code for using GPU’s [46] for the computation. All the logical and the core algorithmic parts of
folding@HOME are closed source and not open to public viewing. This is well-grounded by the claim
of the intellectual property of the developed algorithms.

The security risk of theft of calculated results is not handled at all.
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To prevent a denial of server attack during the upload of the results, the upload server accepts only
results from signed workunits and signed clients. The client itself measures itself during the start and
later during the computation from time to time to verify that the computation is correct. Information
about this measurement and how it works exactly are classified and if the checksum is not correct then
the upload server rejects the data from the maybe “malicious” client.

In contrast to BOINC, folding@HOME does not send the same workunit to more than one client to
recognize calculation errors or to detect malicious users. Thus folding@HOME uses only the workunit
and client signing feature and during the computations the calculation checks.
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3.4 Globus Toolkit

3.4.1 Overview

The Globus Toolkit [21][47] represents an open source grid computing framework technology. Its first
release was already in the year 1998 (GT 1.0.0) and the latest release is actually the version 5.0.1. The
development is lead by the Globus Alliance, a consortium based on the University of Chicago, the Royal
Institute of Technology of Sweden, the National Center for Supercomputing Applications, the Univa
Corporation and the University of Edinburgh.

The idea behind the Globus Toolkit is to present a framework for grid computing with components
for fault detection, security, data management, resource management and communication. Instead of
reinventing the wheel, the Globus Toolkit tries to use only well developed standards for its services, as
SSL/TLS, SSH, LDAP, X.509, SOAP, HTTP, GridFTP, XACML, SAML, WSDL, OGSI and many more
[47].

The Globus Toolkit is developed in C and its source code is available for Mac OS, Linux derivates,
NetBSD derivates and Solaris.

3.4.2 Architecture

Figure 3.1: Components of the Globus Toolkit Version 5 [47]

The design of the Globus Toolkit is completely modular (as shown in Figure 3.1). All of its com-
ponents can be used together or completely autonomously. The existing modules of the Globus Toolkit
can be divided into one of the four main types Security, Data Management, Execution Management and
Common Runtime. These main types include the following modules:

• GSI C: This module provides API’s and tools for authentication, authorization and certificate man-
agement for web services. The authentication API is centered around a public key infrastructure
and allows the usage of TLS and certificates as the X.509. Delegation mechanisms are supported
through the authentication API as well. For the authorization process are two modes available:
The first one allows granting access rights based on the client’s credentials and the second one
based on the user names.

• GSI-Open SSH: This module represents an adapted version of OpenSSH. The special feature is
the added support for X.509 proxy certificate authentication. Further delegation, single sign-on
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remote login and a file transfer service has been added. The main task for this module is to allow
remote login and file transfer between systems without entering a password.

• MyProxy: The MyProxy module manages the X.509 certificates and private keys. It combines
an online credential repository together with an online certificate authority. By using this module
users are able to authenticate and to obtain credentials.

• GridFTP: This module is based on the widely known file transfer protocol (FTP) and it is respon-
sible for secure and reliable data transfer. GridFTP not only includes the standard features of FTP
but much more a lot of features specialized for reliability, security and more data transfer perfor-
mance. Some of the added features are for example the failure restart capability which allows to
store a list of not complete transferred files for a later restart or the stall detection which allows to
detect and to handle transfer errors.

• GRAM5: GRAM5 is the acronym for Grid Resource Allocation and Management. Its core inten-
tion is to monitor jobs and to allow to locate, to submit, to monitor and to cancel them. This whole
module is based on a set of services for the different kind of tasks.

• C Common Libraries: This module combines all the needed C libraries for the different services of
the Globus Toolkit together in one package and adds an abstraction layer above them for an easier
and controlled access.

• eXtensible IO (XIO): This last module represents an extensible input/output library which is ac-
cessible through only one API. This API supports a wide range of protocols like TCP, UDP, file
access, HTTP, TELNET, queuing and much more. With intent this API is designed to support the
four basic functions for open, close, read and write on all kinds of the underlying usable protocols.

3.4.3 Usage Motivation

The Globus Toolkit represents a completely different framework against BOINC or folding@HOME. It
can not be used out of the box for grid/cloud computing but much more it allows with its modular design
to create a powerful and own grid/cloud application. The Globus Toolkit is nothing for an end user (in its
unmodified version) but much more for developers which want to get a powerful solution with already
included modules for all kinds of grid/cloud computing. Further it is completely coded in C which makes
it very fast. Another feature is the commercial support trough the Univa Corporation if needed.

3.4.4 Security Issues

Because of the difference to BOINC and folding@HOME in the matter that the Globus Toolkit is repre-
senting only a framework to build an own grid/cloud application, all the security issues are more or less
in the hand of the developer which forms the framework to an usable application. This means that the
developer is responsible for the final outcome how secure the built application is. There are already a lot
of security-features included which can be more or less easily and directly used.

The security concept of the Globus Toolkit is based on public key cryptography. Further it includes
tools for creating and using an own Certificate Authority through the SimpleCA implementation which
is able to issue X.509 certificates. For communication a modified version of OpenSSH can be used for
secure, fast and reliable remote connections.

Against the problems that have been mentioned before in the BOINC and folding@HOME Section
3.2 and 3.3 the developer itself is responsible to use the given tools to protect the sensible data in his grid
environment. The choice to use the programming language C may not be the best one in the matters of
buffer overflows, type safety and memory leaks. Nowadays many security applications are developed in
Java to use the language specific security features.
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3.5 GridGain

3.5.1 Overview

The GridGain framework [30][27] offers an open source grid and cloud computing framework based on
Java and for the Java language. The first version of GridGain has been released in February 2007 and
since that it has been continuously developed to its current version 2.1. GridGain itself is dual licensed
under the LGPL and the Apache 2.0 license. On first view GridGain looks more or less similar to the
Globus Toolkit framework but it has a lot of specialties to offer that are different. One of these specialties
is that every existing Java code can be adopted to run on this grid/cloud computing framework in only
a few seconds. Only the fine tuning to use the grid/cloud environment more efficiently with existing
code could take a little bit longer. The next difference is that GridGain runs out of the box on every Java
capable platform without any additional effort.

Like the Globus Toolkit GridGain is open source but for commercial needs, paid support is directly
available through the developers. The main goal behind GridGain was to design an easy to use grid
computing environment, but it has been developed to a cloud computing environment as well. Cloud
computing environment means that the end-user is no longer aware that he is using a grid service. There-
fore the cloud computing layer, which is above the grid computing layer, covers completely the underlie
grid computing services with its own services.

GridGain is less powerful than the Globus Toolkit in terms of security features but with the back-
ground of using Java much more secure in the field of type safety or memory leaks for example. Further-
more GridGain includes no kind of authorization/authentication features or security features to prevent
unknown nodes to connect to the GridGain server.

GridGain itself can be downloaded as Java source code or as an installable executable binary file for
Windows, Linux and Mac OS.

3.5.2 Architecture

Figure 3.2: The layered structure of GridGain [27]

The architecture of GridGain is based on layers (as shown in Figure 3.2). The highest layer is
called Grid Public API and it represents the interface layer which is used for all kinds of interactions
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with GridGain. The developer/user uses this API for executing his application, for getting grid specific
information, for configuring GridGain to his needs and for accessing all the other features of GridGain.

The GridKernal represents the middleware between the public API interface and the Service Provider
Interface (SPI). The name kernal was chosen explicitly in honor to the old 8-bit Commodore operating
system by the developers. The main task of the GridKernal is to implement and to provide all necessary
functions to fulfill all the public services provided in the Grid Public API and to delegate them to the
deeper Grid SPI layer.

In every package of the shown SPI’s in Figure 3.2 one sub entry is always dark gray. This is the
default selection if nothing has been changed in the GridGain configuration file or nothing has been
directly selected during the start of a GridGain node.

The SPI is the true gateway to the GridGain functionality. It is responsible for all public features of
GridGain and it is splitted into the following sub parts:

• Discovery: The Discovery package delivers the functionality to discover new nodes. Therefore
a bunch of different discovery modes have been already implemented and they can be chosen
easily and directly by changing some lines in the configuration file or by creating a Java GridGain
configuration object and change it there directly. As shown in Figure 3.2, there is a wide range of
different discovery modes available for GridGain like for example via multicast, via e-mail or via
(E-)Mule.

• Communication: This package is quite similar to the discovery package but it is responsible for
all kinds of communication over the selected communication way like for example via TCP or via
E-Mail.

• Topology: A topology can be restricted to contain only nodes with special attributes or with other
unique features. The Node Filter Topology can therefore be used to add for example only nodes
that have at least 4 GByte free memory and 2 free CPU’s available. The Node Attributes Topology
is similar to the Node Filter Topology but it can select the nodes for a given topology by its given
individual attributes and not by its given system information only.

• Load Balancing: This SPI is responsible for all kinds of Load Balancing. GridGain has already 5
implemented and available different versions of them to offer. Generally if nothing is chosen then
by default the Round Robin load balancer is used.

• Tracing: This package allows to monitor the local used topology with the available JXInsight Java
tool. This application offers tools for monitoring, problem diagnostic, transaction analysis and
application management. More information about JXInsight can be found at [5].

• Metrics: This class offers different getter-functions to query all kind of available information about
the current selected node like available processors, average number of active jobs, average number
of waiting jobs, current CPU load and many more.

• Failover: The Failover package is responsible for the task what should happen if something goes
wrong with a job. There are different kinds of included solutions for these scenarios starting from
just do nothing, do the job again and ending by give the job to another node.

• Collision: This package looks quite similar to the failover package but it is not. It is responsible
for the proper handling if two or more workunits are arriving at the same moment on the same
node or if there are already some workunits waiting for being executed and therefore for that kind
of job execution handling.

• Checkpoint: For larger workunits it is quite useful to use execution checkpoints. With them it is
possible to start, stop and suspend workunits without losing already calculated data. To enable
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this kind of feature it is necessary to add the proper needed methods directly into the code of the
workunits.

• Deployment: The last package is the Deployment package. It is responsible for all kind of deploy-
ment of the workunits and their additional needed data.

3.5.3 Usage Motivation

Especially for Java developers it is very easy to adapt existing code for grid/cloud computing with only
adding some annotations. The next big advantage against the Globus Toolkit framework is its instant
runnability on every Java capable platform without any modification. For the first steps or a simple
HelloWorld program an inexperienced developer will need only 15 minutes [26] and this is simply the
best starting motivation that a developer can get. But GridGain itself can be very easily configured and
be adapted to special needs. It offers a lot of different grid computing settings that can be switched
in seconds simply by starting the GridGain node with different parameters. Another motivation to use
GridGain instead of another grid framework could be its simplicity and clarity in the matter of its usage
and how to develop within the GridGain framework. Further GridGain includes a lot of runnable ex-
amples to show how it works and how powerful it is. Only the missing security features are an obvious
weakness of GridGain.

3.5.4 Security Issues

GridGain is simply not designed to protect itself against malicious users. It is designed to develop
grid/cloud computing applications in the same way as developing stand alone applications. It offers
features for real time deployment of code to other GridGain nodes and to do load balancing in every
needed situation. Furthermore it has features for fault-tolerance but it can not really handle malicious
results from one or more bad nodes. That is the reason why GridGain can’t be used for any security
based application without modifications.
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3.6 Risks and how the above presented applications deal with
them

The shown grid/cloud computing frameworks are offering a lot of possibilities for successful and efficient
grid/cloud computing. But how secure are they in the matter of data protection, malicious participants,
data theft or malicious results? A recent report by ENISA [15] lists for example a whole bunch of
existing different risks for cloud computing networks and the overall statement is that many of them are
still completely unsolved and therefore much more research must be spent into this scientific part. In the
paper “Innovations for Grid Security from Trusted Computing” [31] a lot of the same difficulties within
grid/cloud environments can be found. Therefore we will analyze the just reviewed programs against our
main security list which is directly taken from [49].

1. Participants may deliberately report back wrong answers.

In the case of BOINC, this problem is simply solved by sending the same workunit to at least 3
users and then to verify the results if they are completely the same. If not then some more users
will have to compute this workunit until it is clear which result is the correct one. Not very efficient
and if the BOINC workunit scheduler chooses the same kind of malicious users which compute
for example only with single precision than double precision then a faulty result will be uploaded
and accepted by the BOINC server.

Folding@HOME does not handle this kind of problem at all.

For the Globus Toolkit, the developer who fits the different modules together is responsible how
well it can resist against that kind of attack. But without a chain of trust which is not only based
on software, code manipulations are hard to detect.

GridGain has to deal with exactly the same problems but different to the Globus Toolkit it has less
included security options to offer which can be activated. Only by using some external Java com-
ponents this kind of risk can be reduced by a little but not completely because code manipulation
is still hard to detect.

2. Participants may not enforce data integrity or not compute accurately.

As mentioned above, BOINC handle this kind of risk by calculating every workunit at least 3 times
to ensure that the computation was correct. But at all this precaution is not able to handle this risk
completely.

In the case of folding@HOME the client software computes during every start a hash sum of its
executables and transfers it to the workunit server. Every workunit is combined with a hash sum.
During the calculations the client verifies from time to time the numerical correctness. But if a
user changes the client to not perform these numerical correctness checks then it is possible that
faulty results reach the upload server. Further does folding@HOME not send one workunit to
more than one user because of the reason that the workunits are much bigger and the user base is
much smaller than the user base for BOINC. Therefore a faulty result can be uploaded and is hard
to detect.

For the Globuts Toolkit and GridGain it is exactly as mentioned before. The developer is com-
pletely responsible to handle that kind of risk.

3. Data protection requirements of sensitive data cannot be enforced on remote systems.

In the current verion BOINC does not have any instruments for protecting its workunits on remote
systems. All data is stored unencrypted in the computer memory and its storage and is therefore
completely unsecured.

Folding@HOME handles this kind of risk completely in the same way as BOINC.
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For the Globus Toolkit and for GridGain again the developer is responsible to secure sensitive data.
But both frameworks do not include such security features. Therefore this risk can only be handled
by developing an own solution.

4. Theft of intellectual property on the distributed code by the participants is possible.

BONIC is completely open source and therefore the used intellectual property is public to anyone.
The structure of its workunits is public as well.

Folding@HOME tries to protect its intellectual property by only making unimportant parts of its
code public. The workunits are in the same way unsecured as in the case of BOINC.

For Globus Toolkit and GridGain the developer can try to secure his important code by using
software which changes all names of the functions, the variables and the constants to rubbish-
names. This would ensure that with simple code analyzing tools a regeneration of the compiled
code is not easily possible. But with up-to-date code analyzing tools it would still be possible to
analyze the exact behavior of each function and therefore it is not possible to secure the intellectual
property.

5. Theft of confidential data by the participants is possible.

In the case of BOINC everything is unsecured. All the data is transferred, stored in the memory
and on the hard disk unencrypted. Therefore it is completely open against that kind of risk.

Folding@HOME does not protect the calculated data and therefore it is completely insecure simi-
lar to BOINC.

In the Globus Toolkit environment the security depends strongly on the developer how he secures
his framework. At least the transfer of the workunits can be easily secured by using OpenSSH
for the transfers. But if someone has physical access to the client-platform then the theft is still
possible.

For GridGain it’s again completely the same handling of the risk like above in the case of the
Globus Toolkit.

As shown the current solutions do not or only partially secure against that kind of risks. Therefore a
more secure and trustworthy grid/cloud environment is needed to overcome at least some of these risks.



Chapter 4

An Integrated Solution for Trustworthy
Grid/Cloud Computing

4.1 Overview

This chapter describes very briefly the three used software components with all necessary details like
their features, their application areas and their weaknesses. Section 4.5 will then center on the design
process of our new framework and how the three base components must be adopted to fit properly
together. The idea behind this new combined framework will be in the first step to extend GridGain with
an authentication and authorization feature to achieve that only authenticated and authorized users can
join our grid/cloud computing network. This is our first new security feature that we add. Further with
a PKI behind our new framework, which will be described in Chapter 5, a more trustworthy grid/cloud
computing network can be created than the shown grid/cloud solutions in the Chapter before. Because of
the multiplicity of issues and failures that can occur only during the installation of the first two programs
a detailed description of any necessary step to get those programs working can be found in the appendix.
During the second step, which can be found in Chapter 5 as well, we introduce with help of JSR321
trusted computing into our new framework. This will be our second important change to the existing
framework. That means that with the help of the TPM and Intel TXT we are able to add a hardware
based chain of trust. This chain of trust can then be used to show for every client-platform that it runs in
an expected state, before it can join our network.

4.2 GridGain

The list of GridGains key features is very comprehensive. Only one thing raise concerns, the security
issue. In its basic design there are no security options to prevent the grid/cloud network against any kind
of intruders or malicious users. Of course GridGain can be configured to take only nodes with special
attributes but this is really a very low boundary to keep intruders out of the network.

As already shown before in Section 3.4 the features of GridGain are accessible through its public
API. The middleware, the GridKernal, is therefore only responsible for connecting the API with the
different underlying modules from the Grid SPI (Service Provider Interface) layer. The idea behind this
layer is to enable a modular system. For every core module as communication for example different
implementations already exist. Furthermore it is possible to implement own modules and to use them.

Therefore a deeper look into the Grid SPI has to follow to show some of the noteworthy features of
GridGain in detail:

• Discovery SPI:

31
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The discovery SPI is responsible for the discovery of new nodes and the detection of failed nodes.
Independent from the used implementation of this interface all implementations are offering at
least the functions to find a node by its UUID, to ping a node by its UUID, to receive a list of all
found nodes, to get the local node, to add and to remove a discovery listener.

• Communication SPI:

The Communication SPI provides all needed services to send and receive messages between all
known and fully registered grid nodes. Dependent on the chosen Discovery SPI implementation,
the same underlying network structure is used for the communication as well. GridGain itself
defines two kinds of messages, one kind for the task execution and another one for querying and
monitoring other nodes. These control messages are normally higher prioritized than the normal
messages for task deployment and execution. The three basic functions, with all implementations
for this interface must support, are the ability to send messages, to add a message listener which
waits for incoming messages and a function to remove a message listener.

• Collision SPI:

The Collision SPI is responsible for regulating the tasks in the grid and to define how they are
executed after they have arrived on a certain node. This deals with the situation that normally on
a grid node multiple tasks are arriving for execution or already waiting for being executed. In this
case the Collision SPI has to deal with the question in which order they have to be executed: in
parallel, in sequence or based on a time stamp which decides which comes first or maybe that only
a certain amount of them can be executed and the others must be sent to other nodes.

Further it implements the feature of task rejection and task cancellation. The difference between
them is that rejection means that a task is aborted before its execution and cancellation means that
a task is aborted during its execution. Further it offers such features like job stealing (shown in
figure 4.1). Job Stealing is a feature that allows underemployed nodes in the network to steal jobs
from busy nodes. In the case of figure 4.2 the free node 3 takes the Job13 from the busy node 1
and the Job21 from the busy node 2 to fill its own Job queue. If activated, this feature enables fair
job spreading over all available nodes.

Figure 4.1: GridGain: JobStealing [27]

• Failover SPI:

For every task a new Failover SPI implementation can be chosen. This allows to define fine grained
exception handling for any given task. This exception handling only occurs if something goes
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wrong during the remote execution of the task like for example the remote called task calls an
exception, a task returns a bad result, a node on which the task was running crashed or the task
was simply rejected from the remote node.

• Topology SPI:

Similar to the Failover SPI allows GridGain a new instance of the Topology SPI for every new task
to be used (one per task). This means that every new task can be equipped with its own Topology
SPI instance. For example this feature can be useful if different tasks need to be executed on
different platform configurations. Therefore this feature can be utilized to execute specific tasks
only on platforms which fulfill specified requirements. The Topology SPI delivers a developer all
kinds of information about the present nodes in the grid. Furthermore a developer can use this to
perform tasks only on nodes with specified attributes. These attributes can be system attributes or
manually set attributes by the user. The system attributes are containing all kind of information
about the architecture, the operating system, the used software components and all set variables
from the classpath. The manually set attributes allow to individually add further details which can
be used on the server grid node for a more detailed splitting of the existing nodes.

• Load Balancing SPI:

The Load Balancing SPI is responsible for choosing always the best node for the next task deploy-
ment. But how to choose the next best node if data partitioning is used? Data partitioning means
that needed data for the next task execution can not be found directly on one node. The left side
of Figure 4.2 shows this more complex example. Processing Node 1 gets the next task. In step
2 the needed data for the execution of this task is transfered from the Data Nodes 1 and 2 to the
Processing Node 1. Then finally in step 3 the Processing Node 1 can start with the execution of
the given task. After the result is computed it is sent back (step 4).

The right side of the Figure 4.2 shows the feature of using data partitioning with Affinity Map/Re-
duce. Affinity Map/Reduce represents a built-in feature of GridGain. This feature allows a devel-
oper to design tasks which can be divided into sub-tasks. The idea behind these sub-tasks is to
design them in a way to let them be executed directly on one node without the need to request data
from any other node. This allows the task receiving node 1 to split the given task into 2 sub tasks
and to deploy both sub tasks to the data holding nodes 2 and 3. The sub tasks can now be executed
directly on the data holding nodes and the sub result is then (in step 3) sent back to node 1. Node
1 aggregates then both sub results and sends the full result back. With this feature unneeded data
copying from other nodes can be completely avoided.

Figure 4.2: GridGain: Data Partitioning versus the GridAffinityLoadBalancingSPI [27].

• Checkpoint SPI:
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This SPI enables the feature to suspend a job by storing its intermediate job state. This feature can
be quite useful if the task needs long computation times and the nodes need a restart from time to
time for various reasons. The specialty is that a suspended task can be transferred to another node
and the execution can be continued there without any loss.

• Deployment SPI:

The Deployment SPI is in charge of the deploying of the given tasks to the already chosen nodes
by the Balancing SPI.

• Tracing SPI:

The Tracing SPI allows to trace all kinds of events within GridGain like collecting statistics about
nodes, the search for patterns or simply to monitor a specific node. To take advantage of this SPI
it is necessary to use the external JXInsight Java tool which can be manually downloaded from the
JXInsight homepage [5].

As shown above GridGain is very powerful and modular. For every SPI an own implementation can
be developed as well. Only true security features for making the network topology more trustworthy and
secure are completely missing and this is one of the biggest disadvantages of this framework. There-
fore we will combine GridGain with Permis and JSR321 to improve the security of our new to design
grid/cloud computing framework.
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4.3 Permis

Permis represents a policy driven RBAC infrastructure [18]. The main advantage of policy based au-
thorization infrastructures against hard coded systems or access control lists is the ability to be more
flexible, scalable and application independent. Further they normally include tools for creating policies,
managing the user privileges and deciding how the control decisions should be made. Therefore differ-
ent types of policies may be used like access control policies, delegation policies, credential validation
policies or credential issuing policies. In the case of Permis all these separate policies have been formed
together in one policy. This feature of only having one policy is relatively new and exists only since the
latest version. The idea behind these policies is to describe very precisely rules and criteria under which
circumstances a user has which privileges or credentials. The user credentials are normally digitally
signed to protect them against all kind of modifications and to guarantee their integrity. Based on these
policies all access control decisions can be made.

Especially in the field of grid/cloud computing which is running over multiple domains, such policy
based authorization systems have a lot of advantages to offer. They have the ability to control only the
issuing of credentials in one domain and allowing the user to delegate autonomously their privileges to
other users. Further these users have the ability to validate each credential of the resource domain and
they have further the possibility to decide which users they trust and which one they don’t for everyone
separately. This kind of feature can not be found in the most existing grid environments and frameworks
today.

Therefore Permis is a good choice to add these kinds of security and trust features into our new
grid/cloud computing framework. Furthermore we will use Permis in our new grid/cloud computing
framework only as solution for our authorization process, which will be done whenever a new node tries
to connect to our network.

Permis itself is formed by the five following parts which are needed to make its access control de-
cisions: The Policy Management, the Credential Management, the Authorization Decision Engine, the
Policy Decision Point and the Credential Validation Service. Reasoned by the fact that a description of
the operating mode of Permis is to far away from the scope of this thesis and the fact that we will not
modify Permis at all, we will not describe these modules and their correlation to each other now. A
detailed description can be found in [18].

Our main-goal will be much more to access Permis directly out of our GridGain framework and
to configure Permis properly. For the configuration we will use the Permis Policy Editor, which will
allow us very easily to create and maintain the proper policy files. A very detailed description about the
modifications to the GridGain framework to enable a direct access to use Permis as authorization tool
can be found through Chapter 5 theoretically and Chapter 6 practically.
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4.4 JSR321

JSR321 [45][35] is used as an acronym for Java Specification Request number 321. The idea behind this
project is to integrate Trusted Computing (TC) functionality directly into Java. There exists already a first
reference implementation for this specification that can be used to get TC functionality within the Java
environment. For the usage of TC under Java or the JSR321 reference implementation (RI) a Trusted
Platform Module (TPM) is needed which could be found through a wide range of different hardware
platform vendors.

The features of JSR321 are its high level API, the relative easiness to understand the various functions
and that it only offers a really small set of functions. The point that JSR321 is completely available in
Java allows us to integrate it directly into our new grid/cloud computing framework. Furthermore allows
the integration of trusted computing into our new framework to establish a hardware based chain of trust
and to use the TXT feature of Intel to ensure that all our client platforms are running within a known and
good system state. This validation is made by using the remote attestation feature of trusted computing.

All in all JSR321 gives us the final instruments to extend our new grid/cloud computing framework
with different security features, like the known system state or the hardware based chain of trust. That
is the reason why we will take now a deeper look into JSR321 to see the different available features and
where they are located.

The JSR321 reference implementation consists of the following five packages:

• javax.trustedcomputing

This root package contains only the TrustedComputingException class. Whenever something goes
wrong during the usage of the high level API this exception is thrown. It contains all kind of
information that caused this exception. If the cause for this exception happens in a lower layer
then information about this layer is included as well. This can go down until the TPM is reached.
The returned exception messages are designed to be human-readable and they include the TCG
compatible error codes.

• javax.trustedcomputing.tpm

This sub package includes the TPM interface and the TPMContext class. The TPMContext class
represents the heart of the JSR321 API and therefore it offers the possibility to connect to a Trusted
Platform Module (TPM). Further all kind of TPM depending objects are created through this class.
The TPM interface reflects the hardware TPM and its basic functionality. Further this interface al-
lows the usage of the TPM random number generator, enables access to the Platform Configuration
Registers (PCRs) and allows to query the TPM itself against various things like its status or its ver-
sion for example.

• javax.trustedcomputing.tpm.keys

The keys sub package includes the KeyManager class which is responsible for the TPM based key
management. This means that all the different keys which are defined through the various key
interfaces in this package can be created, modified and deleted through this class.

• javax.trustedcomputing.tpm.structures

This package implements all kinds of structures that are needed through the different parts of this
implementation. It includes the Digest, PCREvent, PCRInfo, Secret and ValidationData classes.

• javax.trustedcomputing.tools

The package tools contains three tools for binding user data to a platform state, for sealing data
and for signing user data or files with the help of the TPM. The classes are therefore appropriately
named Binder, Sealer and Signer.



4.4. JSR321 37

After the presentation of the three main components it is time to combine these parts to a create our
new grid/cloud computing framework.



38 Chapter 4. An Integrated Solution for Trustworthy Grid/Cloud Computing

4.5 A Trustworthy Grid/Cloud Computing Solution

4.5.1 Overview

As discussed above GridGain is one of the most powerful grid/cloud computing frameworks for Java.
But without proper security features it is not trustworthy at all in public and open networks. This means
that we have no control about the nodes which simply join the network neither about what these nodes are
doing with our workunits or data at all. Therefore GridGain should be extended with an authentication
and authorization feature to achieve at least the security that only authenticated and authorized users
can participate in our grid/cloud computing environment. With a good PKI behind Permis, which will
be designed in the next chapter, our framework will already reach a high security state and therefore it
will be much more trustworthy than the shown grid/cloud solutions in chapter 3. But with including TC
into our framework during the PKI design process much more trustworthiness can be included and used
within our computational network.

4.5.2 Needed Software Applications

As mentioned before through this Chapter we need GridGain, Permis and the JSR321 to build our new
grid/cloud computing framework. For GridGain the latest stable version from the GridGain homepage
[27] should be downloaded and not an experimental version from the SVN.

From the Permis web-site only an outdated version can be downloaded. Therefore the SVN should
be used to download the latest version.

The latest TC reference implementation based on the JSR321 specification can be downloaded from
the JSR321 development site [35]. A detailed how to for the whole process can be found here [34].

4.5.3 Needed Adaptions to GridGain

Some adaptations to GridGain are needed. By default GridGain uses the TCP communication protocol
and multicast to find other nodes. These kinds of settings can be changed at any point of time directly
by reconfiguring GridGain, but to let GridGain work together with Permis we have to change one of
the Topology SPI implementations. Of course a new one can be added as well to hold still all original
GridGain options available. This change is needed to include the feature of an authentication/autho-
rization process. We will add this process then directly in the chosen Topology SPI implementation to
achieve our goal that we can verify for every new node if it is really allowed to join the network or not.
The alternative would be to try to anchor this process somewhere else in the code of GridGain. So this
is done by the reason that the Topology SPI implementation is always called when a new node arrives or
when a new workunit should be sent to another node. We can use these two circumstances perfectly to
ensure that only nodes can join which can be authenticated and which are authorized to join. But at first
we will only ensure that all workunits will only be sent to nodes that are authorized to be in the network.

Our preferred implementation will be for now the “Node Attributes SPI” which represents an in-
cluded GridGain implementation of the Topology SPI. We chose it because it will need the fewest modi-
fications to include our feature to ask Permis if the current node is authorized to be the network. The idea
is to modify the getTopology() method within the “Node Attributes SPI” implementation. This method
is called whenever a new task has to be deployed and delivered to some free nodes in the current net-
work topology. With proper modifications this function can be reconstructed to add only nodes which
are holding the proper attributes, a authentication key, which is extracted from the attributes and sent to
Permis. The PDP from Permis verifies then the authentication key for its validity. If Permis is able to
authenticate the node and to verify its authorization to be into the network then the node is added into the
network topology for task deployment. Otherwise it is ignored. Further a helper class should be added
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which is responsible for all communication tasks between GridGain and Permis. An example adaptation
can be found in the appendix chapter A.1.5.

4.5.4 GridGain Client Adaptations

To achieve the goals that we are always aware of what client platforms are in our network and that we
always can ensure that new client platforms fulfill our requirement that they are in a thrustworthy state,
we have to protect them against modifications. A thrustworthy state means in our case that the client
platform is executing exactly our delivered software system without any modifications. The protection
mechanisms we will use are indirect, which means we will only be able to detect modifications not to
prevent them. Therefore we will combine our modified GridGain client-software directly together with
the acTvSM system.

The client-software must be designed in a way that at first the acTvSM platform boots the system
into a secure and trustworthy state. After that the signature of the GridGain client-software is verified.
Only if the signature of the client-software can be verified, acTvSM allows to unbinding and starting it.
The unbinding of the client-software is only possible it the secure and thrustworthy state of the acTvSM
platform has really successfully reached. If a different state has reached the unbind operation will in
any case fail because of the reason that the system state represents an essential part of the encryption
process. Furthermore if the secure state can not be reached because of some modifications then the
acTvSM platform will automatically hold the system during the boot process. This is a feature of the
current version. Such a modification could be changes in the BIOS or in the platform hardware. After the
successful unbinding and start of the client-software the client will automatically connect to the server
and request workunits. During the connection process a remote attestation query again the correct system
state of the client’s software platform. The complete protocol is described in chapter 5.

All further modifications which can be derived trough the PKI can be found in chapter 5.1 to 5.3.
Further a schematic view about the registration process, the client joining process and the workunit
request can be found there.

4.5.5 What has changed

GridGain has now still all its powerful features but the weakness that it simply adds all found nodes
can now be solved by using our new topology SPI implementation instead. Any kind of key can now
be created for any client and Permis will automatically verify if this key is valid or not. Based on that
decision new nodes are added to our grid/cloud computing network or not. It depends now on a great
part on the used and underlying PKI model how secure and trustworthy our new environment becomes.
In the final approach in the next Section 5.2 “A PKI for Java based Grid/Cloud Computing” a well suited
PKI will be developed and by the help of Trusted Computing a much higher security and trust level can
be reached for our framework.

A first example with this simple grid/cloud computing framework can be found in the appendix.
Because of the early stage of the framework, the missing PKI features and the comprehensive changes
that will follow through chapter 6 only a simple demonstration in this first example is given how it can
be achieved to let GridGain and Permis work together.
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Chapter 5

A Public Key Infrastructure for Java based
Grid/Cloud Computing

5.1 Conceptual Overview

As we have mentioned before, we will include trusted computing features into our new grid/cloud com-
puting framework. These features are based on a chain of trust which again relies on asymmetric cryp-
tography. Therefore we will need a proper PKI to handle the used keys and certificates in a proper way.
Moreover we have to design use cases for the user and client platform registration process, the client
platform joining process and how the distribution of the workunits should work. For these reasons we
have to deal with the questions what are the needed elements of our PKI, what framework modifications
do we need for our new grid/cloud computing framework to include this PKI and how can we design the
just mentioned three use-cases?

Therefore this chapter centers around the theoretic creation of an appropriate Public Key Infrastruc-
ture for our new grid/cloud computing framework. Initially a description about all used components
like actors, keys, needed software components and needed framework modifications will be described
accurately. The Section “Actors” contain all users which are needed for our PKI and our new grid/cloud
computing framework to be usable at all. Section “Keys Used” shows the used keys in detail and which
functions they fulfill. “User Signatures” do the same for the used sigantures. The needed hardware com-
ponents will then be described in the next Section. To utilize our new PKI the Section “Needed Software
Components” informs about the needed software components. The last Section before the use-cases will
follow is dedicated to the needed framework modifications for our new grid/cloud computing framework.

After that description a detailed model description for all usual use cases will be explained. These
model descriptions are containing the three main use cases registration of a new person and its client
platform, the adding of a client platform into our network and the process of distributing workunits.
Finally an analysis about solvable risks with the help of our framework and these PKI modifications will
show what kinds of risks have been successfully eliminated.

5.2 Component Description

5.2.1 Actors

• Developer(-Group)

At least one developer who maintains the whole system is needed. Further it requires at least one
administrator which is responsible for the creation and maintenance of the policy files. The devel-
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opers themselves are further responsible for the creation of proper workunits and the registration
process.

• Users

At least one user is needed who is fully registered. This means that the user must have proceeded
the complete registration process (like shown in figure 5.1).

• Platform Owner (TPM)

The platform owner is in charge of the TPM initialisation and usage. Normally it is the client-user
itself or the administrator of the client-platform.

5.2.2 Keys Used

• An asymmetric TPM-based AIK Key (server)

The GridGain server software itself uses the built-in TPM to derive an AIK. This AIK is used to
register the server platform at an PrivacyCA server.

• An asymmetric TPM-based AIK key (per client)

The public part of the AIK is needed during the registration process of the client by the server.
Further the private part is used to sign the result of the quoting process during the remote attestation
which is done in the network joining process (like shown in figure 5.2). The AIK is further used
by the server to verify the quote result signature and by the PrivacyCA [2] to ensure that the client-
platform has a real hardware TPM. Therefore the PrivacyCA checks if the AIK has been derived
from an Infineon TPM. This is done with the reasoning that the client software should only run on
platforms with real hardware TPMs.

5.2.3 Used Signatures

• AIK Certificate

The AIK Certificate is created during the registration process of the client’s platform. It ensures
that a real hardware TPM is present on the registered hardware. Currently only Infineon TPMs can
be verified because only they offer certificates for all of their TPMs. Further this AIK Certificate
is used during every new connection or boot of the client platform by the GridGain client software
for the authentication process to show that exactly the registered hardware is trying to connect.

5.2.4 Hardware

• Server

For running the GridGain server only an appropriate hardware with TPM support is needed. Fur-
ther this TPM must be activated, the ownership taken and be usable (by the right drivers).

• Client(s)

Each client needs as well a capable TPM supported hardware. The TPM must be activated, the
ownership taken and be usable.

• Network Infrastructure

For every registered client it must be possible to connect to the server and to hold the connection
permanently as long as this client is computing workunits for the server.
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5.2.5 Needed Software Components

• acTvSM Platform

This special Trusted Computing platform is used as the basis for the clients. It enables secure boot
and is further used to directly start the GridGain based client software and to be able to perform
the Remote Attestation process.

• GridGain - Permis - JSR321 Framework

Our just before created and only rudimentary framework is used and modified to run this PKI,
which is described during this chapter.

• Database

An encrypted database must be used to hold all registration data in one place accessible. This
database is further used to store the revocation list of banned users and platforms.

• PrivacyCA

The public available PrivacyCA is used to verify during the step one of the registration process that
the registering user is really using a platform with a hardware TPM. Currently PrivacyCA allows
only to verify Infineon based TPMs.

5.2.6 Mandatory Framework Modifications

• A general integration of TC and therefore TPM support is needed and must be directly added
into GridGain to achieve several security solutions. It is needed for example to perform a remote
attestation during the connection process of a new client-platform or during the registration process
as well. Therefore the JSR321 is used and directly connected with GridGain.

• Further all communication and discovery features of GridGain must be deactivated and only the
direct connection of client-platforms to the server should be allowed. Further the collision and
failover SPI must be configured to send back a workunit only to the server without asking another
node for help. This ensures that classified workunits can only get to the proper clients which are
offering the needed security level.

• At least the client software should run directly on the acTvSM platform which enables the feature
of a trustworthy and secure boot. During the remote attestation process which happens during the
connection process of the GridGain client software the correct boot and the start of the unaltered
software must be verified.

• GridGain must be adopted in a way that it allows automatically to transfer from the client nodes
the authentication credentials together with the AIK certificate to the server. These two elements
are needed during the connection process to verify the identity of the platform hardware and the
user. Further the GridGain server must be adopted to be able to receive these credentials and
the AIK certificate. A connection from the GridGain server to the PrivacyCA must be made to
verify the AIK certificates which must have been created during the registration processes of the
client-platforms.

• The AIK certificates of all clients, which have been collected during the registration process of
the clients, should be signed by the PrivacyCA and permanently stored. The signing is needed to
overcome the risk that someone exchanges a certificate without noticing it. The storage itself is
needed to allow revocation and to ensure that the client-platforms are still the registered ones.
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• On the server host a logfile must be available where all client connections have been logged.
Further all reasons why a client has been banned from the network must be found as well in this
logfile.

• An encrypted database must be used to store all registration credentials, the AIK certificates and
the AIK public keys from the client-platforms. Further the revocation list must be stored in the
database (to be permanently available). This database must contain further a logfile over all de-
ployed workunits, the solver-grid-node and the computation time.

• A differentiation between the workunits should be possible and be available as different security
levels.
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5.3 PKI Concept Description

This Section shows the three main use cases in which our new PKI is used. This means that all three use
cases only contain our new designed behaviour.

5.3.1 Client Registration Process

Figure 5.1: PKI Model: Client registration.

For every new user who wants to join the network it is necessary that he owns a TPM-based platform.
This TPM must have been activated, the ownership taken and the TPM itself must be usable (with the
appropriate drivers). Further an AIK must have been created on this platform. This AIK is needed during
the first step of the registration process (like shown in figure 5.1 step 1.0). After the creation of the TPM-
based AIK RSA pair, the public part is sent (figure 5.1 step 1.1) to the PrivacyCA server. The PrivacyCA
server verifies if the presented AIK has been created on a hardware TPM. Currently the PrivacyCA
only supports the verification of Infineon TPMs through their certificates which they are offering. If the
validation shows that the AIK is valid (figure 5.1 step 1.2) then an AIK certificate is issued, encrypted
with the public received AIK and signed for this client-platform (figure 5.1 step 1.3). This signed AIK
certificate is permanently stored at the PrivacyCA to allow a later revocation of this certificate. The AIK
certificate is then sent back (figure 5.1 step 1.4) to the client-platform, which receives it, decrypts it and
stores it (figure 5.1 step 1.5). The signing is needed to achieve the goal that nobody can easily exchange
something without noticing it.

Step 2 of the registration process requires the personal registration of the user. Therefore the user
registers himself together with his AIK certificate and his public AIK key (figure 5.1 step 2.1) by the
registration authority of the server. The registration authority validates at first the given AIK certificate
against the PrivacyCA to check if the certificate is valid and if it has been successfully registered there
(figure 5.1 step 2.2). If the AIK certificate is valid then the PolicyEditor is used to verify if the appropriate
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role for this user is already existing or not. If not, then it must be created. The next step must be the
usage of an registration software utility. This utility is responsible for creating, storing, modifying and
deleting of new or already registered users in an existing and encrypted database. During the registration
process in step 2 the tool must be capable to create a new user profile which includes the user name,
a password, his AIK certificate, his AIK key and his credentials for the correct Permis authorization.
The user name and the password is used for the authentication process. The AIK certificate is stored to
allow a direct revocation, if needed. Further a proper security level for this client is determined. The
new introduced security levels are defined as the letters A, B and C and they are representing the public,
internal use only and confidential levels. The level A or confidential is therefore the highest level and
C or public represents the lowest security level. This level decides therefore which kind of workunits
should be available for this client (figure 5.1 step 2.3). The authentication credentials are then given or
sent to the user or its platform (figure 5.1 step 2.4).

5.3.2 Client Joining Process

Figure 5.2: PKI Model: A client tries to join the network.

Whenever a user starts his client-computer, it boots at first the acTvSM platform and then the client-
software is automatically started (figure 5.2 step 0). After the successful start of the client-software, it
tries to connect to the GridGain server to join into the network. His AIK certificate together with his
authentication credentials is then sent to the server (figure 5.2 step 1). The server verifies at first the AIK
certificate with help of the PrivacyCA to immediately verify if the AIK certificate is valid and already
successfully registered (step 2 in figure 5.2).

If the certificate is valid and registered then a new fresh nonce is created and all necessary PCR’s are
chosen to verify if the correct client-system has been started (step 3 in figure 5.2). The nonce together
with the PCR selection list is then sent to the client-platform (step 4 in figure 5.2). The client-platform
performs then on the given PCR’s and based on the given nonce a TPM-based quote operation (step 5



5.3. PKI Concept Description 47

of figure 5.2). The result of this operation is then finally signed with the private AIK key of the client-
platform and then sent back to the server (step 6 of figure 5.2). The Server is now responsible to verify
the result which means it validates the PCR values based on the given nonce, the signature and the nonce
itself (step 7 in figure 5.2). If everything is correct then the node will be added into the network. If not
then the node get marked and is thrown away. If a node tries more than 3 times in a line to connect
without success then this node is permanently blocked and the user himself is put on the revocation
list and the administrator will be informed about this user and his connection-tryings. This all happens
during step 8 in figure 5.2. But if the client is successfully authenticated and authorized then it receives
a positive response and is automatically added into the network (step 10 in figure 5.2).

5.3.3 Allocation of Workunits Process

Figure 5.3: PKI Model: Workunit request.

Every successfully registered client tries automatically after the start and whenever no workunit
is locally available to connect to the server to retrieve new workunits to solve (step 0 in figure 5.3).
Therefore a registered client sends a request for a new workunit to the server (step 1 in figure 5.3). The
server verifies always if this client has been joined the network correctly by looking into his node list.
Based on the security level of the requesting node an appropriate workunit for this client-platform is
chosen (step 2 in figure 5.3). The sent workunit together with the receiving node is logged.

If no workunit with the same security level as the client is available then automatically a lower one is
picked up. This security level is set during the registration process and allows the workunit designer to
decide which kind of clients should be allowed to compute which workunits. Further it allows sending
confidential workunits only to the most trustworthy clients. After the right workunit has been chosen it is
automatically sent to the client (step 3 in figure 5.3). The client starts then directly with the computation
(step 4 in figure 5.3). As soon as the result is available for this workunit (step 6) it is sent to the server
(step 6 in figure 5.3).

The server receives then the result, stores it for further usage and logs the successful receiving of
the result for the given workunit (step 7 in figure 5.3). If the IP-address to which the workunit has been
sent is different from the IP-address from which the result has been received, then something got wrong
and the client-node is kicked out of the network, the user and his platform is set on the revocation list
and the administrator is informed by a message in the log file about this incident. This is done because
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the connection must be persistent and encrypted and if it breaks then the workunit must be thrown away
and a new connection must be established. This is done in this way to know at any point which client
is calculating which workunit. If we would allow non-persistent connections we could only guess if the
client is still alive and working on the result. If everything is correct then the sever starts again with step
2 to deliver a new workunit to the client-software (step 8 in figure 5.3).

Figure 5.4: PKI Model: The Overall View

Figure 5.4 shows the whole process once again. At first always a registration of the users-platform
and then of the user itself is necessary. After a successful registration the system can be booted through
the acTvSM system into a trustworthy state. Then the client-software is automatically started and after
some tests like remote attestation the client-platform is successfully connected to the server. Only in
this final state the download of workunits is possible for the client-software-platforms. The connection
between client and server must be persistent. If somehow the connection is lost, then the client rejects
the current workunit and tries again to connect to the server and to receive a new workunit.
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5.4 Risk Analysis and Management

A lot of different risks exist in grid/cloud computing networks [15][49] and the shown programs and
frameworks in chapter 3 are only little or not at all prepared against them. Therefore we will analyze
now our new framework in combination with the just before described PKI against our already well-
known main security list which is taken from [49].

1. Participants may deliberately report back wrong answers.

The remote attestation of the acTvSM system is used to verify every booted and started client-
software system if it has reached a defined, secure and trustworthy state. If changes have been
made to the acTvSM system or the client-software then a different measurement will happen and
a connection to the server is no longer possible.

2. Participants may not enforce data integrity or not compute accurately.

All GridGain clients are started directly with help of the acTvSM system which guarantees a trust-
worthy and secure booted system. If something gets manipulated during the start process the
system would measure it and therefore a unsealing of the client-software would be impossible.
Furthermore the client-software performs during its logging process to the server a remote attes-
tation which guarantees the server that the current client-platform has been booted correctly and
is at least at the time of the attestation in a stable, trustworthy and secure state. This means in
practice that only platforms can join if they are running exactly our software without any changes.
Therefore our defined data integrity is guaranteed.

3. Data protection requirements of sensitive data cannot be enforced on remote systems.

This risk is at least in parts solved by our new framework, because we can guarantee that every
client platform is exactly running our software without any changes to the platform or the software
itself. Furthermore we can use our new introduced security level system to send sensitive data or
workunits only to the most thrustworthy platforms in our network.

4. Theft of confidential data by the participants is possible.

This risk is not direct solveable by our new framework. But indirectly because we log all commu-
nication between the client platforms and our server. Furthermore a security rating exists which
gives users (including their client platforms) during the registration process their personal security
level. Because of this rating only workunits within their security level or lower get sent to these
clients. This additional feature allows dealing with confidential workunits in a way that only the
most trustworthy clients receives them to solve. Any existing User is further personally registered
and known and therefore it can be made personally responsible for any theft.

5. Theft of intellectual property on the distributed code by the participants is possible.

This risk is also not directly solveable by our framework but we can reduce it by handling this risk
in the same way as the risk before.

Furthermore we have analyzed our new framework against the following risks:

• What happens if the server gets rid of a client which only tries to authenticate with a brute force
attack?

If the server receives from one client more then two wrong authentication keys then this client is
automatically marked as a malicious client and is banned out of the network if he was already suc-
cessfully registered. This means that the IP address of the client-platform and the AIK certificate
of this platform is banned. Further the administrator receives a notice about this case through the
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log file and the client-platform is blocked for any reconnect to the server with setting him on the
revocation list. The username itself is put on the revocation list as well.

• How to deal with the risk that at least one GridGain node is in a way manipulated and reconfigured
that it get rid of other nodes and try to steal their jobs for manipulation ?

Every client-node knows and sees only the server node. It can only get rid of another node if the
current used client-node and at least another node got manipulated but because of the reason that
a log shows exactly which client-node got which workunits, the server would automatically detect
if a result would be sent from another node. The result would then be dropped and both nodes be
banned.

• How is the risk solved that not all clients have the same trustworthy state?

This risk is easily solved by giving the clients during the registration process an individually se-
curity level based on their trustworthiness. Every client can then only get workunits within his
security level or below. Every workunit is simply marked for which minimal security level it is
designed.

• Is it possible that a user exchanges his computing platform without recognizing it ?

If a user exchanges his platform, then he must reregister his new platform again. If not, then
any connect with the new platform will fail and after 3 attempts the user and his platform will be
banned and put on the servers revocation list. This happens because the remote attestation will
only succeed with the registered TPM and his registered AIK TPM Key.

• How to detect a platform without a hardware based TPM ?

A user who tries to register with a software based TPM will allways fail during the first registration
step. This happens because of the reason that during the registration process the PrivacyCA will
try to verify the TPM with an existing certificate from its developer. Currently only Infineon based
TPMs are equipped with such an appropriate certificate. Every other used hardware TPM will fail
for the moment because of this reason and the software based ones in every case.
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PKI Implementation

6.1 Overview

During this chapter we present very detailed how the before only theoretically described PKI can be
implemented. In the first Section, the “Registration Process”, we will show the idea of how to use the
already existing PrivacyCA tool for the first registration step. Further we present the needed mySQL
table settings, including a short description for what they are needed and how the server side registration
process can look like. In Section 6.3 “GridGain Modifications” we will present all the changes that
must have been done to allow the new framework to work as expected. Therefore we will show a very
fine grained solution description, including all changed and new created classes and furthermore how
the internal method-call-hierarchy is working. All necessary code changes will only be made in the
GridGain code base and therefore the JSR321 and the Permis code will not be modified at all. During
the last Section we will describe how the GridServer and how the GridClients are built and started.

6.2 Registration Process

The first part of the PKI must be the implementation of the registration process as shown in Figure 5.1.
This is done in two steps. The first step depends on the successful creation of an AIK certificate and then
its registration by the server. For this process the existing PrivacyCA implementation [2] can be perfectly
used. For the registration process only the client part of the PrivacyCA implementation is needed and
therefore it is enough to create a runnable JAR file which automatically starts the client part.

Of course the PrivacyCA client tool can be used directly from the console as well, but it would be
nicer to have all libraries, compiled classes and files together in one archive. This simple registration
utility can then be used on every client-platform to create the needed AIK certificates and its AIK TPM
keyblob.

Per client it is necessary to execute this JAR file. The host and port number should address the
available public PrivacyCA test server from the IAIK. This server will be used for all AIK certificate
based use cases.

Step two is now to bring these two files to the registration authority of the server. The registration
authority is now responsible to verify the given AIK certificate at first against the PrivacyCA to check
if the client-platform is really based on a hardware TPM and if he has already successfully registered
his hardware. If this precondition is valid then the ACM tool of Permis must be used to create a proper
account with the right roles and attributes for this person if the appropriate role doesn’t exist already.
Further the represented files and the user data must be stored in the encrypted database. For an easy
upload of the AIK certificate, the AIK TPM keyblob and the user data a second registration tool has been
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developed. This command-line based tool simply takes the 2 files and all user data as arguments, verifies
them again and uploads them correctly into the database.

Figure 6.1: mySQL Database - Structure

Therefore an encrypted mySQL database is used on the server. Its five tables are structured as defined
in Figure 6.1. The table AIKs holds from all registered users its AIK certificates and its corresponding
AIK TPM keyblobs. BannedUsers represents the revocation list for all kinds of banned users and plat-
forms. Users reflects the core table for any registered user. It holds the security level of the registered
user, its authorization data for Permis and its authentication password. The table UUID serves simply as
a helper table for the AIKs table. It stores the UUID’s from the AIK TPM keyblobs and the correspond-
ing secrets to load them. The next table is the WUDeployment. Every workunit that leaves the server is
entered into this table by its Job UUID, the UUID from and the IP address of the receiving node. Further
a timestamp is set during the deployment and when the result is received. The boolean row statusSolved
marks if the workunit has been already solved successfully or not. The last table is the acTvSM table
which stores for every GridClient release the appropriate register values.

On the server the UUID from the given AIK TPM keyblob, the AIK certificate, the username and its
corresponding password, the security level for the new user and the usage secret for the AIK TPM key-
blob are registered. With these arguments the registration tool for the server creates at first a connection
to the database. Then it automatically verifies the AIK certificate against the IAIK PublicCA test server.
If those two preconditions were successful then it stores at first into the UUID table the username, the
UUID from the AIK TPM keyblob and its usage secret. The second step is then the storage of the AIK
certificate and its keyblob together with the username into the AIKs table. At last the registration helper
tool creates by default a new simple gridworker authorization statement in the users table based on the
given security level of the user.
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6.3 GridGain Modifications

Figure 6.2 shows GridGain with all modified functions and its corresponding classes. From the original
GridGain classes only the GridMulticastDiscoverySPI, the GridAttributsSPI and the GridTaskWorker
have been modified. Four new helper classes the JSR321 HelperClass, the PrivacyCA HelperClass, the
Permis HelperClass and the General HelperClass have been added to fulfill all needed actions directly
centered in the appropriate helper class. The NodeAfterDiscoveryCheck class is used during the authen-
tication/authorization process for any new node.

Figure 6.2: GridGain with all its modifications.

6.3.1 GridMulticastDiscoverySPI

The GridMulticastDiscoverySPI class contains the sub class MulticastHeartbeatReceiver. This sub class
with its body() function is responsible to process any received heartbeat. Therefore this body function
has been modified to act in the following way: For every new node that is found through its heartbeat
normally a handshake protocol is started to directly add the new node into the network. The handshake
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itself is always started from the node with the higher UUID. This UUID is created during the node start
by random and it represents a 128-bit value. The term UUID itself is the short form of universally unique
identifier. This behavior has been changed in the way that only the server node is capable to initiate the
handshake protocol. Further before such a handshake with a new node is initialized, always an IP address
check is performed to verify if this host IP address is not already banned. This is done through the added
function isThisIPAlreadyBanned().

If the hosts IP address is not on that list then the server initiates the handshake process and lets the
new node indirectly join the network. Indirectly means that the node only joins the network but it will
not receive any work-packages until the full authentication and authorization process is finished. For this
process a new instance of the NodeAfterDiscoveryCheck class is created and started as a new thread.
Only when this instance runs successfully to its end then this new node can finally completely join to the
network. If something fails then the node is blocked from the server side which means that it will not
receive any workunits or messages again from the server.

In such a case the client can try to restart his client for another try but after three tryings the client
will be put on the revocation list and permanently banned from joining the network at all. The server-side
log file will protocol all kinds of these events to inform the administrator.

The NodeAfterDiscoveryCheck class has only two methods to offer, the setGmd() and the run()
function. After the creation of a new instance the setGmd() function is used to set the actual used
GridMulticastDiscoverySPI instance. This instance is needed to inform the GridMulticastDiscoverySPI
after all checks with the new client node if it is allowed to join completely or not. The run() function itself
calls from the General HelperClass the verifNewClientNode() function. Depending on its boolean result
the new client node is added or banned. If the node must be banned and kicked out of the network then
the removeTheGivenNodeFromTheNetwork() function through the GridMulticastDiscoverySPI instance
is called.

The verifyNewClientNode() function performs now all necessary checks to verify the new client
node. Therefore it calls at first the internal function verifyIfClientIsAlreadyOnTheBanList(). This func-
tion serves only as a fast checking and responding call to look if the IP address of the new client node is
already banned or not. Therefore this function verifies at first the username and the password of the new
client and then it checks if the username or its IP address is on the ban list.

Only if this function detects that everything is all right then the next check is performed by calling
the permisVerification() function. This function uses the Permis HelperClass to load the current Permis
Policy, to create based on that policy a new Permis object instance, to load all necessary information
about the new client node and its user from the database and then finally to ask the Permis instance if this
user is authorized to join the network or not.

If successful then the verifyNewClientNode() function performs automatically the next test by ex-
ecuting the verifyAIKCertificateAgainstPrivacyCA() function. This function is responsible to verify at
first the AIK certificate. Therefore a new connection is established to the new client node and its AIK
certificate is requested once again. The just received AIK certificate is then at first compared with the one
from the database which has been provided during the registration process. Therefore the verifyGive-
nAIKCertificate() function from the PrivacyCA HelperClass is called. If those two AIK certificates are
identically then the PrivacyCA server is contacted to verify the status of the provided AIK certificate and
the signature of the certificate. If the status is still valid then the verifyAIKCertificateAgainstPrivacyCA()
reports successful back to the verifyNewClientNode() function.

If all verifications until now were successful then the verifNewClientNode() tries to finally verify
the state of the new client node platform through a remote attestation. Therefore an instance of the
JSR321 HelperClass is created and the AIK usage secret from the database loaded. Through the subclass
RemoteAttestationServerThread a new thread is started which is in charge to perform the whole remote
attestation with the client node. This thread opens therefore a new socket connection to the client platform
and sends him a just before and fresh created nonce, the desired PCR selection list on which based the
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quote must be made and the UUID from the AIK TPM keyblob and its usage secret.

On the client side the JSR321 HelperClass is used to load through the given UUID the identity key
into the TPM and then to quote the current system state based on the PCR selection and the submitted
random nonce. The result is then encrypted with the AIK private key and sent back to the server.

RemoteAttestationServerThread finally stores now the received results and informs the waiting veri-
fyNewClientsPlatformViaRemoteAttestation() function about the results. The verifyNewClientsPlatfor-
mViaRemoteAttestation() function calls now from the JSR321 HelperClass the verifyRemoteAttesta-
tionResult() function to verify it the results are valid or not. This function itself verifies at first if the
given nonce is the same as the nonce which had been sent back from the client platform. If those two
are identical then the stored identity key for this client is loaded into the servers TPM and the internal
verifyValidationData() function is called. This function simply calls directly from the JSR321 the vali-
dateQuote() function which verifies the signature of the quote and if the result depending on the nonce
and the selected PCR selection list is valid or not.

If all these tests have been performed with success then the new client is finally fully added into the
network and the newClientSuccessfullyAuthenitcatedAndAuthorized() function is called. This function
simply adds the new client to an internal list of all successful registered clients. This list is further used
through every workunit deployment to verify quickly if the requesting client node has really joined the
network correctly or not.

If at least one of the tests has failed then the internal method newClientNotAllowedToJoinNetwork()
is called. At first this function always stores the joining failures into the log file and into the database in
the table bannedUsers. This is done because any client is only allowed to have 3 attempts in one line to
join into the network. If that amount is reached or crossed then no further try is allowed for this user and
his platforms. The plural means that automatically all platforms from the same user are banned if one of
his platforms has a missleading behavior.

6.3.2 GridAttributesTopologySPI

The GridAttributesTopologySPI contains the getTopology() function. This function is always called
whenever a new workunit needs to be deployed. If no special argument or a whole list of them is given
through the initialization of this SPI implementation then it simply adds all existing nodes. Such an
attribute could be for example that at least 4 CPU’s must be available and/or 2GByte of RAM. Then only
nodes would be added that could fulfill these criteria.

For our new framework this behavior has been changed to the following one: Whenever the get-
Topology() function is now called it verifies at first the security level of the next task. After that, all
successful and complete joined clients of the current network gets scanned for their security level. If the
security level is A (confidential) then only clients with the security level A can join this new topology
for this workunit. If the level is B (internal use) then all clients of the security level A and B can join and
if the level is C (public) then every available client is joined into the topology as long as every of these
clients have completely and successfully joined the network as described before.

The determination of the security level of the available workunits is done by name extension. Every
workunit must end with “ secLevelA”, “ secLevelB” or “ secLevelC”. This is needed to recognize the
security level of the workunit. GridGain itself supports a wide range of annotations. These annotations
have to be in the line before a method or class name follows. The annotation “@Gridify“ in front of
a function lets GridGain automatically deploy this function to any other available node. At first the
idea was to annotate the workunits exactly in the same way with an additional annotation code, but in
the way of simplicity and clarity it has shown that this kind of annotations are not accessible through
the deployment process itself. Only heavy changes of GridGain itself would make this goal functional.
Therefore these simple extensions are used right now, because they are allowing a very fast and easy
recognizing of the given security level without changing too much.
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6.3.3 GridTaskWorker

The last modified class of GridGain is the GridTaskWorker class. The modifications inside this class are
only very lightweighted, because only logging functionality has been added. At the end of the body()
function the workunitDeployed() function from the General HelperClass is called. This function simply
logs directly into the database in the WUDeployment table all deployed tasks.

At the end of the List() function, which is automatically called whenever a result from a client node
returns, the workunitFinishedAndResultReceived() function from the General HelperClass is called.
This function updates the before done entry in the database with the receiving timestamp of the result
and further it marks the deployed task as successfully finished, if it had.

6.4 JSR321 and Permis modifications

The JSR321 and the Permis packages are completely unmodified. Only the described changes to Permis
to make it compilable under Java 1.5 or higher have been made. All function calls to Permis and the
JSR321 are made by the Permis HelperClass and the JSR321 HelperClass which are located directly
into the GridGain package.

6.5 GridServer and GridClient

Figure 6.3: The GridServer and GridClient class diagram.

6.5.1 The GridServer

The GridServer is responsible to verify every new available platform against the described PKI model
in chapter 5. Further it performs the workunit deployment, its logging and the logging of all kind of
malicious actions that happens through malicious client-platforms. The GridServer itself uses the ear-
lier described modifications within the GridGain framework and therefore no further modifications are
needed.

Only a new class is needed to start the server-side node out of our new framework. Before the server
can be used a GridConfigurationAdapter() method must be created and called in this new class. This
method is responsible for the right configuration. In the current version of the framework all original
GridGain configuration options are still available. Therefore some of them can be as well activated if
necessary. The GridConfigurationAdapter() method adds at first two attributes, the ”username“ ”grid-
server“ and the attribute ”server“ with the value ”true“ to the fresh created GridConfigurationAdapter
object. These two attributes are needed through the different functions of the helper classes. Next an in-
stance of the GridMulticastDiscoverySPI is created and configured to use the correct multicast address.
Further a reference from this instance is set into the NodeAfterDiscoveryCheck and General HelperClass
as a static variable to achieve the possibility to access several needed methods of this instance.
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At last an instance of the GridAttributesTopologySpi is created and set into the new created Grid-
ConfigurationAdapter. This ensures that the manipulated getTopology() function is always called when
a new workunit is deployed.

Now this GridConfigurationAdapter can be used to start our GridServer node by simply calling
the static function GridFactory.start(...). For the workunit creation and automatic deployment a sim-
ple while(true) thread is currently used in the main() function which deploys every 3 seconds a workunit
with a random security level and different input parameters. This test simply demonstrates that only au-
thorized client nodes can receive the appropriate workunits and through the database that every workunit
gets successfully solved. Further shows the server-side log file all kind of malicious events and new
successfully connected client nodes.

6.5.2 The GridClient

The GridClient represents the computing nodes in our Grid/Cloud computing framework. On every
registered client-platform (as described in chapter 5) a GridClient package must run on top of an acTvSM
system and their only purpose is to connect to the GridServer and to compute its workunits.

All needed methods to achieve the functionality (as described in chapter 5) are completely available
through the already done modifications to the GridGain framework. The GridClient needs similar to
the GridServer a proper configuration. This is done by creating a new instance of the GridConfigura-
tionAdapter. Further three arguments will be needed to start the GridClient. These three arguments must
be the path of the AIK certificate file, the to be used username and its corresponding password. The idea
behind using these three arguments as command line arguments is the easily exchangeability on every
client platform.

Into the GridConfigurationAdapter instance the username, the password, the path of the AIK cer-
tificate and the current GridClient software version is set as user attributes. Further an instance of the
GridMulticastDiscoverySPI is created, configured to the correct multicast IP address and set into the
GridConfigurationAdapter. The GridAttributesTopologySPI is as well created and set. At least an in-
stance of the GridNeverFailoverSpi must be created and configured to prevent any node from job steal-
ing. Further it enables the wished feature that if a node can’t solve a workunit for various reasons that it
always will send the workunit back to the server and not to any other grid client.

After the creation of the correct configured GridConfigurationAdapter the GridClient can be started
with GridFactory.start(...) and further two more threads must be separately started: the AIKCertSend-
ingThread and the RemoteAttestationThread. The first one is responsible to wait for the server until
it requests from the new GridClient his AIK certificate. Then this thread simply follows the internal
protocol and sends the before provided AIK certificate to the server. If everything is all right with the
certificate then the username and the password of this GridClient is verified by the server and at the end
of the verification process a remote attestation call is made.

Therefore the RemoteAttestationThread is running and waiting for the server. This thread is receiving
all necessary information to proceed a local quote of the system state and sends then the result back to the
server. If this last check satisfies the server, then the GridClient will finally be able to join the network.

6.5.3 The acTvSM system

The last step before our system becomes fully usable is to integrate it with the acTvSM system. Therefore
we have at first to create with qemu [13] a new raw image. On this raw image we install a small and
fast gentoo environment. Only the base system with Java and TPM support will be enough. At last
our full framework with the GridClient jar file and the registration helper tool for the AIK certificate
creation must be copied into this image. Further the GridGain HOME variable must be set permanently.
After these preparations the acTvSM system itself must be installed on every target platform and the just
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created image be copied to those platforms. After the successful start of the acTvSM system the image
must be sealed to the current PCR configuration. This is needed to protect our GridClient software and to
allow the unsealing on other acTvSM platforms only if they have the same unchanged acTvSM system
running.

The next step must be the usage of an alternative storage to create and store the AIK certificate and its
corresponding AIK TPM keyblob. This is needed to allow still the sealing of the GridClient environment.
The registration helper tool must be used to create with help of the PrivacyCA server the needed AIK
certificate and its keyblob.

For every GridClient software release, the individual PCR register values must be noticed and stored
in the encrypted database. These values together with the system versions are needed during the remote
attestation process on the server to determine if the new GridClient is running an unmodified system or
not. Further an automatic start of the GridClient software must be available within the image before the
system can be sealed.



Chapter 7

Experiments

7.1 Example Grid/Cloud Workflow

Figure 7.1: The Grid/Cloud Workflow Server/Clients

This chapter centers around the hardware and software environment which has been used during our
experiments. Figure 7.1 shows our example Grid/Cloud Workflow between the server and the clients. It
consists of one GridServer and three GridClients.

A client is able to handle two actions: to register itself to the GridServer (first action in Figure 7.1)
and if successful to request workunits based on their security level (second action in Figure 7.1). The
security level is determined during the registration process by the GridServer administration. These
two actions are the only allowed ones for the GridClients. The GridServer itself is responsible for the
authentication/authorization process (including the remote attestation) for any new GridClient which
tries to join the network.
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7.2 Annotation of Workunits

The declaration of a workunit is simply done by adding the annotation “@Gridify” in front of a function.
The annotation of a function for simply printing “Hello World, I’m running on the GridClient with the
IP-Address: xxx.xxx.xxx.xxx” would look like this:

1 @Gridify
2 public static void say ( ) {
3 System .out .println ( ”Hello World , I ’m running on the GridClient with

the IP−Address : ” +
4 GridFactory .getGrid ( ) .getLocalNode ( ) .getPhysicalAddress ( ) ) ;
5 }

A classification for the workunits based on the three existing security levels (A, B, C) is simply
realized by marking the whole class of the function with the wished security level. This is done by
adding “ secLevelX” at the end of the name of the class. The variable X in “ secLevelX” must be
exchanged through the wished security level A, B or C. The simple example from before with security
level C would look like this:

1 public class justDoIt_secLevelC {
2 @Gridify
3 public static void say ( ) {
4 System .out .println ( ”Hello World , I ’m running on the GridClient with

the IP−Address : ” +
5 GridFactory .getGrid ( ) .getLocalNode ( ) .getPhysicalAddress ( ) ) ;
6 }
7 }

For a more complicated workunit, like a prime factor determination function, it is possible to annotate
the wished function including with its helper class. The role of the helper class is to contain a function
to split a complex workunit into smaller and easier computable parts. These parts can then be sent to
different clients for a faster computation. Further it must contain a function to reassembly all partial
results into the final result. (Parts of this code example are taken from the GridGain website [27].)

1 public final class GridPrimeChecker_secLevelC {
2 @Gridify (taskClass = GridifyPrimeTask_secLevelC .class )
3 public static Long checkPrime (long val , long minRage , long maxRange

) {
4 / / Loop through all divisors in the range and check if the value

passed
5 / / in is divisible by any of these divisors .
6 / / Note that we also check for thread interruption which may happen
7 / / if the job was cancelled from the grid task .
8 for (long divisor = minRage ; divisor <= maxRange
9 && Thread .currentThread ( ) .isInterrupted ( ) == false ; divisor++)

{
10 if (divisor != 1 && divisor != val && val % divisor == 0) {
11 return divisor ;
12 }
13 }
14 return null ;
15 }
16 }
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The annotation “@Gridify” contains now further the taskClass GridifyPrimeTask secLevelC.class
which is responsible for the correct task splitting. The task splitting is needed to allow multiple Grid-
Clients to compute on the same workunit and to collect and rebuild the correct result out of the received
partial results. The above shown function includes further a check to verify before any new loop cycle if
one of the other computing GridClients has already found a divisor and if yes, then the local computation
must be stopped.

The GridifyPrimeTask secLevelC.class must therefore contain the following two functions:

1 . . .
2 protected Collection<? extends GridJob> split (int gridSize ,

GridifyArgument arg ) {
3 . . .
4 }
5
6 public GridJobResultPolicy result (GridJobResult result , List<

GridJobResult> received ) throws GridException {
7 . . .
8 }
9 . . .

These two functions are responsible for the correct task splitting and the recombination of the results
from the different GridClients to the complete result.

7.3 Setup of Experiments

Figure 7.2: Setup of Experiments - The GridClients (with Security Levels)

The GridServer itself is running on a Linux based Gentoo system with a KDE 3.5 window-manager.
The used Java environment on the server was based on the Java SE version 1.6.0 20. For the whole
development process Eclipse 3.5.1 was used. All tests with the GridServer were directly done by running
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it through the Eclipse framework environment. The used MySQL server is a 64bit edition in the version
14.12 Distrib 5.0.90 and the used Permis version is 5.1.1.

The GridServer and the GridClients are using jTSS in the version 0.5.2beta and the JSR321 reference
implementation SVN revision 139. The GridGain framework is based on the official stable version 2.1.1.

The clients itself are using the AcTvSM platform based on the public sourceforge version from the
October 2010. For the GridClients a Gentoo system based on the minimal installation system from the
09.28.2010 is used. All installed system packages are based on the portage list from the 11.04.2010 and
are listed as the latest stable version. The used Java SE version is the 1.6.0 22.

The network topology for the GridClients and the GridServer is based on multicast. For the connec-
tion itself the local student network is used.

Figure 7.2 shows the used hardware configuration for the experiments. The GridServer is used for
the authentication/authorization process (including the remote attestation process) for the clients. Further
it is responsible for the workunit distribution. In our scenario only the server is operating in the security
level A, top secret. Within the security level B, company internal, the two given HP 8440p notebooks
can be found and for the last security level C, public, only the platform “Pangea” (based on a HP dc9700
platform) is used explicitly.

The test-cases itself are splitted into three Groups according to the three existing security levels to
verify that only clients with the appropriate security level are receiving these workunits. Figure 7.2
shows further that GridClients within the security level A can compute workunits for the security levels
B and C and that GridClients in the security level B are members of the security level C as well. For
the verification of the remote attestation process of the server against the clients some manual tests have
been made. These tests have proven that at least an extending of one of the three used and checked PCR
registers (16,18,19) results in a fail of this platform during the remote attestation process.

7.4 Performance

A performance check of our GridGain/Permis/JSR321 framework has shown that only the Client-Joining-
Process differs extremely against the original GridGain framework. In the original version it takes be-
tween 0.1 to 3.1 seconds before a new client is available to the server. This time span is based on the
used heartbeat delay of 3 seconds, which means that every 3 seconds a notification to all known nodes
is sent to notify them that the sending node is still alive and ready. Furthermore this heartbeat is sent
continuously trough multicast and it is used by any node on the grid to find other existing nodes. In our
framework this time differs between 11 to 14 seconds because of the the various security checks. It starts
with the verification if the current client is already banned (600ms). After the Permis verification, which
takes about 3.1 seconds, the AIK certificate of the client is verified live against the IAIK PrivacyCA,
which takes about 1 second. Finally the remote attestation of the client can be done. This process takes
the bigest part of the needed time span with 7 seconds. But in reality this process is only done once for
every Client-Joining-Process and therefore it can be disregarded in the overall view.

The difference between the original workunit deployment algorithm and the modified one in our
framework differs only in the area of milliseconds (<20ms). In contrast to the original GridGain version
the security improvement is very significant. Further should be noticed that real workunits would need
for their complete computation at least seconds to minutes and therefore these few milliseconds can be
disregarded as well.

In the overall view our GridGain/Permis/JSR321 framework is not really noticeable slower than the
original GridGain framework. We have seen only during the Client-Joining-Process a significant time
difference.
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Open Issues

To enable a reliable and thrustworthy communication channel between the clients and the server a SSL
encryption should be introduced. But it should be noticed, that because of some internal circumstances
within GridGain itself, that this feature can only be added with extensive changes to the whole GridGain
framework and therefore it was out of scope for this thesis.

A smoother realization of the annotation feature for marking the security levels of the workunits
would be nice to have as well. At the point where the deployment of workunits takes place in GridGain,
no more access to these annotations is possible. That is the reason why in the current version the worku-
nits become marked by a name extension and not directly by an annotation. To add this feature into our
framework it would be necessary to do a lot of changes to the original GridGain architecture.

Some other nice to have features would be the usage of the AcTvSM platform for the server to
secure it like the clients or to have a complete framework installation package which builds the complete
framework out of the box. Some administration tools for the injection of workunits into a running
GridServer system would be very useful as well.
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Chapter 9

Conclusions

Although Grid Computing is known and used for more than 20 years, all applications in this area are
widely or completely insecure against malicious users, theft of shared data or against producing malicious
results.

It might be true that in the past such Grid Computing networks have been used only for scientific
research where not security but the data throughput was the most important factor.

Since 2007, Cloud Computing has come more and more into popularity and therefore a changeover
from only scientific use to commercial use as well has been made. Cloud Computing represents itself
as a high level abstraction above Grid Computing - the underlying Grid Computing layer has remained
insecure! At least there has been recently some scientific research about these security concerns, the
ENISA [15] report for example.

In this thesis we reviewed the Grid and Cloud Computing sector and it became evident that all sur-
veyed applications have massive security problems. BOINC and folding@HOME, two widely known
applications from the Grid Computing environment, are communicating completely without any crypto-
graphic support.

Consider the following attack: Someone manipulates his client for uploading wrong results or for
gaining more credit points than he should get for a computation. No checks are done by folding@HOME
to prevent this. In the case of BOINC at least 3 participants have always to compute the same workunit
and only if they send all the same result back then this result becomes valid. However this kind of
protection is only a very primitive solution to prevent wrong results and it is a waste of resources.

In relation to Cloud Computing we reviewed in this thesis the Globus Toolkit and GridGain. Both
applications present only frameworks and are not directly usable without modifications. These modifica-
tions are including the program behavior and its security features. In the case of the Globus Toolkit some
security features like SSH or a certificate service can be used out of the box. However the amount of
included security features is very low and they are not able to secure a Cloud application in a way which
can be recommended. In contrast to the Globus Toolkit, GridGain is completely built in Java which leads
to more security regarding memory leaks and other security concerns of the C-programming language.
GridGain itself offers no security features at all which makes it completely insecure in public networks.

Furthermore it has been shown that such networks can be made much more secure than they currently
are, therefore the idea for an integrated solution for trustworthy Grid and Cloud Computing was born.
Trusted Computing based on a secure and reliable acTvSM platform has been chosen to allow security
features which are really state of the art. acTvSM offers a complete measured Linux environment which
can be perfectly used to ensure that only in an unmodified system state further applications can be started.
Trusted Computing offers as well more security features like remote attestation. This feature can be
perfectly used to ensure that a remote system is exactly running the expected software. Any change to
the system or an application would result in a different measurement.
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The feasibility of creating a new and more secure Grid/Cloud Computing framework by combining
GridGain (a Grid and Cloud Computing framework), Permis (a complex and modular authorization
system) and JSR321 (a Trusted Computing implementation for Java) was demonstrated.

Of course without a proper Public Key Infrastructure, which is responsible for key creation, stor-
age and revocation, behind such a new combined framework we are still far away from a more secure
and trustworthy Grid/Cloud Computing framework. Therefore a usable Public Key Infrastructure was
designed. Further we analyzed which kind of risks are solvable by our new Grid/Cloud Computing
framework and we have seen that the first two risks from our main security list are completely solveable.
These two risks were “Participants may deliberately report back answers” and “Participants may not
enforce data integrity or not compute accurately”. Furthermore we have seen that the third risk “Data
protection requirements of sensitive data cannot be enforced on remote systems” is at least solveable in
parts. For the last two risks “Theft of intellectual property on the distributed code by the participants is
possible” and “Theft of confidential data by the participants is possible” we are completely powerless.
Only indirectly by personally knowing each user and its platform we can make them directly responsible
for any theft but we are not able to prevent these two risks.

The practical demonstration has shown that nearly all concepts of the theoretically created Public Key
Infrastructure can be implemented. The remote attestation feature, which is used during the Client Join-
ing Process, works exactly as described and allows to ensure that every new client-platform has reached
exactly our defined system state with its registered client-platform. If a client-user tries to exchange his
client-platform without a new registration of his new hardware then the server will automatically ban the
user and its platform during his next connect to the server. All Workunits can be marked to guarantee that
they become only deployed to client-platforms with the right security level. Any task deployment and
result receiving is permanently logged which guarantees that at any point, if a malicous user is detected,
all his results can be made invalid. Further this feature can be used to ensure that the received result is
always from the node which has received the task.

The difference between the original GridGain framework and our new Grid/Cloud Computing frame-
work is only noticeable in the field of time measurement. While the registration process itself can not
be measured due to the fact that physical presence of the client user and his registration credentials is
needed, the client-platform joining process can be. It takes nearly 12 seconds before a new started client-
platform is completely connected to the server and is able to receive his first workunits. In contrast to the
original GridGain version the waiting period became twelve times longer. Usually this joining process
is only needed once while the server and the client are able to hold their network connection. The client
selection of all available clients before every workunit deployment takes only a few milliseconds and is
similar to the client selection period of the original GridGain. Regarding the massive security improve-
ment, that has been introduced through our new framework, these few milliseconds should be seen as
entirely insignificant.

This thesis has shown in theory and in practice that it is possible to improve Grid/Cloud Computing
networks in the presented way. Further the results show that with the support of Trusted Computing,
Grid/Cloud Computing can be brought to a much higher level of security and trustworthiness.



Appendix

.1 Framework installation

This tutorial describes very accurately how to get, to install and to configure Permis and GridGain.
Further it shows a way how these two programs can be combined to get a single and more trustworthy
grid/cloud-computing framework out of them. This framework is called explicitly a basic framework
because of the current simplicity. A lot of improvements will be added through the different chapters of
this thesis.

.1.1 Step 0 - System Requirements

The following software components must be at least installed before continuing: Eclipse, Subversion,
Java (Version 1.5 or higher), a Linux based operating system. (This guide should be applicable for
Windows as well, but all installation steps have been tested only on Linux based systems.)

.1.2 Step 1 - GridGain Installation

The latest official version of GridGain is (October 2010) 2.1.1 and it can be directly downloaded from
the GridGain Website:

http://www.gridgain.com/downloads.html

The name of the file is “gridgain-unix.2.1.1.tar.gz”. After downloading, it should be extracted to a new
directory called “trustedGridFramework” somewhere on the local hard disk. The subversion directory
contains of course newer branches of GridGain as well. The latest version in the official subversion
directory is 2.2.0 and it can be downloaded from the following address:

SVN https://www.gridgainsystems.com/svn/repos/gridgain.c64/

ATTENTION: Because of the actuality in the subversion directory, there can be a lot of compiling errors
in these versions and therefore the recommended version is the stable version 2.1.1.

After GridGain has been extracted to the local hard drive it must be imported into Eclipse as a new
Java Project. Therefore Eclipse should be started, the menu ”File → New → Java Project“ be opened
and as project name ”GridGain-2.1.1” be chosen. Under “Contents“ → ”Create project from existing
source“ should be chosen and then the path of the just downloaded and extracted GridGain directory be
entered. It should look like ”/path/to/trustedGridFramework/gridgain-2.1.1”.

With the “Next” button some additional Java Settings of the GridGain-2.1.1 project can be modified.
Eclipse will add all available libraries from the gridgain-2.1.1 directory by itself to the current project.
This is fine. With the “Finish” button the whole process can be finalized and Eclipse will build now the
whole project.
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But if the current stable version of the GridGain-2.1.1 package hasn’t changed then a lot of compile
errors will occur. Therefore some additional libraries must be added. The fastest and easiest way to
get all needed Jar-packages at once is to download the GridGain-2.1.1 branch via the subversion and to
copy then the following libraries from the subversion GridGain-2.1.1/libs folder to our GridGain-2.1.1
libs directory. It would be useful to create in the stable GridGain-2.1.1/libs directory a directory called
“externalLibs” in which the following libraries must be:

The whole “wls“ directory (including com.bea.core.utils 1.0.0.0.jar, weblogic.jar, wls-api.jar and
com.bea.core.weblogic.workmanager 1.0.0.0.jar), the com.ibm.ws.runtime 6.1.0.jar, the whole ”jBoss”
directory (including jboss-aop-jdk5-4.0.4.jar, jboss-aspect-library-jdk50-4.0.4.jar, jboss-common-4.0.4.jar,
jboss-j2ee-4.0.4.jar, jboss-jmx-4.0.4.jar, jboss-system-4.0.4.jar, jbossha-4.0.4.jar, jbossmq-4.0.4.jar), from
the “glassfish“ directory the appserv-rt.jar, from the ”servlet-api” folder the servlet-api-2.4.jar, the whole
“coherence“ directory ( including coherence-3.3.1.jar and tangosol-3.3.1.jar), the ”gigaspaces” directory
(including gs-lib.jar, gs-space-framework.jar, jsk-lib.jar, jsk-platform.jar, jspaces-6.0.jar, openspaces.jar
and reggie.jar), the “mule“ directory (including backport-util-concurrent-3.0.jar, commons-beanutils-
1.7.0.jar, commons-collections-3.2.jar, commons-digester-1.7.jar, commons-discovery-0.2.jar, commons-
io-1.2.jar, commons-lang-2.2.jar, commons-pool-1.3.jar, geronimo-j2ee-connector 1.5 spec-1.0.1.jar,
geronimo-jta 1.0.1B spec-1.0.1.jar, jug-2.0.0-asl.jar and mule-1.3.3-embedded.jar), the jxinsight-core.jar
package and the ant-1.6.5.jar package.

All the libraries from the “externalLibs” directory must be added to the GridGain-2.1.1 project.
Right-click on GridGain-2.1.1 and then ”→ Properties → Java Build Path → Libraries → Add Exter-
nal JARs“. Select and add now all copied libraries from the ”/path/to/trustedGridFramework/gridgain-
2.1.1/libs/externalLibs” folder.

In the last step the following folder and package must be deleted from the project: “examples/jboss-
cache“ and “src/java/org.gridgain.grid.spi.discovery.mule2”

On a system based on Java 1.5 the project should compile now without any errors. In the case that a
Java version higher than 1.5 is used, GridGain will not compile without doing some little fixes. There are
two classes that must be adapted. The first one is the ”GridExecutorService.java” class from the package
“org.gridgain.grid.kernal.executor“. It is necessary to change the signatures of the following methods
like shown below from

1 public class GridExecutorService implements ExecutorService {
2
3 . . .
4
5 public <T> List<Future<T>> invokeAll (Collection<Callable<T>> tasks )

throws InterruptedException {
6 return invokeAll (tasks , 0 , TimeUnit .MILLISECONDS ) ;
7 }
8
9 public <T> List<Future<T>> invokeAll (Collection<Callable<T>> tasks ,

long timeout , TimeUnit unit )
10 throws InterruptedException {
11 . . .
12 }
13
14 . . .
15
16 public <T> T invokeAny (Collection<Callable<T>> tasks ) throws

InterruptedException , ExecutionException {
17 . . .
18 }
19
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20 public <T> T invokeAny (Collection<Callable<T>> tasks , long timeout ,
TimeUnit unit )

21 throws InterruptedException , ExecutionException , TimeoutException {
22 . . .
23 }
24
25 . . .
26
27 }

into

1 public class GridExecutorService implements ExecutorService {
2
3 . . .
4
5 public <T> List<Future<T>> invokeAll (Collection<? extends Callable<T>>

tasks ) throws InterruptedException {
6 return invokeAll (tasks , 0 , TimeUnit .MILLISECONDS ) ;
7 }
8
9 public <T> List<Future<T>> invokeAll (Collection<? extends Callable<T>>

tasks , long timeout , TimeUnit unit )
10 throws InterruptedException {
11 . . .
12 }
13
14 . . .
15
16 public <T> T invokeAny (Collection<? extends Callable<T>> tasks ) throws

InterruptedException , ExecutionException {
17 . . .
18 }
19
20 public <T> T invokeAny (Collection<? extends Callable<T>> tasks , long

timeout , TimeUnit unit )
21 throws InterruptedException , ExecutionException , TimeoutException {
22 . . .
23 }
24
25 . . .
26
27 }

The second class is called “GridStandardMBean” and can be found in the package “org.gridgain.grid.util.mbean”.
There is one function that must be changed from

1 public class GridStandardMBean extends StandardMBean {
2
3 . . .
4
5 public GridStandardMBean (Object implementation , Class<?> mbeanInterface

)
6 throws NotCompliantMBeanException {
7 super (implementation ,mbeanInterface ) ;
8 }
9
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10 . . .
11 }

into

1 public class GridStandardMBean extends StandardMBean {
2
3 . . .
4
5 public GridStandardMBean (Object implementation , Class mbeanInterface )
6 throws NotCompliantMBeanException {
7 super (implementation ,mbeanInterface ) ;
8 }
9

10 . . .
11 }

Now finally Eclipse should be able to build the GridGain project without any errors.

If instead of the stable version of GridGain (2.1.1) one from the subversion is used then it is maybe
desirable that the build.xml file of this GridGain version is working too. Therefore it is necessary to
set the “GRIDGAIN HOME” variable to the root directory of the ”gg-build-2.x.x“ directory. Further
a variable called “TMP DIR” must exist and point to a free directory and finally a variable called
“JAVA5 HOME” must exist and point to the Java home directory. This variable must be in any case
named “JAVA5 HOME” nevertheless which Java version is used. If problems occur during the setting of
these variables into the environment then simply add them directly into the build.xml file. It should look
like this:

1 <project default=”build .release” name=”GridGain 2 . 2 . 0 Main”>
2 <description>
3 GridGain build script .
4 </description>
5
6 <property name=”GRIDGAIN_HOME” value= ” /path /to /workspace /gg−base

−2 .2 .0 / ” / >
7 <property name=”TMP_DIR” value= ” /path /to /workspace /temp”/>
8 <property name=”JAVA5_HOME” value= ” /usr”/>
9

10 <!−− Official and system name of the product . −−>
11 . . .

After these changes the GridGain project should build with the ant-file and within Eclipse without
any errors.
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GridGain Function test

With this very short “Hello World” program it can be verified if GridGain is working properly. Therefore
we must create a new Java Project ”File→ New→ Java Project“ and call it ”GG-HelloWorld“.

Then a new Class must be added to this new project and named ”GGHelloWorld”. (Right click on
the “GG-HelloWorld“ project and select ”New→ Class“).

With a ”right-click“ on the ”GG-HelloWorld“ project, continued by selecting the entry ”Properties“
a new window should open and ”Java Build Path“ be selected. On the right side the ”Projects tab“ must
be opened and by clicking on ”Add...“ the GridGain-2.1.1 project added.

In the next step the GGHelloWorld.java class must be modified to look like this:

1 import org .gridgain .grid .GridException ;
2 import org .gridgain .grid .GridFactory ;
3
4
5 p u b l i c c l a s s GGHelloWorld {
6
7 p u b l i c s t a t i c vo id main (String [ ] args ) throws GridException {
8
9 GridFactory .start ( ) ;

10
11 t r y {
12 say ( ” H e l l o World ” ) ;
13 }
14 f i n a l l y {
15 GridFactory .stop ( t rue ) ;
16 }
17
18 }
19
20 p u b l i c s t a t i c vo id say (String textToSay ) {
21 System .out .println (textToSay ) ;
22 }
23 }

So what have we done ?

The lines 1 and 2 are containing the needed imports for a simple GridGain node to start. Line 9 starts
the local GridGain node. This will result in a lot of debug output which shows us that GridGain works
properly without any errors. In line 12 a simple method to print out to the console ”Hello World“ is
called and finally in line 15 we stop our GridGain node again.

Before this little program can be tested it is necessary to set the GRIDGAIN HOME variable in
Eclipse. If this would be forgotten a ”Default Spring XML configuration file not found“ error would
show up. Therefore the following menu must be entered ”Project → Properties → Run/Debug Set-
tings → GGHelloWorld (LaunchConfiguration) Edit → Environment → New”. As “NAME“ must be
“GRIDGAIN HOME” entered and as ”VALUE“ the path to the GridGain home directory (it should look
like this: ”/path/to/trustedGridFramework/gridgain-2.1.1” (see figure 1).
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Figure 1: Eclipse - Adding a new environment variable

If this very short test shows no errors at all, then everything until now is working fine. But to check if
the just started and stopped node is ready to work together with other nodes it would be necessary to start
at least a second node. If a GridGain version from the SVN is used then this test is strongly recommended
because from time to time there are versions available which are not willing to work together with other
nodes! Therefore a shell must be opened and to the GridGain-2.1.1 home directory be changed. Then
the “GRIDGAIN HOME“ variable must be set for the console. This can be done with the command:

export GRIDGAIN HOME=/path/to/trustedGridFramework/gridgain-2.1.1

If this variable should be set permanently then it should be added into “∼/.bashrc”.

If the subversion version of GridGain is used then the bin folder must be opened and the “./gridgain.sh”
script be called to start a fresh node out of the box. On the stable version it is a little bit more intricately.

A second class must be created in our “GG-HelloWorld“ project and it should contain the following
code:

1 import org .gridgain .grid .GridException ;
2 import org .gridgain .grid .GridFactory ;
3
4
5 p u b l i c c l a s s SimpleGridNode {
6 p u b l i c s t a t i c vo id main (String [ ] args ) throws GridException ,

InterruptedException {
7
8 GridFactory .start ( ) ;
9 Thread .sleep ( 6 0 0 0 0 ) ;

10 GridFactory .stop ( t rue ) ;
11 }
12 }

This simple code only starts a local node, waits 60 seconds and then stops the node. To test GridGain,
the second node must be started. It is necessary to set the ”GRIDGAIN HOME” variable for this second
class as well if it is started within Eclipse. (”Project → Properties → Run/Debug Settings → GGHel-
loWorld (LaunchConfiguration) Edit → Environment → New”). The node should start without any
errors. The debug output of GridGain should show now 2 nodes with the same amount of available
CPU’s.
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Figure 2: GridGain - 2 Nodes found on the same computer

GridGain is now working fine and as expected.

.1.3 Step 2 - Permis Installation

Currently only version 4.x of Permis is available as direct download from the Permis web site. But it is
strongly recommended to use a version newer or equal then 5.0 of Permis. A lot of things are different
between those versions and it would make no sense to develop for an outdated version. The latest version
of Permis can be directly downloaded from the public subversion directory:

http://projects.cs.kent.ac.uk/projects/svn/trunk/build

To download it a shell must be opened and the current directory changed to the “trustedGridFramework”
directory. Then the checkout process can be started with the command:

svn co http://porjects.cs.kent.ac.uk/projects/permis/svn/trunk/build

At last the name should be changed from “build” to “Permis-5.x“

Next should be the adding of Permis-5.x as a new Eclipse project. Therefore Eclipse must be started
and the menu ”File→ New→ Java Project“ be opened. As project name “Permis-5.x” must be chosen.
Under “Contents“→ ”Create project from existing source“ must be checked and the path be set to the
downloaded ”Permis-5.x“ directory. It should look like ”/path/to/trustedGridFramework/Permis-5.x”.

With the “Next” button the Java settings of the Permis-5.x project can be configured. With the
“Finish” button the whole process can be finalized and Eclipse itself will build now the whole project.

Because of compiling errors some (of us) unused parts of Permis must be deleted. First the “data/vom-
s/src” and the “data/gt4/src“ directory, which can be found directly in the Permis-5.x project must
be deleted. Next all “issrg.coordination, issrg.gt4, issrg.gt4Plus “ packages (including sub packages)
from the Permis-5.x project and the related test packages → ”issrg.test.coordination, issrg.test.gt4, is-
srg.test.obligation (including sub packages)“ must be removed as well.

The next step must be the removal of all referenced external Jar’s (because of multiple adding of
different versions and therefore a lot of compiling errors). With a right click on the ”Permis-5.x“ project
and then entering the menu ”Properties → Java Build Path → Libraries“ the libraries section can be
opened. Every .jar file must be selected and then removed. Now it is necessary to add exactly the
following libraries (with the ”Add External Jar’s“ button) to the project:

”all .jar files which are directly in the folder /path/to/trustedGridFramework/Permis-5.x/lib (except
sunxacml-1.2.jar, sunxacml-debug.jar, wsrf provider jce.jar“
”all axis2-* files from the folder /path/to/trustedGridFramework/Permis-5.x/lib/Axis2“
”all axiom-* files from the folder /path/to/trustedGridFramework/Permis-5.x/lib/Axis2“
”the bcel-5.1.jar and XmlSchema-1.4.3.jar files from the folder /path/to/trustedGridFramework/Permis-
5.x/lib/Axis2“
”the httpcore-4.0.jar, xmlbeans-2.3.0.jar, xml-resolver-1.2.jar and xml-apis-1.3.02.jar from
/path/to/trustedGridFramework/Permis-5.x/lib/Axis2“
”all .jar files from /path/to/trustedGridFramework/Permis-5.x/lib/trustpdp“
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”the guk.jar and nl.mpi.lookup.jar from /path/to/trustedGridFramework/Permis-5.x/lib/ext“
”all .jar files from /path/to/trustedGridFramework/Permis-5.x/lib/gt4“
”all .jar files from /path/to/trustedGridFramework/Permis-5.x/lib/plugins“
”all .jar files from /path/to/trustedGridFramework/Permis-5.x/lib/gt4+“

Further the packages ”iaik javax crypto.jar“ and ”iaik jce.jar“ must be downloaded from
”http://jce.iaik.tugraz.at“. After the download they must be copied into the lib directory of Permis-5.x
and be added as external jar files.

The installation of Permis is now finished and it should build without any errors.

.1.4 Configuration of Permis

Before Permis can be used as an authorization tool some configuration steps must be done. The first
step is to download a proper schema, otherwise Permis will only cast null pointer exceptions. A basic
”schema checking.properties“ file can be downloaded directly from the Permis website:

http://projects.cs.kent.ac.uk/projects/permis/svn/branches/pm/build/data/openpermis/bundle/issrg/
pba/rbac/xmlpolicy/schemachecking/schema checking.properties

Further a proper policy for this schema is needed which can be directly downloaded from:

http://sec.cs.kent.ac.uk/permis/policy50.xsd

After the successful download it is necessary to move the schema checking.properties and the pol-
icy50.xsd file to the following path: ”/path/to/trustedGridFramework/Permis-5.x/src/issrq/pba/rbac/
xmlpolicy/schemachecking/”. The last step must be the editing of the schema checking.properties file.
The only line of interest is the line with “schemaLocation=policy50.xsd”. This line must point to the
downloaded policy50.xsd file and should look like “schemaLocation=/path/to/trustedGridFramework/Permis-
5.x/src/issrq/pba/rbac/xmlpolicy/schemachecking/policy50.xsd”.

Before Permis is ready to use self produced policy files the “TokeType“ class must be modified. This
class can be found in the package ”issrg.pba“. This is needed because otherwise only ”UnsupportedOp-
erationException’s“ would be casted from Permis itself during the try to process XML policy files. The
following function needs to be changed from:

1 public enum TokeType {
2
3 . . .
4
5 VOMS_SAML ( ”Voms SAML” , ”issrg .saml .voms .VOMSSAMLAATokenParser ” ) {
6 public AuthzTokenParser getParser ( ) {
7 return new issrg .saml .voms .VOMSSAMLAATokenParser ( ) ;
8 }
9 } ,

10 . . .
11 }

to

1 public enum TokeType {
2
3 . . .
4
5 VOMS_SAML ( ”Voms SAML” , ”issrg .saml .voms .VOMSSAMLAATokenParser ” ) {
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6 public AuthzTokenParser getParser ( ) {
7 return new issrg .shibboleth .ShibbolethAuthzTokenParser ( ) ;
8 }
9 } ,

10 . . .
11 }

Permis is now ready to use.

.1.5 Configuration of GridGain

The GridGain project in Eclipse must be opened and the ”GridAttributesTopologySpi“ class which can
be found in the package ”org.gridgain.grid.spi.topology.attributes“ must be modified. In particular a new
private variable permisHelper must be created and the ”getTopology(...)” function must be modified.

After the modifications it should look like this:

1 . . .
2
3 p u b l i c c l a s s GridAttributesTopologySpi ex tends GridSpiAdapter implements

GridTopologySpi ,
4
5 . . .
6
7 / * * Named a t t r i b u t e s . * /
8 p r i v a t e Map<String , Serializable> attrs = n u l l ;
9 p r i v a t e PermisHelperClass permisHelper = new PermisHelperClass ( ) ;

10 . . .
11
12 / * *
13 * {@inher i tDoc }
14 * /
15 p u b l i c Collection<GridNode> getTopology (GridTaskSession ses ,

Collection<GridNode> grid ) throws GridSpiException {
16 List<GridNode> top = new ArrayList<GridNode>(grid .size ( ) ) ;
17
18 f o r (GridNode node : grid ) {
19
20 t r y {
21
22 / / Load t h e p o l i c y
23 permisHelper .getPolicy ( ) ;
24 / / c r e a t e a Permis i n s t a n c e
25 permisHelper .constructADF ( ) ;
26 / / save t h e node f i l e s
27 permisHelper .savePermisFilesPerNode (node ) ;
28 / / c r e a t e t h e q u e s t i o n
29 permisHelper .createSubjectFromNode (node .getPhysicalAddress

( ) ) ;
30 permisHelper .createActionGetWork ( ) ;
31 permisHelper .createTargetDN ( ) ;
32 / / c o n s u l t i n g pe rm i s
33 String anwser = permisHelper .consult ( ) ;
34 / / check t h e answer f o r s u c c e s s , i f y e s t h e n add t h e c u r r e n t

node t o t h e t o p o l o g y
35 i f (anwser .equalsIgnoreCase ( ” 0 : a c t i o n s u c c e e d e d ” ) ) {
36 top .add (node ) ;
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37 }
38
39 } catch (Exception e ) {
40 System .out .println ( ” e r r o r : ”+e ) ;
41 }
42 i f (log .isDebugEnabled ( ) == t rue ) {
43 log .debug ( ” I n c l u d e d node i n t o t o p o l o g y : ” + node ) ;
44 }
45 }
46 re turn top ;
47 }
48 . . .
49 }

The getTopology(...) method has now been changed in a way that it only will add nodes to the
topology that can be identified by Permis. By taking a closer look into the code the following can be
identified:

In line 9 an additional variable called permisHelper which is an instance from the class PermisHelper-
Class (which will be created during the next step) can be found. In the for-loop from line 18 to 45 any
recognized node (locally or from the network and found by GridGain itself) is checked if it fulfills the
requirements to be a member of the topology. At first the policy will be loaded (line 23), next (in line
25) a new PermisRBAC object with the just loaded policy file is constructed. Then a method (in line
27) is called which saves the different node attributes to the local hard disk in a proper directory. (All
these features can be configured in the PermisHelperClass.) In line 29 the name of the current node is
determined, which will be the current ip-address of this node, to create a proper directory for it and the
node attributes. From line 30 to 31 a token has been created in dependency to the current node and it’s
attributes to consult Permis with it. Line 33 finally calls the Permis PDP to check if this node can be
authenticated and if it is authorized to get work packages. If the “answer” is “0: action succeeded” then
the current node will be added (line 36) to our new topology. All other nodes, which can’t be recognized
by Permis, will be dropped. The lines 39 to 44 are only for catching exceptions that might happen and
for logging, if the log is activated.

Further two new classes must be created in the current package (“org.gridgain.grid.spi.topology.attributes”),
which will be called “PermisHelperClass” and “WriteToFileThread”.

At first the properties of the GridGain-2.1.1 project must be modified. Therefore a right click on
“GridGain-2.1.1 → Properties → Java Build Path → Projects → Add” must be done and the “Permis-
5.x” project be selected. This is necessary to let the new to create PermisHelperClass directly talk with
Permis.

The PermisHelperClass class should look like this:

1 package org .gridgain .grid .spi .topology .attributes ;
2
3 import issrg .pba .PbaException ;
4 import issrg .pba .Subject ;
5 import issrg .pba .TokenType ;
6 import issrg .pba .rbac .LDAPDNPrincipal ;
7 import issrg .pba .rbac .PermisAction ;
8 import issrg .pba .rbac .PermisRBAC ;
9 import issrg .pba .rbac .PermisTarget ;

10 import issrg .simplePERMIS .SimplePERMISPolicyFinder ;
11 import issrg .simplePERMIS .SimplePERMISToken ;
12 import issrg .simplePERMIS .SimplePERMISTokenParser ;
13 import issrg .utils .RFC2253ParsingException ;
14
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15 import java .io .BufferedReader ;
16 import java .io .DataInputStream ;
17 import java .io .File ;
18 import java .io .FileInputStream ;
19 import java .io .InputStreamReader ;
20 import java .security .Principal ;
21 import java .util .Vector ;
22
23 import org .gridgain .grid .GridNode ;
24
25 p u b l i c c l a s s PermisHelperClass {
26
27 p r i v a t e String permisWorkingDir = ” / home / b e r e s f o r d / t r u s t e d −g r i d /

t r u s t e d G r i d F r a m e w o r k / c o n f i g / pe rmi s / example1−p o l i c y / ” ;
28 p r i v a t e SimplePERMISPolicyFinder ssampf = n u l l ;
29 p r i v a t e String policy = ” p o l i c y . xml ” ;
30 p r i v a t e PermisRBAC permisRBAC = n u l l ;
31 p r i v a t e String permisFilesToStoreDirectory = permisWorkingDir + ”

GridGainNodes / ” ;
32 p r i v a t e s t a t i c String file = ” f i l e n a m e ” ;
33 p r i v a t e String keyFileName = ” / node . t x t ” ;
34 / / s u b j e c t v a r i a b l e s
35 p r i v a t e String userDN = n u l l ;
36 p r i v a t e String targetDN = n u l l ;
37 p r i v a t e String roleType = n u l l ;
38 p r i v a t e String roleValue = n u l l ;
39 p r i v a t e String action = n u l l ;
40 p r i v a t e SimplePERMISToken permisToken = n u l l ;
41 p r i v a t e PermisAction permisAction = n u l l ;
42 p r i v a t e PermisTarget permisTarget = n u l l ;
43 p r i v a t e s t a t i c f i n a l String DEFAULT_SOA_DN = ” cn=me , o=Amiga , s t = S t y r i a , c

=AT” ;
44
45 / * *
46 * Holds t h e v a l u e o f t h e d e f a u l t p o l i c y w r i t e r .
47 * /
48 p r i v a t e s t a t i c f i n a l Principal DEFAULT_SOA = defaultSOA ( ) ;
49
50 / * *
51 * Computes t h e d e f a u l t v a l u e o f t h e SOA as computed from {@ l i t e r a l
52 * DEFAULT SOA DN } . T h i s method c a t c h e s t h e e x c e p t i o n t h a t may occur .

I f
53 * t h i s method r e t u r n s n u l l t h a t means t h a t s o m e t h i n g has gone wrong .
54 *
55 * @return t h e v a l u e o f t h e d e f a u l t SOA
56 * /
57 p r i v a t e s t a t i c Principal defaultSOA ( ) {
58 t r y {
59 re turn new LDAPDNPrincipal (DEFAULT_SOA_DN ) ;
60 } catch (RFC2253ParsingException e ) {
61 throw new IllegalArgumentException (
62 ” Could n o t compute d e f a u l t p o l i c y w r i t e r from ”
63 + DEFAULT_SOA_DN ) ;
64 }
65 }
66
67 p u b l i c boolean getPolicy ( ) {
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68 t r y {
69 File policyFile = new File (permisWorkingDir + policy ) ;
70 ssampf = new SimplePERMISPolicyFinder (policyFile , DEFAULT_SOA ) ;
71 } ca tch (Exception e ) {
72 System .out .println (e .getMessage ( ) ) ;
73 ssampf = n u l l ;
74 } ca tch (Throwable th ) {
75 ssampf = n u l l ;
76 }
77
78 i f (ssampf == n u l l )
79 re turn f a l s e ;
80 re turn true ;
81 }
82
83 p u b l i c boolean constructADF ( ) throws PbaException {
84 permisRBAC = new PermisRBAC (ssampf ) ;
85 re turn true ;
86 }
87
88 @SuppressWarnings ( ” unchecked ” )
89 p u b l i c String consult ( ) {
90
91 SimplePERMISTokenParser testParserTok = new SimplePERMISTokenParser ( )

;
92 testParserTok .setAuthzTokenParsingRules (ssampf .getParsedPolicy ( )
93 .getAuthzTokenParsingRules ( ) ) ;
94
95 Subject subject = n u l l ;
96 t r y {
97 Vector newCreds = new Vector ( ) ;
98
99 / / c r e a t e t h e c r e d e n t i a l s o f p r i n c i p a l , i . e . , ( u s e r <−> r o l e s )

100 / / i s s u e d by i s s u e r
101
102 newCreds .add (TokenType .SIMPLE_PERMIS_TOKEN .asAttribute (permisToken )

) ;
103 / / c r e a t e t h e s u b j e c t , i . e . t h e e n t i t y ( t h e r o l e s ) r e c o g n i z e d by
104 / / p e rm i s t o t a k e t h e d e c i s i o n s .
105 subject = permisRBAC .getCreds ( t h i s .permisToken .getHolderEntry ( )
106 .getEntryName ( ) , newCreds .toArray ( ) ) ;
107
108 / / Ac c e s s c o n t r o l
109 i f ( !permisRBAC .decision (subject , permisAction , permisTarget , n u l l )

) {
110 re turn ” 1 : t h e a c t i o n i s n o t a l l o w e d ” ;
111 }
112
113 / / h e re you c a l l t h e a c t i o n on t h e t a r g e t
114 } ca tch (PbaException pe ) {
115 re turn ” 2 : i n v a l i d i n p u t : ” + pe .getMessage ( ) ;
116 } ca tch (Throwable th ) {
117 re turn ” 3 : run−t ime e r r o r : ” + th .getMessage ( ) ;
118 }
119 re turn ” 0 : a c t i o n s u c c e e d e d ” ;
120 }
121
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122 p u b l i c vo id savePermisKeyFilePerNode (GridNode node ) {
123
124 String nodeName = node .getPhysicalAddress ( ) ;
125
126 / / d e l e t e o l d k e y f i l e from t h i s node
127 t r y {
128 File deleteKeyFile = new File (permisFilesToStoreDirectory +

nodeName + ” / node . t x t ” ) ;
129 deleteKeyFile .delete ( ) ;
130 } catch (Exception nothingToDeleteException ) {}
131
132 String fileName = node .getAttribute (file ) ;
133 String fileContent = node .getAttribute (fileName ) ;
134
135 File newNodeDir = new File (permisFilesToStoreDirectory + nodeName ) ;
136 / / t r y t o c r e a t e a new d i r e c t o r y f o r node xy
137 newNodeDir .mkdirs ( ) ;
138
139 fileName = permisFilesToStoreDirectory + nodeName + ” / ” + fileName ;
140
141 WriteToFileThread writeFile = new WriteToFileThread (fileContent ,

fileName ) ;
142 writeFile .start ( ) ;
143
144 }
145
146 p u b l i c vo id createSubjectFromNode (String nodeName ) {
147
148 t r y {
149 FileInputStream fstream = new FileInputStream (
150 permisFilesToStoreDirectory + nodeName + keyFileName ) ;
151 DataInputStream in = new DataInputStream (fstream ) ;
152 BufferedReader br = new BufferedReader ( new InputStreamReader (in ) ) ;
153
154 userDN = br .readLine ( ) ;
155 targetDN = br .readLine ( ) ;
156 roleType = br .readLine ( ) ;
157 roleValue = br .readLine ( ) ;
158 action = br .readLine ( ) ;
159
160 permisToken = new SimplePERMISToken (userDN , ” cn=me , o=Amiga , s t =

S t y r i a , c=AT” , roleType , roleValue ) ;
161
162 in .close ( ) ;
163 } catch (Exception e ) {
164 System .err .println ( ” E r r o r : ” + e .getMessage ( ) ) ;
165 }
166 }
167
168 p u b l i c vo id createActionGetWork ( ) {
169 permisAction = new PermisAction (action ) ;
170 }
171
172 p u b l i c vo id createTargetDN ( ) {
173 t r y {
174 permisTarget = new PermisTarget (targetDN , n u l l ) ;
175 } catch (Exception e ) {
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176 e .printStackTrace ( ) ;
177 }
178 }
179 }

The value for the variable called “permisWorkingDir“ needs to be adapted to the newly created
“config/permis“ directory and should look like “/path/to/trustedGridFramework/config/permis”. All the
further created policies, configurations and more, which are related to Permis, will be saved there. The
variable “policy“ calls the name of the currently to use policy which can be found there too. The variable
“keyFileName” and ”DEFAULT SOA DN” shouldn’t be changed at this moment, because they are quite
fine for now.

At last the “WriteToFileThread” class must be created in the same package. It should look like:

1 package org .gridgain .grid .spi .topology .attributes ;
2
3 import java .io .BufferedInputStream ;
4 import java .io .BufferedOutputStream ;
5 import java .io .ByteArrayInputStream ;
6 import java .io .FileNotFoundException ;
7 import java .io .FileOutputStream ;
8 import java .io .IOException ;
9

10 p u b l i c c l a s s WriteToFileThread ex tends Thread {
11
12 p r i v a t e String fileName = ” ” ;
13 p r i v a t e String content = n u l l ;
14
15 p u b l i c WriteToFileThread (String file , String filename ) {
16 t h i s .fileName = filename ;
17 t h i s .content = file ;
18 }
19
20 p u b l i c WriteToFileThread ( ) {}
21
22 p u b l i c vo id run ( ) {
23 t r y {
24
25 byte [ ] content_ = content .getBytes ( ) ;
26 BufferedInputStream in = new BufferedInputStream ( new

ByteArrayInputStream (content_ ) ) ;
27 BufferedOutputStream out ;
28
29 out = new BufferedOutputStream ( new FileOutputStream (fileName ) ) ;
30
31 byte [ ] ioBuf = new byte [ 4 0 9 6 ] ;
32 i n t bytesRead ;
33 whi le ( (bytesRead = in .read (ioBuf ) ) != −1) out .write (ioBuf , 0 ,

bytesRead ) ;
34 out .close ( ) ;
35 in .close ( ) ;
36 } ca tch (FileNotFoundException e ) {
37 } ca tch (IOException e ) {}
38 }
39
40 p u b l i c vo id setFileName (String fileName ) {
41 t h i s .fileName = fileName ;
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42 }
43
44 p u b l i c vo id setContent (String content ) {
45 t h i s .content = content ;
46 }
47 }

This class simply creates a new file based on the given file name and fills it with the given String as
content.

.2 Example: First steps with the simple GridGain-Permis Frame-
work

The following example shows very detailed how to create a new Permis policy and how to adapt GridGain
to use Permis for the authorization process. Because of the missing PKI feature at this point no direct
user authentication is done. Further a simple GridGain server and client is described to test the new
combined framework.

.2.1 Permis Policy Creation

Our first task should be the creation of a proper Permis policy. Main task of the policy will be to allow
all of our virtual company computers the usage of the resource GridGain and further the action on it
“getWork”.

For the creation of the policy we use the available policy editor for Permis. Therefore we download
it directly from the Permis website

http://sec.cs.kent.ac.uk/permis/private/pe/policyEditor 5 1 1.zip.

Normally a password check pops up before the download starts but because we are already registered we
know that the login name must be “PERMIS” and the password “letMeIn”. We extract the files from our
policyEditor 5 1 1.zip file to our Tools directory at “/path/to/trustedGridFramework/Tools”.

Of course it would be possible to use the policy editor directly out of our Permis-5.x eclipse project
by starting the class “PEApplication” in the package “issrg.Editor2” but it would produce only some
error exceptions in the first place. The reason for this are some missing files. If we would copy from our
just downloaded policy editor the following files “Banner Open Permis.jpg, Banner Open Permis2.jpg,
Close24.gif, Config24.gif, cross.PNG, empty.xml, gdid.xml, Help24.gif, Help24.JPG, minus.gif, New24.gif,
New24.JPG, Open24.gif, Open24.JPG, pe.cfg, pe.jpg, PEApplication i18.properties, PEApplication i18 fr
FR.properties, PEApplication i18 it IT.properties, PEIFConditions i18n.properties, permislogo.JPG, plus.gif,

Print24.gif, PWApplicaton i18n.properties, PWApplication i18n fr FR.properties, Save24.gif, tap.xsd,
TAPFilesConfig.cfs, tick.PNG, View24.gif, Wizard24.gif, WSDLFilesConfig.cfg, permisPolicy2html.xsl,
permisPolicy2html EN.xsl and permisPolicy2html FR.xsl” into the directory “/path/to/trustedGridFrame-
work/Permis-5.x/src/issrg/editor2” then the policy editor could be started directly out of Eclipse too.

But for convenience we start our policy editor directly by opening a shell, changing to “/path/to/trust-
edGridFramework/Tools/policyEditor 5 1 1” and starting it with “java -jar policyEditor.jar”.

Two windows should appear and we directly close the Permis welcome window. By the way for
some reasons the Permis policy editor seems a little bit unstable from time to time and then only a restart
helps. But for creating new policy files it is simply the best available tool.

We select now “New→New Policy” to let the policy editor create a new empty Permis v5 compatible
policy. As name we just enter “1.0.0.0” and press the “OK” button (see figure 3).
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Figure 3: Policy Editor - Create a new Policy

On the next tab “Where Users Are From” we enter as “Nickname:” “companyGrid” and for “Enter
LDAP DN” we enter “o=Amiga,st=Styria,c=AT”. The “o=Amiga” stands for organization which is the
name of our virtual company, “st=Styria” stands for the state which is Styria in our case and “c=AT”
stands for the country which is Austria of course.

(HINT: Permis itself should be compliant to the “RFC 2253“ which means whitespaces shouldn’t
have any influences in the policies but fact is that there are still some undetected bugs insight which can
cause ”1: Action not succeeded“ error messages from Permis without any hint that a whitespace error
caused the violation. Therefore no whitespace should be made for now!)

Figure 4: Policy Editor - Adding the user domain

Next we continue with the ”Role/Attribute Administrators“ tab. We have now to add an administrator,
therefore we enter as ”Nickname:“ ”administrator“, next we select ”Enter LDAP DN:“ and enter there
”cn=me,o=Amiga,st=Styria,c=AT“.



.2. Example: First steps with the simple GridGain-Permis Framework 83

Figure 5: Policy Editor - Adding an policy administrator

Within the tab ”User’s Roles“ we can now define the available ”Roles/Attributes” for this policy,
the values that the ”Roles/Attributes” can take and if there is or isn’t any hierarchy between the values.
First we select and add “permisRole” from the subitem “Role/Attribute Types”. Next we enter under
“Role/Attribute Values” for the “permisRole” the value “gridworker” and then we press the “Add Value”
button.

Figure 6: Policy Editor - Adding Roles/Attributes

“Role/Attribute Administrator Privileges” will be our next tab. After clicking on “Add Admin Privi-
leges” a new subitem will be created and opened automatically. In the first third of this subitem we select
our “administrator” for “This Role/Attribute Administrator”. In the next third called “Roles/Attributes
Name” should be “permisRole” marked and as value “gridworker” be selected. After that we press the
“Add” button to accept it. In the last third we have to set from where the users are from. Therefore we
select the only possible entry “companyGrid” and at last we deselect the “Delegation” option.
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Figure 7: Policy Editor - Role/Attribute Administrator Privileges

Finally we can create a proper entry for our GridGain resource in the next tab “My Protected Re-
sources”. As “Nickname:” we choose “GridGainServer”, then we select “Enter LDAP DN:” and we
enter for it “o=Amiga,st=Styria,c=AT”, which means that any authenticated and authorized member of
our company from Styria located in Austria can access our GridGain server for work packages.

Figure 8: Policy Editor - Adding of a new resource

Under “Resources’ Functions” we have to add the possible functions for our “GridGainServer” re-
source. We select on the left side our “GridGainServer” under “Can Act On Resource” and then we have
to enter at least one “Function Name” for our resource. We call the function “getWork” and accept it
with a click on “Add Function”.
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Figure 9: Policy Editor - Adding functions of the new resource

At last we have to enter the “Roles’ Privileges” tab to control who is allowed to access our “GridGain-
Server“ resource. Therefore we create with ”Add Roles’ Privileges“ a new subitem (called TargetAc-
cess1). In the first third we select ”permisRole“ as ”Roles/Attributes Name“ and ”gridworker“ as value
for it. With a click on ”Add“ the selection becomes valid. In the second third (called ”Available Func-
tions“) we select ”getWork“ and accept it again with a click on ”Add“. The last third should hold the
value ”GridGainServer“ .

Figure 10: Policy Editor - Configuration of the new resource

Now we can save our new policy under ”/path/to/trustedGridFramework/config/permis/example1-
policy/policy.xml“. If no warning occurs during the save operation, which can be done by selecting from
the menu ”File → Save as“, then the policy is correct. Otherwise the warning will contain hints what
kind of errors happened and how they can be removed.
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If we open the XML policy with an editor it should look like this:

1 <? xml v e r s i o n =” 1 . 0 ” e n c o d i n g =”UTF−8” ?>
2 <X. 5 0 9 PMI RBAC Policy OID=” 1 . 0 . 0 . 0 ”>
3 <S u b j e c t P o l i c y>
4 <Subjec tDomainSpec ID=” companyGrid ”>
5 <I n c l u d e LDAPDN=” o=Amiga , s t = S t y r i a , c= a t ” />
6 < / Subjec tDomainSpec>
7 < / S u b j e c t P o l i c y>
8 <R o l e H i e r a r c h y P o l i c y>
9 <RoleSpec OID=” 1 . 2 . 8 2 6 . 0 . 1 . 3 3 4 4 8 1 0 . 1 . 1 . 1 4 ” Type=” p e r m i s R o l e ”>

10 <SupRole Value=” g r i d w o r k e r ” />
11 < / RoleSpec>
12 < / R o l e H i e r a r c h y P o l i c y>
13 <SOAPolicy>
14 <SOASpec ID=” a d m i n i s t r a t o r ” LDAPDN=” cn=me , o=Amiga , s t = S t y r i a , c=AT”

/>
15 < / SOAPolicy>
16 <R o l e A s s i g n m e n t P o l i c y>
17 <RoleAss ignment ID=” RoleAss ignment1 ”>
18 <Subjec tDomain ID=” companyGrid ” />
19 <R o l e L i s t>
20 <Role Type=” p e r m i s R o l e ” Value=” g r i d w o r k e r ” />
21 < / R o l e L i s t>
22 <D e l e g a t e Depth=” 0 ” />
23 <SOA ID=” a d m i n i s t r a t o r ” />
24 <V a l i d i t y />
25 < / Ro leAss ignment>
26 < / R o l e A s s i g n m e n t P o l i c y>
27 <T a r g e t P o l i c y>
28 <TargetDomainSpec ID=” G r i d G a i n S e r v e r ”>
29 <I n c l u d e LDAPDN=” o=Amiga , s t = S t y r i a , c=AT” />
30 < / TargetDomainSpec>
31 < / T a r g e t P o l i c y>
32 <A c t i o n P o l i c y>
33 <Ac t i on ID=” getWork ” Name=” getWork ”>
34 <TargetDomain ID=” G r i d G a i n S e r v e r ” />
35 < / A c t i o n>
36 < / A c t i o n P o l i c y>
37 <T a r g e t A c c e s s P o l i c y>
38 <T a r g e t A c c e s s ID=” T a r g e t A c c e s s 1 ”>
39 <R o l e L i s t>
40 <Role Type=” p e r m i s R o l e ” Value=” g r i d w o r k e r ” />
41 < / R o l e L i s t>
42 <T a r g e t L i s t>
43 <T a r g e t>
44 <TargetDomain ID=” G r i d G a i n S e r v e r ” />
45 <AllowedAct ion ID=” getWork ” />
46 < / T a r g e t>
47 < / T a r g e t L i s t>
48 < / T a r g e t A c c e s s>
49 < / T a r g e t A c c e s s P o l i c y>
50 < /X. 5 0 9 PMI RBAC Policy>
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.2.2 Adaption of GridGain for Permis

We have already the ”GridAttributesTopologySpi“ class in a way adapted that it only adds GridGain
nodes which can be successfully authenticated and authorized through Permis. But what we have missed
was that we need individual credentials for any GridGain node so that Permis can make decisions based
on that credentials.

For simplicity this credential file will be only a plain text file. A more trustworthy and secure authen-
tication and authorization process will be introduced during Chapter five and six! Every node, including
the server itself, should have it’s own file which will have to look like this (for the server):

1 CN=server ,O=AMIGA ,ST=Styria ,C=AT
2 O=AMIGA ,ST=Styria ,C=AT
3 permisRole
4 gridworker
5 getWork

Explanation: The first line contains the name of the user including its user domain which must be
defined like shown. The second line contains the target domain, the third one the role type, the next one
the role itself and the last one the action that should be done. We should save this simple key file in the
following directory ”/path/to/trustedGridFramework/config/permis/“ as “node.txt” on every node.

Now we have all ingredients together to develop our software for the local company clients to join
them into our local grid.

.2.3 The Client’s software package

The creation of the client’s software package is now quite simple. We open Eclipse, create a new Project
called GG-HelloWorld and then we create there a new class called “SimpleGridNode”. We have to
modify our new and empty class to look like this:

1 import java .io .BufferedInputStream ;
2 import java .io .BufferedOutputStream ;
3 import java .io .ByteArrayOutputStream ;
4 import java .io .File ;
5 import java .io .FileInputStream ;
6 import java .io .Serializable ;
7 import java .util .HashMap ;
8 import java .util .Map ;
9

10 import org .gridgain .grid .GridConfigurationAdapter ;
11 import org .gridgain .grid .GridException ;
12 import org .gridgain .grid .GridFactory ;
13 import org .gridgain .grid .spi .topology .attributes .

GridAttributesTopologySpi ;
14
15
16 p u b l i c c l a s s SimpleGridNode {
17
18 p r i v a t e s t a t i c String keyFile = n u l l ;
19
20 p u b l i c s t a t i c vo id main (String [ ] args ) throws GridException ,

InterruptedException {
21
22 i f (args .length != 1 ) {
23
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24 System .out .println ( ”
−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−” ) ;

25 System .out .println ( ”To S t a r t t h e node c o r r e c t w r i t e j a v a − j a r
SimpleGridNode . j a r / p a t h / t o / node . t x t ” ) ;

26 System .out .println ( ” GridNode i s now a b o r t i n g ! ” ) ;
27 System .exit ( 0 ) ;
28 }
29
30 keyFile = args [ 0 ] ;
31 GridConfigurationAdapter gca = addKeyFileToThisNode ( ) ;
32 GridFactory .start (gca ) ;
33
34 whi le ( t rue ) {
35 Thread .yield ( ) ;
36 }
37 }
38
39 p r i v a t e s t a t i c GridConfigurationAdapter addKeyFileToThisNode ( ) {
40
41 GridConfigurationAdapter gf = new GridConfigurationAdapter ( ) ;
42 GridAttributesTopologySpi topSpi = new GridAttributesTopologySpi ( ) ;
43 Map<String , Serializable> attrs = new HashMap<String , Serializable

>(20) ;
44
45 File f = new File (keyFile ) ;
46
47 String fileName = ” f i l e n a m e ” ;
48 String fileContent = getStringFileContent (f .getAbsolutePath ( ) ) ;
49 attrs .put (fileName , f .getName ( ) ) ;
50 attrs .put (f .getName ( ) , fileContent ) ;
51
52 gf .setUserAttributes (attrs ) ;
53 gf .setTopologySpi (topSpi ) ;
54
55 re turn gf ;
56 }
57
58 p r i v a t e s t a t i c String getStringFileContent (String fileName ) {
59 t r y {
60 BufferedInputStream in = new BufferedInputStream ( new

FileInputStream (fileName ) ) ;
61 ByteArrayOutputStream bs = new ByteArrayOutputStream ( ) ;
62 BufferedOutputStream out = new BufferedOutputStream (bs ) ;
63 byte [ ] ioBuf = new byte [ 4 0 9 6 ] ;
64 i n t bytesRead ;
65 whi le ( (bytesRead = in .read (ioBuf ) ) != −1)
66 out .write (ioBuf , 0 , bytesRead ) ;
67 out .close ( ) ;
68 in .close ( ) ;
69 re turn bs .toString ( ) ;
70 } ca tch (Exception e ) {
71 }
72 / / @TODO change t r a n s f o r m a t i o n t o a f i x e d one ! C u r r e n t l y i t ’ s

depend ing
73 / / on t h e s y s t e m
74 re turn n u l l ;
75 }
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76 }

Further we have to add with a right click on “GG-HelloWorld→ Properties→ Libraries” the “spring-
2.5.6.jar” package which can be found at “/path/to/trustedGridFramework/gridgain-2.1.1/libs”. Now it
should compile without any error.

What have we done in this class?

The lines from 1 to 13 are only containing the needed imports for our code. At line 20 our main
method starts with a short check if the right amount of arguments is present or not (line 22). If not, a short
introduction how to start our software will be shown (line 24 to 26) and then the program kills itself in line
27. In line 30 we take the one and only given argument as the path to our credential file. Line 31 creates a
new GridConfigurationAdapter object with the help of the addKeyFileToThisNode() method (line 39 to
56). This method creates a new GridConfigurationAdapter and a new GridAttributesTopologySpi object
and stores there the given credential file as an attribute into the GridConfigurationAdapter. Further
it configures the GridConfigurationAdapter to use the GridAttributesTopologySpi to find and add new
nodes. This is necessary because we have currently only the GridAttributesTopologySpi class changed
to fulfill our wish that only nodes can join our topology that get positively recognized by Permis. From
line 58 to 76 the getStringFileContent(...) helper function can be found which realizes a simple function
to read-in a normal text file and return it as a String.

The next step must now be the creation of an executable JAR package which can be rolled out.
Therefore we make a right click on “GG-HelloWorld→ Export...”. In the opening window we select the
subitem “Runnable Jar File” and press the “Next” button. As “Launch configuration” we select “Sim-
pleGridNode - GG-HelloWorld”. As “Export destination:” we enter the name “SimpleGridNode.jar” for
our new JAR package and as “Library handling” we select “Copy required libraries into a sub-folder next
to the generated JAR”. With a click on the “Finish” button Eclipse starts with the building process of our
runnable JAR package.

Now we are ready to deploy our software on any company computer. We can start it by remote over
ssh or local in a shell with “java -jar SimpleGridNode.jar /path/to/node.txt”. Only the node.txt file must
be adopted for any computer/user.

If the SimpleGridNode has started successfully it should look like this:

Figure 11: A simple GridNode (started)

On our GridGain server node it is very important to make the following changes to the “Run Con-
figuration” because otherwise no work package would be deployed. To activate this feature on the
server we have to add the following argument “-ea ”-javaagent:/path/to/trustedGridFramework/gridgain-
2.1.1/libs/aspectjweaver-1.5.3.jar” ” under “SimpleServer → Run/Debug Settings → SimpleServer →
Edit... → Arguments → VM arguments”. Further the aspectj directory must be set. This can be done
in the menu “Simple Server → Run/Debug Settings → SimpleServer → Edit... → Classpath → User
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Entries (must be selected) → Advanced → Add External Folder”. We need to set the following path:
“/path/to/trustedGridFramework/gridgain-2.1.1/config/aop/”. Now the GridGain server is able to deploy
any code to other accepted nodes.

An example GridGain Server that only prints “Hello World” randomly on one of the nodes in the
current topology could look like this:

1 import java .io .BufferedInputStream ;
2 import java .io .BufferedOutputStream ;
3 import java .io .ByteArrayOutputStream ;
4 import java .io .File ;
5 import java .io .FileInputStream ;
6 import java .io .Serializable ;
7 import java .util .HashMap ;
8 import java .util .Map ;
9

10 import org .gridgain .grid .GridConfigurationAdapter ;
11 import org .gridgain .grid .GridException ;
12 import org .gridgain .grid .GridFactory ;
13 import org .gridgain .grid .gridify .Gridify ;
14 import org .gridgain .grid .spi .topology .attributes .

GridAttributesTopologySpi ;
15
16 p u b l i c c l a s s SimpleServer {
17 / * *
18 * @param args
19 * @throws G r i d E x c e p t i o n
20 * /
21 p r i v a t e s t a t i c String keyFile = ” / home / b e r e s f o r d / t r u s t e d −g r i d /

t r u s t e d G r i d F r a m e w o r k / c o n f i g / pe rmi s / node . t x t ” ;
22
23 p u b l i c s t a t i c vo id main (String [ ] args ) throws GridException {
24
25 GridConfigurationAdapter gca = addKeyFileToThisNode ( ) ;
26 GridFactory .start (gca ) ;
27
28 / / a f t e r here s t a r t your g r i d / c l o u d a p p l i c a t i o n
29 t r y {
30 say ( ” H e l l o World ” ) ;
31 }
32 f i n a l l y {
33 GridFactory .stop ( t rue ) ;
34 }
35 }
36
37 @Gridify
38 p u b l i c s t a t i c vo id say (String textToSay ) {
39 System .out .println (textToSay ) ;
40 }
41
42 p r i v a t e s t a t i c GridConfigurationAdapter addKeyFileToThisNode ( ) {
43
44 GridConfigurationAdapter gf = new GridConfigurationAdapter ( ) ;
45 GridAttributesTopologySpi topSpi = new GridAttributesTopologySpi ( ) ;
46 Map<String , Serializable> attrs = new HashMap<String , Serializable

>(20) ;
47
48 File f = new File (keyFile ) ;
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49
50 String fileName = ” f i l e n a m e ” ;
51 String fileContent = getStringFileContent (f .getAbsolutePath ( ) ) ;
52 attrs .put (fileName , f .getName ( ) ) ;
53 attrs .put (f .getName ( ) , fileContent ) ;
54
55 gf .setUserAttributes (attrs ) ;
56 gf .setTopologySpi (topSpi ) ;
57
58 re turn gf ;
59 }
60
61 p r i v a t e s t a t i c String getStringFileContent (String fileName ) {
62 t r y {
63 BufferedInputStream in = new BufferedInputStream ( new

FileInputStream (fileName ) ) ;
64 ByteArrayOutputStream bs = new ByteArrayOutputStream ( ) ;
65 BufferedOutputStream out = new BufferedOutputStream (bs ) ;
66 byte [ ] ioBuf = new byte [ 4 0 9 6 ] ;
67 i n t bytesRead ;
68 whi le ( (bytesRead = in .read (ioBuf ) ) != −1)
69 out .write (ioBuf , 0 , bytesRead ) ;
70 out .close ( ) ;
71 in .close ( ) ;
72 re turn bs .toString ( ) ;
73 } catch (Exception e ) {
74 }
75 / / @TODO change t r a n s f o r m a t i o n t o a f i x e d one ! C u r r e n t l y i t ’ s

depend ing
76 / / on t h e s y s t e m
77 re turn n u l l ;
78 }
79 }

We have now successfully created our executable GridGain package.

Within this example we have now shown how easily a new Permis policy file can be created and how
GridGain must be adopted to use Permis for the authorization verification process before any new client
node is allowed to join the network. Further we have built a simple GridGain server and client.
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